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Abstract 

Human-Machine Interaction (HMI) progressively becomes a part of coming future. Being an example of 

HMI, embedded eye tracking systems allow user to interact with objects placed in a known environment 

by using natural eye movements. 

The EyeDee™ portable eye tracking solution (developed by SuriCog) is an example of an HMI-

based product, which includes Weetsy™ portable wire/wireless system (including Weetsy™ frame and 

Weetsy™ board), π-Box™ remote smart sensor and PC-based processing unit running SuriDev eye/head 

tracking and gaze estimation software, delivering its result in real-time to a client’s application through 

SuriSDK (Software Development Kit). 

Due to wearable form factor developed eye-tracking system must conform to certain constraints, 

where the most important are low power consumption, low heat generation low electromagnetic 

radiation, low MIPS (Million Instructions per Second), as well as support wireless eye data transmission 

and be space efficient in general. Eye image acquisition, finding of the eye pupil ROI (Region Of Interest), 

compression of ROI and its wireless transmission in compressed form over a medium are very beginning 

steps of the entire eye tracking algorithm targeted on finding coordinates of human eye pupil. Therefore, 

it is necessary to reach the highest performance possible at each step in the entire chain. 

Applying of image compression allows to drastically reduce amount of data to be sent to a 

remotely located PC-based processing unit performing eye tracking. However, to reach maximal 

performance image compression algorithms must be executed at the same frequency as eye image 

acquisition frequency (100 Hz minimum). Such a high frequency makes a certain constraints on several 

compression system parameters as well as compressed eye images, where the major ones are size of 

compressed eye image, quality of decompressed eye image, time needed to perform 

compression/decompression, computational complexity, operating memory requirements and some 

others. 

In contrast with state-of-the-art general-purpose image compression systems, it is possible to 

construct an entire new eye tracking application-specific image processing and compression methods, 

approaches and algorithms, design and implementation of which are the goal of this thesis. 
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Chapter 1Equation Section 1 

1 Introduction 

To understand the impact of human’s vision during daily activities it is common practice nowadays to 

study natural eye movements obtained via eye tracking [1] solutions, which are implemented as a 

Human-Machine/Computer Interaction (HMI/HCI) [2] devices, which collect and exchange data with 

some processing units. One of SuriCog’s flagship product is EyeDee™ (Figure 1) portable HMI-based eye 

tracking solution, which is the world’s first solution using the eye as a real-time mobile digital cursor. 

The EyeDee™ targets industry grade applications (e.g., maintenance), multimedia applications (e.g., 

interaction with objects placed in a known environment), decision critical applications (e.g., control 

centers), ergonomic assessment [3] and also training applications (e.g., cockpit of an aircraft or a 

helicopter). The EyeDee™ maintains full mobility, which results in total freedom of user’s movements 

allowing user to interact with objects placed in a known environment. The solution consists of Weetsy™ 

portable wire/wireless system including Weetsy™ frame (performs eye image acquisition), Weetsy™ 

board (performs pre-processing), π-Box™ remote smart sensor (performs head localization) and PC-based 

processing unit (performs post-processing) running SuriDev eye/head tracking and gaze estimation 

software, which provides its results via SuriSDK™ software to application side EyeDee™ Studio software 

targeted on a particular client’s project/application. 

Weetsy™ wearable device π-Box™ remote smart sensor 

 
Figure 1. EyeDee™ eye tracking solution. 

The EyeDee™ algorithms allow to reconstruct: 

 Center of rotation of the eye in 3D space. This center is computed on the base of 5 

parameters of the pupil’s ellipse in 2D space coupled with position of the human’s head, 

 6DoF-position (six Degrees of Freedom) of the human’s head in the 3D space, 

 gaze (direction at which human is looking, [4]) in the 3D space. 

Since the eye movements are the fastest movements that the human body is able to produce, eye 

tracking solutions must be especially responsive. This immediately results in restrictions on the 

algorithms used to analyze at high frequencies (>100 Hz) an eye image to find center of the pupil, as 
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well as relatively hard constraints on the software/hardware implementation of these algorithms in a 

target physical hardware usually based on a low-power MCU coupled with an FPGA. One canonical 

factor, which has direct impact on system responsiveness and latency, is a transmission of an eye image 

obtained from a miniaturized digital camera sensor over a wireless media (Wi-Fi [5], Bluetooth [6] or 

others), which has to be done in a minimum time possible (<2-3 ms). To reduce the time of eye image 

transmission, it is a general practice to use image compression systems (also called ‘image coding systems’ 

and less often ‘image compression techniques’) [7]. To integrate a particular implementation of a selected 

image compression system into the product, a set of settings (so-called ‘profile’) has to be found, which 

leads in the highest overall performance of image compression system. This profile represents the results 

of the tradeoff between size of compressed image (measured in bits-per-pixel or bpp), visual quality of 

decompressed image (measured as PSNR in dB), time to perform image compression/decompression 

(measured in milliseconds or microseconds), computational complexity (measured in MIPS), operating 

memory requirements (measured in bytes) as well as overall resulted device autonomy (duration of using 

of the device powered by battery without any external power source). The research presented in this 

thesis is focused on solving this type of tradeoffs by accurate analysis of existed general-purpose 

compression systems, followed by gradual construction and optimization of an entire new eye image 

compression system especially developed for SuriCog’s EyeDee™ product. 

1.1 Objective and Scope of the Research 

The objective of this thesis is the development of highly efficient image processing and compression 

algorithms for a miniature wireless resource constrained low-power embedded eye tracking system. The 

main goal is to show that new application-specific eye image compression algorithms can be more efficient 

than the general-purpose state-of-the-art image compression algorithms, used in such a standards as 

JPEG [8], JPEG 2000 [9] and some others. 

This thesis has three main goals: 

1. Select (or propose) the most efficient eye image compression system(s) for the EyeDee™. 

2. Introduce an improvements of selected (or proposed) eye image compression system(s). 

3. Implement of the eye image compression system(s) in the EyeDee™ and show benefits. 

This thesis is divided on five parts: 

1. Introduce a research domain and application specifics (Introduction). 

2. Conduct a study of state-of-the-art in image compression systems (Theoretical Part). 

3. Propose new approaches dedicated to eye image compression (Methodology). 

4. Show benefits of previously proposed approaches (Experimental Results). 

5. Implement proposed approaches in the EyeDee™ product (Conclusion and Future Work). 

1.2 Summary of the Contributions 

This thesis contains following proposed contributions: 

 Eye-based rate-distortion optimization. One propose an eye-based rate distortion 

optimization algorithm for wavelet transform based eye image compression. It is shown that 

after wavelet transform several subbands contain eye details, which have very little impact on 

the eye tracking precision results. Therefore, such «less prioritized» subbands can be more 

quantized (or entirely removed), while «more prioritized» subbands are less quantized. 

 Eye image delivery chain performance analysis approach. One propose an approach of 

performance analysis of all components of the entire «image delivery chain» (also called «image 

acquisition chain»), which includes several steps: acquisition of the eye image from the camera 

sensor (readout), reading of the eye image from the RAM of readout IC (FPGA based) into 

the RAM of host IC (MCU based), compression of the eye image, transmission of compressed 

eye image (bit stream) via several mediums to the remote side followed by decompression of 
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the compressed eye image. It is shown that based on assessment (accurate measurement of 

execution time) of each component used in each step it is possible to derive a mathematical 

model (represented as set of equations), further analysis of which permits to find bottlenecks 

of the «image delivery chain» and resolve them to improve the system overall performance. 

 Eye image compression based on low complexity DCTs. One propose an eye image 

compression approach, which is based on using of low-complexity Discrete Cosine Transform 

(DCT) approximations, implemented in a multiplierless form (i.e., using only addition and 

shift operations). Compared with the original DCT, DCT approximations tend to maintain 

much less execution time at the expense of slight degradation of decompressed eye image 

quality, which directly contributes to degradation of the eye tracking system precision error. 

It is shown that it is possible to adjust level of DCT approximation, which permits to control 

eye tracking system precision error in a desired range (depending on the target application) 

while benefiting on the advantages of multiplierless implemented low-complexity DCT 

approximations. 

 Eye image compression system limits assessment. One propose an assessment of the 

limits of eye image compression system. Such a limits include: minimal quality of decompressed 

image could be used for the eye tracking without significant eye tracking precision loss, minimal 

delay of eye image compression/decompression allowing to the eye tracking system stay 

responsive, minimal size of compressed eye image allowing to use less bitrate consuming data 

transmission technologies (e.g., Bluetooth or ZigBee), minimal MIPS (i.e., computational 

complexity) allowing to use low power (and usually small form factor and low price) hardware, 

and several other characteristics. It is shown that relying on such limits, several general purpose 

image compression approaches should be excluded from the consideration on the very early 

prototyping stage during design of portable wireless eye tracking system involving eye image 

compression. 

 Neural network based eye tracking approximation. One propose an original eye 

tracking approach based on the use of neural network targeted on data regression. It was 

shown that using of such approach results in complete replacement of image processing based 

eye tracking algorithm coupled with geometric eye modeling by a precisely tuned and perfectly 

trained neural network, which directly transforms wirelessly transmitted floating-point values 

of decimated eye image (result of the 3D perspective projection of a model of rotating pupil 

disk) into five floating-point parameters of pupil’s ellipse (result of the eye tracking). Such 

approach allows to drastically reduce the size of the transmitted data (from Weetsy™ board to 

PC-based processing unit) from the typical size of raw/compressed eye image to just 20 bytes 

of five floating-point values. However, this approach has a certain eye tracking quality issues 

(eye tracking system precision error). 

 Feature based ROI image compression. One propose an improvement of compression of 

the Region of Interest (ROI, region containing image of the human’s pupil). It was shown that 

it is possible to find and remove extra information from the ROI. Such extra information has 

relatively little impact on pupil’s ellipse reconstruction, hence little impact on the eye tracking 

results quality. Finding of the «extra information» is done via trained neural network targeted 

on data classification, i.e., classification of blocks of the ROI into two classes: «block does 

contain pupil edges» (hence must be kept) and «block does not contain pupil edges» (hence 

considered as «extra information» and highly compressed or entirely removed). As a result of 

such approach, compressed ROI with highly compressed or entirely removed blocks has much 

less size compared to originally compressed ROI, because of higher compression ratio for «extra 

blocks» or less data to compress (in case of blocks removed). 

 Neural network based ROI finding. One propose an original approach of the ROI finding, 

which is based on using of trained neural network targeted on data classification instead of 

using an original ROI finding algorithm. Original ROI finding algorithm performs multiple 
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threshold based block scanning of the integral image and provides multiple ROI ‘candidates’ 

as an output (hence, there is a need to select the best ROI ‘candidate’), while neural network 

based approach is targeted on the same task, but without a threshold.  It was shown that 

neural network based approach provides more stable results and executed more faster due since 

generally obtaining results from trained neural network is usually takes less time than 

execution of image processing algorithms. Potentially neural network based ROI finding can 

replace currently used image processing based ROI finding. 

 Foveated based eye image compression. One propose an original approach of foveated 

based eye image compression, which is inspired by the ‘foveated image rendering’ i.e., a 

rendering, where information, which takes most user’s attention, is rendered with maximum 

quality while information, which takes less user’s attention, is rendered with minimum quality. 

The user’s attention is determined via using of the eye tracking system. It was shown that this 

approach can be used in the eye tracking algorithm, which takes as an input static ROI image 

(cropped region of the full size image, which has such minimal vertical and horizontal 

dimensions to keep maximal pupil’s vertical and horizontal positions). The static ROI image 

contains (at least) two parts: preliminary found (via neural network based approach) dynamic 

ROI image, which is not compressed and the rest of the image, which is compressed. In compare 

with «uniformly compressed» eye image, feature based eye image compression leads to «non-

uniform compression», which immediately leads to variable bpp and less compressed eye image 

size in general. 

1.3 Thesis Outline 

This thesis includes five parts: an introduction, which is followed by four chapters and an appendix 

containing five publications. Chapter 2 is dedicated to theoretical part used in the thesis. Chapter 3 

presents methodology used to conduct the research. Chapter 4 presents results, obtained on applying of 

previously presented theory coupled with defined methodology. Chapter 5 concludes the thesis. 

1.4 Thesis Information 

This thesis is completed under the CIFRE program [10], which stands for Industrial Agreement of 

Training through Research. The core idea of the program is conducting of scientific research in 

collaboration between academia and industry, where academia member is ISEP institute and industrial 

member is SuriCog company. The interest for the ISEP institute is research in the domain of image 

processing and image compression algorithms while interest for the SuriCog company is applying of these 

algorithms to the EyeDee™ eye tracking solution. 
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Chapter 2Equation Section 2 

2 Theoretical Part 

2.1 Introduction 

The EyeDee™ product (developed by SuriCog) is aimed at allowing user to interact with objects in a 

known environment by naturally using human’s eye-movements. In particular, the complete system 

includes Eye Tracking (ET) system, which is based on computationally intensive image processing 

algorithms. These algorithms are aimed at reconstruction of the position of the pupil center [11] in 3D 

space. Input of the ET is a human eye image, obtained from a miniaturized digital camera sensor, 

installed in the Weetsy™ frame. Output the eye tracking system is five pupil ellipse parameters (floating-

point values) defining pupil ellipse. Then these values are used by a Gaze software component (part of 

SuriDev software) to reconstruct user’s gaze i.e., direction at which user is looking at each particular 

time moment. To accelerate performance of the ET, an amount eye image data, which is transmitted 

over a wire/wireless medium, can be drastically reduced by applying image compression. To properly 

introduce image compression in the entire EyeDee™ system it is necessary to understand the theory of 

image processing (in general) and image compression (in particular), as well as theory of main building 

blocks of the complete eye tracking algorithm of the EyeDee™. This chapter introduces this theory. 

2.2 Eye Tracking Specifics 

Eye tracking approach has long been utilized to study the visual attention of individuals. There are 

several key techniques to detect and track the movements of the eyes. The most commonly used eye 

tracking technique is Pupil Center Corneal Reflection (PCCR), which is based on the idea of eye 

illumination by a light source resulting in highly visible reflections. These reflections are captured by 

the camera sensor and resulted images are used to identify the reflection of the light source on the cornea 

(so-called ‘glints’) as well as the pupil. Reconstruction of gaze (direction at which user is looking at each 

particular moment) is based on a vector formed by the angle between the cornea and pupil reflections 

(the direction of the vector). Such a vector can be optionally coupled with other geometrical features of 

the reflections to increase precision of eye tracking results at the expense of computational complexity. 

There are several eye tracking techniques (Figure 2): 

 EOG (ElectroOculoGraphy) [12] – technique for measuring the corneo-retinal standing 

potential between the front and the back of the human eye. The resulting signal is called 

the electrooculogram. Primary applications are in ophthalmological diagnosis and 

recording eye movements. To measure eye movement, pairs of electrodes are typically 

placed above and below the eye or to the left and right of the eye. If the eye moves from 

center position toward one of the two electrodes, this electrode detects the positive side 

of the retina and the opposite electrode detects the negative side of the retina. 

Consequently, a potential difference occurs between the electrodes. Assuming that the 

resting potential is constant, the recorded potential is a measure of the eye’s position. 

 VOG (Video-OculoGraphy) [13] – well-established non-invasive, video-based technique of 

measuring horizontal, vertical and torsional position components of the movements of 

both eyes (via image processing algorithms applied to eye images) using a head-mounted 

device which is equipped with small cameras. Primary applications are medical 

applications. VOG techniques are applied in a wide field of scientific research related to 

visual development and cognitive science as well as to pathologies of the eyes and of the 

https://en.wikipedia.org/wiki/Human_eye
https://en.wikipedia.org/wiki/Cognitive_science
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visual system. The VOG technique can use eye images obtained with the ‘bright pupil’ 

or the ‘dark pupil’ illumination technique (presented below). 

 Scleral coil technique [14] – technique for measuring the eye position, which is based on 

using a small coils of wire, which embedded in a modified contact lens. These coils are 

inserted into the eye after local anaesthetic has been introduced. When a coil of wire 

moves in a magnetic field, the field induces a voltage in the coil and then a signal of eye 

position will be produced. This allows horizontal eye movement to be recorded. If it is 

necessary to also monitor vertical eye movements, then a second set of field coils, usually 

set orthogonally to the first set, it used. The two signals (one for horizontal, one for 

vertical eye movement) generated in the eye coil can then be disentangled using 

appropriate electronics. If the eye coil is of an appropriate design, then torsional 

movements can also be recorded. In experiments on eye movements in animals, the eye 

coils are frequently implanted surgically. The advantage of this method is that it has a 

very high temporal and spatial resolution allowing even the smalled types of eye 

movements (e.g. microsaccades [15]) to be studied. The disadvantage is that it is an 

invasive method, requiring something to be placed into the eye. This method is rarely 

used clinically, but is an invaluable research tool. 

 
EOG (ElectroOculoGraphy 

 
VOG (Video-OculoGraphy) 

 
Scleral coil 

Figure 2. Eye tracking techniques: EOG, VOG, scleral coil. 

There are two major pupil illumination techniques used with PCCR (Figure 3): 

1. ‘Bright pupil’ – pupil illumination technique, where an illuminating LED is placed near 

to the optical axis of the imaging device resulting the pupil to appear lit up (same 

phenomenon that causes red eyes in photos), i.e., pupil is clearly demarcated as a bright 

region due to the photo reflective nature of the back of the eye. 

2. ‘Dark pupil’ – pupil illumination technique, where an illuminating LED is placed at some 

distance from the optical axis resulting the pupil to appear darker than the iris, while the 

sclera, iris itself and eye lids all reflect more illumination. 

  

 
 

  

  

 

Bright pupil  Dark pupil 

Figure 3. Eye tracking illumination techniques: bright pupil and dark pupil. 

The combined use of both bright and dark pupil techniques [16–18] usually is based on using the 

infrared LEDs when bright-pupil image and dark-pupil image are obtained by switching between either  

on and off the axis of the camera sensor. The resulted deferential pupil image is obtained by subtracting 

these images following by thresholding. 

SuriCog’s EyeDee™ eye tracking solution uses the VOG technique coupled with the ‘dark pupil’ 

illumination technique. 
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Eye tracking illumination conditions (Figure 4) have significant impact on the quality of the eye 

image. For example, Weetsy™ frame uses two IR LEDs placed on a distance of 1.5 cm while the distance 

between the miniaturized camera sensor and the human’s eye is about 2..2.5 cm. If the IR LEDs distance 

is not optimal it is likely to have possible unwanted shadows (Figure 4). 

 

    

    

  

  

 

  

Weetsy™ frame (profile view)  IR illumination scheme (dark pupil) 

Figure 4. Eye tracking illumination conditions and distances. 

Different illumination conditions as well as several positions of the IR light sources were 

exhaustively tested at the prototyping stage of the product. Results of these tests are out of scope of 

this thesis. 

Usually an eye tracking algorithm uses several digital filters, where the most widely applied are: 

1. Gaussian blur (smoothing). Used to reduce the noise in the input eye images. 

2. Histogram calculation. Histogram is used during the next image processing steps. 

3. Binarization. Used to obtain black and white eye image. 

4. Edge finding. Used to find pupil contours of the pupil following of their auto measuring 

(to reconstruct pupil’s ellipse). 

The Hough transform [19] is a well-known tool to identify geometrical objects in the image. 

Usually these objects are lines and circles (in this case Hough Circle Transform is used). Therefore, the 

question consists in the potential applicability of the Hough transform to the eye tracking. Since pupil 

contours have the form of an ellipse, the Hough transform must be used to detect ellipses. Since ellipse 

is defined via 5 parameters (Table 1), the Hough transform must perform the search in the 5D parameter 

space, which is computationally too expensive to be done on 100 Hz eye tracking frequency. 

Table 1. Hough transform complexity to identify different objects. 

Object Object equation 
Unknown parameters 

(complexity) 

Line y kx b  2 

Circle 2 2 2( ) ( )x h y k r  3 

Ellipse 
2 2

2 2

(( )cos ( )sin ) (( )sin ( )cos )
1

x h y k x h y k

a b
 5 

To reduce the noise in the input eye images Gaussian smoothing [20] is used. The Gaussian 

smoothing operator is a 2-D convolution operator that is used to ‘blur’ images and remove small details 

and noise. In this sense it is similar to the mean filter, but it uses a different kernel that represents the 

shape of a Gaussian convexity. This kernel has some special properties which are detailed below. 

The Gaussian 1-D/2-D distributions have the form: 

2

22
1

( )
2

x

G x e ,  (2.1) 

2 2

22
2

1
( , )

2

x y

G x y e ,  (2.2) 

Possible shadows 

2..2.5 cm 

Homogenous light 

2..2.5 cm 

1
.5

 c
m

 

https://homepages.inf.ed.ac.uk/rbf/HIPR2/convolve.htm
https://homepages.inf.ed.ac.uk/rbf/HIPR2/mean.htm
https://homepages.inf.ed.ac.uk/rbf/HIPR2/kernel.htm
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where σ is the standard deviation of the distribution. The corresponding distributions are 

illustrated in Figure 5. 

 

1-D 

 

2-D 

Figure 5. 1-D/2D Gaussian distributions with mean 0/(0,0) and σ=1. 

The idea of Gaussian smoothing is to use this 2-D distribution as a ‘point-spread’ function, and 

this is achieved by applying a convolution. Since the image is stored as a collection of discrete pixels 

there is a need to produce a discrete approximation to the Gaussian function before the convolution can 

be performed. In theory the Gaussian distribution is non-zero everywhere, which would require an 

infinitely large convolution kernel, however in practice it is effectively zero more than about three 

standard deviations from the mean, so the kernel can be truncated at this point. Figure 6 shows a 

suitable integer-valued convolution kernel that approximates a Gaussian with σ of 1.0. However, it is 

not obvious how to select the values of the mask to approximate a Gaussian. For example, it is possible 

to use the value of the Gaussian at the center of a pixel in the mask, but this is not accurate, because 

the value of the Gaussian varies non-linearly across the pixel. Then the value of the Gaussian over the 

whole pixel was integrated (by summing the Gaussian at 0.001 increments). Since the integrals are not 

integers it is necessary to rescale the array so that the corners had the value 1. Finally, the 273 is the 

sum of all the values in the mask (Figure 6). 

1

273
 

1 4 7 4 1 

4 16 26 16 4 

7 26 41 26 7 

4 16 26 16 4 

1 4 7 4 1 

Figure 6. Discrete approximation to Gaussian function with σ =1. 

As soon as a suitable kernel has been calculated, then the Gaussian smoothing can be performed 

using standard convolution methods. The convolution can be performed fairly quickly since the equation 

for the 2-D isotropic Gaussian shown above is separable into x and y components. Therefore, the 2-D 

convolution can be performed by first convolving with a 1-D Gaussian in the x direction, and then 

convolving with another 1-D Gaussian in the y direction. (The Gaussian is in fact the only completely 

circularly symmetric operator which can be decomposed in such a way.) After eye image denoising via 

Gaussian smoothing SuriCog’s EyeDee™ eye tracking algorithm does not use any image enhancement 

approaches. 

2.3 Image Nature and Terminology Specifics 

Eye image can be interpreted is a discrete 2D signal in spatial coordinates (x,y), which is a result of 

projection of the human’s pupil onto an image matrix of the CMOS censor. This signal is represented 

as a 2D matrix with unsigned integer values. Since color information from the eye image is not used in 

the current implementation of the ET algorithm during the computation of the pupil ellipse parameters, 

https://homepages.inf.ed.ac.uk/rbf/HIPR2/convolve.htm
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the eye image is grayscale 8bpp image with 256 levels of color gradation. Therefore, herein and after in 

this thesis term «grayscale 8bpp eye image» is assumed under term «eye image». 

If pixel value itself is interpreted as a dimension, 2D image signal can be seen as 3D signal (Figure 

7). In theory 2D signal values can be completely independent, hence there is no relationship between 

them. However, in practice due to nature of captured signals such values are usually dependent, meaning 

that changing/moving a pixel value in one (x,y)-position usually leads to changing/moving pixel values 

around this (x,y)-position. Observing 2D signals in 3D space gives a moving surface (Figure 7). 

 

Figure 7. Examples of eye image represented as 3D signal (moving surface). 

Since image is a discrete 2D signal, it is well known practice in the domain of image compression 

to progressively apply signal processing algorithms to each dimension of the image. In particular, such 

algorithms work in frequency domain [21] rather than in spatial domain. Frequency domain refers to the 

analysis of mathematical functions or signals with respect to frequency, rather than time. A given 

function or signal can be converted between the spatial (or time) domain and frequency domain with a 

pair of mathematical operators called a transform. Examples of such a transforms are: Fourier [22] 

transform, wavelet [23] transform and others. Therefore, description of the image compression algorithms 

often refer to term «frequency», because the input image signal is viewed in both the time and frequency 

domains simultaneously with use of several time–frequency representations in particular and time–

frequency analysis in general. 

2.4 Image Compression Fundamentals 

All signals can be classified at least by number of dimensions needed to represent these signals: 

 1D signals – text, signals from certain sensors (temperature, speed, and distance 

measurement), and sound. Usually such signals have low difference between samples. Such 

1D signals contain only spatial redundancy. 

 2D signals – images, photos of nature, natural scenes, etc. To compress these signals special 

methods are used, which address nature of the signals by using special transforms for 

example. Such 2D signals contain only spatial redundancy. 

 3D signals – images, with taking into account time domain. In such a case, sampling rate is 

more or equal to motion dynamics (i.e., moving of the objects in time). Such 3D signals 

contain both spatial and temporal redundancy. 

SuriCog’s EyeDee™ product involves processing of the eye images, which are acquired at very 

high frequency (>100 Hz). Most of the time (when user’s eye motion is low) such eye images can be 

considered as being 3D signals, because most of the time they are highly correlated. However, it was 

shown that human is able to rapidly move the eyes on short distances (deltas) at frequencies as high as 

500 Hz and more (so-called «rapid eye movements» [24]). Hence, in these cases eye image acquisition 

frequency is much lower than frequency of rapid eye movements and by definition such signals cannot 

be interpreted as 3D signals. (They can be interpreted though as a 3D signals during some time periods, 

when eye image acquisition frequency does not exceed eye maximal movement frequency.) Other aspect 

https://en.wikipedia.org/wiki/Mathematical_function
https://en.wikipedia.org/wiki/Signal_(information_theory)
https://en.wikipedia.org/wiki/Frequency


10  Theoretical Part 

 

is computational complexity. Due to additional computational complexity needed to process such 3D 

signals, eye images are considered in this thesis as being 2D signals, i.e., time notion (correlation in time) 

is not taken into the account during compression the of these eye images. Since transmission of 

uncompressed eye images requires a very high bitrate (in domain of resource constrained low-power 

embedded systems), image compression is aimed to extract and reduce natural redundancy from the eye 

image. 

Generally image data compression approaches are split into two classes: 

1. Image compression – data compression approach, aimed at eliminating of only spatial 

redundancy from the input image signal. 

2. Video compression – data compression approach, aimed at eliminating of both spatial and 

temporal redundancies from the input image signal. Most video compression algorithms combine 

spatial image compression and temporal motion compensation. 

The usual building blocks of the general-purpose image/video coding system (Figure 8) are: 

1. Image acquisition – obtaining source images from digital camera sensor. 

2. Pre-processing – operations on the raw uncompressed source images, such as trimming, 

color format conversion, color correction, or de-noising. In case of using ANN-based 

approaches bit depth reduction is used to decrease range of the input sample values and, 

therefore, to accelerate training. 

3. Encoding – transformation of the pre-processed images into a coded bitstream. The goal 

of encoding is to generate a compact representation of the input images, which is suitable 

for the transmission medium in the given application scenario. 

4. Transmission – packaging of the bitstream into an appropriate format and transmission 

over the selected medium (communication channel). Transmission optionally uses special 

approaches of data protection against data losses/corruptions and approaches of data loss 

recovery (also called «error concealment»). 

5. Decoding – transformation of the received bitstream into a reconstructed images. Since 

image encoding usually requires lossy compression to achieve the target transmission 

bitrate constraints, the decoded images constitute an approximation of the original source 

images. If unrecoverable transmission losses have been occurred, the decoder applies error 

concealment strategies to recover the corrupted images as much as possible. 

6. Post-processing – operations on the reconstructed image sequence for enhancement or for 

adaptation of the sequence for display or further processing. These operations can include 

color correction, trimming, or re-sampling. Also special effects may be applied as 

determined by the application. In case of SuriCog’s EyeDee™ Gaussian blurring is used 

at the post-processing step to reduce the noise in the input eye images. 

7. Displaying/processing – further usage of image sequence, such as viewing or processing. 

 

Figure 8. General block diagram of image/video coding system. 

In general, encoding stage (image compression) consists of the three steps: 

1. Transform – mapping of input image data (pixel values) to a set of coefficients of basis 

functions [25]. The goal of a transform is to keep (or at less to stay very close to) strong 

«energy compaction» property [26]. 

2. Quantization – setting closed to zero coefficients of transformed image to zero. 

Image acquisition Pre-processing Encoding 

Displaying/processing Post-processing Decoding 

Transmission 

https://en.wikipedia.org/wiki/Map_(mathematics)
https://en.wikipedia.org/wiki/Coefficient
https://en.wikipedia.org/wiki/Basis_function
https://en.wikipedia.org/wiki/Basis_function
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3. Entropy coding – transformation of quantized coefficients to achieve minimal size of the 

resulting bit sequence (bitstream) with ability to perform inverse transformation, i.e., to 

reconstruct quantized transform coefficients sequence followed by inverse transform to 

reconstruct original input image data (pixel values). 

In general, a transmission stage consists of two following steps: 

1. Channel coding – use of error correction codes [27] to allow decoded to reconstruct 

corrupted data. Since in SuriCog’s application eye images are sent in a compressed form, 

it is expected to consider use of error correction codes. These codes will allow correction 

of the errors, which can be introduced due to unreliable transmission medium (best-effort 

delivery). However, usage of such codes requires additional computation resources, needed 

to perform encoding/decoding and (optionally) correction, as well as higher transmission 

bitrate, because these codes introduce additional extra information into the bitstream. 

Then this extra information is used for checking of error presence and error correction. 

2. Error presence checking – usage of Cyclic Redundancy Check (CRC) [28]. CRC can be 

used to detect data integrity during transmission, i.e., to calculate if the data received is 

bitwise identical to data sent. If calculated CRC is not equal to received CRC, compressed 

image will be considered as «corrupted» image and skipped for further decompression and 

processing (or partially used in case of defined policy concerning «corrupted» images). 

To get benefits (in terms of compression time; also used term ‘compression duration’) of eye image 

compression, following condition has to be true: 

 _ _compr transf compr decompr transf uncomprT T T T   (2.3) 

where: 

comprT  – time of image compression, 

_transf comprT  – time of transmission of compressed image, 

decomprT  – time of image decompression, 

_transf uncomprT  – time of transmission of uncompressed image. 

By reason of specifics (maximal possible performance) of developed product, target goal consists 

in reaching minimal possible eye image delivery delay (i.e., delay between emitting eye image by the 

camera sensor and availability of the same eye image in the processing unit performing eye tracking) 

while maintaining acceptable image quality and (ideally) maintaining minimal compressed image size. 

Therefore, importance of compression factors has to follow this order (most prioritized are presented 

first): 

1. Time of image compression (represented in milliseconds or in microseconds); 

2. Quality of decompressed image (represented as PSNR in dB); 

3. Size of compressed image (represented in bytes or bpp). 

The final goal is to reach Pareto optimality between these metrics. The exact requirements for 

each of these metrics are presented further. 

2.4.1 Using Advantages of Human Visual System 

All applications, which involved image data compression to satisfy transmission medium requirements 

(reduction of the storage space or increase of the transmission speed), followed by its decompression, 

take advantage of Human Visual System (HVS) [29]. In these applications decompressed image data are 

then used directly by humans either by viewing (images/video), reading (text), or hearing (sounds). 

Usually, such data contain significant amount of redundancy, which can be reduced or entirely removed. 

The origins of this redundancy are different. For example, it is known fact that in general nature signals 
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(either images or sounds) contain significant amount of redundancy. Text, written in a particular 

language also contains certain amount of redundancy (so-called «natural language redundancy»; 

different languages have different average redundancy level). It is also common way of to think of «taking 

advantage of the HVS» to produce desired effects in a target application. Examples of « taking advantage 

of the HVS» include: 

 Color squeezing – reduction of the depth of the chroma component by use of so-called chroma 

subsampling [30] technique. This reduction is possible, because according to HVS model, color 

resolution of the HVS is much lower than the brightness resolution. Another example of HVS-

related effects is aftereffect of color, which depends on the orientation of several shapes (for 

example lines [31]); 

 Small details removal – in is generally considered that small details in an image are taking much 

less attention of the user than edges. This is because HVS is more sensitive to edges rather than 

small details. Hence removal of these small details (via quantization) from the original image 

does not lead to perceptible loss of visual quality, which as a result, does not cause difficulties 

in image interpretation. This principle is widely used in lossy image compression technique, 

where output decompressed image does not have significant visual difference in compare with 

input uncompressed image. 

It should be noted that SuriCog’s EyeDee™ eye tracking system performs image processing of 

decompressed eye images rather than their direct displaying. The eye tracking system does not 

incorporate human feedback on viewing decompressed eye images. (Rather it incorporates human 

feedback on hearing audio signal, which is generated based on human eye gaze – the direction at which 

human is looking at each particular time moment.) Therefore, during selection, implementation, 

optimization and tuning of the image compression system, recommended practices on obtaining the best 

acceptable quality, based on usual advantages of HVS, cannot be directly applied due to application 

specifics. 

Because the eye tracking algorithm is stayed relatively sensitive to quality of decompressed eye 

image, a special research was done (presented follow) on decompressed image quality adjustment. This 

research shows dependency of quality of decompressed eye image on the precision of the output eye 

tracking results. 

2.4.2 Image Compression Building Blocks 

Transform is a pair of mathematical operators used to convert a given function or signal between the 

spatial domain (also called ‘time domain’) and frequency domain [32]. An enormous efforts have been 

done over the last two decades and a half to achieve transforms, which satisfy a particular requirements 

(either energy compaction property, implementation complexity, parallelization ability, etc.). Example 

of such transforms are the following: wavelet [33–35] transforms and their applications [36–38], adaptive 

(optionally integer) wavelet transforms [39–41], bandelets [42–44], contourlets [45–47], directionlets [48–

50], grouplets [51,52], Discrete Cosine Transforms (DCT) [53–55], low complexity DCTs [56–58], 

multiplierless DCTs [59–61], tetrolets [62–64] and relatively recently found shearlets [65–67]. To achieve 

low complexity implementation (hence to accelerate transform execution time), wavelet transforms has 

been implemented accordingly. One example includes lifting schemes [59,68,69], in which transforms 

usually are called ‘lifting transforms’ [70–72]. However, these transforms have a number of 

implementation issues. For example, lifting transforms have cache-related issues [73,74] or a certain 

issues related to their parallelization (for example with use SIMD [75] instructions). Wavelet transforms 

that map integers to integers can be implemented with use of integer arithmetic only [76], which allows 

to use such implementations in real-time (usually FPGA-based) systems. 

In contrast, several image compression standards are successfully implemented with SIMD 

instructions (such as MMX, SSE2, AVX2, NEON, AltiVec) [77]. Several wavelet transforms can be 

implemented in parallel [78–80] fashion, requires powerful multicore CPUs to compress rapidly huge 
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images (resolution can be as much as 20,000x20,000 pixels and even more), fox example in satellite 

imagery – images of Earth or other planets collected by imaging satellites. In contrast with parallel 

implementations, low complexity DCT based transforms are initially developed to be used in a very 

resource constrained platforms, for example low power processors for Wireless Sensor Networks (WSN) 

[81–83]. Certain application involve real-time [84–86] image compression performed directly on-board 

[87–89] used in several missions to meet the specialized needs of (for example) deep-space applications 

while achieving state-of-the-art compression effectiveness. In particular, ICER [90], which is used in the 

Mars Exploration Rover (MER) mission, can provide lossless and lossy compression, and incorporates 

an error-containment scheme to limit the effects of data loss during transmission. Usually such missions 

incorporate hardware implementations [91] of real-time image data compression used in satellite remote 

sensing. 

From mathematical point of view, the transforms have certain number of issues, which are usually 

related to the fact that input signals are discrete and not continuous. Another issue is use of integer 

arithmetic in a transform, initially implemented with floating-point arithmetic. This technique permits 

to accelerate execution time, but has certain issues. For example, integer wavelet transforms have 

boundary effects/artifacts [92–94] and several rounding operators [95] issues. Other approaches of 

increase of transform performance is changing internal form of data they operate with. For example, a 

rectangular wavelet transform [96] outperform the square one. 

Several transforms are also found themselves to be directly used for edge detection: for example, 

wavelets [97], directionlets [98] and shearlets [66]. Adaptive wavelets are applied in domain of eye-gaze 

[99] video compression, which is based on the foveation behavior of the HVS, as well as in domain of 

eye iris [100] image compression, based upon the popular CDF 9/7 discrete wavelet transform. 

Quantization is a technique aimed on mapping a range of values to a single quantum value. In codec 

implementations usually quantization is parametrized with quantization matrixes, which acts as a 

devisor on which transform coefficients are divided to obtain such a mapping. Entropy coding [101–103] 

is the final step in the image compression, which includes modeling on the quantized near-to-zero 

transform coefficients to find an absolute minimum number of bits, needed to represent these coefficients. 

Depending on the entropy coder used, several codecs include so-called packetization module (also called 

‘packetizer’) coupled with rate-distortion optimization [104] module, which forms a bitstream by adding 

into it already coded coefficients to not exceed available bits-per-pixel (bpp) budget (which is directly 

set as the input configuration parameter or calculated from compression ratio). 

2.4.3 Image Compression Techniques (JPEG and JPEG 2000) 

JPEG [8] is a commonly used standard of lossy compression for digital images. It was created by the 

Joint Photographic Experts Group committee in 1992. JPEG typically achieves 10:1 compression with 

little perceptible loss (usually invisible for human’s eye) in image quality. JPEG encoder consists of 

several stages (Figure 9): from pre-processing, DCT transform and quantization to Huffman [105] 

entropy coding. The uncompressed image is first converted from its original color model (such as RGB) 

to a luminance-chrominance model (YCbCr). Each channel is then passed to the Discrete Cosine 

Transform (DCT). In the quantization step, a specified (according to special so-called quantization 

tables) number of DCT coefficients are set to zero. A special sampling scheme, zigzag sampling, creates 

long runs of zeros which readily compress in a Run-Length Encoding (RLE) stage. Finally, Huffman 

encoding optimizes entropy and creates a final bitstream. 
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Figure 9. JPEG encoder scheme. 

JPEG 2000 (usually abbreviated JP2) [9] is an image compression standard and coding system. 

It was created by the Joint Photographic Experts Group committee in 2000 with the intention of 

superseding their original discrete cosine transform-based JPEG standard with a newly designed, 

wavelet-based transform. JPEG 2000 encoder consists of several stages (Figure 10): from pre-processing, 

wavelet integer transform (which maps integers to integers and which is implemented according to lifting 

scheme) and quantization to entropy coding and packetization of the final bit stream (bit stream 

assembler). 

 

Figure 10. JPEG 2000 encoder scheme. 

Within the pre-processing module, each color component of the source image passes through a 

multiple component transformation and is decomposed into non-overlapping rectangular tiles (tile 

components) of equal size. The wavelet transform can be configured to be lossy (9/7 filter) or lossless 

(5/3 filter). After transformation, all coefficients are then quantized. The entropy coder divides the 

quantized sub-bands into rectangular code blocks. The bit-plane coder categorizes each bit in the code 

block coefficient into 3 coding passes, each bit belonging to only one coding pass. It then parses the code 

block bit plane from most significant bit (MSB) to least significant bit (LSB). It arranges the bits in a 

zigzag order for each bit plane. The entropy coder also computes the context information needed by the 

MQ-coder as well as the distortion metrics, which will be used by the rate allocation unit of the Tier-2 

coder. The bits and contexts output from the bit-plane coder are then processed by the MQ-coder, which 

generates the compressed bitstream. Rate allocation is used for post-compression rate-distortion 

optimization and to target a defined bit-rate or an arbitrary set of specified bit-rates. Based on the 

defined compression ratio, progression order and other configurable options of the JPEG 2000 standard 

based coder, the packetizer generates packets and places them into the final bitstream. 

JPEG 2000 also provides possibility to select Region of Interest (ROI) – a part of the image, 

which will be further compressed. By utilizing all state-of-the-art in image compression JPEG 2000 is 

able to produce significantly better results in compare with its predecessor JPEG. 

2.4.4 Video Compression Techniques (H.264 and H.265) 

H.264 (MPEG-4 AVC) [106,107] and H.265 (HEVC) [108] are widely used standards in video 

compression domain. They can provide the best compression ratios other video compression standards. 

However, their usage for compression of the eye images transmitted from Weetsy™ board to PC-based 

processing unit is problematic due to (most prioritized are presented first): 

1. High computation complexity (even with hardware implementations), which is usually leads to 

power consumption increase. A typical example is motion estimation internal module, which is 

considered to be the most computationally intensive module among other codec’s internal 
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modules. Depending on a particular implementation an amount of processing dedicated to 

motion estimation can be as much as to 75%. 

2. Perceptible encoding/decoding delays (even with special profiles applied), which directly 

contribute to eye tracking system responsiveness. 

3. Need of guaranteed data delivery of data transmission, which is assured by network protocols 

such as TCP and implemented via acknowledgement mechanism including packets sequential 

numbering. As a result of unstable transmission medium, data corruption is possible, hence data 

re-transmissions can occur, which results in unknown transmission delays and which can be 

crucial for some time-critical applications involving eye tracking (for example military eye 

tracking systems installed in an HMD-HUD used by pilots of an aircraft or a helicopter to 

control moving targets). Using best-effort delivery, which is assured by network protocols such 

as UDP or RTP, with these codecs in case of data corruption or data lose will result in inability 

of decoding (best case) or unpredictable/undefined behavior (worst case). 

4. Relatively high cost of available hardware implementations (IP cores), which is explained by 

relatively high implantation complexity as well as cost of integration in a particular hardware. 

5. Possible licensing and legal issues due to specifics of the application. 

Therefore, despite of their best compression ratios (result of contributions from academia and 

industry over a years), such products are not exactly dedicated (even with a special profiles applied) to 

SuriCog’s EyeDee™ eye tracking application domain and requirements (real-time operation, minimal 

delays, low complexity implementation). 

2.4.5 Image Compression Recent Improvements 

Over the last decade an enormous effort has been done in the domain of improvement of efficiency of 

each component of image compression system: from spatial-to-frequency domain transform 

approximations to entire new data coding approaches. The reason of these improvements consists in 

reduction of the implementation complexity, while minimizing difference in compare with an original 

(non-approximated) algorithm versions (Figure 11). The main goal of this reduction is to find a profile 

(window), which conforms to principle of ‘20-80’, i.e., where transform speed is 80% increased at the 

expense of 0..20% transform precision lost (due to approximation). As a result of such reduction of 

complexity, there are several advantages: performance acceleration and cost reduction of the target 

hardware. This section provides brief descriptions of some of research directions, aimed on improvement 

of image compression systems. 

 

Figure 11. Maximal performance acceleration vs. maximal allowed approximated error. 

The first research direction consists in improvement of already used components of image 

compression. Data transform is the first component, aimed on spatial-to-frequency domain conversion. 

Over the recent years an enormous effort has been done to find a DCT approximations, which do not 

compute the exact DCT coefficients, but still provide energy compaction property at a very low 

computational cost. In particular, in the year of 2012 there was proposed a scheme [109] of using Cordic 

Loeffler (CL) DCT coupled with MQ-coders [110] Golomb [111] and to achieve lowest possible 
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computational complexity leading to low power hardware. In the year of 2013 there was proposed a 

scheme [112] (targeted very low bit-rates: 0.14 bpp) of using Optimal Zonal BinDCT (based on Chen’s 

factorization: computing only 4 significant coefficient in 8x8 block) with Golomb coder. In the year of 

2012 there was proposed a low-complexity 8-point orthogonal DCT approximation, which requires 14 

additions only [113]. In the year of 2016 there was proposed a low-complexity 16-point orthogonal DCT 

approximation, which requires 44 additions only [114]. Quantization [115] is the intermediate component, 

aimed on setting closed to zero transform coefficients to zero. Quantization is done based on a particular 

application (compression of images of knowing nature, hence aposteriorical knowledge about the signals). 

Data coding coupled with Rate-Distortion Optimization (RDO) [104] is the final component, aimed on 

coding of quantized coefficients after the transform into output sequence of bits (bitstream). There are 

several data coding algorithms are used in practice: Huffman coding [105], Run-Length Encoding (RLE) 

coding [116], arithmetic coding [117,118] and Q-Coder [110] family  (including QM-coder, Q15-Coder, 

MQ-Coder, which is a series of binary arithmetic coders with multiplierless implementation, i.e., only 

shifting and adding operations) and Golomb coding [111]. Recent efforts in data coding include Finite 

State Entropy (FSE) [119] algorithm – a new breed of entropy coder, which is based on Asymmetric 

Numeral Systems (ANS) theory [120–123] and which is used in Zstandard [124] lossless data compression 

algorithm. FSE achieves precise compression accuracy (like Arithmetic coding) at much higher speeds. 

Recent efforts in rate-distortion optimization include applying of psychovisual [125] based approaches. 

For example, applying of psychovisual similarity estimations between the images to make rate-distortion 

decisions. In particular, Guetzli [126,127] algorithm was proposed by Google, Inc. [128], which uses 

introduced Butteraugli [126,127] psychovisual similarity metric to make  rate/distortion  decisions and 

which strikes a balance between minimal loss and file size by employing a special search algorithm. This 

algorithm tries to overcome the difference between the psychovisual modeling of JPEG's format, and 

Guetzli’s psychovisual model, which approximates color perception and visual masking in a more 

thorough and detailed way than what is achievable by simpler color transforms and the discrete cosine 

transform. In particular, part of implementation of the Guetzli and Butteraugli relies on hard coded 

high-precision constants [129], which were possibly auto generated based on machine learning (ML) 

approach, where a huge corpus of images was used as an input for a neural network, which is targeted 

on generation/optimization of these high-precision constants of the psychovisual model. Another example 

from Google, Inc. is Brotli [130,131] lossless compressed data format that compresses data using a 

combination of the LZ77 algorithm and Huffman coding, with efficiency comparable to the best currently 

available general-purpose compression methods. Another example is Free Lossless Image Format (FLIF) 

[132–134] (previously JiF [135]), which directly operates in spatial domain (hence no DCT/DWT 

transform) and uses Meta-Adaptive Near-zero Integer Arithmetic Coding (MANIAC), a variant of 

Context-Adaptive Binary Arithmetic Coding (CABAC) [136], where the contexts are nodes of decision 

trees which are dynamically learned at the encode time. 

The second research direction is proposition of entire new image compression approaches: either 

by applying different mathematics/computation models (for example fractal based [137]) followed by 

their software/hardware implementations, or applying new image compressive sensing [138] approaches, 

implemented directly in hardware. However, when the first ones usually require enormous time to 

compress an image, second ones are not yet (at the time of this research) implemented in the products, 

which are already available on the market, especially in a form of low-cost miniaturized digital camera 

sensor. 

The third research direction is applying of Artificial Intelligence (AI) [139] / Machine Learning 

(ML) [140] based / Neural Network (NN) based approaches [141–143]. In particular, some of recently 

created companies (for example WaveOne, Inc. [144]), use these approaches to create custom-tailored, 

context-dependent solutions, which are targeted on outperforming all existing codecs, while running in 

real-time [145]. Usually detailed description or operating principle of these approaches are considered as 

a ‘know-how’ and not yet and/or fully revealed due to possible intellectual property issues. 

https://en.wikipedia.org/wiki/Human_visual_system_model
https://en.wikipedia.org/wiki/Arithmetic_coding
https://en.wikipedia.org/wiki/Context-adaptive_binary_arithmetic_coding
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There is also a visible trend over a recent years, when companies, business of which involves 

storage of massive client’s image data, decide to create custom codecs instead of use standard ones. This 

decision is usually based on economic reasons (less data stored on a remote servers, less payment rent 

for these servers). In particular, Dropbox, Inc. [146] created Lepton [147] – tool and file format for 

losslessly compressing JPEG compressed images by an average of 22% [147], Facebook, Inc. created 

Zstandard [124] – lossless data compression algorithm, which compresses/decompresses 3-5x faster to 

obtain 10-15% smalled compressed files (compared with zlib library, which is de facto standard 

implementation of the deflate algorithm). 

According to such a consideration it is possible to draw a conclusion that since SuriCog’s EyeDee™ 

eye tracking application involves very low cost/complexity implementation and real-time operation 

(minimum possible compression delay), only image compression approaches, which target similar 

application can be considered for their further evaluation and potential usage followed by improvements.  

2.5 Machine Learning 

Machine Learning (ML) [148–150] is a field of computer science that gives computers the ability to learn 

without being explicitly programmed. In this definition term ‘learning’ refers to a task of inferring a 

function from labeled training data. The training data consist of a set of training examples. 

Machine learning approaches are divided into two main types (Figure 12): 

 Supervised learning [151] – each training sample is a pair consisting of an input object 

(typically a vector) and a desired output value (also called the supervisory signal). Such 

sample also called «labeled» sample. 

 Unsupervised learning [152] – each training sample is only an input object (typically a 

vector), i.e., without a desired output value. Such sample also called «unlabeled» sample. 

 

Figure 12. Machine learning algorithms classification. 

These ML types are based on the following approaches: 

 Support Vector Machines [153] (SVM, also Support Vector Networks) – supervised 

learning models with associated learning algorithms that analyze data used for 

classification and regression analysis. 

 Linear Discriminant Analysis (LDA) [154] – generalization of Fisher’s linear discriminant 

[155], a method used in statistics, pattern recognition and machine learning to find a 

linear combination of features that characterizes or separates two or more classes of 

objects or events. 

 Naive Bayes Classifiers (NBC) [156] – family of simple probabilistic classifiers based on 

applying Bayes' theorem with strong (naive) independence assumptions between the 

features. 
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 K-nearest Neighbors Algorithm (k-NN) [157] – non-parametric method used for 

classification and regression. In both cases, the input consists of the k-closest training 

examples in the feature space. 

 Generalized Linear Model (GLM) [158] – flexible generalization of ordinary linear 

regression that allows for response variables that have error distribution models other 

than a normal distribution. 

 Support Vector Regressor (SVR) [159] – regressor, which performs regression, predicting 

continuous ordered variables. In contrast with SVM (Support Vector Machine), which is 

a classifier, which performs classification, predicting discrete categorical labels. Both SVR 

and SVM use very similar algorithms, but predict different types of variables. 

 Gaussian Process Regression (GPR) [160] – powerful nonparametric regression technique. 

 Ensemble methods [161] – methods, based on use of multiple learning algorithms to obtain 

better predictive performance than could be obtained from any of the constituent learning 

algorithms alone. 

 Decision trees [162] – decision support tool that uses a tree-like graph or model of 

decisions and their possible consequences, including chance event outcomes, resource 

costs, and utility. It is one way to display an algorithm that only contains conditional 

control statements. 

 K-means clustering [163] – method of vector quantization, originally from signal 

processing, that is popular for cluster analysis in data mining. K-means clustering aims 

to partition n observations into k clusters in which each observation belongs to the cluster 

with the nearest mean, serving as a prototype of the cluster. This results in a partitioning 

of the data space into Voronoi cells [164]. 

 K-medoids clustering [165] – partitioning method commonly used in domains that require 

robustness to outlier data, arbitrary distance metrics, or ones for which the mean or 

median does not have a clear definition. It is similar to k-means, and the goal of both 

methods is to divide a set of measurements or observations into k subsets or clusters so 

that the subsets minimize the sum of distances between a measurement and a center of 

the measurement’s cluster. In the k-means algorithm, the center of the subset is the mean 

of measurements in the subset, often called a centroid. In the k-medoids algorithm, the 

center of the subset is a member of the subset, called a medoid. 

 Fuzzy C-means Clustering (FCM) [166–175] algorithm – one of the most widely used 

fuzzy clustering algorithms. 

 Hierarchical clustering [176–184] (also called Hierarchical Cluster Analysis or HCA [185–

194]) – method of cluster analysis which seeks to build a hierarchy of clusters. Used in 

data mining and statistics. 

 Hidden Markov Model (HMM) [195–201] – statistical Markov model in which the system 

being modeled is assumed to be a Markov process with unobserved states (i.e., hidden 

states). 

 Gaussian Mixture Model (GMM) [202–211] – probabilistic model that assumes all the 

data points are generated from a mixture of a finite number of Gaussian distributions 

with unknown parameters. 

It should be noted that in general machine learning is considered to be difficult, because finding 

expected patterns is hard and especially in cases, where not enough training input data are available. 

As a consequence, machine-learning based approaches can produce incorrect results. 
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2.6 Neural Network Fundamentals 

2.6.1 Neural Network Basics 

Artificial Neural Networks (ANN) [212], also known as Connectionist Models [213] or Parallel 

Distributed Processing [214] are models are inspired by human brains with aim of simulation of their 

biological equivalent. The behavior of a biological neuron is modeled via a set of mathematical 

operations. In particular, to obtain an output signal the following operations are performed on input 

signals: weightening, summing and thresholding. Then these output signals are act as an input for other 

neurons, which creates a network. By processing a set of input samples (training set), neural networks 

may adapt themselves (find optimal weight values) to recognize patterns or to classify data. Their ability 

to extract hidden correlations between patterns make them a powerful tool to recognize patterns. 

Mathematically [215] ANN can be interpreted as an approximation and generalization of an 

unknown multivariate (usually nonlinear) function (so-called objective function [216]), values of which 

are given only at some points, over a special mechanism of interconnected (usually nonlinear) activation 

functions [217]. Approximation here means finding of a global minimum [218,219] among several local 

minimums [219]. Generalization here means minimization of the approximation error of the result, 

obtained from the trained ANN on the input, which was not used during ANN training. In this 

mechanism activation function takes as an input linear combination [220] of connected signals and 

produces one output. The network is formed (Figure 13) by connecting the output of a certain building 

blocks, so-called neurons, to the input of other neurons forming a directed, weighted graph (Figure 14). 

Constants, which are used in this linear combination are so-called weights. Input neurons and hidden 

ones are different. For example, for pattern recognition task it is known practice to use (at least) 3-layer 

ANN, with linear activation function for the input layer units and a sigmoid activation function (namely 

a logistic activation function) for the hidden layer units. As for the output layer units, it is possible to 

use any of the both: either sigmoid or linear. 

 

Figure 13. Neural network neuron scheme. 
 

Figure 14. Example of neural 

network graph 

There are two functions, which are referred during training: 

1. Loss function (also called cost function or error function) – function that maps a values of one 

or more variables onto a real number intuitively representing some «cost» associated with the 

value. 

2. Objective function – the most general term for any function that is optimized during training. 

Objective function is approximated via an iterative technique like backpropagation [219] 

(commonly used by the gradient descent optimization algorithm [221] to adjust the weight of neurons 

by calculating the gradient of the loss function), which is a progressive updating (calibration) of the 

weights by repeating two key steps (Figure 15): 
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1. Forward propagation (also called «forward pass») – set of weights and bias values are applied 

to the input data to calculate an output. For the first forward propagation, the set of weights 

are selected randomly [222] (usually based on Gaussian distribution [150]) between 0 and 1. 

2. Backward propagation (also called «backward pass») – the margin of error of the output is 

measured and the weights adjusted accordingly to decrease the error. 

 

Figure 15. Gradient descent operation principle. 

There are tree datasets used: 

1. Training dataset – dataset of examples used during learning via forward/backward 

propagation. 

2. Test dataset – dataset that is independent of the training dataset, but that follows the same 

probability distribution as the training dataset. If a model fit to the training dataset also fits 

the test dataset well, minimal overfitting [223,224] has taken place (Figure 16). A better fitting 

of the training dataset as opposed to the test dataset usually points to overfitting. A test set 

is therefore a set of examples used only to assess the performance (i.e., generalization) of a 

fully specified classifier. 

3. Validation dataset – dataset of examples used to tune the hyperparameters. A hyperparameter 

is, for example, the number of hidden layers. As well as the test dataset, validation dataset 

should follow the same probability distribution as the training dataset. 

 
Figure 16. Datasets: training dataset, test dataset and validation dataset. 

The accuracy of a neural network model is usually determined after the model hyperparameters 

are learned. Then the test samples are fed to the model and the number of mistakes (zero-one loss) the 

model makes are recorded, after comparison to the true targets. Then the percentage of misclassification 

is calculated. Accuracy on training set, test set and validation datasets (Figure 17) are differ. 

Loss 
function   

Derivative 
of loss   

Error (E) 

Input 

 

Desired 
output z 

Actual 
output 

dz dE 

 

Backward error propagation (pass) 

Forward data propagation (pass) 

Training dataset 

Sample 

V
a
lu

e 

Validation dataset 

Sample 

V
a
lu

e 

Test dataset 

Sample 

V
a
lu

e 



Theoretical Part  21 

 

 
Figure 17. Accuracy on training and validation datasets. 

The training procedure is parameterized by several variables, which are called hyperparameters 

[225,226]. The usual hyperparameters are (described more precisely in the next sections): 

 Number of epochs – parameter, which represents the number of iterations of forward/backward 

propagation over the training dataset; 

 Learning rate – parameter, which represents the size of the step taken at each stochastic estimate 

of the gradient; determines how fast weights are changed. 

 Learning rate decay – parameter, which is used to decay the learning rate. Using of non-adaptive 

learning rates can be suboptimal. The recommended practice is to lower the learning rate as the 

training progresses. The decay is reduced by some constant factor every few epochs or either by 

exponential decay, in which the decay takes a mathematical form of the exponential every few 

epochs. Use of decay allows the learning algorithm to converge faster and with higher precision; 

 Weight decay – parameter, which is used to L2-regularize the solution (model overfitting reduction 

[223,224]). Such a regularization prevents the weights from growing too large; 

 Momentum – parameter, which is used to prevent the system from converging to a local minimum 

or saddle point. 

There are two general approaches for neural network training (Figure 18): 

 Online training – weights and bias values are adjusted for every training item based on the 

difference between computed outputs and the training data target outputs. 

 Batch training – the adjustment delta values are accumulated over all training items, to give an 

aggregate set of deltas, and then the aggregated deltas are applied to each weight and bias. 

However, the term «batch» itself is ambiguous: some researchers use it to refer to the entire 

training set, and some researchers use it to refer to the number of training examples in one 

forward/backward propagation. To avoid that ambiguity and make clear that batch corresponds to the 

number of training examples in one forward/backward propagation, one can use the term mini-batch. 

Therefore, the following terminology are used to parameterize training: 

 Number of epochs – the number of forward/backward propagations (passes) of all the training 

dataset. 

 Size of batch – the number of training examples in one forward/backward propagation (pass). 

 Number of iterations – number of epochs / size of batch. 

Example: Dataset has 1000 training samples, size of batch (mini-batch) is 200. Number of 

iterations = 1000 / 200 = 5. 
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online training: 
loop maxEpochs times 

  for each training data item 

    compute weights and bias deltas for curr item 

    adjust weights and bias values using deltas 

  end for 

end loop 

 

batch training: 
loop maxEpochs times 

  for each training item 

    compute weights and bias deltas for curr item 

    accumulate the deltas 

  end for 

  adjust weights and bias deltas using accumulated deltas 

end loop 

Figure 18. High-level pseudo-code: online vs. batch training. 

Figure 19 summarizes all the relationships between ANN building blocks. 

 
Figure 19. Relationships between ANN building blocks. 

A neuron is connected to other neurons via its input and output links. Each incoming neuron has 

an activation value and each connection has a weight associated with it. The neuron sums the incoming 

weighted values and this value is input to an activation function. The output of the activation function 

defines the output from the neuron. Activation functions are differ: there are some common activation 

functions (Figure 20) and some other activation functions used in practice (Figure 21). For the input 

layer linear activation functions are generally used, while for the hidden layers non-linear activation 

functions are generally used, which for the output layer linear activation are recommended (however, it 

is also possible to use non-linear activation functions for the output layer). 
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Figure 20. Some common activation functions. 
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Figure 21. Activation functions used in practice. 

To select the best activation function there is ideally a need to know the certain characteristics 

of the function of the process, which is approximated by use of neural network. Then selected activation 

function will approximate the function of the process faster leading to faster training process. For 

example, a sigmoid activation function performs well for a classification, because approximating a 

classifier function as combinations of sigmoid is easier than other activation functions or their 

combinations [227]. Therefore, usage of the sigmoid activation function will lead to faster training process 

and convergence. If there is no (or very minimal) knowledge of the function of the process (nature of the 

process), then there is a general suggestion to select ReLu activation function, because it is considered 

that ReLu performs well most of the time as a general purpose approximator. 

Learning is implemented with several algorithms. The most used algorithm is backpropagation 

learning algorithm. The backpropagation learning algorithm [219,228,229] was developed independently 

by Rumelhart [230] (simplest derivation), Le Cun (alternate derivation [231] and several variations of 

the original algorithm [232,233], which have been also reported earlier by Parker and Werbos [234,235]). 

Error backpropagation networks are the most widely used neural network model as they can be applied 

to almost any problem that requires pattern mapping. It was the discovery of this paradigm that brought 

neural networks out of the research area and into real world implementation. 

ANN learning approaches are divided into two categories: 

1. Supervised learning – approach, where each training sample is a pair consisting of an 

input object (typically a vector) and a desired output value (also called the supervisory 

signal). Such sample also called «labeled» sample. 
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2. Unsupervised learning – approach, where each training sample is only an input object 

(typically a vector), i.e., without a desired output value. Such sample also called 

«unlabeled» sample. 

These learning approaches are used to solve the following general tasks (Figure 22): 

 Regression – approximation and generalization of an unknown multivariate (usually 

nonlinear) function (so-called objective function), which values only at some points are 

given, over a mechanism of interconnected (usually nonlinear) activation functions. 

 Classification (categorization) – organizing/splitting data into several categories (classes). 

 Clustering – the task of grouping a set of objects in such a way that objects in the same 

group (called a cluster) are more similar (in some sense) to each other than to those in 

other groups (clusters). 

 Dimensionality reduction [236] – process of reducing the number of random variables 

under consideration by obtaining a set of principal variables. 
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Figure 22. ANN tasks illustration. 

Usually supervised learning of multilayered neural networks with conventional learning algorithms 

has a problem of local minimum. During training of the neural network using a training set of input-

output pairs gradient descent-type learning algorithms (including backpropagation learning algorithm) 

update the connection weights of the neural network without any prior knowledge. Using a gradient 

descent algorithms to adjust the weights involves a situations, where training of neural network gets 

stuck in the local minima (Figure 23). A several studies address this problem by usually exploring the 

combination of neural network appearance and the learning parameters in local minima-free condition. 
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Figure 23. Global minima and local minima. 

There are several categories of the ANNs, which are differ usually in their architecture and the 

tasks they are targeted. Some of the frequently used in practice ANN types (Figure 24) are: 

 Feed-forward ANNs. These networks allow signals to travel one way only: from input to 

output. There are no feedback (loops); i.e., the output of any layer does not affect that 

same layer. Feed-forward ANNs tend to be straightforward networks that associate inputs 

with outputs. They are extensively used in pattern recognition. This type of organization 

is also referred as ‘bottom-up’ or ‘top-down’ organization. The well-known types of feed-

forward ANNs are: 

o Single Layer Perceptron (SLP) is an algorithm for supervised learning of binary 

classifiers (functions that can decide whether an input, represented by a vector 

of numbers, belongs to some specific class or not). 

o Multilayer Perceptron (MLP) is a multilayer version of the SLP. 

 Feedback networks (also called ‘recurrent networks’ or ‘interactive networks’). These 

networks can have signals traveling in both directions by introducing loops in the 

network. Feedback networks are powerful and can get extremely complicated. 

Computations derived from earlier input are fed back into the network, which gives them 

a kind of memory. Feedback networks are dynamic in a sense that their ‘state’ is changing 

continuously until they reach an equilibrium point. They remain at the equilibrium point 

until the input changes and a new equilibrium needs to be found. The well-known types 

of feedback networks are: 

o Self-Organizing Map (SOM) or Self-Organizing Feature Map (SOFM) is a type 

of ANN that is trained using unsupervised learning to produce a low-dimensional 

(typically two-dimensional), discretized representation of the input space of the 

training samples, called a map, and is therefore a method to do dimensionality 

reduction. 

o Bayesian Regularized Artificial Neural Networks (BRANNs) are more robust 

than standard back-propagation neural networks and can reduce or eliminate the 

need for lengthy cross-validation. Bayesian regularization is a mathematical 

process that converts a nonlinear regression into a «well-posed» statistical 

problem in the manner of a ridge regression. The advantage of BRANNs is that 

the models are robust and the validation process, which scales as O(N2) in normal 

regression methods (such as back propagation) is unnecessary. 

Local minima 

Global minima 
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https://en.wikipedia.org/wiki/Supervised_classification
https://en.wikipedia.org/wiki/Binary_classification
https://en.wikipedia.org/wiki/Binary_classification
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Artificial Neural Network (ANN) 

Feed-forward networks Feedback networks 

Single-layer 

perceptron 
Multilayer 

perceptron 

Kohonen’s 

(SOM) 
Bayesian regularizated 

NN (BRANN) 

Figure 24. Artificial neural network types illustration. 

Other more application-specific ANN types include: 

 Convolutional Neural Networks (CNN) – class of deep, feed-forward ANNs that has 

successfully been applied to analyzing visual imagery. 

 Deep Neural Networks (DNN) – ANN with multiple hidden layers between the input and 

output layers. 

 Deep Belief Networks (DBN) – generative graphical model, or alternatively a class of 

deep neural network, composed of multiple layers of latent variables (‘hidden units’), with 

connections between the layers but not between units within each layer. 

 Convolutional Deep Belief Networks (CDBN) – type of DNN that is composed of multiple 

layers of convolutional restricted Boltzmann machines stacked together. 

 Deep Boltzmann Machines (DBM) – type of binary pairwise Markov random field 

(undirected probabilistic graphical model) with multiple layers of hidden random 

variables. 

A particular ANN, which has only 1 hidden layer can be considered as ‘simple’. However, even 

with 1 hidden layer such ANNs can (for example) recognize handwritten digits with accuracy more than 

98%. If such an ANNs has more than 1 hidden layer, it can be considered as ‘complex’ or so-called Deep 

Neural Network (DNN, Figure 25). Such networks use the intermediate hidden layers to solve complex 

pattern recognition problems. For example, in case of image processing such a DNNs can recognize more 

complex shapes as: edges, triangles or rectangles, built up from edges. However, in contrast with simple 

1-hidden layer ANNs, training of DNNs is considered to be more complex and time-consuming [237]. 

Input layer Hidden layer 1 Hidden layer 2 Hidden layer n Output layer 

 
 

Figure 25. Deep neural network illustration. 

One fundamental parameter in ANNs is ‘learning rate’. During training of ANNs by gradient 

descent algorithm, each iteration applies backpropagation to calculate the derivative of the loss function 

with respect to each weight followed by subtraction of the derivative from this weight. However, if such 
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approach is directly applied, the weights will change far too much each training iteration, which will 

make them «overcorrect» and the loss will actually increase (Figure 26). Therefore, to prevent such 

effect, in practice each derivative is multiplied by a small value, so-called ‘learning rate’, before it is 

subtracted it from its corresponding weight. Other interpretation – learning rate determines how fast 

weights of an ANN change. If learning rate is constant for all the layers there is a potential problem of 

‘vanishing gradient’, which consists in the fact that at some point weights may start changing very little 

or stop changing at all. To avoid this problem learning rate may vary from layer to layer. 

 

Figure 26. Learning rate illustration. 

  

Figure 27. Momentum illustration. 

Another fundamental parameter in ANNs is ‘momentum’. If an ideal world the error function has 

no global minima, gradient descent optimization algorithm will always minimize the error function to 

reach this global minima. However, in practice the error surface is more complex and may contain several 

local minimas (Figure 27). In this case, gradient descent optimization algorithm can get stuck in a local 

minima, considering that global minima is reached, which will, of course, lead to sub-optimal results. To 

avoid this scenario, a special parameter ‘momentum’ is introduced. Momentum is a value between 0 and 

1, which is used to increase the size of the step taken towards the minimum by trying to «jump» from 

a local minima. It is usual practice to make learning rate smaller, when momentum value is relatively 

large. A large momentum value also means that the convergence will happen fast. However, a small 

momentum value cannot reliably avoid local minima, and can also slow down the training. Momentum 

also targets in smoothing out the variations, in case if the gradient keeps changing direction. A right 

value of momentum can be obtained by ‘hit and trial’ or via cross-validation (split the entire dataset 

set into training dataset and a validation dataset). 

Hyperparameters are considered to be «magic numbers», because they are values of the ANN 

model set before training. Examples include: number of hidden layers in a DNN and learning parameters 

(learning rate, momentum). Changing hyperparameter values by just a small amount can have (and 

usually has) a huge impact on the performance of the ANN. The process of searching the best 

combination of hyperparameters is commonly known as ‘hyperparameter optimization’.  

A several techniques are used for hyperparameter optimization (Figure 28): 

 Grid search – technique, which is in basic sense, a brute force method to estimate 

hyperparameters. For example, if there are number hyperparameters, and each one of 

them have several possible values, then, performing grid search is basically taking a 

Cartesian product of these possible values, which makes a grid search quite costly, because 

expense grows exponentially with the number of hyper parameters and the number of 

discrete levels of each. However, grid search technique can be well-parallelized resulting 

in a time decrease. 

 Random search – technique, which uses a random combinations of hyperparameter values. 

Due to the known fact that some of the hyperparameters actually have little effect (or no 

effect) on the model for certain data sets, it is useless to evaluate all their combinations, 

especially for high-dimensional hyperparameter spaces. It was demonstrated [225], that 
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given the disparity in the sensitivity of model accuracy to different hyperparameters, a 

set of candidates that incorporates a larger number of trial values for each hyperparameter 

will have a much greater chance of finding effective values for each hyperparameter. As 

a result, instead of focusing on Cartesian product of hyperparameter values, studying (or 

estimating) a several random combinations enables to explore more values of each 

hyperparameter at the same cost. 

 Random Latin hypercube – technique, which is based on Latin hypercube sample (LHS) 

[238] and basically is an approach in which samples are exactly uniform across each 

hyperparameter, but still random in combinations. These so-called ‘low-discrepancy’ point 

sets attempt to ensure that points are approximately equidistant from one another to fill 

the space efficiently. This sampling allows for coverage across the entire range of each 

hyperparameter and is more likely to find good values of each hyperparameter. 

 

 
Grid search 

 
Random search 

 
Random Latin hypercube 

Figure 28. Hyperparameter optimization: grid search, random search, random Latin hypercube. 

Weight initialization can have a profound impact on both the convergence rate and final quality 

of results produced by the ANN. There are several strategies to initialize ANN weights. To evaluate 

what happens under each particular weight initialization strategy, it is common to visualize outputs of 

each neuron as a dataset passes through the network. Usually most layers make it straightforward to 

initialize weights randomly from a uniform distribution over [-std, std]. However, the determination of 

the range to use has been the subject of a lot of research and often considered to be the key to efficient 

learning in a computational network. For example, in case of backpropagation learning algorithm, there 

is ‘efficient backprop’ [239] weight initialization approach for linear and convolutional layers, where 

initial weight values are randomly selected from [ 1/ _ ,1/ _ ]U fan in fan in , where in case of CNN

_ * *fan in kW kH nInputPlane , where kW/kH – convolution kernel width/height, nInputPlane – 

number of expected input planes (explained in details in the next section) in the image given to forward 

function (implements forward pass). 

Usually before perform training with the ANN there is some pre-processing applied to the input 

data. Such a pre-processing can be: 

1. Input data normalization and scaling. This is intended for faster approaching to global 

minima at error surface. 

2. Input data denoising. Raw data obtained from the physical sensors (for example, camera 

sensor) is usually noisy. 

3. Bit depth reduction. Used to reduce the range of values used as an input for the ANN to 

accelerate the training. 

Artificial neural networks can be viewed from a different angle. Since multilayer perceptrons are 

nonlinear regression and discriminant models they can be implemented via statistical methods and tools. 
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Therefore, neural network terms and definitions can be translated into statistical methods terms and 

definitions to establish a relationships between them (Table 2). 

Table 2. Comparison between terms in literature: ANNs vs. statistical methods. 

Term in ANN literature Term in statistical methods literature 

features variables 

inputs independent variables 

outputs predicted values 

targets (training values) dependent variables 

errors residuals 

higher-order neurons interactions 

generalization interpolation and extrapolation 

functional links transformations 

(synaptic) weights parameter estimates 

competitive learning or adaptive vector quantization cluster analysis 

patterns or training pairs observations 

training, learning, adaptation, or self-organization estimation 

error function, cost function, or Lyapunov function estimation criterion 

Supervised learning or heteroassociation regression and discriminant analysis 

unsupervised learning, encoding, or autoassociation data reduction 

Artificial intelligence has to some fundamental differences in philosophy between neural network 

engineers and statisticians. While neural network engineers see neural networks as a ‘data in – 

predictions out black boxes’ with no human intervention, statisticians are tend to deeply understand the 

process under study, generate hypotheses and models, create test assumptions, diagnose problems in the 

model and data, and show results in a comprehensible way, with the goal of explaining the phenomena 

being investigated. In general, neural networks include several models, such as MLPs, that are useful for 

statistical applications. Statistical methodology is directly applicable to neural networks in a variety of 

ways, including estimation criteria, optimization algorithms, confidence intervals, diagnostics, and 

graphical methods. 

2.6.2 Multilayer Perceptron and Convolutional Neural Network 

A multilayer perceptron (MLP) is a class of feedforward ANN. An MLP consists of at least three layers 

of nodes (Figure 29). Except for the input nodes, each node is a neuron that uses a nonlinear activation 

function. MLP utilizes a supervised learning technique called backpropagation for training [240,241]. Its 

multiple layers and non-linear activation distinguish MLP from a linear perceptron. It can distinguish 

data that is not linearly separable. 

https://en.wikipedia.org/wiki/Feedforward_neural_network
https://en.wikipedia.org/wiki/Artificial_neural_network
https://en.wikipedia.org/wiki/Activation_function
https://en.wikipedia.org/wiki/Activation_function
https://en.wikipedia.org/wiki/Supervised_learning
https://en.wikipedia.org/wiki/Backpropagation
https://en.wikipedia.org/wiki/Perceptron
https://en.wikipedia.org/wiki/Linear_separability
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Input Features Hidden layers Outputs 

  

Figure 29. Multilayer perceptron illustration. 

A convolutional neural network (CNN, or ConvNet) is a class of deep, feed-forward ANNs that 

has successfully been applied to analyzing visual imagery [242]. CNNs are very similar to ordinary NNs: 

they are made up of neurons that have learnable weights and biases. The main difference is that ConvNet 

architectures make the explicit assumption that the inputs are images, which allows us to encode certain 

properties into the architecture. These then make the forward function more efficient to implement and 

vastly reduce the amount of parameters in the network. In particular, unlike a regular NN, the layers of 

a ConvNet have neurons arranged in 3 dimensions: width, height, depth. For example, the input images 

in CIFAR-10 [243] are an input volume of activations, and the volume has dimensions 32x32x3 (width, 

height, depth respectively). A simple ConvNet is a sequence of layers, and every layer of a ConvNet 

transforms one volume of activations to another through a differentiable function. To build ConvNet 

architectures three main types of layers are used: convolutional layer, pooling layer, and fully-connected 

layer (exactly as seen in regular NNs). 

A typical example of ConvNet architecture (Figure 30), classifying RGB images over 4 animal 

categories (horse, cat, dog, bird), consists of the following components: 

 Input layer [32x32x3] – layer, which holds the raw pixel values of the image, in this case 

an image of width 32, height 32, and with 3 color channels (also called in ConvNet 

terminology ‘input planes’): R, G, B. 

 Convolution layer №1 – layer, which computes the output of neurons that are connected 

to local regions in the input, each computing a dot product between their weights and a 

small region they are connected to in the input volume. This may result in volume such 

as [32x32x12] if there is a decision to use 12 feature maps (also called ‘output planes’). 

 ReLU layer №1 – layer, which applies an ReLU activation function, defined as max(0,x). 

This leaves the size of the volume unchanged: [32x32x12].  

 Sub-sampling layer №1 (also called ‘pooling layer’) – layer, which performs a 

downsampling (decimation) operation along the spatial dimensions (width, height), 

resulting in volume such as [16x16x12]. 

 Convolution layer №2 – resulting in volume such as [16x16x24] if there is a decision to 

use 24 feature maps. 

 ReLU layer №2 – leaves the size of the volume unchanged: [16x16x24]. 

 Sub-sampling layer №2: resulting in volume such as [1x1x24]. 

 Fully-connected layer – layer, which computes the class scores, resulting in volume of size 

[1x1x24], where each of the 6 numbers (24/4) correspond to a class score, such as among 

the 4 animal categories (or 10 categories in case of CIFAR-10): horse, cat, dog, bird. 
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Figure 30. Convolutional neural network architecture illustration. 

The feature map is the output of one filter (also called ‘kernel’) applied to the previous layer. A 

given filter is applied across the entire previous layer, moved one pixel at a time (Figure 31, a). Each 

position results in an activation of the neuron and the output is collected in the feature map, which is 

basically the output image of each convolutional layer (Figure 31, b). 

 
a. Convolution visualization 

 
b. Example of feature maps 

Figure 31. Convolution visualization and example of feature maps. 

2.6.3 Some Related Work in ANNs/CNNs/DNNs 

It is known fact that deep CNNs have recently achieved enormous success in many visual recognition 

problems. However, there are still number of open issues: 

1. Implementations of deep CNNs models are computationally intensive. 

2. Implementations of deep CNNs models are memory consuming. 

3. Training of DNNs takes significant time. 

4. Overfitting and generalization issues. 

5. Hyperparameters optimization takes significant time. 

6. Need to collect huge volumes of training data. 

During the past few years, tremendous progresses have been done to address these problems. 

To address the issue of computational expensiveness and high memory consumption a tremendous 

progresses have been done during the past few years. The core ideas are concentrated around model 

compression and acceleration [244] without significantly decreasing its performance. For example, the 

recent advanced techniques for compacting and accelerating CNNs models are roughly categorized into 
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four schemes: parameter pruning and sharing, low-rank factorization, transfered/compact convolutional 

filters and knowledge distillation. 

To address the issue of significant time needed to training, there are several approaches have been 

proposed, each if which addresses a particular issue. Example of such an issues include: 

 Internal covariate shift – change in the distribution of network activations due to the 

change in network parameters during training [245]. If the input statistical distribution 

keeps changing, the hidden layers will keep trying to adapt to that new distribution hence 

slowing down convergence. To address this issue a special technique was proposed called 

‘batch normalization’ (BN). BN normalizes the inputs for each hidden layer so that their 

distribution is fairly constant as training proceeds. As a result, convergence of the ANN 

is improved, which leads to training time reduction. 

 Vanishing gradient – a situation, when during weight update (proportional to the gradient 

of the error function with respect to the current weight) gradient is vanishingly small, 

effectively preventing the weight from changing its value. It was shown that saturating 

nonlinearities (like tanh or sigmoid) cannot be used for DNNs as they tend to get stuck 

in the saturation region as the network grows deeper. Some solutions include: use of 

nonlinearities which do not saturate like ReLU, use of smaller learning rates, use of several 

weight initialization approaches. 

 Normalization (or scaling) – transposition of the input variables into the data range that 

the particular activation functions lie in. It was shown [246] that input data normalization 

with certain criteria, prior to a training process, is crucial to obtain good results as well 

as to fasten significantly the calculations. 

Overfitting and generalization is a phenomenon, when trained ANN produces high quality output 

results on the training dataset, but produces low quality output results on a new data. In other words, 

the model does not generalize well its output results. Overfitting becomes an even more significant issue 

in DNNs, where NN has large numbers of layers containing many neurons. Regularization is one method 

to minimize overfitting issue. Regularization modifies the objective function that is minimized by adding 

additional terms that penalize large weights. The most common type of regularization is so-called ‘L2 

regularization’ [247]. It can be implemented by augmenting the error function with the squared 

magnitude of all weights in the neural network. Overfitting can be also reduced by using ‘dropout’ to 

prevent complex co-adaptations on the training data [224,248]. 

In terms of ANNs implementation there is also visible progress done. At the beginning ANNs 

were implemented using single core CPUs followed by gradual migration to multicore CPUs. However, 

to accelerate training process of neural network even more, a several alternative platforms are widely 

used nowadays such as general-purpose GPUs [249] or an FPGAs [250] as well as application-specific 

ASICs [251]. ANN, which is implemented in the embedded platform (such as MCUs/FPGAs/ASICs) is 

called ‘embedded artificial neural network’ (or ‘embedded ANN’). There are also several implementations 

of embedded ANNs reported [252,253] over the last years. 

2.7 Eye Tracking System Application Specifics 

The complete EyeDee™ eye tracking system must be responsive (duration of one eye image processing 

is <10 ms), because the speed of eye movements is considered [254] to be the fastest among other human 

body movements. This system includes transmission of eye images over a medium (wire/wireless 

communication channel). Such transmission takes a certain amount of time, which directly contributes 

to increase of EyeDee™ responsiveness, i.e., delay between eye image acquisition and output results from 

the eye tracking algorithm. To reduce eye image transmission time, initial eye image (taken from a 

miniaturized digital camera sensor) can be compressed, which results in less bytes to transmit over the 

selected medium. Also initial eye image contains (due to nature of capturing) spatial redundancy 

[255,256]. This spatial redundancy can be reduced to a certain level, which results in slight eye tracking 
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precision degradation, but at the same time does not exceed a maximum allowed eye tracking precision 

error (Figure 32). The spatial redundancy can be reduced by applying lossy image compression (i.e., 

compression with information loss). The main goal of this reduction is to find a profile (window), which 

conforms to ‘20-80’ principle, i.e., a point where eye tracking responsibility is 80% increased at the 

expense of 20% eye tracking precision loss. 

 
Figure 32. Profile: removing eye image spatial redundancy vs. eye tracking precision error. 

Therefore, in case of EyeDee™ eye image compression is aimed to: 

 Reduce (or eliminate) spatial redundancy from eye image (input signal) without losing 

needed details (pupil edges) to keep eye tracking precision in a desired range. As a result, 

images will be sent in compressed (compacted) form and less bytes will be transmitted 

over the selected medium. 

 Reduce time of image transmission from Weetsy™ board to PC-based processing unit over 

the selected medium. 

Each image compression system can be characterized by following main criteria (most prioritized 

are presented first): 

 Time of image compression – delay between loading input image into the compression 

system and obtaining output compressed image, which is represented in a form of 

sequence of bits (so-called bitstream). 

 Size of compressed image – amount of bits, which are used to represent compressed image 

(bitstream). Usually size of bitstream is measured in bytes. Division of bitstream size by 

number of pixels of the source input image gives bits-per-pixel (bpp) metric, which is 

usually used to characterize compressed image. The bpp metric can be applied as an input 

of a compression system instead of compression ratio. The bpp metric is used during 

designing of the data transmission systems involving compression, especially during 

estimation of so-called bit-budget (usually represented in a form of bits-per-second, 

usually Kbps or Mbps are used) which is needed to be reserved in a communication 

channel to transmit compressed images at a desired frequency (represented as number of 

image frames per second or FPS metric). 

 Quality of decompressed image – measured similarly between original (uncompressed) 

and reconstructed (decompressed) image. Usually quality is represented via peak signal-

to-noise ratio (PSNR) [257] metric or mean square error (MSE) [258]. However, these 

metrics are not always precisely characterize similarity (also used ‘similarity difference’ 

or ‘similarity delta’) between the images. Thus, to solve this issue, other similarity metrics 

are also applied, such as SSIM, MS SSIM [259], hamming distance between two hashes of 

the images (this approach does not require images to be the same size). 

An additional criteria, which are also considered during image transmission system design include: 

Precision error of output 
of eye tracking algorithm  

% of spatial redundancy 
removed from eye image 

Profile Maximal allowed 
precision error 
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 Computational complexity [260] – number of processor instructions (operations), which 

is needed to perform image compression. Usually computational complexity is represented 

via million instructions per second (MIPS) metric. 

 Memory consumption – amount (in bytes) of operating memory (RAM), which is needed 

to execute image compression algorithm. 

 Parallelization – ability of parallel execution [261] of certain algorithms of image 

compression building blocks due to presence of independent data flows inside image 

compression system. A well-known example is parallel execution of discrete cosine 

transforms (DCT) due to its independent applying to image blocks. 

 Ability of implementation in hardware – potential presence of properties, which are 

considered during hardware implementation, i.e., parallel execution of independent 

building blocks, absence of floating-point arithmetic (only integer arithmetic is used). In 

the last case implementations of floating-point arithmetic based algorithms are converted 

to implementations of integer arithmetic based algorithms, while providing the same 

results. 

Therefore, applying of a particular image compression system can be viewed as an optimization 

problem, i.e., performing codecs comparison (Figure 33) to find the best combination (for a particular 

application) of their main criteria. 

 
Figure 33. Comparison of several codecs in terms of time/size/quality. 

2.8 Computational Complexity and Implementation Aspect 

Nowadays, most embedded and portable image processing applications require low power consumption 

and wireless communication and face a common problem of limited CPU resources and limited battery. 

In most cases, these image processing applications have a following processing chain: 

 Image retrieval from the digital camera sensors (readout); 

 Image processing in real-time to extract relevant features by applying computer vision 

algorithms; 

 Application-specific processing of the extracted relevant features. For example, finding of 

the parameters of a physical model relevant to the application (for example, SLAM for 

reconstruction of the 6 degrees of freedom of an object, ellipse fitting for eye tracking, 

model fitting, etc.); 

 Send the results of application-specific processing to the end user application. 

Image processing algorithms can be highly demanding in computational resources and can often 

be implemented in different platforms (CPU/GPU/FPGA) to gain the benefit of each platform. For 

example, FPGA/GPU are primarily used for parallel execution of independent building blocks, which 

usually contains such an implementation (usually approximation of original algorithm) of algorithms, 

which uses integer arithmetic rather than floating-point arithmetic. In contrast, CPU has the Floating 
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Point Unit (FPU), which is used to perform floating-point operations of these image processing 

algorithms. Communication stacks (such as USB or TCP/IP) can introduce bottlenecks usually due 

their limited implementations. Usually embedded IPs of communication standards inside an MCU are 

relatively simple or limited functionality, which does not allow take advantage of their full versions 

(which are usually positioned on the market as an independent standalone IPs). Another reason of 

potential communication bottlenecks is ‘misbalance of bitrate of IOs’, i.e., a situations inside an MCU, 

when bitrate of data reading external RAM is much less than bitrate of data transmission via particular 

communication IP. Hence in such cases, since communication IP operate in parallel with CPU (via 

issuing an asynchronous request, which is followed by waiting on the confirmation of the operation 

completion), after physical completion of the operation by IP, it stays in standby mode waiting for 

completion of the CPU operation. As a result, final performance is significantly degraded. Usually these 

bottlenecks are relatively hard to find and not trivial to resolve. Hard to find because they tend to 

appear in execution of combination of the different IPs with asynchronous API, while their independent 

execution can give expected results. Not trivial to resolve, because there is a need of careful and accurate 

performance analysis (usually requires use of commercial tools), which is followed by such an 

implementation, which leads to balanced/optimal resources utilization (optimal hardware utilization). 

Several example of embedded image acquisition/processing systems presented in [262,263]. 

In the case of SuriCog’s EyeDee™ solution, the embedded system should be able to capture at 

high frequency (100Hz) the image of user’s eye (VGA resolution, 8bpp), and broadcast wirelessly in real-

time to the end application the result of the processing algorithm, which consists in the parametrization 

of a 3D model of the eye. The system should run continuously during more than 3 hours, with the lowest 

latency possible (typically <10ms). Three options are possible: 

1. Locally read the sensors and send the resulting image to the end application, which executes 

of the full algorithm on the client’s machine; 

2. Locally read the sensors, locally execute the full algorithm and send the results to the client’s 

machine; 

3. Locally read the sensors, pre-process the image and send these preprocessed images to the 

client machine for final processing. 

The first option is constraint by the limited bandwidth of the wireless channel (Wi-Fi, Bluetooth) 

and the latency/quality loss introduced by standard compression/decompression algorithms. The second 

option is constraint by the limited resources of CPU, battery and power dissipation required to run the 

algorithms at full speed. The third option, described in this thesis, introduces a preprocessing phase, 

which can be viewed as a “smart compression”, i.e., compressing of the image to select its relevant 

features, which are required by the final algorithm. In the case when an eye tracker uses so-called dark 

pupil technique the features of interest are the points that lie on the edges of the pupil’s quasi-ellipse. 

SuriCog’s EyeDee™ eye image acquisition system is based on Weetsy™ board hardware (Figure 34), 

which includes the following components: 

1. Microcontroller Unit (MCU) – used for input/output communication, eye image pre-

processing, using of FPU for floating-point arithmetic. 

2. Field-Programmable Gate Array (FPGA) – used for digital camera sensor readout, hardware 

processing, acceleration of the parts of the eye tracking algorithms initially implemented in 

PC-based processing unit. 

3. Wireless module – used for wireless sensing of eye images over a network to PC-based 

processing unit following eye tracking via EyeDee™ software. Several data transmission 

standards are supported: Wi-Fi, Bluetooth (including Bluetooth LE) and ZigBee. 

4. External RAM – used to store intermediate results of the eye image pre-processing. 
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Figure 34. Weetsy™ board hardware. 

The EyeDee™ embedded eye tracking solution developed by SuriCog is aimed to conform to 

several requirements, where the most important among others are low-power consumption [264], low-

heat generation, low EM radiation [265], low-MIPS [266], as well as support of wireless data transmission 

and space efficient form factor. The problem consists in the deployment of computationally intensive 

image processing based eye tracking algorithm on a combination of resources-restrained embedded 

platform and a personal computer (PC). Therefore, the problem consists in finding such a balance, which 

leads to optimal computing resources utilization. This concept can be illustrated (Figure 35) as a «slider» 

principle between splitting of the complete eye tracking algorithm computations over two resources: 

embedded software (firmware) and PC-based desktop software. 

Complete eye tracking algorithm deployed over… 

 

 
30% 70% 

Hardware/embedded software (firmware) Desktop software for PC 

Figure 35. «Slider» principle of deployment of the complete eye tracking algorithm. 

2.9 Conclusion 

The EyeDee™ embedded eye tracking solution developed by SuriCog contains a wearable device which 

performs acquisitions of the eye image at very high frame rate. Since eye image is a discrete 2D signal 

in spatial coordinates (x,y), it is possible to apply image processing tools to compact energy of this 

signal: such as spatial-to-frequency domain wavelet based transforms, followed by compression of the 

resulted coefficients. Since EyeDee™ does not involve viewing of the eye image by the user, usual 

advantages of human visual system (HVS), such as color squeezing (reduction) or small details removal, 

cannot be directly applied because they will result of eye tracking quality degradation. Modern Video 

compression techniques such as H.264 and H.265 are difficult to apply, because of several issues related 

to high computation complexity, high (for real-time eye tracking) encoding/decoding delays, need of 
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guaranteed data delivery of data transmission, relatively high cost of available hardware 

implementations (IP cores) and some others. Image compression techniques such as JPEG and JPEG 

2000 allow images to be compressed independently, hence it is possible to use best effort data delivery 

(UDP for example). At the same bitrate JPEG 2000 gives better decompressed image quality over JPEG 

due to use of wavelet transform over DCT transform. However, wavelet transform takes more 

instructions to execute. Since EyeDee™ embedded eye tracking solution targets low power embedded 

hardware there is a need of use low-complexity image compressing/compression algorithms. Low-

complexity multiplierless (based only on additions and bit shift operations) DCT approximations are 

potentially appropriate candidate to be execute in Weetsy™ board hardware. However, since DCT 

approximations do not compute the exact DCT coefficients, but still provide energy compaction property 

at a very low computational cost, there is a possible eye tracking quality degradation issues, which will 

be investigated in the next chapters. The goal of use of DCT approximations is to find a profile (window), 

which conforms to ‘20-80’ principle, i.e., a point where eye tracking responsibility is 80% increased at 

the expense of 0..20% eye tracking precision loss. There are several approaches, which can be potentially 

executed even faster than low-complexity image compressing/compression algorithms. These approaches 

can be based on the use of artificial neural networks (ANNs) such as multilayer perceptrons (MLPs) or 

convolutional neural networks (CNNs or ConvNets). Such ANNs can be implemented in the resource 

constrained embedded devices, which is Weetsy™ board. Detailed review of the ANN-based approaches 

is presented in the following chapters. 
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Chapter 3Equation Section 3 

3 Methodology 

3.1 Introduction 

Because the eye tracking systems present class of devices, which are relatively hard to reproduce, the 

methodology used to conduct research in this thesis is based on the following approaches: 

 «Success & failures» principle – technique based on estimation the results produced by 

an algorithm: positive results (success hence algorithm can be applied to the product) or 

negative results (failure, hence algorithm is excluded from the consideration). 

 «Implementation & evaluation» principle – technique assumed initial implementation (or 

most likely ‘porting’) of the image processing algorithms to rapidly evaluate quality their 

results and their overall performance. 

 Approximation of the original algorithms – technique aimed to achieve such an 

implementations, which provides near-the-same results, but with use of much less 

processor instructions leading in much less execution time. 

 Rapid prototyping – rough implementation of the algorithm ideas in the software to 

estimate applicability of their full algorithm versions. 

 Qualitative and quantitative research methods [267] – aimed at finding bugs or errors 

quickly by rough qualitative evaluation of expected numerical result or quantitative 

evaluation of its equivalent graphical representation or a pure graphical result (image). 

The following thesis chapters often refer to several industry-adopted techniques: 

 Complexity split/division – technique, where instead of one component implementing 

100% of overall ‘complexity’ (either computational complexity or/and development 

complexity) there are N components, each of which implementing x% of complexity in 

total reaching 100% of complexity. 

 Managing tradeoffs between computational complexity, execution time, quality of 

delivered results, target hardware costs and development time and costs. 

 Algorithms approximations – finding of such an implementations of original algorithms, 

which are ‘efficient’ to be implemented in the embedded software (MCU) or directly in 

the hardware (FPGA). 

 Bit depth reduction – in case of image processing, a quick way to reduce data size without 

changing image processing/compression algorithms. Due to reduced bit depth (reduced 

data values) these algorithms provide better results (less compressed size). Bit depth 

reduction can be seen as a thin layer before/after input/output data, which is not affected 

undelaying processing. 

It should be noted that the thesis is done under CIFRE program [10], and therefore during 

description of used methods, approaches and algorithms author tries to establish and maintain a strong 

connection between theory (academia) and practice (industry), which is the core idea of the CIFRE. 

3.2 SuriCog's Eye Tracking Application Specifics 

3.2.1 SuriCog's Eye Tracking Algorithm  

Not available in the public version of the thesis. 
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3.2.2 SuriCog's Application-Specific Image Compression  

In this thesis term «image compression» should be understood in eye tracking application-specific sense 

in compare with classical definition (application) of image compression. 

The difference is in the following: 

 Classical image compression – compaction of an unknown type image, where decompressed 

image is used for its direct viewing (either on a screen or printed on a material). In this 

application quality of decompressed image is selected based on considerations, obtained 

according to human visual system (HVS) properties. For example, according to HVS, 

quality of a photo has to be about 45 dB, quality of video has to be also about 40 dB. If 

quality of this content is less than these recommended values, the human feels a certain 

discomfort (especially during long time interaction with this content). In such applications 

term «lossy» reefers to removing of the small details from the image to minimize 

compressed image size, while maximizing of the visual quality, i.e., making decompressed 

image looks closer to original image as much as possible. The classical image compression 

standards are JPEG, JPEG 2000, PNG [268,269] and many others. 

 SuriCog's application-specific image compression – compaction of a known type image 

(eye image), where decompressed image is used as an input of an image processing-based 

eye tracking algorithm. In this case decompressed eye image is not viewed by the human, 

which makes unusable applying of considerations, obtained according to human visual 

system (HVS) properties. In SuriCog’s eye tracking application term «lossy» relates to 

minimizing (or keeping in a desired range depending on a particular target application) 

of the eye tracking error (caused by lossy compression) while maximizing of the amount 

of extra data removed from the eye image. This application does not strictly involve 

decompressed eye image look close to original image. Rather, this application involves 

decompressed image contain as minimum data as needed to provide desired eye tracking 

results quality. 

Term «quality of eye tracking results» itself is composed of the following metrics: 

 Precision – similarity of results produced by the eye tracking system with «real results» 

(ground truth). 

 Accuracy (also called ‘stability’) – ability of the eye tracking system to maintain the same 

precision of eye tracking results from experiment to experiment. 

3.2.3 Finding of the Eye Image Compression Algorithm Requirements 

To select or propose application specific eye image compression system, several minimal requirements to 

this system have to be estimated (possibly theoretically) and found (usually experimentally). Then these 

requirements (values) are used to compare several potentially applicable image compression approaches 

with the goal to find the most performant one. A several potential image compression approaches have 

to be excluded from further consideration on the very early stage (prototyping, initial performance 

estimation) of the product development. Especially if considering of the mass production (thousands of 

devices per year) of the product, then each building block (image processing algorithm, third-party 

physical IC component, etc.) has to be accurately and completely assessed in terms of its properties: 

overall performance, MIPS-budget, physical dimensions, power consumption, cost and others. Therefore, 

product creation can be viewed as an optimization problem, which is converged to finding of a crossing 

point (optimal point) between the several levels (factors): industrial design, product performance, 

economical factor and others. 

The case of the eye tracking system used in multimedia applications (in particular, interaction 

with the objects placed in a known environment) the following criteria are taken into account: 
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1. Responsiveness of the system – ability of the eye tracking system to react on the change 

of the user movements as fast as possible, i.e., the delay between the acquisition of the 

new eye image by the camera sensor and eye results obtained from the eye tracking 

system. 

2. Quality of the eye tracking – multi parameter, which includes the following underlying 

parameters: precision and accuracy. 

In the case above responsiveness is more prioritized over quality, because it is considered that it 

is possible to find such a profile (Figure 36), where responsiveness varies in wider range of values while 

quality varies in more narrow range of values. For example, maximal increase (80%) of responsiveness 

of the system from the certain baseline is followed by minimal degrease (20%) of the eye tracking quality. 

 
Figure 36. Profile: maximal system responsiveness vs. minimal degrease of the ET results quality. 

Therefore, in such multimedia applications the following criteria are used for estimation of the 

eye image compression system (most prioritized goes first): 

1. Time of eye image compression/decompression – parameter, which has direct impact on 

responsiveness of the eye tracking system. 

2. Size of compressed eye image – parameter, which has direct impact on responsiveness of the 

eye tracking system. 

3. Quality of decompressed eye image – parameter, which has direct impact on the eye tracking 

results. 

4. Ability to operate in lossy transmission medium – ability to partially decompress compressed 

eye image, which was partially corrupted and/or partially lost due to using of transmission 

medium with best-effort data delivery, where no retransmissions used. 

5. Implementation aspect and costs – estimated costs of R&D, hardware, third-party IPs, etc. 

3.2.3.1 Finding Maximal Time of Eye Image Compression/Decompression 

To estimate maximal time of eye image compression/decompression it is needed to understand 

the processing delays of each component in the entire processing chain: from eye image readout to 

obtaining results from eye tracking algorithm. Due to initial requirement of 100 Hz processing frequency, 

the period of processing of 1 eye image frame is 10 ms. This time of 10 ms is split between several 

components, each of which contributes to overall processing delay of 10 ms. According to practical 

measurements (Figure 37, Table 3) the summarized delay dedicated to compression/decompression is 

2.5 ms approx. 
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Figure 37. Hardware utilization during one iteration of the eye image processing. 

Table 3. Additional details of exact configuration used during delays measurement 

Image readout FPGA-based readout of VGA image 640x480 

ROI finding FPGA-based ROI finder, ROI scanning step 12 pix 

Compression - 

Transmission Wi-Fi 802.11n, bitrate 6.3 Mbps, freq. 5 GHz, distance 3..5 m 

Decompression - 

Eye tracking algorithm Proprietary SuriQat ET algorithm 

The estimated time of 2.5 ms of ROI compression/decompression can be approximately split as: 

 Time of ROI compression: 2 ms. 

 Time of ROI decompression: 0.5 ms. 

3.2.3.2 Finding Minimal Size of Compressed Eye Image 

To find minimal acceptable size of compressed eye image a special research was done, which was 

based on estimation of the constraints provided by used hardware (combination of ICs: Wi-Fi module 

controlled by host MCU, which is Renesas RZ). In particular it was estimated (theoretically) and proved 

(practically) that maximal available bitrate (also called data rate, bandwidth, and bit budget) is 6.33 

Mbps (120h*120w*55FPS*8bpp=6336000 bps). Based on this value it is possible to theoretically 

estimate FPS on the remote PC-based side after decompression. However, time needed to perform 

compression/decompression must be taken into account. This time depends on the size of the source 

input image. Therefore, in case of using JPEG-based codec (JCU+libjpeg-turbo) a System of Linear 

Equations (SLE) (presented in the following chapter) can be derived (via natural cubic spline 

interpolation for example, which was used) from previously obtained results of codec comparison (Figure 

70): 

 SLE ‘real bpp-PSNR’– defines a relationship between real bpp of the compressed image and 

quality of decompressed image (in PSNR); 

 SLE ‘real bpp-PSNR’– defines a relationship between real bpp of the compressed image and 

JPEG quality (1..100). 

 Function (for both compressor/decompressor), which defines a relationship between size of input 

image (in pixels) and time needed to compress this image (in us/ms). 

 Function (for both USB/Wi-Fi), which defines a relationship between size of transmitted image 

(in pixels) and measured bitrate (in Mbps). 

3.2.3.3 Finding Minimal Quality of Decompressed Eye Image 

Finding of the minimal quality of decompressed eye image is needed to know the range, where 

quality of eye tracking system results start significantly degrade (>10%). Then it is possible to keep 

quality of decompressed eye image at the level close to the found, but not exceeding it. This approach 

allows to control eye tracking quality by controlling decompressed eye image quality via lossy 

compression. The test setup (Figure 38) of the eye tracking system uses two configurations. In the first 

setup no image compression is applied, hence ET operates directly on raw image data obtained from a 
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miniaturized digital camera sensor. In the second configuration lossy image compression-decompression 

is used to reduce decompressed image quality. 

 

Figure 38. Test setup for finding minimal quality of decompressed eye image. 

Both components (eye trackers and image codec) are setup before the comparison operation. As 

an input, several prerecorded sequences of eye images were used to reproduce exact the same conditions 

during testing. All images have 400x256 pixel resolution, 8bpp color depth. As codec OPENJPEG [[270]] 

was used, which is implementation of JPEG 2000 [271] image compression standard. The input image 

sequence contained 256 frames, but only 20 of them (fragment) were used for demonstration purposes. 

Another technique is eye image pixel bit depth reduction. To potentially reduce the size of 

compressed eye image it is possible to reduce bpp of the original input eye image. From signal processing 

point of view this operation can be interpreted as passing of the signal through a High-Pass Filter (HPF), 

which cuts high pixels values (‘high frequencies’ in signal processing terminology) values and keeps only 

low pixel values (‘low frequencies’ in signal processing terminology). 

3.2.3.4 Considerations on Ability to Operate in Lossy Transmission Medium 

Ability to operate in lossy transmission medium is based on: 

 using of transmission medium with best-effort data delivery (no retransmissions used); 

 partial decompression of compressed eye image, which was partially corrupted and/or 

partially lost. 

It is possible to apply error correction codes to increase level of compressed data integrity at the 

expense of slight increase (depends on correction capability) of the amount of transmitted compressed 

data. In this case corrupted compressed image bitstream will be corrected by the channel decoder. 

However, using channel coding (encoder-decoder) will certainly take an amount of time (especially 

decoding and possible error correction), which will result on final FPS decrease. Even after correction of 

corrupted bitstream there, is no guarantee that image decoder (decompressor) will be able to decompress 

it, because if (for example) corruption was also took place in the header (contains sensitive information 

about the image: resolution, format, etc.) of compressed stream, then decoder is not able even to decode 

(interpret/parse) corrupted header or even more it will incorrectly interpret corrupted header, which 

will lead to incorrect decoding in the best case (for example, decoding according to wrong format) and 

unexpected/undefined behavior in the worst case (for example, allocation of memory for incorrectly 

computed image size). Usually such worst cases lead to run-time crash of the decoder software. Therefore, 

to avoid such cases it is possible to apply CRC as follows (Figure 39): 

 protect entire bitsteram with CRC to let decoder completely skip decoding if the CRC of 

received compressed bitstream is not equal to expected CRC; 

 protect only the header of compressed image with CRC to let decoder correctly decode of the 

header (calculated header CRC is equal to expected CRC), correctly initialize its internal 

buffers from header’s values and ‘try’ to decode the rest of the stream (possibly corrupted). 
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Figure 39. Different approaches of JPEG bit stream protection via CRC. 

It should be noted that video compression techniques are especially sensitive to compressed bit 

stream corruption or loss, because in case of decoding of corrupted bit stream it is very possible that 

entire group of frames (GOF) will be corrupted. Therefore, these video compression techniques usually 

relies on use of guaranteed delivery communication channels, where retransmissions occur time-to-time. 

To target best-effort delivery communication channels, video compression techniques support a 

special so-called ‘profiles’, which are basically modified versions of original codec implementation, but 

where modified version contains an additional logic executed in case of internal errors detection: ‘early 

exit’ policies, checking sizes validity before memory allocation, etc. However, according to several 

sources, recommended amount of bitsteram corruption and/or bitsteram loss with which such profiles 

can natively operate (without error correction codes) is not more than 20% only. 

3.3 Eye Image Compression Alternative Approaches 

3.3.1 3D Modeling of Pupil Surface 

When input images are represented in 3D (Figure 40) there are surfaces, progressively moving in time. 

The idea is to describe such surfaces (or their approximated versions) by applying equation of the surface 

(Figure 41) with number of coefficients, much less than number of pixels in input image. 
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Figure 40. Input images represented in 3D. 

 

Figure 41. Few examples of surface. 

Therefore, to find this coefficients a form of modeling on input image has to be done, which leads 

to high number of computations. The model has to be parameterized by N coefficients (Figure 42), which 

implies approximation of the reconstructed surface to real one (with the same approach of compression 

of residual image, i.e., compression of prediction error). Therefore, it is possible to compress only 

prediction error i.e., difference between real surface and predicted (approximated) by model surface. If 

the predication is accurate then prediction error will be small leading to small size of it in compressed 

form. However, finding of such surface in real-time takes significant computation resources, which makes 

it problematic to apply in the developed product. 

 

Figure 42. Example of 3D pupil surface rough approximation. 

Maintaining maximal and minimal possible values (Figure 43) cab help to reduce bpp needed to 

represent pixel values (for example from 8 bpp to 7-6 bpp). 

Dynamic ROI in 2D (scaled x2) Dynamic ROI in 3D 

Rough approximation 

of dynamic ROI surface 
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Figure 43. 3D visualization of minimal and maximal values of moving pupil image. 

3.3.2 Dictionary Based Eye Image Compression 

The idea behind the dictionary based eye image compression is that encoder and decoder share a 

dictionary [272] full of block samples (patches). Each input image is split on blocks. For each block the 

most corresponding block from the dictionary is found and residual image (difference) is computed. 

Encoder sends indexes of blocks and compressed residual image. Before operation dictionary has to be 

created and optimized (near similar blocks removal). This procedure is known as ‘dictionary training’. 

The dictionary based eye image compression idea correlates with basic hybrid codec scheme. Most 

of today’s video coding standards based on idea of exploiting temporal redundancy between highly-

correlated consecutive frames. Since they are very similar it is natural way to send only difference 

between them. However, it is possible to obtain even higher compression ratio by sending combination 

of so-called motion vectors and compressed residual image. The basic component of modern video codec 

is the hybrid video encoder (Figure 44). Encoder includes an entire decoder loop especially to predict 

the subsequent frame. It uses technique, which is called motion estimation to find motion vectors that 

describe the transformation from one frame to another one. For this frame is decomposed into number 

of blocks that usually have form of rectangle. Then each block of the current frame is compared with 

blocks in some area of reference frame to find the most similar block. Based on coordinates of such block 

motion vectors are computed. Then compensated frame is subtracted from the current frame to obtain 

difference between the two consecutive frames. This so-called residual image is needed by decoder to 

keep the details of the current frame during its reconstruction. 
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Figure 44. Basic hybrid codec scheme. 

Especially for encoding images that have objects with known form, special video compression 

techniques could be applied. Dictionary-based video coding (Figure 45) is one of them. The main 

difference from the previous scheme is absence of sending reference frames. These frames are replaced 

by dictionary, which has predefined number of blocks, which are used for comparison to find «best 

match». Block indexes are result of motion estimation, they are transmitted to decoder with statically 

compressed residual image. 

 

Figure 45. Dictionary-based codec scheme. 

The idea of applying such scheme is increasing compression ratio based on assumption that motion 

of objects on the each next frame has low level of dynamics (i.e., they are highly correlated) or they are 

placed on known area. Therefore, to exploit such nature of video sequence, it is possible to define and 

«train» dictionary to reconstruct the coming frame. However, to keep the details of objects and to react 

on fluctuations of motion dynamics it is still necessary to obtain and send residual frame, which is be 

used by decoder for frame reconstruction. 

As an input dictionary takes image sequence, size of block and total number of blocks, which will 

be used for comparison. This way is used in MATLAB version. There are other ways to create dictionary 

and even more to update it at run-time. For example, in C++ version of this approach dictionary is 

created by setting number of frames that will be stored in it. Then these frames are split into the blocks, 

which are and optionally go through optimization to remove similar ones. 

For dictionary-based video encoder motion estimation consists in finding indexes of blocks, which 

are the most similar to block from current frame. One of the most trivial approaches to find such indexes 

is to apply exhaustive search for each block of the current frame. Depth of such search is defined by so-

called search area coefficient (usually is represented as number of pixels), which sets both horizontal and 
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vertical offsets that finally defined some area. When another block is selected in the loop, it is compared 

with all the blocks of dictionary that fit the area. Moreover, if dictionary contains number of blocks, 

which is greater than number of all possible blocks of image, it is possible to use additional blocks for 

comparison, which can be interpreted as «alternative blocks». Motion compensation consists in 

generation of compensated frame by choosing blocks from the dictionary by their indexes and adding 

them to the frame. Residual image is obtained as difference between current frame and compensated 

frame. Energy of residual image can be used as an indicator to estimate impact of changing encoder’s 

parameters. 

3.3.3 Dictionary + DCT Based Eye Image Compression 

The idea behind dictionary + DCT based eye image compression is to split eye image into blocks, then 

to perform Discrete Cosine Transform (DCT) to each block. Then to use the same idea described before 

(dictionary full of samples) to replace block of pixels to index of the near similar block from dictionary. 

A discrete cosine transform (DCT) expresses a finite sequence of data points in terms of a sum of 

cosine functions oscillating at different frequencies. DCT is employed in JPEG standard. DCT can be 

applied to all image (Figure 46) or to each block of the image. Then DCT coefficients can be quantized 

with different thresholds (Figure 46, Figure 47). 

 

Figure 46. DCT applied to all image. 

 

Figure 47. DCT applied to blocks of pixels (threshold 1e-2). 

The idea is to study dynamics of change of such coefficients and synthesize L-system (or set of L-

systems), which could re-produce such coefficients with low cost. This idea is correlated with plane filling 

curves (Figure 48) and 2D/3D-cellular automata (Figure 49). 
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Figure 48. Plane filling curves. 

 

Figure 49. 3D cellular automata examples. 

Usage of L-systems and cellular automata could produce good results (leading to high compression 

ratio), but on limited set on well-known inputs. Even for this approach preliminary classification of 

possible inputs should be done. Then for each input (block of pixels) such L-system is found, which can 

produce near the same input (threshold is applied). Therefore, this approach can be interpreted as 

previously described dictionary-based compression, but instead of dictionary full of samples, L-systems 

are used to generate an input based on few rules (should be send to decoder). However, this approach 

has the same problems as fractal-based compression, i.e., problem of finding Iterated Function System 

(IFS) by having attractor (input image), which leads to delay not competitive to delay, closed to real-

time terminology. 

3.3.4 Schemes with Shared Model 

The idea behind schemes with shared model is to use the same model on transmitted (TX) and receiver 

(RX) size and transmit only prediction errors. Hence decoder can reconstruct data based on the model 

and add received prediction errors to fully reconstruct the data. Expression «sharing of the same model» 

means that from time to time and based on accumulated statistics encoder updates its local model and 

sends to decoder information to update its local model used for decoding. As a result, both TX and RX 

sides share the same model. 
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However, all schemes with shared model require quarantined data delivery and do not work 

correctly if the data was corrupted (or lost) during transmission due to lossy channel. For example, in 

case of data corruption RX will use corrupted date to update its model and starting from this moment 

TX and RX do not share the same model anymore, which will lead to RX data reconstruction errors. 

Distributed source coding (DSC) [273] is based on principle of the compression of multiple 

correlated information sources which do not communicate with each other. By modeling the correlation 

between multiple sources at the decoder side together with channel codes, DSC is able to shift the 

computational complexity from encoder side to decoder side. Because of this complexity shift it is 

possible to implement sender in resource constrained embedded low-power platforms. In general, DSC 

involves coding of two or more dependent sources with separate encoders and joint decoder. DSC can 

be symmetric (same bitrate is used in coding the input sources) and asymmetric (different bitrates are 

used in coding the input sources). Typical applications of DSC are sensor networks and video/multimedia 

compression. 

Distributed video coding (DVC) is based on DSC. One important aspect of DVC is that many of 

DVC systems described in the literature use of a so-called ‘feedback channel’ (Figure 50) from the 

decoder to the encoder to determine the rate. However, the number of requests issued through the 

feedback channel is often high, and as a result the overall delay of the system could be unacceptable in 

practical video compression and streaming applications. There were several solutions have been 

introduced to address this issue. For example, feedback-free DVC systems have been proposed with the 

incorporation of a difficult trade-off between encoder complexity and compression performance. As a 

result, a method was proposed for constraining the number of feedback requests to a fixed maximum 

number of N requests for an entire Wyner-Ziv (WZ) frame [274]. 

In case of SuriCog’s EyeDee™ eye tracking system transmission medium is a best-effort delivery 

communication channel. Therefore, use of any approach involving feedback channel is problematic. 

 

Figure 50. Compression scheme with shared model. 

 

Figure 51. Distributed video coding. 

3.4 Eye Based Rate Distortion Optimization 

Rate-distortion optimization (RDO) is an approach of improving video quality in video compression. 

The name itself refers to the optimization of the amount of distortion (loss of perceptual video quality) 

against the amount of data required to encode the video, the rate. RDO is aimed to improve existed 

variable bit allocation techniques and to get, as a result, higher compression ratios while maintaining 

the same (or near-the-same) computational complexity. This allows to use predefined (aposteriorical) 

knowledge of information source (eye images) to keep important to eye tracking regions of pixels 

uncompressed (cornea-pupil edges with highest quality) and to compress unimportant regions (lowest 

quality). The idea (Figure 52) is to find a particular subbands (for example, subbands, containing 

diagonal details) and then compress these subband coefficients with higher ratio leading to less bpp or 

remove these subband coefficients, leading to even lesser bpp. 

Model updates 

Prediction error 
TX RX 

Model Model 
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Diagonal details more compressed 

 
Diagonal details entirely removed 

Figure 52. Idea of RDO based on diagonal coefficient processing. 

3.5 Neural Network Based Approaches 

3.5.1 Applying Neural Networks to the EyeDee™ Solution 

Over the last years there is a tendency of applying neural networks in industry [275–278] to the parts of 

complex algorithms or even more a complete replacement of complex algorithms by trained neural 

networks. There are several major advantages behind this tendency: 

 Simplify development of complex image processing based eye tracking algorithm. Usually 

development of complex algorithm takes significant amount of time needed for optimization, 

precision, accuracy, implementation, and parallelization. 

 Accelerate of the eye tracking algorithm. Taking results from neural network is usually 

considered as faster operation in compare with execution of the algorithms because trained 

neural network is an «offline» approach (pre-trained set of weights) of complex objective 

function while classical algorithms search this objective function in run-time («online» 

approach). 

 Constant time response. Due to conditional logic, (and, in consequence, not constant number of 

operations executed in run-time) the execution time of image processing based eye tracking 

algorithm is not constant, which can be essential for especially time-critical applications. Usage 

of neural trained network provides guaranty of constant time response [279], because of constant 

number of operations to be executed to get a response. 

 Implementation aspect: implementation can be seen as a set of pre-defined floating-point 

numbers (trained weights) coupled with neural network architecture implementation (MLP or 

ConvNet). These parts are implemented many times directly in hardware [280,281]. Hence, 

hardware implementation costs go down. 

The minor disadvantages of using neural networks are: 

 Quality of training of neural network is still a challenge. The common issues are generalization 

and coverage. Which usually results in collecting eye tracking data from several sources (users) 

into huge databases and training of differently configured neural networks on these databases. 

Several approaches are aimed to find the best hyperparameter combination, including basic grid 

search [282], random search [225] and others. 

 Time of training is high especially in case of using DNN. Recent solutions are based on using of 

the GPUs to accelerate training time as well as .usage of advanced, more optimized training 

algorithms [245] aimed on training time reduction. 

 Approval issues. Usually trained ANNs are considered as ‘input-output black boxes’. While 

image processing algorithms are relatively easy to trace in step-by-step mode and verify certain 
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core values of the algorithm, trained ANNs are cannot be traced in the same manner. Therefore, 

due to lack of clear traceability it is hard to approve ANN in the product and even more to 

certify ANNs in contrast with constantly proved image processing algorithms. 

However, in an applications, where usage of ANN results cannot imply on an industrial 

catastrophe of or a live loss (for example, multimedia applications, entertainment applications), usage 

of trained ANNs has a certain potential. 

The EyeDee™ eye tracking can be interpreted as a multivariate function, which unambiguously 

associates an ROI image (input of the eye tracking algorithm) with five ellipse parameters (output of 

the eye tracking algorithm). Such a function is implemented via image processing (extraction of contours 

of pupil ellipse followed by its automatic measuring). It is shown that it is possible to apply ANN based 

approach to find an approximation this function. 

The EyeDee™ head tracking can be interpreted as a multivariate function, which unambiguously 

associates an filtered image of the Weetsy™ Frame (input of the head tracking algorithm) with 6DoF 

parameters describing position of the Weetsy™ Frame in the 3D space (output of the head tracking 

algorithm). It is shown as well that it is possible to apply ANN based approach to find an approximation 

this function. 

The EyeDee™ calibration [283] is a process aligning a person's gaze estimation to a particular 

scene, when the geometric characteristics of a subject's eyes are estimated as the basis for a fully-

customized and accurate gaze point. The calibration can be interpreted as the process of determining 

the equations used to map angles and radii between the pupil and glint centers of the user's eye to radii 

and angles on the screen, with the origin of the coordinate system for the screen being just below the 

bottom center of the monitor's screen. Result of the calibration is an improved gaze estimation for a 

selected subject. It is shown as well that it is possible to apply ANN based approach to the calibration 

task: either completely (ANN is used to perform an entire calibration process) or partially (default 

calibration algorithm cross-checks its calibration results with results obtained from ANN). 

Due to the thesis scope the following research focuses only on applying ANN based approaches to 

the eye tracking. 

3.5.2 Neural Network Based Eye Tracking (Based on Function Regression) 

One potentially applicable example of using ANN in the eye tracking domain consists in the complete 

replacement of currently used eye tracking image processing based algorithm coupled with geometrical 

eye modeling by a precisely tuned and perfectly trained ANN, which directly transforms wirelessly 

transmitted floating-point values of decimated eye image (result of the 3D perspective projection of a 

model of rotating pupil disk) into five floating-point parameters of pupil's ellipse (result of the eye 

tracking). Hence the implementation of the eye tracking algorithm is reduced to a neural network 

construction and training approach, which is proposed in this thesis. 

To create eye images for experimentation a special eye simulator was developed based on a 3D 

eye model projected onto a plane (CMOS sensor). It simulates an eye of known geometry and a camera 

sensor of known resolution, focal and distortion. Simulator settings permit to simulate only needed eye 

features (Figure 53) at different detalization levels. The noise present in real images is simulated using 

a Gaussian kernel. 
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Figure 53. Eye images: real one and generated by simulator. 

It can be seen that 3D projection of the rotating pupil disk has a geometrical shape of an ellipse. 

The reconstruction of the gaze (i.e., direction in which the user is looking) is based on the center of 

rotation of the eye coupled with the coordinates of pupil’s center, which are calculated based on five 

ellipse parameters (Figure 54), obtained by automatic ellipse shape measuring. 

 
Figure 54. Five ellipse parameters: center (x, y), major/minor (a/b) axis, rotation angle (φ). 

The process of eye tracking can be interpreted as a multivariate function, which unambiguously 

associates a dynamic ROI image (region that contains the centered image of the pupil) with five ellipse 

parameters. This function can be based on (Figure 55): 

 Image processing – filtering the eye image aimed on pupil ellipse shape preservation, followed by 

its automatic measuring; 

 Training of the ANN – the ANN inputs are the decimated ROI coupled with the decimated ROI 

edges – both can be optionally high-frequency subbands of the 2D wavelet transform – and outputs 

are the ellipse parameters, followed by loss function optimization (minimization of the average 

ellipse reconstruction error). 
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a. Image processing based 
 

b. Neural network based 

Figure 55. Eye tracking approaches: image processing based and neural network based. 

The neural network is aimed on finding a correlation (Figure 56) between the floating-point values 

of a decimated ROI image (decimated to reduce the amount of wirelessly transferred data) and the five 

floating-point parameters of the pupil's ellipse (necessary for gaze reconstruction). To estimate the 

relationships among these variables, a regression analysis function is applied using Torch7 [284] software 

(neural network 'nn' and optimization 'optim' packages). This function is further integrated into the 

EyeDee™ eye tracking software running on Windows 8 Win32 platform. During an initial testing we 

decided to keep only one layer for the network, and since the decimation reduces 120x120 pixels 8bpp 

ROI image into 3x3/5x5 pixels 32bpp image, the neural network has 9/25 inputs (18-50 inputs in case 

of using ellipse edges) and 5 outputs. 

 
Figure 56. Correlation between decimated ROI image and pupil's ellipse. 

The training of the neural network is based on the well-known back-propagation approach coupled 

with a gradient descent optimization method. The output of the network is compared to the desired 

output using a loss function. Therefore, the training can be interpreted as the loss function optimization 

(error minimization). The training is done with the following hyper-parameters: 

 Number of epochs – the number of iterations over the training dataset; 

 Learning rate – the size of the step taken at each stochastic estimate of the gradient; 

 Learning rate decay – allows the algorithm to converge with high precision (it is often 

recommended to lower the learning rate as the training progresses); 

 Weight decay – used to L2-regularize the solution (model overfitting reduction [285]), which 

prevents the weights from growing too large; 

 Momentum – used to prevent the system from converging to a local minimum or saddle point. 

It should be noted also that to ensure correct ellipse parameters reconstruction based on decimated 

ROI images of all possible eye positions, it is essential to provide all possible input-output pairs for the 

training. Since number of such pairs can be sufficiently large (number of all possible ellipse centers cx 

and cy multiplied by number of number of all possible ellipse sizes rmax and rmin multiplied by number 

of all possible ellipse rotation angles φ) training can take an amount of time. 

To reduce this complexity, it is possible to reduce number of input-output pairs by removing such 

a pairs that cannot practically appear, because ellipse sizes and ellipse center positions are fluctuated 

(user moves the eye) in a certain range. Another way is to use several modern techniques aimed on 

…correlation… 

ROI Decimated ROI 

Reconstructed 

pupil’s ellipse 

103.5847 102.5847 107.2513 

99.5894 85.5847 97.2684 

98.2680 105.2584 108.2054 

https://en.wikipedia.org/wiki/Gradient_descent
https://en.wikipedia.org/wiki/Loss_function
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training acceleration, such as dropout [224] or batch normalization [245], use of ReLU [242] (or its 

improved versions PReLU [286] or RReLU [287]).  

3.5.3 Feature Based Eye Image Compression (Based on Data Classification) 

This approach is based on idea of using ANN as a classifier. The ANN is trained to classify the areas of 

the dynamic ROI image: relevant for eye tracking features (edges in this case) and not relevant features. 

Then output classification result from the ANN is used as an input of image compressor to define which 

area of the image should be broadcasted over a wireless medium for further processing by the PC-based 

desktop eye tracking software. 

Herein and after we refer to the following terminology: 

 ROI (Region of Interest) – region containing image of the human's pupil; 

 FOI (Features of Interest) – image containing useful (for eye tracking algorithm) features of ROI. 

It is necessary to understand the difference of the proposed neural network based approach of 

ROI eye image compression with respect to the classical one. Classical approach of image compression 

(Figure 57), consists in the compression of the ROI image, sending thus the compressed image 

(bitstream) over a channel, followed by decompression of the bitstream on the remote side to get the 

original ROI image, which is further used as an input for the eye tracking algorithm. The neural network 

based approach of image compression (Figure 58), consisted in the following steps: 

a. Training a neural network to classify the blocks of a ROI image. The training is based on a set of 

samples: ROI block itself and a Boolean value that indicates if this block contains pupil edges. 

During the training this value is obtained from the default image processing based eye tracking 

algorithm. 

b. Use the trained neural network to perform ROI blocks classification, i.e., to decide if a particular 

block contains pupil edges. 
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Figure 57. Image compression: classical approach. 

 

Figure 58. Image compression: neural network based approach. 

The neural network is aimed on classification of the ROI image blocks into 2 classes (blocks 

contain/does not contain pupil edges). To this purpose, we also used Torch7 [284] software (neural 

network ‘nn’ and optimization ‘optim’ packages) with ‘convnet’ (convolutions+2-layer mlp, where 2-

layer mlp is multilayer perceptron, Figure 59) and ‘2-layer mlp’ (pure 2-layer mlp, Figure 60) models. 

This functionality was further integrated into the EyeDee™ eye tracking software running on Windows 

10 x64 platform. During an initial testing we decided to split the ROI image into blocks of size 20x20 

and 10x10 (the block sizes in range 10..20 lead to conditions resulting in maximal benefit of using the 

presented approach). In case of ‘convnet’ model we used 2 convolution layers (with max pooling), 

followed by reshaping, and standard 2-layer mlp model. In case of ‘2-layer mlp’ model we directly used 

reshaping followed by 2-layer mlp model. 
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Figure 59. ROI image block classification using ConvNet (convolutions + 2-layer mlp). 

 

Figure 60. ROI image block classification using 2-layer mlp neural network. 

We used batch learning, i.e., learning on the entire training data set at once. In all tests batch 

size was set to 10. The training of the neural network is based on the well-known back-propagation 

approach coupled with a gradient descent optimization method. The output of the network is compared 

to the desired output using a loss criterion. Therefore, the training can be interpreted as the loss function 

optimization (error minimization). 

Final decision on which class a particular ROI block belongs to can be based on: 

1. Probability from the last neural network SoftMax layer (default selection method often 

used in a neural network-based classifiers). 

2. Applying a threshold (Figure 61) on probability density function (Figure 62). In this 

selection method statistics on probabilities distribution is taken into account. 

 

Figure 61. SoftMax last layer and threshold based decision. 

SoftMax explained in details (+its relation with Bayes theorem) 

The softmax function, or normalized exponential function is a generalization of the logistic 

function that «squashes» a K-dimensional vector z of arbitrary real values to a K-dimensional vector 

σ(z) of real values, where each entry is in the range (0, 1], and all the entries add up to 1. The function 

is given by 
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https://machinelearnings.co/text-classification-using-neural-networks-f5cd7b8765c6
https://machinelearnings.co/text-classification-using-neural-networks-f5cd7b8765c6
https://machinelearnings.co/text-classification-using-neural-networks-f5cd7b8765c6
https://machinelearnings.co/text-classification-using-neural-networks-f5cd7b8765c6
https://en.wikipedia.org/wiki/Gradient_descent
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The softmax function is used in various multiclass classification methods, such as multinomial 

logistic regression (also known as softmax regression), multiclass linear discriminant analysis, naive 

Bayes classifiers, and artificial neural networks. Specifically, in multinomial logistic regression and linear 

discriminant analysis, the input to the function is the result of K distinct linear functions, and the 

predicted probability for the j
th
 class given a sample vector x and a weighting vector w is: 
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An explanation of the relationship between the softmax function and the Bayes theorem is 

provided in [288]. 

 

 
Figure 62. Probability density illustration. 

Based on the final ANN outputs it is possible to measure two key metrics used to define quality of 

blocks classification: efficiency (ε) and purity (p). These metrics were selected, because terminology 

‘efficiency’ and ‘purity’ is more pertinent (in comparison with commonly used ‘precision’ and ‘recall’) in 

characterizing results of blocks classification. These metrics are calculated as follows: 
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where: 

 N00 – number of blocks predicted not to contain pupil edges which do not contain edges in reality; 

 N01 – number of blocks predicted to contain pupil edges which do not contain edges in reality; 

 N10 – number of blocks predicted not to contain pupil edges which do contain edges in reality; 

 N11 – number of blocks predicted to contain pupil edges which do contain edges in reality. 

Efficiency metric (ε) can be interpreted as a recall (also called sensitivity) and shows how good 

trained NN at detecting the Cls2-clocks (block contains pupil edges). Ideally this values should be 100%. 
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Efficiency metric (p) can be interpreted as a precision and shows many of the positively classified 

Cls2-clocks (block contains pupil edges) were irrelevant (i.e., do not contain pupil edges in reality). 

Ideally this values should be 0%. 

 
ROI image split on blocks 

(example) 

General notion 

  Prediction 

  Cls1 Cls2 

Truth 
Cls1 N00 N01 

Cls2 N10 N11 

Particular example 

  Prediction 

  Cls1 Cls2 

Truth 
Cls1 N00 N01 

Cls2 N10 N11 

Legend: 

Cls1 – block does not contain pupil edges 

Cls2 – block contain pupil edges 

Figure 63. Efficiency/purity illustrated explanation. 

After obtaining these two metrics and compression of the FOI images according the approach it 

is possible to measure compression performance at least in terms of bitrate (bits per pixel, bpp) of 

uncompressed/compressed ROI/FOI images (Figure 64). 

 
Legend: 

FOI images (NN-based) – FOI images obtained with neural network based approach,  

FOI images (ET-based) – FOI images obtained with general ET (Eye Tracking) algorithm 

Figure 64. Compressed image comparison scheme. 

Due to imperfect classification, it is very likely to have missing blocks with pupil edges and extra 

blocks without edges. Processing of such FOI images will lead to degradation of eye tracking quality. 

There are two strategies to reach high efficiency (>98%) and low purity (<5%): 

1. Train ANN better – this strategy involves tuning of the hyperparameters (with random 

search for example). This approach takes a lot of time. 

2. «Complexity split» principle (can be viewed as ‘composite result’, Figure 65) – this 

strategy involves split of final complexity of reaching desired percentages (>98% and 

<5%) between several components, which are in summary give the desired percentages. 

For example, after rapid estimation of a typical efficiency/purity percentages can be 

obtained from a middle-quality trained ANN (for example, typical values are <75-80% 

and >15-25%), it is possible to fix ANN parameters, stop time-consuming training and 

create a second component (FOI corrector, Figure 66), which takes ANN intermediate 

results and use them to reach expected percentages. 
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Figure 65. ANN training time reduction by introducing FOI corrector. 

 
ROI 

 
FOI after ANN 

 
FOI after NN after correction 

Figure 66. FOI  correction + FOI compression illustration. 

It should be noted that the FOI correction is considered as the future work. However, the FOI 

correction algorithm can be based on K-means clustering [163,289] or fuzzy logic [290]. 

3.6 Conclusion 

SuriCog’s EyeDee™ eye tracking algorithm is based on eye modelling. It consists in reconstructing a 3D 

model of an eye out of multiple 2D images taken by the CMOS sensor ah a very high acquisition 

frequency (100Hz). To introduce eye image compression into the system, the thesis term «image 

compression» itself should be understood in an eye tracking application-specific sense in compare with 

classical definition (application) of image compression. In particular, the eye tracking system does not 

incorporate any human feedback on viewing decompressed eye images. Therefore, during selection, 

implementation, optimization and tuning of the eye image compression system, usually used 

recommended practices on obtaining the best acceptable quality (based on usual advantages of HVS,  

for example) cannot be directly applied due to the eye tracking application specifics. Therefore, a special 

research was done (experimental results are presented in the following chapter) on studying the impact 

of eye image compression system parameters on the final precision of the eye tracking output results. 

These parameters include: execution time of eye image compression/decompression time, size of resulted 

compressed eye image, quality of decompressed eye image and ability for the compression system to 

operate in lossy transmission medium. 

In contrast with classical general purpose image compression algorithms, a several eye tracking 

application specific alternative image compression approaches were proposed. For example, applying of 

Artificial Neural Networks (ANN) to the EyeDee™ solution has a certain potential. With use of ANNs 

it is possible to consider, rapidly implement and evaluate several approaches as: regression based eye 
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tracking, classification based eye image compression, classification based ROI finding and some others 

advanced approaches, experimental results of which are presented in the following chapter. 
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Chapter 4Equation Section 4 

4 Experimental Results 

4.1 Introduction 

This chapter contains experimental results of research, which was carried out based on a particular 

product (Chapter 1, Introduction) in the domain of defined theory (Chapter 2, Theoretical Part) and 

according to applied methodology (Chapter 3, Methodology). 

4.2 Reproducibility of the Results 

The results presented in this thesis were obtained based on EyeDee™ eye tracking solution, which consist 

of Weetsy™ portable wire/wireless system including Weetsy™ frame, Weetsy™ board, π-Box™ remote 

smart sensor and PC-based processing unit running SuriDev eye tracking software. 

The experimental research results presented in this chapter can be reproduced by deploying 

modified version (with implemented methods, approaches and algorithms) of EyeDee™ eye tracking 

solution on a particular PC. All hardware and software used during the research (Table 4), as well as 

test video sequences are available upon a dedicated request to SuriCog via: 

SuriCog 

130 rue de Lourmel 75015 Paris France 

+33 01 40 60 70 60 

contact@suricog.com 

Due to the fact that research conducted in this thesis is not a medical research, there is no test 

cases, where results were obtained on multiple users/patients, dedicated patient groups and similar 

methods involving participation of the individuals. Rather the results were obtained by the tests, in 

which only author himself was participated. 

Table 4. Hardware/software used during the research. 

Product Description 

Hardware 

Intel Core i7 3.6 GHz 64 bit, 4 physical cores, 8 

logical cores 

General purpose processor 

Renesas RZ/A1H MCU used in the Weetsy™ board 

Altera Cyclone V FPGA FPGA used in the Weetsy™ board 

OV7251 CMOS sensor CMOS image sensor used in the Weetsy™ frame 

Software 

Windows 10 64 bit General purpose OS 

Visual Studio Community 2017 IDE for C/C++ 

MATLAB R2018a Environment for numerical computing 

ARM DS-5 5.15.0 IDE for Renesas RZ/A1H 

Quartus Prime Lite Edition 15.0 IDE for Altera Cyclone V FPGA 

Signal Tap software (part of Quartus Prime) Used for measuring Renesas RZ/A1H performance 

Torch7 scientific computing framework Machine learning 
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4.3 SuriCog's Eye Tracking Algorithm Improvements 

4.3.1 Hardware Based ROI Finder 

Finding of dynamic ROI is considered as being 1
st
 step of total eye image compression. Results produces 

by both PC-based desktop software and FPGA-based hardware ROI-finders were experimentally 

compared: FPGA-based ROI-finder shows near-the-same accuracy (Figure 67) as default software-based 

ROI-finder. Hence, FPGA ROI-finder can be deployed to Weetsy™ board leading to bypass of ROI finder 

in processing unit. 

 

Figure 67. Visual representation of ROI finding in Weetsy™ board (FPGA). 

Ideally full pupil's finding algorithm is implemented inside the FPGA. However, porting of the 

complete eye tracking algorithm is a time consuming task (eye tracking algorithm's optimization, 

reduction of operating memory needed, minimizing usage floating-point operations, etc.). A special 

operation mode was introduced, where FPGA-based ROI finder works in co-existence with default PC-

based software ROI finder sending some diagnostic information about its operation to the processing 

unit. This technique allows to progressively improve quality of FPGA-based ROI finder while continuing 

usage of the default one. FPGA ROI step was configured for 24 and 12 pixels (Table 5). 
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Table 5. Comparison of FPGA ROI finder precision. 

Video sequence 

Reference ET 

Eye tracking error, % 

SuriQuat ET 

ROI finder 

FPGA ROI finder 

(24 pix step) 

FPGA ROI finder 

(12 pix step) 

PMOR_640x640_01.AVI, 640x640 (750 frames) 1.25 2.48 1.98 

PMOR_400x260_01.AVI, 400x260 (750 frames) 1.32 2.67 2.02 

MS_640x640_01.AVI, 640x640 (750 frames) 1.17 2.15 1.83 

MS_400x260_01.AVI, 400x260 (750 frames) 1.18 2.39 1.99 

EGAFF_640x640_01.AVI, 640x640 (750 frames) 1.89 3.05 2.27 

EGAFF_400x260_01.AVI, 400x260 (750 frames) 1.96 3.28 2.46 

4.4 Finding of the Eye Image Compression Algorithm Requirements 

To find system performance bottlenecks we decided to accurately measure entire image acquisition 

system (also called ‘image delivery chain’) to represent an entire system via set of System of Linear 

Equations (SLE), which are derived in this section. 

4.4.1 Finding Maximal Time of Eye Image Compression/Decompression 

Results show that dependency of uncompressed image size on compression time for compressor JCU 

grows linearly (Figure 68, a) as well as dependency of compressed image size-decompression for 

decompressor libjpeg-turbo (Figure 68, b). 

NOTE: Since compression of eye images of resolutions 400x256 and 640*480 takes more time than 

maximal time of acquisition with Signal Tap (2.73 us) we extrapolated compression time results for eye 

images of these resolutions. 

 
a. JCU 

 
b. libjpeg-turbo 

Figure 68. Compression/decompression time assessment: JCU vs. libjpeg-turbo. 

According to the results (Figure 68) in both cases time grows linearly, so their representation is 

an equation of a straight line y = kx + b (Table 6). 

NOTE: Changing of JCU JPEG quality (1..100) does not affect image compression time (because in fact 

JPEG quality defines only quantization tables content), so we consider that these parameters 

are totally independent. 
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Table 6. Derived equations for uncompressed/compressed image size/time. 

Compressor: Renesas RZ/A1H JCU 

Dependency Uncompressed image size-compression time’, where x is uncompressed image size 

(in 16bpp YUV pixels) and f(x) is compression time 

Derived equation f(x) = 0,019393631x + 594,254743 

Decompressor: libjpeg-turbo 

Dependency Compressed image size-decompression time’ SLE, where x is compressed image 

size (in bytes) and f(x) is decompression time 

Derived equation f(x) = 0,00326667x + 16,4788732 

The next step consists of measuring of the capabilities of the transmission mediums used: USB 

2.0 (limited implementation) and Wi-Fi (WLAN 802.11n, full implementation). 

Since in FPGA+MCU based readout images are read in packet-by-packet mode, there is a need 

to verify that reading cycle delivers the same performance across difference eye image resolutions. In a 

certain cases (high quantity of small packets, we call in ‘small data blocks’) due to internal 

implementation overhead related to increased number of variable comparisons on for/while loops the 

overall performance can degrade. 

According to our measurements, resulting dependency of size of transmitted image over measured 

bitrate for both USB and Wi-Fi varies insignificantly (Figure 69) and hence can be neglected taking the 

consideration that both USB and Wi-Fi deliver the same bitrate during reading eye images of any 

resolution supported (full size image, static ROI, dynamic ROI). 

 
a. USB 

 
b. Wi-Fi 

Figure 69. Size of transmitted image over measured bitrate: USB vs. Wi-Fi. 

Conclusion based on the measurements: 

 USB approx. bitrate is constant for and image sizes and about 66 Mbps; 

 Wi-Fi approx. bitrate is constant for dynamic ROI image sizes (80x80...160x160) and 

about 6.2 Mbps. 

 Wi-Fi approx. bitrate is differs for static ROI image and full size image (400x260, 

640x640) and about 6.5 Mbps. This variation is clearly illustrates ‘small data blocks’ 

issue. 

4.4.2 Finding Minimal Size of Compressed Eye Image 

Because eye image of each different resolution contains more eye features, compressor results in terms 

of real bpp will be different across image resolutions with the same compressor’s settings. To avoid this 

pitfall we measure compressor’s behavior for each resolution independently. According to results of 

measurement of the JPEG quality vs. bpp vs. PSNR, decompressed image quality over real bpp (Figure 

70, a) as well as JPEG quality over real bpp (Figure 70, b) continuously grows as expected according to 

well-known performance of JPEG standard. 
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NOTE: Since JCU uses internal 16bpp YUV2 representation, the ‘bpp’ should be interpreted as ‘bits-

per-16bpp pixel in YUV2 format’. 

 

 
a. Decompressed image quality over real bpp 

 
b. JPEG quality over real bpp 

Figure 70. JCU assessment results: JPEG quality vs. bpp vs. PSNR. 

Then we use a linear interpolation to derive needed SLEs (Table 7). 

Table 7. Derived SLEs for bpp and PSNR/JPEG quality. 

Derived ‘real bpp-PSNR’ SLE, 

where x is real bpp and f(x) is PSNR 

Derived ‘real bpp-QUAL’ SLE, 

where x is real bpp and f(x) is JPEG quality 

Full size image (640x640) 

2 16.783310 9.1638 10 , if [0.175,0.181],

2 13.5667 10 3.3417 10 , if (0.181,0.187],

2 11.7857 10 1.128610 , if (0.187,0.194],

2 11.075010 1.367510 , if (0.194,0.202],

15.600010 2.4078

( )

x x

x x

x x

x x

x

f x

110 , if (0.202,0.212],

1 15.222210 2.487910 , if (0.212,0.221],

1 13.6667 10 2.8317 10 , if (0.221,0.23],

1 14.000010 2.755010 , if (0.23,0.24],

1 12.250010 3.175010 , if (0.24,0.248],

2.58331

x

x x

x x

x x

x x

1 10 3.092310 , if (0.248,0.26],

1 11.714310 3.318310 , if (0.26,0.274].

x x

x x

  

1 11.4762 10 3.3835 10 , if [0.274,0.295],

1 11.0000 10 3.5240 10 , if (0.295,0.322],

1 11.0333 10 3.5133 10 , if (0.322,0.352],

17.9104 3.5986 10 , if (0.352,0.419],
( )

14.7423 3.7313 10 , if (0

x x

x x

x x

x x
f x

x x .419,0.516],

13.8049 3.7797 10 , if (0.516,0.721],

12.5052 3.8734 10 , if (0.721,1.204],

1 13.6480 10 4.1311 10 , if (1.204,4.329].

x x

x x

x x

  

2 28.3333 10 1.4083 10 , if [0.175,0.181],

2 28.3333 10 1.4083 10 , if (0.181,0.187],

2 27.1429 10 1.1857 10 , if (0.187,0.194],

2 26.2500 10 1.0125 10 , if (0.194,0.202],

25.0000 10 7.600

( )

x x

x x

x x

x x

x

f x

10 10 , if (0.202,0.212],

2 15.5556 10 8.7778 10 , if (0.212,0.221],

2 15.5556 10 8.7778 10 , if (0.221,0.23],

2 15.0000 10 7.5000 10 , if (0.23,0.24],

2 26.2500 10 1.0500 10 , if (0.24,0.248],

4.1

x

x x

x x

x x

x x

2 1667 10 5.3333 10 , if (0.248,0.26],

2 13.5714 10 3.7857 10 , if (0.26,0.274].

x x

x x

  

22.3810 10 5.2381, if [0.274,0.295],

2 11.8519 10 1.0370 10 , if (0.295,0.322],

2 11.6667 10 1.6333 10 , if (0.322,0.352],

1 17.4627 10 4.8731 10 , if (0.352,0.419],
( )

1 15.1546 10 5.8402 10 , if

x x

x x

x x

x x
f x

x  (0.419,0.516],

1 12.4390 10 7.2415 10 , if (0.516,0.721],

1 11.0352 10 8.2536 10 , if (0.721,1.204],

11.6000 9.3074 10 , if (1.204,4.329].

x

x x

x x

x x

 

Static ROI image (400x260) 
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2 26.2800 10 1.0212 10 , if [0.207,0.212],

2 12.2125 10 1.5885 10 , if (0.212,0.22],

21.2000 10 6.3900, if (0.22,0.23],

1 18.4000 10 1.4670 10 , if (0.23,0.24],

1 14.0769 10 2.5045 10 , if (

( )

x x

x x

x x

x x

x x

f x

0.24,0.253],

1 13.7500 10 2.5872 10 , if (0.253,0.265],

1 12.7500 10 2.8522 10 , if (0.265,0.277],

1 12.7500 10 2.8523 10 , if (0.277,0.289],

1 11.6000 10 3.1846 10 , if (0.289,0.299],

11.6471 10 3.1

x x

x x

x x

x x

x 1705 10 , if (0.299,0.316],

1 11.0625 10 3.3553 10 , if (0.316,0.332].

x

x x

 

19.2308 3.4015 10 , if [0.332,0.358],

16.3636 3.5042 10 , if (0.358,0.391],

15.8333 3.5249 10 , if (0.391,0.427],

14.3902 3.5865 10 , if (0.427,0.509],
( )

13.0357 3.6555 10 , if (0.509,0.621],

x x

x x

x x

x x
f x

x x

12.2072 3.7069 10 , if (0.621,0.843],

11.7524 3.7453 10 , if (0.843,1.368],

1 16.7332 10 3.8929 10 , if (1.368,4.576].

x x

x x

x x

 

3 21.0000 10 2.0200 10 , if [0.207,0.212],

2 26.2500 10 1.2250 10 , if (0.212,0.22],

2 15.0000 10 9.5000 10 , if (0.22,0.23],

2 15.0000 10 9.5000 10 , if (0.23,0.24],

2 13.8462 10 6.7308 10

( )

x x

x x

x x

x x

x

f x

, if (0.24,0.253],

2 14.1667 10 7.5417 10 , if (0.253,0.265],

2 14.1667 10 7.5417 10 , if (0.265,0.277],

2 14.1667 10 7.5417 10 , if (0.277,0.289],

2 15.0000 10 9.9500 10 , if (0.289,0.299],

2.941

x

x x

x x

x x

x x

2 12 10 3.7941 10 , if (0.299,0.316],

2 13.1250 10 4.3750 10 , if (0.316,0.332].

x x

x x

 

21.9231 10 3.8462, if [0.332,0.358],

2 11.5152 10 1.0758 10 , if (0.358,0.391],

2 11.3889 10 1.5694 10 , if (0.391,0.427],

1 16.0976 10 4.8963 10 , if (0.427,0.509],
( )

1 14.4643 10 5.7277 10 , if

x x

x x

x x

x x
f x

x  (0.509,0.621],

1 12.2523 10 7.1014 10 , if (0.621,0.843],

19.5238 8.1971 10 , if (0.843,1.368],

11.5586 9.2868 10 , if (1.368,4.576].

x

x x

x x

x x

  

Dynamic ROI image (120x120) 
2 25.2429 10 2.1077 10 , if [0.451,0.458],

2 12.2231 10 7.2467 10 , if (0.458,0.471],

1 19.8125 10 1.3977 10 , if (0.471,0.487],

1 19.0000 10 1.0020 10 , if (0.487,0.499],

15.0909 10 9.4864

( )

x x

x x

x x

x x

x

f x

, if (0.499,0.51],

1 13.7692 10 1.6227 10 , if (0.51,0.523],

1 12.9167 10 2.0686 10 , if (0.523,0.535],

1 13.2000 10 1.9170 10 , if (0.535,0.545],

1 12.2727 10 2.4224 10 , if (0.545,0.556],

11.2857 10

x

x x

x x

x x

x x

12.9711 10 , if (0.556,0.577],

1 11.5000 10 2.8475 10 , if (0.577,0.595].

x x

x x

 

1 11.5000 10 2.8475 10 , if [0.595,0.617],

1 11.2083 10 3.0275 10 , if (0.617,0.641],

18.8889 3.2322 10 , if (0.641,0.668],

16.0294 3.4232 10 , if (0.668,0.736],
( )

13.6190 3.6006 10 , if (0.736

x x

x x

x x

x x
f x

x x ,0.841],

13.0303 3.6502 10 , if (0.841,1.039],

12.1308 3.7436 10 , if (1.039,1.513],

1 15.6640 10 3.9803 10 , if (1.513,4.638].

x x

x x

x x

 

2 27.1429 10 3.1714 10 , if [0.451,0.458],

2 23.8462 10 1.6615 10 , if (0.458,0.471],

2 23.1250 10 1.3219 10 , if (0.471,0.487],

2 24.1667 10 1.8292 10 , if (0.487,0.499],

24.5455 10 2.018

( )

x x

x x

x x

x x

x

f x

22 10 , if (0.499,0.51],

2 23.8462 10 1.6615 10 , if (0.51,0.523],

2 24.1667 10 1.8292 10 , if (0.523,0.535],

2 25.0000 10 2.2750 10 , if (0.535,0.545],

2 24.5455 10 2.0273 10 , if (0.545,0.556],

2

x

x x

x x

x x

x x

2 1.3810 10 8.2381 10 , if (0.556,0.577],

2 22.7778 10 1.0528 10 , if (0.577,0.595].

x x

x x

 

2 12.2727 10 7.5227 10 , if [0.595,0.617],

2 12.0833 10 6.3542 10 , if (0.617,0.641],

2 11.8519 10 4.8704 10 , if (0.641,0.668],

1 17.3529 10 2.5882 10 , if (0.668,0.736],
( )

14.7619 10 4.4952

x x

x x

x x

x x
f x

x 110 , if (0.736,0.841],

1 12.5253 10 6.3763 10 , if (0.841,1.039],

1 11.0549 10 7.9040 10 , if (1.039,1.513],

11.6000 9.2579 10 , if (1.513,4.638].

x

x x

x x

x x

 

4.4.3 Finding Minimal Quality of Decompressed Eye Image 

To measure tracking accuracy, a reference (i.e., ground truth) has to be obtained. For this purpose 

tracking has to be done on uncompressed images. For high compression ratios (Figure 71, Figure 72, 

Figure 73, Figure 74) we are starting to lose the singularities and irregular structures in original image, 

which contain most sensitive information for the tracking system. 
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Figure 71. Eye image number vs. pupil x coordinate (low compression ratios). 

 

Figure 72. Eye image number vs. pupil y coordinate (low compression ratios). 
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Figure 73. Eye image number vs. pupil x coordinate (high compression ratios). 

 

Figure 74. Eye image number vs. pupil y coordinate (high compression ratios). 

Compression with ratio 2 leads to glossy image and, therefore, can be interpreted as part of a 

denoising algorithm. Ratios starting with 8 leads to tracking errors (human's eye is maximally turned 

in each direction), which are directly linked to the compression ratios. However, there are regions where 

the results are very close to the results obtained on uncompressed image. High compression ratios lead 

to errors that cannot be neglected. As a result so-called «mistracking» (Figure 77) occurs. To find the 

boundary, where compression can be used without significant degradation of eye tracking results, it is 

needed to measure the drift [291], (i.e., average systematic error) between eye tracking algorithm output 

result – pupil x/y coordinate (Figure 75) on the original (uncompressed) and decompressed images as 

well as drift between eye image segmentation thresholds THi/TLo (Figure 76) on the original 

(uncompressed) and decompressed images. 
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Figure 75. Drift of pupil x/y coordinate vs. eye image compassion. 

 

Figure 76. Drift of segmentation thresholds TLo/THi vs. eye image compassion ratio. 

As it can be seen there is no proportional increase of the error with the increase of compression 

rations. This is due to the fact that different ratios lead to different types of distortion for the 

decompressed image. For example, ratios less or equal to 16 lead to less than 1% tracking errors, while 

ratios less or equal 50 lead to 2% tracking errors. Ratios higher than 120 lead to significant tracking 

errors (more than 4-5%, mistracking, as can be seen in (Figure 77). 
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a. Successful tracking 

 
b. Mistracking 

Legend: Eye image compression ratio 160, bpp 0.05, PSNR 34.73 dB, codec JPEG 2000 

Figure 77. Successful tracking and mistracking. 

Another simple, but effective technique is eye image pixel bit depth reduction. According to 

conducted research (Figure 78, Figure 79, Figure 80) usage of eye images of 4bpp commits on 1.25..8.78% 

of eye tracking precision errors, while immediately 50%-increasing eye image transmission performance, 

because of 50% less data to transmit from Weetsy™ board to PC based processing unit performing the 

eye tracking. Which makes this ‘bit depth reduction’ approach be acceptable in the wide range of 

multimedia applications (for example, interaction with the objects placed in a known 3D environment), 

where slight decreasing of eye tracking precision will not result in for example industrial disaster, life 

loss or misdiagnosis. 

 
a. 8 bpp, PSNR Inf dB 

 
b. 4bpp, PSNR 32.27 dB 

 
c. 3 bpp, PSNR 25.55 dB 

Figure 78. Visual comparison of eye images with reduced bit depth. 

 

 
a. Image quality over bit depth 

 
b. Image size reduction factor over bit depth 

Figure 79. Pixel bit depth reduction: uncompressed images. 
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a. Image quality over real bpp (JPEG) 

 
b. Image quality over real bpp (JPEG 2000) 

Figure 80. Pixel bit depth reduction: compressed images (JPEG vs. JPEG 2000). 

4.4.4 Considerations on Ability to Operate in Lossy Transmission Medium 

To protect compressed image data (bitstream) against errors or loses a CRC16 was initially used 

following by its replacement to highly optimized CRC8, which was however used for data blocks even 

more than 256 bytes (max 1500 bytes) with the assumption that probability of obtaining the same CRC 

for corrupted data as for non-corrupted data stays low hence can be neglected. CRC8 was implemented 

at the application layer, during reading eye image pixels from the FPGA RAM into the MCU RAM via 

16 bit data bus. Such an implementation ‘in-place’ leads to about 0.002% of slow-down of the reading, 

which can be neglected during FPS estimation. 

 

Figure 81. Computing of the CRC8 ‘in-place’ during reading of the pixels. 

According to 6 hours continuous performance test of UDP transmission (Table 8) of packets with 

compressed image data from Weetsy™ board to PC based processing unit running Wi-Fi 2.4 GHz Access 

Point (AP) in a form of dedicated USB device (USB dongle) at the distance 2..8 meters there are about 

0% of packets (Table 8, pkt_rcvd_with_crc_error) on which CRC8 checking was failed. Because of 

this we decided to avoid usage of this however optimized CRC8 done ‘in-place’ to accelerate the 

processing as much as possible. Such statistics even allows to use in Wi-Fi/RF stations-free environments 

some video compression systems with special profiles installed allowing in patricidal decoding of a 

corrupted video bitstream. 

Table 8. Six hours continuous performance test of UDP transmission. 

pkt_rcvd 2264306 

pkt_rcvd_with_crc_error 0 (0.00 %) 

img_rcvd 780200 

img_rcvd_with_seq_error 619 (0.08 %) 

pkt/img 2.90 

total_bytes_rcvd 2545609516 
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payload_bytes_rcvd 2416395668 

headers overhead 5.08 % 

compression ratio 36.78 

pkt_skip_client_busy 13745 

bytes_skip_client_busy 17507426 (0.72 % of payload_bytes_rcvd) 

datarate 0.11 Mbytes/sec 0.86 Mbits/sec 

For a possible cases when data is corrupted we decided to protect JPEG header by sending only 

coded JPEG data while remote PC based processing unit uses its local copy of JPEG header (because 

JPEG header stays constant from image to image). In this case even if coded JPEG data is corrupted 

there is no risk that JPEG decoder will crash due to corrupted header. Before the transmission, PC 

based processing unit generates its local copy of JPEG header based on image resolution and JPEG 

quality (based on which quantization table is generated). According to statistics size of JPEG header 

takes in average about 12.5% of JPEG compressed static ROI eye image at JPEG quality 75, i.e., sending 

only JPEG coded data without JPEG header allows to reduce amount of transmitted data by 12.5% at 

minimum. Another issue is the packets lost due to UDP best-effort delivery (Table 8, 

img_rcvd_with_seq_error). There is no so much approaches to reduce this result, except acceleration 

of the reception as much as possible. On our case we decided to use multithreaded implementation, 

where data reception thread is running as much as possible without any locks (even copying of received 

data to ‘user’ buffer with is considered as ‘lock’, because it takes a certain amount of time). We decided 

to use classical multiple-buffering technique (in our case double-buffering, Figure 82) also called ‘flip-

flop technique’, where reception thread stores currently received image data into buffer N while user 

thread reads previously received image data from buffer N-1. This technique allows to unblock reception 

thread in a moments when user thread does copying of the image data to its local user buffer. 

  

Reception thread is locked until user thread is 

finished data copying of the data received 

Image N Image N+1 

Reception thread keeps running while user thread does data 

copying of the data received 

Figure 82. Single bufferring vs. multiple bufferring. 

Currently used wireless hardware (Wi-Fi chip with RF module inside connected to external u.FL 

antenna) is very sensitive to change of environment conditions during data transmission (metallic objects 

between the antenna and the access point, presence of other stations in the same room, etc.), the amount 

of bitsteram corrupted and/or bitsteram lost is shown to be much higher than 20%. Which makes almost 

impossible to constantly use video compression techniques, aimed to remove both spatial and temporal 

redundancies from the input eye images. 

Wireless transmission bitrate measurement (Table 9) on several distances between Weetsy™ board 

and PC based processing unit running Wi-Fi 2.4 GHz (AP) Access Point gives the following results on 

a distance 1 meter (typical usage distance): 

1. Bitrate about 5.69..6.24 Mbit/sec (transmission of dummy data, no compression). 

2. Bitrate about 2.21..2.23 Mbit/sec (transmission of compressed dummy data). 

3. Bitrate about 1.41..1.45 Mbit/sec (transmission of compressed image data (eye image 

acquisition in progress). 
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Table 9. Results of wireless transmission bitrate measurement. 

Distance, 

meters 

Bitrate, Mbit/sec, 

measured with 

Tester 

Bitrate, Mbit/sec, 

measured with 

Wireshark 

Graph, 

obtained with Wireshark 

Peak performance, transmission of dummy data, no compression 

1 5.69 6.24 

 

4 3.25 2.82 

 

8 1.15 2.85 

 
Transmission of compressed dummy data 

1 2.21 2.23 

 

4 1.93 2.00 
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8 1.39 0.55 

 
Transmission of compressed image data (eye image acquisition in progress) 

1 1.41 1.45 

 

4 1.40 1.40 

 

8 0.54 1.27 

 
 

4.4.5 Image Compression Basic Configurations 

There are two basic image compression configurations used in the Weetsy™ board: 

 Compression of static ROI (Figure 83). 

 Compression of the dynamic ROI (Figure 84). 
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Figure 83. Configuration for compression of static ROI. 

Compressed ROI Configuration 

 
Figure 84. Configuration for compression of dynamic ROI. 

4.5 Experimentations with Image/Video Compression Systems 

4.5.1 Available Products 

We tested several available ready-to-use products: 

1. OpenJPEG [270] is an open-source library to encode and decode JPEG 2000 images. As of 

version 2.1 released in April 2014, it is officially conformant with the JPEG 2000 Part-1 

standard. It was subsequently adopted by ImageMagick instead of JasPer in 6.8.8-2 and 

approved as new reference software for this standard in July 2015. Author: Université Catholique 

de Louvain (UCL). License: BSD. 

2. Kakadu [292] is a closed-source library to encode and decode JPEG 2000 images. It implements 

the ISO/IEC 15444-1 standard fully in part 1, and partly in parts 2-3. Kakadu is a trademark 

of NewSouth Innovations Ltd. License: proprietary. 

3. JasPer [293] is a project to create a reference implementation of the codec specified in the JPEG-

2000 Part-1 standard (i.e., ISO/IEC 15444-1) - started in 1997 at Image Power Inc. and at the 

University of British Columbia.[2] License: JasPer License Version 2.0. 

4. JJ2000 [294] is the Java reference implementation (part 5) of JPEG 2000. This project was the 

result of a partnership between EPFL, Canon Research France and Ericsson. It ended in 

September 2001 with a complete implementation of the normative parts of the JPEG 2000 core 

coding system (part 1). 

5. x264 [295] is a free software library developed by VideoLAN for encoding video streams into the 

H.264/MPEG-4 AVC format. License: GNU General Public License (version 2.0). 

6. x265 [296] is an open source free software and library for encoding video using the High Efficiency 

Video Coding (HEVC/H.265) standard. License: GNU General Public License (version 2.0) or 

commercial license. 

7. Xvid [297] is a video codec library following the MPEG-4 video coding standard, specifically 

MPEG-4 Part 2 Advanced Simple Profile (ASP). License: GNU General Public License. 

8. Custom solution: custom designed codec compatible with SuriCog's application specifics. 
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4.5.2 Comparison of Image Compression Systems: JPEG, JPEG 2000 and FLIF 

Several image compression systems were compared: JPEG, JPEG 2000, and FLIF. As for video codecs, 

there was comparison of the following products: XVID (MPEG-4), X264 (H.264/MPEG-4 AVC), X265 

(HEVC/H.265). Several software-based encoder products were deployed to RZ-microcontroller (used to 

drive Weetsy™ board): OPENJPEG (JPEG 2000 standard) and XVID (MPEG-4 standard). Based on 

results of several experimentations with image compression systems it was concluded that JPEG 2000 

is the best image coding system among others compared, because it provides higher PSNR at lower 

bitrates, natively support selection of ROI (with higher bpp allocated for ROI in contrast with non-ROI) 

JPEG 2000 and its predecessor JPEG are commonly used image compression systems. To evaluate 

JPEG 2000 codec’s ROI selection feature (compression with higher bpp allocated for ROI), set of 

experiments was launched. For this purpose Kakadu JPEG 2000 codec was used. Since codec allows to 

control number of DWT decompositions for ROI, optimal number (leads to higher PSNR) was selected. 

Then ROI was extracted from decompressed image and compared with ROI obtained from original 

image. Results are presented in Table 10. PSNR values, presented in the table, are the average PSNR 

values for the reported ROI sizes and at a given bitrate.  

Table 10. JPEG 2000 PSNR/bpp for different ROI sizes. 

Res.\bpp 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00 1.10 1.20 1.30 1.40 0.80 

120x120 30.44 36.08 39.49 42.24 44.78 47.93 50.16 57.55 100.00 100.00 100.00 100.00 100.00 100.00 57.55 

140x140 30.22 35.31 38.12 40.14 42.10 44.14 45.73 48.03 49.79 53.87 63.29 64.29 65.27 68.45 48.03 

160x160 30.00 34.57 36.91 38.74 40.13 41.72 43.60 44.70 45.95 47.83 49.39 50.58 56.88 100.00 44.70 

180x180 29.75 33.74 35.70 37.05 38.49 39.65 40.86 42.02 43.51 44.49 45.43 46.61 48.24 49.29 42.02 

200x200 29.59 33.08 34.72 35.93 37.12 38.24 39.19 40.17 41.10 42.13 43.52 44.20 44.93 45.91 40.17 

220x220 29.30 32.07 33.67 34.81 35.63 36.63 37.51 38.51 39.15 39.97 41.00 41.81 42.58 43.74 38.51 

According to visual comparison of quality of static ROI images (Figure 85), compressed with 

deferent bitrates, values less than 0.9 produce results with sufficiently degraded quality (11 dB). 

 
bpp 8 PSNR Inf 

 

 

 
bpp 1.3 PSNR 33.14 
 

 

 
bpp 1.2 PSNR 32.37 

 

 

 
bpp 1.1 PSNR 31.51 

 

 
bpp 1.0 PSNR 30.81 

 

 

 
bpp 0.3 PSNR 11.67 

 

 

 
bpp 0.2 PSNR 11.47 

 

 

 
bpp 0.1 PSNR 11.45 

 

Figure 85. Visual comparison of quality of static ROI images with selected ROI. 

Based on this comparison, it also can be seen that quality of ROI borders is degraded as lower 

bpp was used. However, quality of center of ROI is stayed acceptable. Therefore, to consider low bitrates 

(0.1-0.3), size of ROI could be increased from120x120 to 180x180 (for example) to keep needed quality 

of edges of the pupil. This is especially important due to sensitivity of eye tracking algorithms to quality 

of the source (i.e., decompressed) image. To keep ability of using eye tracking system by several users 

with acceptable precision, size of ROI can be also increased. This leads to changing of bpp. For example, 

if 0.20 bpp was used to compress static ROI with selected ROI of size 120x120 (leads to 36 dB, Table 

10), then in case of ROI of size 180x180, bpp has to be increased to 0.40 (leads to 37 dB, Table 10). 

Since PSNR can’t be the best metric all the time, acceptable practice is to perform also visual comparison 
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of images (Figure 86). For compression of ROI images with size of ROI 220x220 it is possible to get 

satisfied results even with low bitrates, such as 0.2. 

 
bpp 0.8 PSNR 38.51 

 

 

 
bpp 0.7 PSNR 37.51 
 

 

 
bpp 0.6 PSNR 36.63 

 

 

 
bpp 0.5 PSNR 35.51 

 

 
bpp 0.4 PSNR 34.81 

 

 

 
bpp 0.3 PSNR 33.67 

 

 

 
bpp 0.2 PSNR 32.07 

 

 

 
bpp 0.1 PSNR 29.51 

 

Figure 86. Visual comparison of quality of ROI images (220x220) 

According to comparison of JPEG 2000 codec vs. JPEG codec and FLIF codec [133] (Figure 87, 

a-c) JPEG 2000 codec produces better results in all resolutions at bitrates, less than 1.5 (FULL size 

image and static ROI), 1.25 (ROI image). 

 
a. FULL resolution image (640x640) 

 
b. Static ROI image (400x256) 

 
c. Dynamic ROI image (120x120) 

Figure 87. Image compression systems comparison. 

Based on this comparison, it can be concluded that JPEG 2000 is the best image coding system 

among others compared, because it provides higher PSNR at lower bitrates, natively support selection 

of ROI (with higher bpp allocated for ROI in contrast with non-ROI). Therefore, JPEG 2000 image 

coding system can be considered for usage and possible future improvements. 

4.5.3 JPEG 2000: Comparison of Different DWTs 

The wavelet transform is similar to the Fourier transform (or much more to the windowed Fourier 

transform [22]) with a completely different merit function. The main difference is that the Fourier 

transform decomposes the signal into sines and cosines (i.e., the functions localized in Fourier space). In 

contrary the wavelet transform uses functions that are localized in both the real and Fourier space. 

Generally, the wavelet transform can be expressed by the following equation [298]: 

 *
( , )( , ) ( ) ( )a bF a b f x x dx , (4.1) 
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where the * is the complex conjugate symbol and function ψ is some function. This function can 

be chosen arbitrarily provided that it obeys certain rules. The wavelet transform is an infinite set of 

various transforms, depending on the merit function used for its computation. (Due to this reason the 

term ‘wavelet transform’ is used in very different applications.) There are many ways how to classify 

the types of the wavelet transforms. Since it is possible to use orthogonal wavelets for discrete wavelet 

transform development and non-orthogonal wavelets for continuous wavelet transform development, one 

classification is based on the wavelet orthogonality. 

The discrete wavelet transform (DWT) is an implementation of the wavelet transform using a 

discrete set of the wavelet scales and translations obeying some defined rules. In other words, this 

transform decomposes the signal into mutually orthogonal set of wavelets, which is the main difference 

from the continuous wavelet transform (CWT), or its implementation for the discrete time series 

sometimes called discrete-time continuous wavelet transform (DT-CWT). 

The wavelet can be constructed from a scaling function which describes its scaling properties. The 

restriction that the scaling functions must be orthogonal to its discrete translations implies some 

mathematical conditions on them which are mentioned everywhere, e.g. the dilation equation 

 ( ) ( )k x
k

x a S k , (4.2) 

where S is a scaling factor (usually chosen as 2). Moreover, the area between the function must 

be normalized and scaling function must be orthogonal to its integer translations, i.e. 

 0,( ) ( ) lx x l dx , (4.3) 

After introducing some more conditions (as the restrictions above does not produce a unique 

solution) we can obtain results of all these equations, i.e. the finite set of coefficients ak that define the 

scaling function and also the wavelet. The wavelet is obtained from the scaling function as N where N 

is an even integer. The set of wavelets then forms an orthonormal basis which we use to decompose the 

signal. Note that usually only few of the coefficients ak are nonzero, which simplifies the calculations. 

The most known family of orthonormal wavelets is the family of Daubechies. These wavelets are usually 

denominated by the number of nonzero coefficients ak (for example, Daubechies 4, Daubechies 6, etc). 

Roughly said, with the increasing number of wavelet coefficients the functions become smoother. Below 

is the comparison (Figure 88) of several wavelets: Haar (simplest wavelet, which uses a box function as 

the scaling function), Daubechies 4 and Daubechies 20. 

 

Haar scaling function and wavelet (left) and their frequency content (right). 
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Daubechies 4 scaling function and wavelet (left) and their frequency content (right). 

 

Daubechies 20 scaling function and wavelet (left) and their frequency content (right). 

Figure 88. Scaling functions, wavelets and Fourier coefficient amplitudes 

There are several types of implementation of the DWT algorithm. The oldest and most known 

one is the Mallat’s pyramidal algorithm [299]. In this algorithm two filters (smoothing and non-

smoothing one) are constructed from the wavelet coefficients and those filters are recurrently used to 

obtain data for all the scales. If the total number of data D = 2
N
 is used and the signal length is L, first 

D/2 data at scale L/2
N-1

 are computed, then (D/2)/2 data at scale L/2
N-2

, … until to finally obtaining 

2 data at scale L/2. The result of this algorithm is an array of the same length as the input one, where 

the data are usually sorted from the largest scales to the smallest ones. To simplify implementation 

several techniques were introduced over the time: lifting scheme and wavelet transforms that map 

integers-to-integers as well as its version using only integer arithmetic. These techniques were referenced 

in the Theoretical Part of this thesis. 

To get familiar with typical performance of different DWT we launched a set of experiments. We 

used wavelet implementations obtained from WAILI (wavelet transform library) [300], because it uses 

integer wavelet transforms based on the lifting scheme [301] and provides various wavelet transforms of 

the Cohen-Daubechies-Feauveau family of biorthogonal wavelets. Results show (Table 11) that standard 

CDF97 (Cohen-Daubechies-Feauveau CDF 9/7 wavelet [302], also called ‘JPEG97’) and CDF53 (also 

called the LeGall 5/3 wavelet [303]) filters are the best in the most cases (except very low bitrates such 

as 0.15). It should be noted that dual tree complex wavelet transform [35] was not used in this 

experiment. 

In Table 11 ‘CDF’ means ‘Cohen-Daubechies-Feauveau’ biorthogonal family wavelet and ‘1_1’ 

are the numbers of vanishing moments for the primal respectively dual wavelet function. It should be 

noted that ‘1_1’ is the Haar basis, and ‘1_3’ is the wavelet basis used by Ricoh’s reversible embedded 

wavelets (CREW) [304,305]. ‘CRF_13_7’ and ‘SWE_13_7’ are other integer wavelet transforms (using 

the lifting scheme) supported by JPEG2000 [306]. It should be also noted that there are two concurring 

numbering schemes for wavelets of the CDF family: 

1. The number of smoothness factors of the lowpass filters, or equivalently the number of 

vanishing moments of the highpass filters, e.g. ‘2, 2’; 

2. The sizes of the lowpass filters, or equivalently the sizes of the highpass filters, e.g. ‘5, 3’. 

https://en.wikipedia.org/w/index.php?title=LeGall_5/3_wavelet&action=edit&redlink=1
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The first numbering was used in Daubechies book «Ten lectures on wavelets» [307]. Neither of 

this numbering is unique. The number of vanishing moments does not tell about the chosen factorization. 

A filter bank with filter sizes 7 and 9 can have 6 and 2 vanishing moments when using the trivial 

factorization, or 4 and 4 vanishing moments as it is the case for the JPEG 2000 wavelet. Therefore, the 

same wavelet may therefore be referred to as ‘CDF 9/7’ (based on the filter sizes) or ‘biorthogonal 4, 4’ 

(based on the vanishing moments). 

Table 11. Comparison of different DWTs. 

Transf./ratio (bpp) 10 (0.80) 20 (0.42) 30 (0.29) 40 (0.22) 50 (0.18) 60 (0.15) 

JPEG53 45.15 38.81 35.27 32.98 31.21 29.89 

JPEG97 46.61 39.54 35.77 33.23 31.37 29.84 

CDF_1_1 40.7 35.14 32.11 30.26 28.68 27.58 

CDF_1_3 40.07 34.68 31.73 29.8 28.33 27.22 

CDF_1_5 39.82 34.42 31.48 29.55 28.09 27.02 

CDF_2_2 45.41 38.91 35.38 33.03 31.3 29.91 

CDF_2_4 45.12 38.76 35.27 32.99 31.28 29.96 

CDF_2_6 44.91 38.6 35.16 32.89 31.22 29.93 

CDF_4_2 28.17 25.91 24.15 22.63 21.56 20.3 

CDF_4_4 37.57 32.78 29.61 27.6 25.86 24.63 

CDF_4_6 39.01 33.81 30.61 28.52 26.82 25.58 

CRF_13_7 44.84 38.59 35.19 32.99 31.32 30.02 

SWE_13_7 45.03 38.68 35.29 33.01 31.34 29.97 

It is possible also to perform visual comparison of decompressed dynamic ROI images, which were 

compressed with use of different wavelet transforms at very high compression ratios (low target bitrates). 

In the example below (Figure 89), these dynamic ROI images were compressed with JPEG 2000 encoder 

with ratio 70. The average real bpp of compressed images is 0.14 bpp. 

 
Uncompressed, PSNR Inf dB 

 
SWE_13_7, PSNR 31.15 dB 

 
CRF_13_7, PSNR 31.10 dB 

 
CDF_2_4, PSNR 27.60 dB 

 
CDF_2_6, PSNR 27.60 dB 

 
CDF_2_2, PSNR 27.30 dB 

 
JPEG53, PSNR 27.10 dB 

 
JPEG97, PSNR 27.05 dB 
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CDF_4_6, PSNR 25.65 dB 

 
CDF_1_1, PSNR 24.25 dB 

 
CDF_1_3, PSNR 24.05 dB 

 
CDF_1_5, PSNR 23.50 dB 

 
CDF_4_4, PSNR 20.35 dB 

 
CDF_4_2, PSNR 14.05 dB 

  

Figure 89. Visual comparison of ROIs compressed with JPEG 2000 with different transform used. 

A comparison of JPEG97 (irreversible filter) vs JPEG53 (reversible filter) shows that they have near-

the-similar behavior (Figure 90) and JPEG97 performs slightly better. 
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Legend: JPEG97 irreversible filter – white, JPEG53 reversible filter – green. 

Figure 90. Comparison of change of PSNR and bpp in time: JPEG97 vs. JPEG53. 

Comparison of wavelet-similar transforms (Figure 91) shows that shearlet transform has the best 

performance among other transforms. 
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Figure 91. Comparison of wavelet-similar transforms. 

4.5.4 Applying of the H.264/AVC Spatial Intra-only Compression 

The H.264/AVC uses both spatial and temporal predictions to increase its coding gain. The intra-only 

compression uses spatial prediction and the prediction only occurs within a slice. For example, in case 

of 8x8-block intra prediction (Figure 92) each luminance sample in an 8×8 block is predicted from the 

neighboring constructed reference samples, where 8 different prediction directions and a DC prediction 

can be selected by the encoder. In the case of chrominance block, four different prediction methods are 

available. The key to improving coding performance when using spatial intra prediction is to select the 

proper prediction mode for each block. 

 
Vertical 

 
Horizontal 

 
DC 

 
Diagonal Down/Left 

 

 

Sample produced by intra-prediction 

Encoded samples in neighboring blocks 

Figure 92. Examples of H.264/AVC spatial intra prediction modes. 

The original input image and the intra-predicted image are very similar (Figure 93) due to the high 

accuracy of the prediction. Then ny subtracting the intra frame predicted image from original input 

image, the resulted ‘difference’ image (or residual image) is generated (Figure 93). An integer transform 

(with similar properties as a 4x4 DCT) is applied to this residual image with the resulting coefficients 

being adaptively quantized and entropy coded. The prediction mapping information is stored in a bit 

stream along with compressed residual image. Because the amount of data required for the residual 

image can be reduced by highly accurate intra-prediction, higher efficiency compression can be achieved 

even when using intra-only compression. 
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Original 

 
Intra-predicted 

 
Residual 

Figure 93. Examples of H.264/AVC images: original, intra-predicted and residual. 

However, taking into the account advantages of the H.264/AVC spatial intra-only compression, 

this approach is not planned to be used in the EyeDee™ eye tracking solution mainly because: 

1. Hardware implementation of feature based ROI image compression (NN based approach) 

followed by low-complexity DCT approximations (applied in parallel) coupled with low-

complexity entropy coding is expected to be executed faster. 

2. Need to use proprietary IP core (either in form of compiled FPGA bitstream or in form 

of dedicated hardware integrated circuit). 

4.6 Neural Network Based Approaches 

4.6.1 Neural Network Based Eye Tracking (Based on Function Regression) 

After the integration of the Torch7 software into the EyeDee™ eye tracking solution several experiments 

were completed (Figure 94). 

 

Figure 94. Testing eye tracking approaches: image processing based vs. neural network based. 

In a first time we compute two ellipses – one calculated using image processing and one obtained 

using the trained neural network, and we measure their similarity, based on three coefficients: distance 

( d ), shape ( s ) and orientation ( 0 ) defined below. 

1. Distance coefficient ( d ): 

 

1 2

1 2
d

c c

c ce , (4.4) 

where c denotes the ellipse center. 

2. Shape coefficient ( s ): 

For each ellipse equation: 

 2 22 2 2 1 0ax bxy cy dx ey  (4.5) 

we can form the matrix M: 
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1

a b d

M b c e

d e

 (4.6) 

and calculate the 3 Eigen values: 1 2 3, ,d d d for the first ellipse and 1 2 3, ,  for the second 

one, which are further used for vectors v and w computation: 

 3 2 1
3 2 1

3 2 1

( ) ( ) ( )
v ( , , ),  0

) ) )

sign d sign d sign d
d d d

d d d
, (4.7) 

 3 2 1
3 2 1

3 2 1

( ) ( ) ( )
w ( , , ),  0

) ) )

sign sign sign
. (4.8) 

Finally, the shape coefficient is given by: 

 s

w v

w ve . (4.9) 

3. Orientation coefficient ( 0 ): 

 1,2 1,2 1
1,2 1 2

1,2 1,2

cos sin
,

sin cos
R R R R , (4.10) 

 
0 00 1 11arccos( ), arccos( )R R , (4.11) 

 
2 2

0 1sin sin
0 e , (4.12) 

where 1,2  denotes the ellipse rotation angles, 1,2R  the rotation matrices, 
00R  and 

11R  the 

first two components of the diagonal matrix R used to obtain the orientation angles 
0
 

and 
1
. 

Results of finding the optimal number of training iterations and optimal number of hidden layers 

(Figure 95, Figure 96) show these values are 40.000 and 2 respectively. 

 

Figure 95. Finding the optimal number of training 

iterations. 

 

Figure 96. Finding the optimal number of hidden 

layers. 

According to experimentation results, the use of a trained neural network has a good potential. 

Increasing the number of training iterations results in increasing the average accuracy of the 

reconstructed ellipse (Table 12). In our experimental framework we use the following hyper-parameters: 

the learning rate is set to 1e-5, learning rate decay to 1e-4 and both weight decay and momentum are 

set to 0. 
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Table 12. Average ellipse similarity for different ROI sizes. 

Decimated 

ROI size 

Training 

iterations d  o  s  

3x3 1000 0.985 0.698 0.912 

 4000 0.983 0.773 0.932 

 10000 0.984 0.834 0.936 

4x4 1000 0.991 0.660 0.974 

 4000 0.997 0.736 0.904 

 10000 0.997 0.700 0.925 

5x5 1000 0.991 0.695 0.946 

 4000 0.995 0.776 0.921 

 10000 0.993 0.755 0.902 

Increasing the number of decimation points results into lower average error (Figure 97) i.e., 

computed as cumulated difference between the original (expected) result and the approximated one 

(generated by the neural network during the training), measured on each epoch. For example, changing 

the decimated ROI size from 3x3 to 4x4 immediately decreased the reconstruction error, providing better 

quality of the output results xc , yc , maxr , minr and φ, and thus increasing the similarity between the 

original and reconstructed ellipses (Table 1). 

 

Figure 97. ANN training (average error decrease), 40000 training iterations. 

Increasing the number of training iterations (epochs) results into lower average orientation 

coefficient (Figure 98), computed as a result of comparison of original and reconstructed ellipses for all 

samples used in the training dataset. Distance coefficient ( d ) and shape coefficient ( s ) are fluctuating 

in more narrow range (see Table 1). It can be shown then that the best average error of orientation 

coefficient ( o ) over all sizes of decimated ROI is reached, when the number of training iterations is 

equal to 40000. To find an optimal number of hidden layers (Figure 99) we kept this number of iterations. 

It can be shown that best average error of the orientation coefficient ( o ) is reached, when the number 

of hidden layers is equal to 2. 
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Figure 98. Trained ANN: average orientation 

coefficient (ε0) vs. number of training iterations. 

 
Figure 99. Trained ANN: average orientation 

coefficient (ε0) vs. number of hidden layers. 

The visual comparison of ellipse reconstruction (Figure 100) shows that there are some accuracy 

issues, i.e., some ellipses generated by the trained neural network do not perfectly fit into the original 

ones generated by the simulator (although some are very close to, Figure 100, a-b). Even more, for new 

eye positions, not present in the training data set, unexpected results are generated by the trained neural 

network (Figure 100, c-d). To improve the accuracy, it is necessary to find the best neural network 

configuration and define the training strategy to avoid common issues such as overtraining, finding a 

local minimum (instead of global one) etc. 

‘2-layer mlp’ model on simulator 

 
a 

 
b 

 
c 

 
d 

‘2-layer mlp’ model on video 

 
a 

 
b 

 
c 

 
d 

Figure 100. Visual comparison of ellipse reconstruction (increasing degradation order). 

Using one trained model on different user (generalization property validation) leads to almost the 

same canter and shape, but different radius (Figure 101). 
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‘2-layer mlp’ model on video 

 
a 

 
b 

 
c 

 
d 

Figure 101. Visual comparison of ellipse reconstruction (generalization property validation). 

4.6.2 Feature Based Eye Image Compression (Based on Data Classification) 

To evaluate the learning quality, we have tested the training of the neural network with images obtained 

from a simulator and from previously saved video sequences of eye movements. We finally selected 400 

training iterations (epochs), as this amount is reasonable to get satisfying results (i.e., confusion matrixes 

values). With the same setup we obtained the results for two tested models: ‘convnet’ (convolutions+2-

layer mlp) and ‘2-layer mlp’ (pure 2-layer mlp). 

According to the classification quality results (Table 13), the use of a trained neural network for 

ROI image blocks classification has a good potential in general. In particular, ‘convnet’ model shows 

better results over ‘2-layer mlp’ model. This can be explained by the features extractions followed by 

the ‘2-layer mlp’ model (instead of pure ‘2-layer mlp’). 

Table 13. Confusion matrixes: ‘2-layer mlp’ model vs. ‘convnet’ model. 

   Prediction 

   ‘2-layer mlp’ model ‘convnet’ (convolutions+2-layer mlp) model 

   Simulator Video Simulator Video 

 Block size  1Cls  
2Cls  

1Cls  
2Cls  

1Cls  
2Cls  

1Cls  
2Cls  

T
ru

th
 20 

1Cls  67.70% 0.02% 68.13% 0.14% 67.78% 0.00% 68.27% 0.00% 

2Cls  0.15% 32.05% 0.08% 31.64% 00.00% 32.21% 0.00% 31.72% 

10 
1Cls  83.72% 0.53% 83.62% 0.88% 83.87% 0.36% 83.88% 0.62% 

2Cls  1.13% 14.60% 1.48% 14.01% 0.98% 14.77% 0.92% 14.56% 

According to the application results (Table 14, Table 15), both ‘convnet’ and ‘2-layer mlp’ models 

show relatively promising results. In particular, increasing the number of training iterations (from 50 to 

400) results in higher efficiency. This is because the number of 00N  and 11N  is higher meaning that the 

model is trained better. For example, using ‘convnet’ model with ROI blocks of size 10x10 at 100 training 

iterations is enough to reach 100% of both 00N  and 11N . 

Table 14. Average results of ROI image blocks classification quality (use of ‘2-layer mlp’ model). 

Set Mode 
Block 

Size 
Epochs 

 

% 

p  
% 

Bits per pixel (bpp) 

Original 

ROI 

ROI with 

removed blocks 

ROI with removed 

blocks (reordered) 

T
ra

in
in

g
 s

et
 

Trained on 

video, 

tested on 

video 

20 

50 97.85 1.24 2.15 1.33 (38.14%) 0.88 (59.07%) 

100 98.89 0.46 2.15 1.33 (38.14%) 0.89 (58.60%) 

200 99.19 0.48 2.15 1.33 (38.14%) 0.89 (58.60%) 

400 99.58 0.49 2.15 1.33 (38.14%) 0.89 (58.60%) 

10 

50 70.64 20.12 2.15 1.06 (50.70%) 0.50 (76.74%) 

100 70.14 19.65 2.15 1.04 (51.63%) 0.50 (76.74%) 

200 70.87 17.54 2.15 1.04 (51.63%) 0.49 (77.21%) 

400 76.69 14.06 2.15 1.07 (50.23%) 0.52 (75.81%) 
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V
a
li
d
a
ti
o
n
 s

et
 

Trained on 

simulator, 

tested on 

video 

20 

50 79.08 20.33 2.15 1.35 (37.20%) 0.90 (58.17%) 

100 81.09 17.747 2.15 1.35 (36.91%) 0.89 (58.49%) 

200 82.05 16.87 2.15 1.35 (36.95%) 0.89 (58.49%) 

400 85.50 20.79 2.15 1.38 (35.55%) 0.94 (56.03%) 

10 

50 61.45 28.12 2.15 1.13 (47.41%) 0.51 (76.05%) 

100 63.55 29.64 2.15 1.16 (46.00%) 0.53 (75.12%) 

200 68.42 34.16 2.15 1.23 (42.61%) 0.59 (72.67%) 

400 72.08 37.94 2.15 1.29 (39.80%) 0.63 (70.86%) 

Table 15. Average results of ROI image blocks classification quality (use of ‘convnet’ model). 

Set Mode 
Block 

Size 
Epochs 

 

% 

p  
% 

Bits per pixel (bpp) 

Original 

ROI 

ROI with 

removed blocks 

ROI with removed 

blocks (reordered) 

T
ra

in
in

g
 s

et
 

Trained on 

video, 

tested on 

video 

20 

50 92.69 2.93 2.15 1.32 (38.66%) 0.86 (60.03%) 

100 93.93 0.27 2.15 1.31 (39.25%) 0.85 (60.48%) 

200 95.44 0.00 2.15 1.31 (38.90%) 0.86 (59.99%) 

400 100.00 0.00 2.15 1.33 (38.10%) 0.89 (58.68%) 

10 

50 72.94 28.20 2.15 1.11 (48.50%) 0.55 (74.51%) 

100 70.04 26.66 2.15 1.10 (48.99%) 0.53 (75.45%) 

200 70.48 25.03 2.15 1.09 (49.14%) 0.53 (75.55%) 

400 71.31 23.10 2.15 1.31 (38.90%) 0.86 (59.99%) 

V
a
li
d
a
ti
o
n
 s

et
 

Trained on 

simulator, 

tested on 

video 

20 

50 89.90 11.68 2.15 1.37 (36.26%) 0.90 (58.05%) 

100 92.83 16.09 2.15 1.42 (33.67%) 0.96 (55.07%) 

200 93.07 16.51 2.15 1.43 (33.49%) 0.97 (54.81%) 

400 93.15 16.77 2.15 1.43 (33.37%) 0.97 (54.65%) 

10 

50 62.06 38.45 2.15 1.18 (44.92%) 0.55 (74.51%) 

100 62.71 44.13 2.15 1.25 (41.94%) 0.59 (72.64%) 

200 62.58 43.91 2.15 1.26 (41.25%) 0.59 (72.57%) 

400 67.72 48.18 2.15 1.32 (38.43%) 0.65 (69.65%) 

For the compression of ROI images, we used a JPEG 2000 encoder. We configured the encoder 

to keep a relatively high PSNR (>45 dBs) as the decompressed blocks will be further used in an image 

processing-based eye tracking algorithm. However, this quality can be lower as 32 dB, as it was proved 

earlier. Results show that with the proposed approach it is possible to reach 99.47% of gain in terms of 

data size reduction (Figure 102). 
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Bpp Size Mbps Gain Tech. 
     

8 104000 83.20  0% Wi-Fi 

   
 

 

3.05 10400 31.72 61.87% Wi-Fi 

     

2.94 14000 4.23  94.91% Bluetooth 

   
 

 

8 4000 3.20 96.15% Bluetooth 

   
 

 

0.68 2500 0.25 99.70% ZigBee 

     

Legend: Full image resolution: 400x260, ROI image resolution: 120x120, compressor: JPEG 2000, 

bpp – bits per pixel, Mbps – megabits per second at 100 FPS, FOI – Features of Interest. 

Figure 102. Eye image compression configurations. 

The visual comparison of ROI image block removal quality (Figure 103) on the validation set 

shows that there are more accuracy issues, in comparison with the training set, i.e., the number of 01N  

is increased (Fig. 13, b-c). If the neural network is not enough trained the quality is significantly degraded 

(Fig. 13, d) in case of both ‘mlp’ and ‘convnet’ models. 

‘2-layer mlp’ model  ‘convnet’ model (convolutions+2-layer mlp) 

a b c d 

 

a b c d 

Legend: Use of validation dataset, block size is 10. 

Figure 103. Visual comparison of blocks removal quality. 

Increasing the number of ROI image blocks will result in a more accurate preservation of pupil 

ellipse edges (less data to transmit). However, for the validation set there are issues of preserved blocks 

situated in the corners of the ROI images. These issues can be solved by applying some additional logic. 

For example, if the block is located M-blocks far from the blocks containing pupil edges, this block can 

be considered as incorrect and should not be used for further image compression. 

From the computational point of view (computational complexity), the ROI image compression 

based on neural network requires just the resources needed to obtain the classification results (i.e., input: 

NxN ROI image blocks, output: value indicating whether a block contains pupil edges). The neural 

network has also constant time response, which can be taken into account for the overall performance 

estimation. However, the use of neural network has a well-known challenge of its training (hyper-

parameters tuning, training time reduction, output results quality maximization), as the cost of each 

training session is time expensive. 

From the implementation point of view (implementation complexity), the proposed neural-

network eye tracking approach reduces the amount of data to compress by either a standard image 

compression system (JPEG 2000 or other) or an application-specific image compression system. It is also 

expected that the next version of the Weetsy™ board will have a memory space large enough to store 
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the trained neural network, which will make possible to apply/deploy the final eye image feature based 

compression configuration (Figure 104). 

 

Figure 104. Final eye image feature based compression configuration. 

From the conceptual point of view, employing a neural network before the ROI image compression 

can be interpreted as preprocessing, i.e., keeping only the regions in the ROI image that are important 

for the eye tracking algorithm, prior to compression (reducing thus data size and, therefore, speeding-

up data transmission). To accelerate the compression of the FOI it is planned to use low-complexity 

DCT approximations (applied in parallel) followed by low-complexity entropy coding (for example, 

truncated golomb-rice codes [308], FSE encoding [119] or others approaches [309]), both implemented 

directly in the hardware (FPGA). 

4.7 Conclusion 

Experimental results show applicability of variety of proposed approaches, which can be coupled 

together. For example, FPGA-based hardware ROI-finder provides results closed to software based ROI 

finder, which makes possible to use it even in current version of the product. Due to additional extra 

non-ROI information needed, PC-based eye tracking processing unit software should be updated to be 

able take as an input only dynamic ROI image: either re-centered by the FPGA or extended to perform 

re-centering on the remote processing unit side. 

Experimental results on finding of the eye image compression algorithm requirements show that 

minimal decompressed image quality has be about 32 dB, maximal time of eye image 

compression/decompression depends on size of the eye image compressed. In particular a set of System 

of Linear Equations (SLE) was found, which permits to model and analyze an entire eye image 

acquisition system without frequent performance tests. (These performance tests are done, when a 

particular profile is selected and properly implemented.) According to considerations on ability to 

operate in lossy transmission medium it is recommended to protect coded image data via CRC8, which 

has the fastest implementation possible. Another approach is to transmit coded bitstream without 

original header since this header does not contain any temporal information added for decompressor. In 

this case, decompressor has a local copy of the header, which is used do decompress received bitstream. 

According to comparison of image compression systems such as JPEG, JPEG 2000 and FLIF it 

was shown that JPEG 2000 provides better results among others and can be recommended to use in 

form only in a form of hardware based IP core. Our deployment tests show that almost any software 

based image/video compression system has very slow execution frequency about 3-8 FPS maximum and 

therefor is not recommended for the usage in the product. 

ROI finder FOI finder FOI corrector Compressor 

Driver 

ROI FOI FOI corrected 

bitstream 

to processing 
unit 

Inside Weetsy™ board 
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Artificial Neural Network (ANN) based approaches, such as ANN based eye tracking, feature 

based eye image compression or either ANN based ROI finder show prominent results and can be 

recommended for further experimentations and especially implementation in the target embedded 

software or directly in the hardware. 

In case when due to several reasons processing of locally found and transmitted dynamic ROI is 

not possible, there is an approach of «foveated eye image compression», where static ROI image contains 

«less prioritized» and «more prioritized» regions, which are compressed accordingly leading to overall 

bpp reduction and, as a result, transmission performance increase. It should be noted that proposed eye 

image compression approaches and tools can be combined, leading to undiscovered yet compression 

systems. 
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Chapter 5Equation Chapter (Next) Section 1 

5 Conclusion and Future Work 

In this thesis we proposed an multiple approaches to design and implementation of image processing 

and compression algorithms for a miniature embedded EyeDee™ eye tracking system containing Weetsy™ 

portable wire/wireless system (Weetsy™ frame and Weetsy™ board), π-Box™ remote smart sensor and 

PC-based processing unit running SuriDev eye tracking software. 

During the thesis we studied the impact of almost each component of the eye image compression 

system: from image pre-processing, following by spatial-to-frequency transform, quantization and data 

coding to transmission of the coded image (bitstream) over unreliable transmission medium and decoding 

of received bitsteram following to applying eye tracking algorithms to decoded eye images. To benefit of 

compression system consists in improvement of performance by sending less data through physical 

transmission link (wire/wireless transmission) while disadvantage of compression is loss of original image 

quality. Hence in this thesis we studied an impact of decompressed eye image quality degradation over 

the quality of the eye tracking results (including precision and accuracy). 

In particular, proposed eye-based rate-distortion optimization allows to achieve higher lower real 

bpp due to the fact several subbands contain eye details, which have very little impact on the eye 

tracking precision results and therefore can be more compressed or entirely removed. An analysis 

approach of image delivery chain (image acquisition system) permits to reduce of time-consuming 

performance testing of the physical hardware to analysis of the mathematical model represented as a set 

of System of Linear Equations (SLE), which were obtained in the thesis. Eye image compression based 

on low complexity multiplierless DCTs can be applied in addition to ANN based approach to achieve 

the lowest possible time of compression. 

A several limits of the eye image compression system were found, such as: minimal quality of 

decompressed image could be used for the eye tracking without significant eye tracking precision loss, 

minimal delay of eye image compression/decompression allowing to the eye tracking system stay 

responsive, minimal size of compressed eye image allowing to use less bitrate consuming data 

transmission technologies (Bluetooth LE and ZigBee). 

Proposed ANN based eye tracking approximation (targeted on a complete replacement of image 

processing based eye tracking algorithm coupled with geometric eye modeling) has a potential but has 

a generalization issue, related to pupil ellipse diameter. Such approach allows to reduce the size of the 

transmitted data from Weetsy™ board to PC-based processing unit to minimal possible 20 bytes, which 

contain five floating-point values defining pupil ellipse in a 2D space. 

Feature based ROI image compression has a strong potential and targeted on an improvement of 

compression of the Region of Interest (ROI, region containing image of the human’s pupil). It was shown 

in the thesis that it is possible to find and remove extra information from the dynamic ROI, because 

such extra information has relatively little impact on pupil’s ellipse reconstruction, and hence little 

impact on the eye tracking results quality. On order to find such an «extra information» we applied 

ANN classifier. 

Another proposed approach is ANN based ROI finding, which is aimed on an improvement of 

the ROI finding quality. Since an original ROI finding algorithm performs multiple threshold based 

block scanning across the integral image it provides multiple ROI ‘candidates’ as its output. In contrast, 

ANN based approach is targeted on the same task, but without a threshold leading to only one ROI 

‘candidate’. 
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To minimize real bpp of compressed static ROI a foveated based eye image compression which 

is inspired by the ‘foveated image rendering’ i.e., a rendering, where information, which takes most user’s 

attention, is rendered with maximum quality while information, which takes less user’s attention, is 

rendered with minimum quality. In this approach FPGA/ANN based ROI finder determines 

approximate position of the dynamic ROI, then ANN feature based approach splits dynamic ROI on 

blocks and determines which blocks contain useful for the eye tracking pupil edges. Then it performs 

image compression on the found eye image parts. The final compressed image has variable bits-per-pixel 

value (bpp), which allows to transmit this compressed image faster across wireless medium. 

Future work consists in improvement and especially implementation of the ANN based approaches 

in the Weetsy™ board following by performance tests. Another aspect is an adaptation of the eye tracking 

algorithm to operation only on dynamic ROI found locally on the Weetsy™ board side by use of either 

FPGA based ROI finder or ANN based ROI finder. 
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Appendix 

Existing Head-Mounted Eye Tracking Solutions 

There are several head mounted eye tracking solutions, which were existed on the market during the 

period of conducting this research. The several examples are presented in Figure 105. 

 

Tobii Pro Glasses 2 (Dynavox) 

 

SMI eye tracking glasses 2 

 

ASL mobile eye-5 Glasses 

 

Pupil Mobile 

 

Dikablis Glasses 3 (Ergoneers) 

 

SR Research EyeLink II (casque) 

Figure 105. Head mounted eye tracking solutions. 
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