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1.1 Principle of standard sliding mode Control
Automatic control systems were first developed over two thousand years ago. The first
feedback control device on record is thought to be the ancient Ktesibios’s water clock
in Alexandria, Egypt around the third century B.C. [5]. It kept time by regulating the
water level in a vessel and, therefore, the water flow from that vessel. Control theory
made significant strides since then, boosted by new mathematical techniques, as well as
advancements in electronics and computer technologies which made it possible to control
significantly more complex dynamical systems. Applications of control methodology
have helped to make possible space travel and communication satellites, safer and more
efficient aircraft and cleaner automotive engines. As systems become more and more
complex, one needs suitable tools to control them. In fact, it is in general a delicate
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task to mathematically model physical systems as well as the perturbations acting on
them. Robust control solutions such as the backstepping technique [6] and robust LMI
switched controllers [7] [8] have been designed to control such systems. Another control
solution for nonlinear uncertain systems is (SMC) [9, 10]. Indeed, SMC is well known for
its robustness against matching perturbations/uncertainties. It is also known for its finite
time convergence and relative simplicity for application.
The principle of SMC is to force the system trajectory to reach a domain, called sliding
surface, in a finite time. Once the system trajectory reaches the sliding surface, it will
remain confined to it in spite of perturbations/uncertainties and needs only be viewed as
sliding along that surface. SMC design is performed in 2 steps:
• Defining the sliding variable: this step is based on the control objective. The sliding
variable is in general expressed as a function of the system output and eventually a
finite number of its consecutive time derivatives. The sliding variable is defined such
that, once it is equal to zero, the control objective will be reached, i.e. the output
goes towards the objective.
• Designing a discontinuous control law: the control law forces the system trajectory to

reach the sliding surface in finite time and to remain on it in spite of the uncertainties
and perturbations.

In the sequel, these two steps are detailed.

1.1.1 Sliding variable design
First of all, consider the following system

ẋ = f(x, t) + g(x, t)u
y = h(x, t)

(1.1)

where x ∈ X ⊂ Rn is the state vector, u ∈ U ⊂ R the control input (X and U being
bounded subsets of Rn and R respectively), f and g uncertain sufficiently smooth functions,
and y the output function (sufficiently smooth). The control objective is to constrain the
output y to track a sufficiently differentiable reference trajectory yref (t), i.e. to force the
tracking error ey = y − yref (t) to 0 in spite of uncertainties/perturbations.

Assumption 1.1. The relative degree 1 m of (1.1) with respect to the tracking error ey is
constant and known i.e. 2

e(m)
y = a(x, t) + b(x, t)u (1.2)

with b(x, t) 6= 0 for x ∈ X and t ≥ 0.

Now, consider σ(x, t) a sufficiently smooth function that can be viewed as a virtual output
for system (1.1) and called “sliding variable”. The sliding surface S is defined as

S = {x ∈ X , t ≥ 0 | σ(x, t) = 0} (1.3)

1. The relative degree is an integer equal to the minimum number of times that ey should be differenti-
ated with respect to time in order to make u appearing explicitly [11].

2. e(m)
y denotes the mth time derivative of ey. This notation is used throughout the thesis for all the

variables/functions.
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Definition 1.1. [10]. There exists an ideal sliding mode (or called sliding motion) on S
if, after a finite time tF , the solution of system (1.1) satisfies σ(x, t) = 0 for all t ≥ tF .

The sliding surface can be considered as a hypersurface in the state space. Once the
system (1.1) trajectories are evolving on S, the dynamics of the system are determined by
the definition of σ. Furthermore, the choice of S (and then choice of σ) must lead to the
convergence of the system output y towards the control objective. This is why σ must be
defined such that, when σ = 0, then ey → 0. Then, a usual relationship between σ and ey
is given as follows

σ(x, t) = e(m−1)
y + · · ·+ c1ėy + c0ey (1.4)

where the coefficients ci > 0 (1 ≤ i ≤ m− 2) are chosen such that the polynomial

Π(λ) = λm−1 +
m−2∑
i=0

ciλ
i (1.5)

is Hurwitz. Moreover, given (1.2) and Assumption 1.1, the sliding variable has a relative
degree equal to 1; it yields

σ̇ = ā(x, t) + b̄(x, t)u. (1.6)

Assumption 1.2. ā(x, t) and b̄(x, t) are unknown but bounded functions such that there
exist positive constants aM , bm and bM such that ∀x ∈ X , t ≥ 0

|ā(x, t)| ≤ aM , 0 < bm ≤ b̄(x, t) ≤ bM . (1.7)

Once the sliding variable defined, the second step consists in designing the control input u
stabilizing system (1.6) in a finite time, and in spite of uncertainties and perturbations.

1.1.2 First order sliding mode control design
The standard SMC firstly proposed by [12] can be applied to systems with relative degree
equal to 1 with respect to the sliding variable as (1.6). Then, this controller can also be
referred as first order SMC (FOSMC).
Recall that the control input u must be designed in order to force the system trajectories
to reach and evolve on the sliding surface S in spite of the uncertainties and perturbations.
In other words, it should render the sliding surface locally attractive. Then, the control
law design should verify a condition that ensures the stability of σ(x, t) = 0. A solution is
the use of Lyapunov approach in order to get stabilizing controller.
The Lyapunov function technique [13] is a very popular approach to study the stability of
an equilibrium point (σ(x, t) = 0) and therefore will be used in the sequel.

Definition 1.2. A function V : Rn → R is a Lyapunov function candidate if
• V (0) = 0;
• ∀x ∈ X − {0}, one has V (x) > 0.

Given the above definition and that 0 is the equilibrium point, then the sign of the time
derivative of the Lyapunov function candidate gives the information about the system
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stability. Considering the sliding variable σ (1.4), a Lyapunov function candidate satisfying
Definition 1.2 takes the following form

V (σ) = 1
2σ

2. (1.8)

In order to ensure the asymptotic convergence of the sliding variable σ, the time derivative
of V has to be negative definite i.e.

V̇ (σ) = σσ̇ < 0. (1.9)

In the context of SMC, the inequality (1.9) is called the sliding condition; it ensures that
the sliding surface σ is attractive i.e. once the trajectories of the system reach σ, they
remain on it despite the perturbations and uncertainties. Remark that in order to achieve
the finite time convergence of σ towards 0, a more strict condition called η-attractive
condition [10] must be satisfied and reads as

σσ̇ ≤ −η|σ|, η > 0. (1.10)

It means that
V̇ ≤ −η

√
2V . (1.11)

Integrating (1.11) gives √
2V (t)−

√
2V (0) ≤ −ηt. (1.12)

Then,
ηt ≤ |σ(0)| − |σ(t)|. (1.13)

Consequently, σ reaches zero in a finite time tF with

tF ≤
|σ(0)|
η

. (1.14)

Hence, a control u satisfying (1.10) drives the sliding variable σ to 0 in finite time. Such
control u takes the form

u = −ksign(σ) (1.15)
The control gain k must be chosen large enough to ensure the η-attractive condition (1.10).
It is the case if the gain k verifies

k ≥ |ā(x, t)|+ η

b̄(x, t)
. (1.16)

From Assumption 1.2, a sufficient condition reads as

k ≥ aM + η

bm
. (1.17)

Then, with the control input (1.15) and the gain k verifying (1.17), the convergence of σ to
zero is ensured in a finite time tF verifying (1.14). Once the system trajectory is evolving
on the sliding surface, the dynamics of the system is determined by the parameters in the
definition of the sliding variable (1.4) i.e.

e(m−1)
y + · · ·+ c1ėy + c0ey = 0. (1.18)

Then, given the feature (1.5), the tracking error will asymptotically converge to zero in
spite of the perturbations/uncertainties.
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1.1.3 To summarize
The closed-loop behavior of system (1.1) controlled by (1.15) with k satisfying (1.17) can
be divided into 2 phases:
• Reaching phase: this phase corresponds to the time interval [0, tF [ where the

trajectories are not evolving on the sliding surface; nevertheless, they are converging
towards it. Note that during this phase the system is still sensitive to uncertainties
and perturbations. Following (1.14), the duration of this phase, tF , can be reduced
by increasing η; this corresponds to increase the gain k.
• Sliding phase: this phase corresponds to the time interval [tF ,+∞[ during which
the trajectories are evolving on the sliding surface S. If the gain k is well tuned
(1.17), the system is insensitive to uncertainties and perturbations, and the tracking
error ey converges to 0.

1.1.4 Example
In order to clarify the FOSMC design, an academic example is treated in the sequel.
Consider the following system

ẋ1 = x2

ẋ2 = 3sin(t) + u

y = x1

(1.19)

Suppose that the control objective is to force the output y towards a reference trajectory
yref . Notice that the term 3sin(t) represents the perturbation. The relative degree with
respect to the error ey = y − yref is equal to 2, satisfying Assumption 1.1. Then, following
(1.4), define the sliding variable as

σ = ėy + c0ey (1.20)

with c0 > 0. Then, the sliding surface is given by

S = {x ∈ X | σ = ėy + c0ey = 0}. (1.21)

The relative degree of system (1.19) with respect to σ is equal to 1 and has the following
dynamics

σ̇ = 3sin(t) + c0x2 − ÿref − c0ẏref + u

= ā(x, t) + b̄(x, t)u
(1.22)

with ā(x, t) = 3sin(t) + c0x2 − ÿref − c0ẏref , b̄(x, t) = 1. ā(x, t) can be divided into a
nominal term āNom(x, t) and an unknown term ∆ā(x, t) as follows

āNom(x, t) = c0x2 − ÿref − c0ẏref , ∆ā(x, t) = 3sin(t). (1.23)

Hence, define the control input u as

u = −āNom(x, t) + ū (1.24)

Then, σ−dynamics reads as
σ̇ = ∆ā(x, t) + ū (1.25)
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which is of the form of (1.6) satisfying Assumption 1.2. Then, design the control input as

ū = −ksign(σ). (1.26)

According to (1.16), the gain k must be large enough such that

k ≥ η + 3|sin(y)|. (1.27)

With such a choice for k, the controller forces the system trajectories to the sliding surface
S in a finite time (see trajectory L−M in Figure 1.1). Once the system trajectories are
evolving on the sliding surface (see trajectory M −N in Figure 1.1), one has x2 = ẋ1 =
−c0x1. It yields that x1(t) = x1(0)e−c0t . Then, the system output y = x1 exponentially
converges to zero, with a convergence rate defined by c0.

Figure 1.1 – Example of system (1.19) trajectory (blue curve) in the phase plane (x1, x2).

1.2 Chattering
In practical applications of SMC, an undesirable phenomenon known as chattering can
appear: high frequency oscillations that may lead to low control accuracy, high wear of
moving mechanical parts, and high heat losses in power circuits [14]. There are two main
reasons which can cause the chattering:
• neglected dynamics in the model of the system [15];
• the use of digital controllers with finite sampling rate [16]. Indeed, the “ideal” sliding

motion σ = 0 requires the switching of the control input at an infinite frequency.
A simulation of system (1.19) controller by the standard SMC is made with a limited
sampling period value (Te = 0.1 ms) and k = 12, and results are presented in Figure
1.2. Once the system trajectories have converged to the sliding surface (t ' 0.7 s), the
chattering phenomena appears: high frequency switching of the control input u as well as
high frequency oscillations of σ around the sliding surface (σ = 0).
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Figure 1.2 – Top. Sliding variable σ versus time (s); Bottom. control input u versus
time (sec).

Several methods have been proposed for the reduction of the chattering effect. Notably,
the boundary layer SMC method consists in replacing the sign function by an approximate
continuous one, in a vicinity of the sliding surface S [17]. The sliding mode is no longer
confined to S, but to a vicinity of it. Then, the system is said to have a “pseudo” sliding
motion [18]. Among the used continuous functions, one can cite

The saturation function. The function sign(σ) (Figure 1.5 (a)) is replaced by a straight
line with slope equal to 1/δ (0 < δ < 1) at a vicinity of the origin whose width is 2δ (see
Figure 1.5 (b)). Its expression is given by

sat(σ, δ) =
{
sign(σ) if |σ| > δ
σ
δ

if |σ| ≤ δ
(1.28)

The atan function. It is given by

v(σ, δ) = 2
π
atan(σ

δ
) (1.29)

This function (see Figure 1.5 (c)) gives a good approximation of the sign function for
sufficiently small δ.

The tanh function. Another solution is to use the hyperbolic tangent function (see
Figure 1.5 (d))

v(σ, δ) = tanh(σ
δ

) (1.30)

with 0 < δ < 1.

Notice that, in the previous approximation approaches, δ strongly influences the slope of
the function at a vicinity of S: the smaller the value of δ, the greater the slope. Notice
that replacing the sign function by its continuous approximation reduces the chattering,
but also reduces the robustness of the controller.
Another solution to reduce the chattering phenomenon is higher order SMC (HOSMC)
which will be detailed in the sequel. This is performed by introducing the discontinuous
control on a higher order time derivative of the sliding variable giving a smoother output.
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Figure 1.3 – Sign function and some approximate functions.

1.3 Higher order sliding mode control
HOSMC is a generalization of FOSMC where not only σ is stabilized to 0 in finite time,
but also a finite number of its consecutive time derivatives. In fact, in the case of FOSMC,
the discontinuous control acts on the first derivative of the sliding variable. In HOSMC,
the discontinuous control acts on a higher derivative of σ (depending on the sliding mode
order).
Recall that it is mainly the high frequency switching of the control input that induces
chattering. Then, applying a discontinuous control on a higher order time derivative of
the sliding variable leads to the attenuation of chattering on the system output. In this
section, the principle of HOSMC as well as a few algorithms are presented.

Definition 1.3. [9] Consider system (1.1) with the sliding variable σ, let r ≥ m be an
integer. Then, if

1. the successive time derivatives σ, σ̇, · · ·σ(r−1) are continuous functions of x,
2. the set

Sr = {x ∈ X | σ = σ̇ = · · ·σ(r−1) = 0} (1.31)

is a nonempty integral set,
3. the Filippov set of admissible velocities at the r−sliding points (1.31) contains more

than one vector,
the motion on the set (1.31) is said to exist in an rth−order sliding mode. The set (1.31)
is called the rth−order sliding mode set.

As for FOSMC, the establishment of HOSM requires a controller with infinite switching
frequency which is not possible to get in practice. Therefore, the sliding motion can only
take place in a vicinity of the rth−order sliding mode set. This behavior is called “real”
rth−order sliding mode.

Definition 1.4. [19] Consider the nonlinear system (1.1) and the sliding variable σ;
let r ≥ m be an integer. Assume that the successive time derivatives σ, σ̇, · · ·σ(r−1) are
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continuous functions. The manifold defined as (Te being the sampling period of the control
law)

Srreal = {x ∈ X | |σ| ≤ µ0T
r
e , · · · , |σ(r−1)| ≤ µr−1Te} (1.32)

with µi ≥ 0 (with 0 ≤ i ≤ r − 1), is called “real rth−order sliding mode set”, which is
nonempty and is locally an integral set in the Fillipov sense. The motion on this manifold
is called “real rth− order sliding mode” with respect to the sliding variable σ.

The development of HOSMCs has attracted a lot of attention in the last two decades and
one can cite works as

• [1, 20, 21, 22] on second order SMC;
• [23, 24, 25, 26, 27, 28, 29] on HOSMC.

In the sequel, only some algorithms, that are used in the thesis work, are presented.

1.3.1 Twisting control [1]
Consider the system (1.1) and the sliding variable σ(x, t), the objective of the second order
SMC being to drive σ and its first time derivative to zero in a finite time i.e.

σ = σ̇ = 0. (1.33)

The twisting controller (TWC) [1] is a discontinuous control that can be applied to a class
of systems with a relative degree equal to 1 or 2 3 with respect to the sliding variable.
Consider system (1.1), and without loss of generality, define, from the control objective,
the sliding variable σ(x, t) with a relative degree equal to 2. One gets

σ̈ = ā(x, t) + b̄(x, t)u (1.34)

with functions ā(x, t) and b̄(x, t) supposed to be bounded such that there exist positive
constants aM , bm, bM such that

|ā(x, t)| ≤ aM

0 < bm ≤ b̄(x, t) ≤ bM
(1.35)

for x ∈ X and t > 0. The TWC [1] reads as

u = −k1sign(σ)− k2sign(σ̇). (1.36)

If k1 and k2 satisfy the conditions

k1 > k2 > 0, (k1 − k2)bm > aM

(k1 + k2)bm − aM > (k1 − k2)bM + aM ,
(1.37)

the controller guarantees the establishment of a second order sliding mode with respect to
σ in a finite time.

3. If the sliding variable is defined such the system admits a relative degree equal to 1, the TWC is
applied on u̇.



22

1.3.2 Switching gain strategy [2]
The switching gain control strategy proposed in [2] is an original formalism that allowed
to rewrite the TWC. As a consequence of this formalism, the TWC can be viewed as a
relay control. It has also allowed to determine the convergence domain of an uncertain
nonlinear system controlled by a sampled TWC which is one of the contributions of this
thesis (see Section 3.7). Consider system (1.1) and sliding variable σ(x, t) as defined in
Section 1.3.1. Suppose that

Assumption 1.3. The system trajectories are supposed to be infinitely extendible in time
for any bounded Lebesgue measurable inputs.

Assumption 1.4. The controller is updated in discrete-time with the sampling period Te.
The control input u is constant between two successive sampling steps, i.e

∀t ∈ [ςTe, (ς + 1)Te[ u(t) = u(ςTe). (1.38)

with ς ∈ N.

The so-called “switching gain” strategy [22], [2] means that the control input u can switch
between two levels: a low level u = uL, and a high level u = uH , with |uL| < |uH |. More
precisely, the switching gain control strategy can be described as follows

u(ςTe) =
{
uL(ςTe) = U(ςTe) if ςTe /∈ TH
uH(ςTe) = $U(ςTe) if ςTe ∈ TH

(1.39)

with $ > 1, ς ∈ N and TH defining the time interval during which uH is applied. Define
U as

U(ςTe) = −Kmsign(σ(ςTe)) (1.40)

with Km > 0. Notice that the large gain uH is applied on a time interval and the small
gain uL is applied on another. The strategy consists of knowing when to switch between
uH and uL. This latter is defined by TH. This class of controllers is composed of three
parts:
• the general control form (1.39)-(1.40);
• two gain parameters: Km and $;
• a switching gain condition TH.

Notice that the control input u switches between four values ±Km and ±$Km. Recall
σ−dynamics as defined in (1.34). Define u∗(t) as

u∗(t) =
{
−K∗m(t) · sign(σ(kTe)) if ςTe /∈ TH
−K∗M(t) · sign(σ(kTe)) if ςTe ∈ TH

(1.41)

with K∗m and K∗M defined by

K∗m(t) = b(x, t)Km − a(x, t)sign(σ(kTe))
K∗M(t) = b(x, t)$Km − a(x, t)sign(σ(kTe))

(1.42)

Then, system σ−dynamics can be rewritten as

σ̈ = u∗ (1.43)
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Define ti (see Figure 1.4) the instant at which the system trajectory crosses σ̇-axis in the
phase plane for the ith time (with σ(ti) = 0), T is the time at which the ith σ-sign switching
is detected and τ di the duration of the detection

sign(σ(T is)) 6= sign(σ(T is − Te)) (1.44)

and
τ di = T is − ti. (1.45)

Figure 1.4 – Example of system trajectory in the (σ, σ̇)-phase plane.

Theorem 1.1. [2] Consider system (1.1) with σ−dynamics reading as (1.43), controlled
by the switching gain form controller (1.39)-(1.40) and fulfilling Assumptions 1.1-1.4.
Then, the system trajectory tends to be closer from the origin if the following conditions
hold
• Km >

aM
bm

• $ > 2 + bM
bm

• The duration of the large magnitude control τi satisfies∫ T is+τi

T is

K∗M(t)dt ≥ |σ̇(ti)|+Kmax
m τ di −∆

∫ T is+τi

T is

K∗M(t)dt ≤ |σ̇(ti)|+Kmax
m τ di + ∆′

(1.46)
with ∆ the positive root of

( 1
Kmin
m

− 1
Kmin
M

)∆2 = ( σ̇
2(ti)
Kmax
m

− σ̇2
0

Kmin
M

), (1.47)

∆′ the positive root of

( 1
Kmax
m

− 1
Kmax
M

)∆′2 = ( σ̇
2(ti)
Kmax
m

− σ̇2
0

Kmin
M

) (1.48)
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and
σ̇2

0 = (|σ̇(ti)|+Kmax
m τ di )2 + 2Kmin

M (|σ̇(ti)|τ di + 1
2K

max
m (τ di )2) . (1.49)

with
Kmax
m = max(K∗m) = bMKm + aM

Kmin
m = min(K∗m) = bmKm − aM

Kmax
M = max(K∗M) = $bMKm + aM

Kmin
M = min(K∗M) = $bmKm − aM .

(1.50)

TWC under switching gain form. Consider system (1.1) with σ−dynamics reading
as (1.34); the sampled TWC reads as

u(ςTe) = −k1sign(σ(ςTe))− k2sign(σ̇(ςTe)). (1.51)
This controller ensures the establishment of a real second order sliding mode in finite
time if gains k1 and k2 are tuned as (1.37). Under this control law, the amplitude of the

Figure 1.5 – TWC: values of the control input in (σ, σ̇)−phase plane.

input switches between four values ±(k1 + k2) and ±(k1 − k2). This property offers the
possibility to revisit TWC with the switching gain form. If one defines Km and $ as

Km = (k1 − k2), $ = (k1 + k2)
(k1 − k2) (1.52)

the TWC can be written as

u =
{
−Kmsign(σ) if σσ̇ ≤ 0
−$Kmsign(σ) if σσ̇ > 0 . (1.53)

Then, the TWC (1.51) can be written in the switching gain control form (1.39)-(1.40),
with TH defined as

TH = {ςTe | σσ̇ > 0} . (1.54)
Theorem 1.2. [2] Consider system (1.1) with σ−dynamics reading as (1.34), under
Assumptions 1.1-1.4 and controlled by (1.39)-(1.40) with KM and $ defined as (1.52) with
TH defined as (1.54). Then, if Km > aM/bm and $ > 2 + bM/bm, a real second order
sliding mode with respect to σ is established after a finite time.
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1.3.3 Higher order sliding mode controllers
Preserving the main advantages of the standard FOSMC, HOSMC has been proposed in
order to reduce the chattering phenomenon. Instead of influencing the first sliding variable
time derivative, the sign function acts on its higher order time derivative. This method
can also achieve a better accuracy with respect to FOSMC. Some HOSMCs have been
designed using homogeneity tools [23], [24] and more recently using a Lyapunov framework
[26], [27], [28], [29]. However, only the controller from [29] is presented in the sequel given
that it be used later in the thesis (see Chapter 4). Consider the system (1.1), and suppose
that the sliding variable σ is defined such that the relative degree of (1.1) with respect to
σ equals r with r ≥ m. It means that

σ(r) = ā(x, t) + b̄(x, t)u (1.55)

with functions ā(x, t) and b̄(x, t) bounded such that

|ā(x, t)|,≤ aM 0 < bm ≤ b̄(x, t) ≤ bM (1.56)

for x ∈ X and t > 0 with aM , bm, bM positive constants.

In [29], a family of HOSMCs is designed to control (1.1) with σ−dynamics reading as
(1.55) and is based on control Lyapunov functions (CLFs). In this paper, the focus is made
on a particular set of these HOSMCs where the control law u reads as 4

u =− krdξrc0,

ξi =dσ(i−1)c
ε1
εi + k

ε1
εi
i−1ξi−1

(1.57)

with 2 ≤ i ≤ r, ε = (ε1, · · · , εr) = (r, r − 1, · · · , 1) and ξ1 = σ. (k1, · · · , kr) are the
controller gains where (k2, · · · , kr) can be written as a function of k1 such that

ki = ßi−1k
r

r−(i−1)
1 ∀i = 2, · · · , r − 1

bmkr − aM ≥ ßr−1k
r
1

(1.58)

with the parameters ßi−1 (2 ≤ i ≤ r − 1) calculated by evaluating homogeneous functions
[30] and numerically finding their maxima on a homogeneous sphere. Proposed values of
ßi−1 for r = 2, 3, 4 in [29] are given in Table 1.1. The form of u for r = 2, 3, 4 is given in
Table 1.2. For the tuning of the control gain kr, the redundantly large estimation of aM ,
bm and bM may lead to an over-sized gain, then enhances the chattering phenomenon.

r Parameters

2 ß1 = 1.26
3 ß2 = 9.62, ß1 = 1.5
4 ß3 = 739.5, ß2 = 8.1, ß1 = 2

Table 1.1 – Parameters ßi−1 for 2 ≤ i ≤ r − 1

4. d·cα = | · |αsign(·)
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r ξr

2 u = −k2

⌈
dσ̇c2 + k2

1σ
⌋0

3 u = −k3

⌈
dσ̈c3 + k3

2(dσ̇c 3
2 + k

3
2
1 σ)

⌋0

4 u = −k4

⌈
dσ(3)c4 + k4

3

(
dσ̈c2 + k2

2(dσ̇c 4
3 + k

4
3
1 )σ

)⌋0

Table 1.2 – Control form, u, for 2 ≤ i ≤ r − 1

1.4 Sliding mode control with gain adaptation
As viewed previously, for all controllers the gain is depending on the bounds of uncertainties
and perturbations. The determination of these bounds can require tedious process of
identification, and usually induces overestimation of the gains. Then, the gain adaptation
offers a solution to the control problem for which the bounds of uncertainties and pertur-
bations are unknown or not well-known. The gain adaptation allows a gain adjustment
with respect to a predefined criterion and then simplifies the tuning process. The gain
adaptation is based on the following principle: if the system trajectories are not evolving
on the sliding surface, it could be caused by a insufficiently large gain or a too long
convergence time. In this case, the control gain must be increased in order to reduce the
convergence time and ensure the establishment of the sliding mode; on the other hand, if
the system trajectories are evolving on the sliding surface, it means that the control gain
is large enough to reject the perturbations and to guarantee the sliding mode: therefore it
has to be reduced.
These techniques have been designed for systems with relative degree 1 in [31], [32], [33],
[34], [35] and 2 in [36], [37]. A generalized algorithm for arbitrary relative degree is given
in [38]. For a sake of clarity, only the adaptive controller presented in [32] is presented in
the sequel; indeed, it is one of the most cited papers on adaptive SMC and it has initialized
a solution for first order SMC.
Consider system (1.1) with σ−dynamics reading as

σ̇ = ā(x, t) + b̄(x, t)u (1.59)

where function ā(x, t) is a bounded uncertain function and b̄(x, t) is positive and bounded.
Thus, there exist unknown positive constants aM , bm and bM such that

|ā(x, t)| ≤ aM

0 < bm ≤ b̄(x, t) ≤ bM
(1.60)

In [32], an adaptive gain algorithm is designed for a FOSMC

u = −k(t)sign(σ) (1.61)

with k(t) the time varying gain. The design of the adaptation gain law is usually composed
of two parts: the design of a sliding mode detector and the design of a gain adaptation
law.
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Sliding mode detector. Through the parameter ~, the real sliding mode surface is
defined in accordance with (1.32)

S1
real = {x ∈ X | |σ| < ~}. (1.62)

It means that, when the sliding variable reaches the vicinity of zero with accuracy ~, one
considers that a real first order sliding mode is established.

Gain adaptation law. The time varying gain k(t) is defined through the following
dynamics

k̇ =
{
k̄|σ|sign(|σ| − ~) if k > z
z if k ≤ z (1.63)

with k(0) > 0,z > 0, k̄ > 0 and ~ > 0 very small. The parameter z is introduced to
ensure a positive gain k. Given (1.63), if |σ| > ~, then real sliding mode is not established
and the gain increases. On the other hand, if |σ| < ~, then real sliding mode is established
and the gain decreases. Then, there is adaptation.

1.5 Motivation
The standard FOSMC engenders the chattering phenomenon, i.e. high frequency oscil-
lations that may lead to low control accuracy, high wear of moving mechanical parts,
and high heat losses in power circuits [14]. This is especially due to neglected dynamics
such as the fast dynamics of the servodistributors in an electro-pneumatic system. This
class of controllers is made for systems with relative degree equal to 1 with respe ct to
the sliding variable. Higher order sliding mode controllers [39], [23], [24] have relieved
the relative degree restriction. In fact, they bring the sliding variable and its consecutive
derivatives to zero in a finite time. The main disadvantage of these control strategies is
the use of higher order time derivatives that inject noise into the control, depleting the
accuracy. Moreover, due to the tuning process of the gain (that can be said “made in the
worst-case”) the gain is often overestimated. Then, sliding mode control induces a large
control effort, in other words, it is high energy consuming. A way reducing the chattering
effect as well as the energy consumption has been proposed thanks to adaptive gain sliding
mode techniques. The idea consists of dynamically adapting the gain amplitude with
respect to the effect of perturbations/uncertainties. However, accuracy can be affected
due to the loss of sliding mode: indeed, the controller gain can temporarily become too
small with respect to perturbations/uncertainties.
By another point of view, a control solution that is smooth and has low energy consumption
is the linear state feedback. In fact, it has good closed loop performances in the absence of
perturbations/uncertainties (high accuracy) but the accuracy is degraded in their presence.
The objective of this thesis is twofold:

• the development of controllers that have the advantages of both sliding mode control
(robustness and high accuracy) and linear state feedback (low energy consumption).
This is performed by introducing a parameter that makes the control more or less
smooth. In the sequel, control laws for systems with relative degree 1 and 2 with
respect to the sliding variable are developed as well as an algorithm for systems with
arbitrary relative degree. They allow high accuracy tracking and robustness with
reduced energy consumption and chattering.
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• the proof of the applicability of the proposed control laws to real systems. Control laws
are designed and implemented on the LS2N electro-pneumatic actuator. Applications
are also performed on a wind system.

The control methods developed in this thesis are intrinsically new given that it is not
the gain that is time-varying as in adaptive sliding mode techniques. In the proposed
controllers, the time-varying parameter corresponds to the exponent term of the controllers.

1.6 Organization and contribution of the thesis
This thesis is divided into two parts:
• Part I is dedicated to the presentation of accurate and robust control laws with

reduced energy consumption.
• In Chapter 2, a controller presenting an efficient trade-off between first order

sliding mode control (FOSMC) (high accuracy and robustness) and first order
linear state feedback (FOLSF) (low energy consumption) is proposed. It can be
applied to systems with relative degree equal to 1 with respect to the sliding
variable. An academic example is treated showing the effectiveness of the
proposed controller versus FOSMC and FOLSF.
• In Chapter 3, by a similar logic, controllers are proposed with the advantages of

the twisting controller (TWC) (high accuracy and robustness) and the second
order linear state feedback (SOLSF) (low energy consumption). They can be
applied to systems with relative degree equal to 1 or 2. Three controllers having
the same structure but different time varying approaches for α are presented:
switching, dynamic, and algebraic. In the context of real physical applications,
the knowledge of the convergence domain of the TWC could give a more efficient
trade-off between accuracy and energy consumption. Then, in the second part
of this chapter, the convergence domain of the TWC is calculated by writing
the TWC in the switching form. An academic example is treated comparing
the three methods to TWC and SOLSF. The simulations also show that when
the TWC is applied, the trajectories of the system converge to the theoretically
calculated domain.
• In Chapter 4, a robust, accurate and with reduced energy consumption algorithm

for systems of arbitrary relative degree is presented. It is based on a high order
sliding mode controller recently presented [29]. An academic example is treated
showing its effectiveness.

• Part II presents the applications of these new control laws on real systems.
• Chapter 5 deals with the position control problem of an electropneumatic

system. This is a typical nonlinear system with uncertainties and perturbations.
The proposed methods show their advantages for the control of such systems.
The first order controller presented in Chapter 2 and a second order controller
presented in Chapter 3 are applied to the electropneumatic system, and their
performances are compared to standard controllers (sliding mode control and
linear state feedback). The interest for the use of such controllers is highlighted
from the experimental results.
• In Chapter 6, the generalized algorithm presented in Chapter 4 is applied to
a twin wind turbine which belongs to the family of perturbed and uncertain
systems. The system includes two identical wind turbines mounted on the
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same tower. The main control objective is to force the structure face the wind
while keeping maximal power production. The performances of the proposed
approach are compared to higher order sliding mode control via simulations.
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2.1 Introduction
This chapter presents a new control strategy for systems with relative degree 1 with respect
to the sliding variable. The standard first order sliding mode controller (FOSMC) [10] is
designed for such systems and is known for its robustness to matched uncertainties/per-
turbations. However, it induces the so-called chattering phenomenon [14] that increases
the energy consumption of the controller (from a control effort point of view). A way to
attenuate the chattering phenomenon is to replace the sign function in the control by the
saturation function. Another control solution that stabilizes a system of relative degree
equal to 1 is the first order linear state feedback (FOLSF) which is known for being a
smooth controller with low energy consumption. However, its accuracy can be degraded
in the presence of uncertainties/perturbations.
The objective in this chapter is the design of a controller that gives rise to an efficient
tradeoff between the standard FOSMC (high accuracy and robustness) and the FOLSF
(low energy consumption). This is made possible by introducing a parameter α and by
varying it with respect to efficient (or not) tracking of the control objectives.
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In the sequel, simulations show the effectiveness of the proposed controller and its perfor-
mances are mainly compared to those of the FOSMC and FOLSF.

2.2 Problem statement
Consider the following system

ẋ = f(x, t) + g(x, t)u
σ = σ(x, t)

(2.1)

where x ∈ X n ⊂ Rn is the state space, f and g uncertain sufficiently smooth functions,
u ∈ U ⊂ R the control input and σ the sliding variable. The control objective is to
constrain σ to a vicinity of the origin in a finite time in spite of uncertainties/perturbations.
Suppose that

Assumption 2.1. The relative degree of (2.1) is equal to 1, i.e.

σ̇ = ā(x, t) + b̄(x, t)u. (2.2)

Assumption 2.2. ā(x, t) and b̄(x, t) are unknown but bounded functions such that there
exist positive known constants aM , bm and bM such that ∀x ∈ X , t ≥ 0 one has

|ā(x, t)| ≤ aM , 0 < bm ≤ b̄(x, t) ≤ bM . (2.3)

Assumption 2.3. The internal dynamics of system (2.1) are bounded.

A control solution stabilizing (2.1) to a vicinity of the origin reads as 1[48], [49]

u = −kdσcα (2.4)

where k and α are positive constants with α ∈ [0, 1]. Remark that, when α = 1, FOLSF is
obtained

u = −k σ (2.5)

where, in the steady state, σ is bounded if k > 0. When α = 0, a FOSMC is obtained [10]

u = −k sign(σ). (2.6)

It has been proven [10] that, if this controller is tuned such that

k >
aM
bm

, (2.7)

1. dσcα = |σ|αsign(σ)
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it allows the establishment of a first order sliding mode, i.e. the system trajectory converges
in a finite time to S1 defined as [10]

S1 = {x ∈ X |σ = 0}. (2.8)

In case of a sampled sliding mode controller, the system trajectory converges to

S1
real = {x ∈ X | |σ| ≤ µTe} (2.9)

with µ a positive constant and Te the controller sampling period. Recall that this behavior
of (2.1) on S1 (resp. S1

real) is called ideal (resp. real) sliding mode [19]. Notice that, with
controller (2.4), parameter α is not restricted to 0 and 1 and can take any value between 0
and 1. In the sequel, a discussion on the accuracy (that is an image of the robustness) and
energy consumption obtained in the steady state thanks to the controller (2.4) is made for
several values of α.

2.2.1 Accuracy and energy consumption
For a sake of clarity, in this section, no uncertainty on the control term is considered: one
supposes bm = bM = 1. Furthermore, ā(x, t) is taken constant and positive and denoted
ā(x, t) = A 2. Recall that, in this subsection, the objective is to evaluate accuracy and
energy consumption for several values of α in (2.4) and for specific systems (2.1) with
σ−dynamics defined as (2.2).
When controller (2.4) is applied to system (2.1), the equilibrium point is calculated by
setting σ̇ = 0 and one has

σ →
(A
k

) 1
α

(2.10)

in the steady state. Suppose that k is tuned as (2.7), then A
k
< 1. Hence, as α decreases,

the accuracy of the closed-loop system increases. In fact, σ → 0 when α→ 0 i.e.

lim
α→0

(A
k

) 1
α

= 0. (2.11)

That is consistent with the fact that, for α = 0, i.e. when FOSMC is applied, σ converges
to 0 in a finite time (see (2.8)). It means that the worst accuracy, in the steady state, is
obtained when the FOLSF is applied (α = 1) for which one gets

σ → A
k
. (2.12)

Define now the following indicator for the energy consumption [50]

E =
∫ tf

t0
u2(t)dt (2.13)

with t0 and tf the initial and final instants respectively of the time interval over which
the energy is evaluated. Consider the controller (2.4) applied to system (2.1) and suppose
that |σ| < 1 3. Then ∀α1, α2 ∈ [0, 1], if α1 < α2, one has

k|σ|α1 > k|σ|α2 (2.14)

2. Of course, a(x, t) is practically never constant for real systems. The purpose here is to present the
effect of the value of α in the clearest manner.

3. Given that k is tuned as (2.7), then following (2.10), it is not restrictive to consider |σ| < 1 in the
steady state.



36

where the left hand side (resp. the right hand side) of the previous inequality is the control
input u (2.4) in absolute value for α = α1 (resp. α = α2). Hence, for same values of σ, the
control effort increases when α decreases. However, due to the nonlinearity of the system,
it is not guaranteed that the system follows the same trajectory for different values of
α and then, it is not guaranteed that (2.14) holds. Nevertheless, the trend is visible via
simulations: Consider system (2.2) and control law (2.4) such that

aM = 10, bm = 0.98, bM = 1.02 and k = 12

for different values of α ∈ [0, 1]. It can be seen in Figure 2.1 that as α is increasing, the
energy consumption E and the accuracy mean(|σ|) are decreasing.
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Figure 2.1 – Left: evolution of mean(|σ|) with respect to α. Right: evolution of E with
respect to α.

Note that more detailed simulations illustrating this fact are given in Section 2.5.

2.2.2 To summarize
As discussed in the previous section, it is noticed that when controller (2.4) is applied,
decreasing α improves the accuracy of the closed loop system and increases the energy
consumption whereas increasing α has opposite effects. This conclusion is the basis of
what follows. First, a new controller based on (2.4) stabilizing system (2.1) and having
a time-varying parameter α is proposed with the advantages of the FOLSF (low energy
consumption) and those of the FOSMC (robustness and accuracy). This is achieved thanks
to a variation law of α in (2.4), this variation law being based on the accuracy of σ. In
the sequel, a formalization of the variation process of parameter α and the stability of the
closed loop system are detailed.

2.3 Proposed controller

The proposed controller reads as
u = −kdσcα (2.15)

with k tuned as (2.7) and α ∈ [0, 1]. This latter varies according to the following variation
law

α = max(−β |σ|
|σ|+ ε

+ 1 , 0) (2.16)

with β > 1 and ε > 0.
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The logic of this variation law can be summarized as follows: when |σ| increases, it
means that the accuracy of the closed loop system is degraded. As a consequence of
(2.16), the value of α automatically decreases in order to increase the robustness of the
system and then to increase the accuracy. On the other hand, when the accuracy of the
system is improving, the value of α automatically increases in order to reduce the energy
consumption.

Parameters tuning
- Closed loop stability should be ensured ∀α ∈ [0, 1], then the gain k should be tuned
as (2.7). Note that the closed loop stability is ensured for α 6= 0 when k > 0 which
is satisfied in (2.7).

- Parameters ε and β act on the accuracy of the controller (see (2.18) in the sequel).
Therefore, if β is increased or ε is decreased, the accuracy of the closed-loop system
is improved;

- however, increasing β or decreasing ε leads to lower average value of α since a
greater accuracy is required; as a consequence, one gets higher energy consumption.
Then, these two parameters have to be wisely tuned to achieve the required trade-off
between accuracy and energy consumption. This tuning depends on the objectives
of the control problem.

- A key point of this adaptive strategy is that it engenders a reduced energy consump-
tion lower than that of the FOSMC. Then, ε and β should be tuned such that when
|σ| > 1, α = 0. Hence, following (2.16), this is ensured by the following condition

ε

β − 1 < 1. (2.17)

The following theorem states the first result of this work i.e the closed loop system
trajectories reach in a finite time a domain that is precisely defined.

Theorem 2.1. [40] Consider system (2.1) with σ−dynamics defined as (2.2) and Assump-
tions 2.1, 2.2 and 2.3 fulfilled. Suppose that the system is controlled by (2.15)-(2.16) with
gain k tuned as (2.7). Then, there exist positive parameters ε and β (β > 1) satisfying
(2.17) such that, ∀x(0) ∈ X , the trajectories of system (2.1) converge in finite time to B1
defined as

B1 = {x ∈ X | |σ| ≤ ε

β − 1} (2.18)

Proof. Consider the case such that x /∈ B1, i.e. |σ| > ε
β−1 . Therefore, according to (2.16),

α = 0 and FOSMC is applied. Hence, with gain k tuned as (2.7) and thanks to the features
of sliding mode control, the trajectory of the system will converge to B1 in finite time (see
(2.9)).
Once system trajectory has reached B1, the variation of α begins: α is evolving between 0
and 1 following (2.16) and the system trajectories are evolving in B1. Since α 6= 0, the
controller is smooth, chattering is reduced, but robustness and accuracy can be lower.
Suppose that the trajectories reach the boundary of B1, i.e. |σ| = ε

β−1 : in this case, from
(2.16), α = 0. Then, σ̇-dynamics reads as

σ̇ = ā(x, t)− b̄(x, t)k sign(σ). (2.19)
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As k is tuned as (2.7), one has σ̇ sign(σ) < 0 ∀ā(x, t), b̄(x, t) satisfying Assumption 2.2.
Thus, as long as α = 0, |σ| decreases; then, the trajectory is kept in B1.

Remark: Note that by a practical point of view, the FOSMC forces the trajectories to
reach S1

real (2.9). It means that, if one wants to get an efficient trade-off, one has to tune
ε and β such that S1

real ⊂ B1. Otherwise, a risk is to have the FOSMC (α = 0) all the
time. In such case, the interest of the control strategy is limited.

2.4 Discussion on similarity (or not) with saturation
function

The controller presented in the previous section is a continuous one around the vicinity
of the origin (defined by ε and β). Hence, similarities can be drawn to the saturation
function. Then, the objective of this section is to compare both controllers. Recall the
FOSMC that uses the saturation function [17]

u = −k sat(σ, δ) =

 −k sign(σ) if |σ| > δ

−k σ

δ
if |σ| ≤ δ

(2.20)

It replaces the sign function in the FOSMC by a straight line with slope equal to 1
δ

(0 < δ < 1) at the vicinity of the origin. Now, consider controller (2.15) with a new law
for α i.e. α switches between 0 and 1 as follows

α =
{

0 if |σ| > δ
1 if |σ| ≤ δ

(2.21)

The controller obtained from (2.15) and (2.21) is

u =
{
−k sign(σ) if |σ| > δ
−k σ if |σ| ≤ δ

(2.22)

Hence, one concludes that the behavior of both controllers is similar. They behave as
FOLSF in the vicinity of the origin (|σ| ≤ δ) and FOSMC elsewhere. When control law
(2.20) (or (2.22)) is applied to system (2.1), the trajectories of the system converge to

{x ∈ X | |σ| ≤ δ} (2.23)

However, the gains for which the controllers are behaving as a FOLSF, are different: k/δ
for saturation function and k for controller (2.22).

The behavior similarity can be extended to the saturation function and controller (2.15)-
(2.16). The saturation function is identical to controller (2.15)-(2.16) when trajectories
are far from the origin i.e. |σ| ≥ δ or |σ| ≥ ε

β−1 . The saturation function can be seen
as a controller that simply has a different value of α than controller (2.15)-(2.16) at
a vicinity of the origin: α = 1 for the saturation function and α ∈]0, 1] for controller
(2.15)-(2.16). Recall from Section 2.2.1 that the smaller the value of α the greater the
controller’s robustness to uncertainties and perturbations. Then, controller (2.15)-(2.16)
is more robust to uncertainties and perturbations at the vicinity of the origin. This fact
allows to obtain a more efficient trade-off between energy consumption and accuracy as it
will be shown in the next section.
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2.5 Simulations

2.5.1 Context
Simulations have as objective to show the effectiveness of the proposed controller (2.15)-
(2.16). Its performances are compared to the performances of the FOSMC, FOLSF and
FOSMC with saturation function (2.20). The software used is Matlab/Simulink; the
controller sampling period is taken as Te = 1ms with Euler integration solver (integration
step 0.01 ms). The simulations time is 10 s.
The functions ā(x, t) and b̄(x, t) are generated for 5 s using the Matlab function ’rand’ and
are the same for all controllers. For the second part of the simulations (5 s ≤ t ≤ 10 s),
the sequences for ā(x, t) and b̄(x, t) are repeated but with a different amplitude for ā(x, t)
such that ∀t ∈ [0, 5]

ā(x, t+ 5) = 2 · ā(x, t), b̄(x, t+ 5) = b̄(x, t). (2.24)
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Figure 2.2 – Left: ā(x, t) versus time (s); Right: b̄(x, t) versus time (s) versus time (s).

This choice for ā(x, t) and b̄(x, t) is done in order to show the effect of the amplitude of
the perturbation (ā(x, t)) on the controller on the system accuracy and the average value
of α. The bounds of these functions are (see Figure 2.2)

aM = 10, bm = 0.98 and bM = 1.02

The gain of the controllers is stated as k = 12: condition (2.7) is satisfied. The parameters
for the proposed controller (2.15)-(2.16) are set as follows

β = 2 and ε = 5 · 10−3

whereas the parameter δ for the saturation function is taken equal to 5 · 10−3. The choice
of δ, ε and β is made such that the saturation function and the proposed controller
(2.15)-(2.16) have the same theoretical domain of convergence (see (2.18) and (2.23)). This
choice also ensures good performances for both controllers.

2.5.2 Results
The results are shown in Figures 2.3, 2.4, 2.5, and some indicators are presented in Table
2.1.
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For controller (2.15)-(2.16), (α = 0) is initially applied. When the system converges
(t ' 0.08 s), the variation of α starts (see Figures 2.3 and 2.5). The phase after the
convergence of σ to a vicinity of the origin will be called the steady state. Effective analysis
of the performances is achieved on the intervals t ∈ [1, 5] and t ∈ [6, 10], when the shape
of ā(x, t) is the same but with a different amplitude (see (2.24)).
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Figure 2.3 – σ versus time (s) Top-left: controller (2.15)-(2.16); Top-right: saturation
function; Bottom-left: FOSMC; Bottom-right: FOLST.

The energy consumed is much less with controller (2.15)-(2.16) than with the FOSMC (see
Table 2.1). Note also that the energy consumed by controller (2.15)-(2.16) and FOLSF
are of the same order (see E in Table 2.1). The average accuracy of |σ| (see mean(|σ|) in
Table 2.1) with controller (2.15)-(2.16) is better than that of all controllers. This better
accuracy with respect to the FOSMC is mainly due to the attenuation of the chattering
effect.
The indicator used to quantify the chattering effect is the function var defined as

var[ζ1,ζ2](h) =
N−1∑
i=0
|h(ti+1)− h(ti)| (2.25)

where h is a real valued function and the set of instants {t0, t1, · · · , tN} is a partition of
[ζ1, ζ2]. var(u) of controller (2.15)-(2.16) is significantly less than that of the FOSMC
and saturation function but greater than that of the FOLSF (see Table 2.1). This
means that controller (2.15)-(2.16) induces significantly less chattering than the FOSMC
and saturation function but more than the FOLSF (see Figure 2.4). Less oscillations for
controller (2.15)-(2.16) with respect to FOSMC and saturation function are also manifested
in Figure 2.3.
When the amplitude of the perturbation/uncertainty ā(x, t) is high (5 s < t < 10 s)
the average value of α with the proposed controller is lower than when ā(x, t) is low
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Figure 2.4 – Control input u versus time (s) (4.5 < t < 5.5) Top-left: controller (2.15)-
(2.16); Top-right: saturation function; Bottom-left: FOSMC; Bottom-right: FOLST.
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Figure 2.5 – Variable α versus time (s)(0 < t < 1).

(0 s < t < 5 s) (see α in Table 2.1). This is due to the fact that a stronger robustness is
required to constrain the trajectories to a vicinity of the origin. Notice also the increase in
the energy consumption as a result (see E in Table 2.1): a greater control effort is needed to
constrain the trajectories to a vicinity of the origin when the perturbations/uncertainties
increase.
As for the comparison between controller (2.15)-(2.16) and the saturation function, it is
seen that a more efficient trade-off between accuracy and energy consumption is obtained
with the proposed controller. When ā(x, t) is low (0 s < t < 5 s), controller (2.15)-(2.16)
has better accuracy with less energy consumption; when ā(x, t) is high (5 s < t < 10 s),
both controllers have similar accuracy whereas the proposed controller is less energy
consuming and with less chattering (see Table 2.1).
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Controller
(2.15)-(2.16)

Saturation
function

FOSMC
(α = 0)

FOLSF
(α = 1)

1s < t < 5s

Energy E 50.28 424.52 576 12.28
mean(|σ|) 2.08 · 10−3 2.82 · 10−3 4.48 · 10−3 1.21 · 10−1

var(u) 1.10 · 104 7.76 · 104 7.95 · 104 72.18
mean(α) 0.44

6s < t < 10s

Energy E 164.44 388.96 576 49.24
mean(|σ|) 3.09 · 10−3 3.12 · 10−3 5.80 · 10−3 2.41 · 10−1

var(u) 2.10 · 104 6.13 · 104 6.3 · 104 144.37
mean(α) 0.33

Table 2.1 – Energy consumption, average accuracy on σ, var(u) and average value of α
in steady state with controller Controller (2.15)-(2.16), Saturation function, FOSMC and
FOLSF for 1s < t < 5s and 6s < t < 10s.

2.6 Conclusion
The main contributions of this chapter can be summarized as follows:
• a new controller for system whose relative degree is equal to 1 is proposed: it allows

high accuracy and low energy consumption. This is done by varying a parameter α.
• The stability of the system controlled by the later is proved and the convergence

domain size is given.
• The effectiveness of the proposed controller is shown via simulations and its per-
formances in controlling an uncertain/perturbed system are compared to those of
the FOSMC, FOLSF and saturation function. It allows high accuracy tracking with
reduced chattering and energy consumption.
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3.1 Introduction
In the previous chapter, a controller for systems with relative degree 1 balancing between
the FOSMC and FOLSF has been presented. In this chapter, this result is extended to
systems with relative degree 2. 1

Therefore, the main objective of this chapter is to control a second order system under
unknown but bounded matching uncertainties/perturbations. The twisting controller
(TWC) [1] is one of the most popular second order sliding mode controller designed to
control such systems and known for its accuracy and robustness. However, the chattering

1. If the sliding variable is defined such the system admits a relative degree equal to 1, the results
developed in the sequel can be used by considering that the developed controllers in this chapter are
applied on u̇.
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phenomenon makes the controller high energy consuming. Another control solution consists
in using a second order linear state feedback (SOLSF). This controller is smooth and low
energy consuming; however, the closed loop system accuracy can be low in the presence of
uncertainties/perturbations.
The proposed controllers in this chapter have the advantages of both the TWC and the
SOLSF. Similarly to the controller proposed in the previous chapter, the proposed solutions
are made possible by varying an exponent term of a well known controller proposed in
[51],[52]. This parameter α evolves between 0 and 1, this evolution being based on the
accuracy of the closed loop system. Three adaptation approaches are proposed:
• switching approach: α switches between 0 and 1, the switching being based on the

closed loop system accuracy;
• dynamic approach: the accuracy of the closed loop system acts on the dynamics of
α;
• algebraic approach: the accuracy of the closed loop system directly acts on the value

of α.
In the ideal case (infinite sampling frequency of controllers), the TWC allows the estab-
lishment of an “ideal” second order sliding mode i.e. the sliding variable and its first
time derivative converge to 0 in finite time. However, application of control law to a real
system is made thanks to a finite sampling frequency and no result is nowadays existing
on the convergence domain of the closed-loop system controlled by TWC. It has been
established that, in case of non-zero sampling period, “real” second order sliding mode
[1] is established but no accurate definition of the convergence domain has been already
given. In the sequel, a convergence domain size of the sampled TWC controller is formally
determined. This is performed thanks to the original formalism which rewrites the TWC
in a so-called switching gain form [2].
A second motivation for this work is that it allows a more efficient parameter tuning of
the proposed controllers in this chapter for experimental applications. In fact, as it will be
seen in the sequel, if the proposed controllers’ parameters are set very small with respect to
the TWC convergence domain, one risks to obtain the TWC all the time and no variation
of α occurs.

3.2 Problem Statement
Consider the following system

ẋ = f(x, t) + g(x, t)u
σ = σ(x, t)

(3.1)

with x ∈ X ⊂ Rn the state vector, u ∈ U ⊂ R the control input (with X and U being
bounded open subsets of Rn and R respectively), f and g sufficiently differentiable uncertain
functions and σ the sliding variable. The control objective is to constrain the trajectories
of system (3.1) such that, in spite of the perturbations and uncertainties, σ is evolving in
a vicinity of the origin in a finite time. Assume that

Assumption 3.1. The relative degree of (3.1) is equal to 2, i.e.

σ̈ = ā(x, t) + b̄(x, t)u (3.2)
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Assumption 3.2. ā(x, t) and b̄(x, t) are unknown but bounded functions such that there
exist positive constants aM , bm and bM such that ∀x ∈ X , t ≥ 0 one has

|ā(x, t)| ≤ aM , 0 < bm ≤ b̄(x, t) ≤ bM . (3.3)

Assumption 3.3. The internal dynamics of the system (3.1) are bounded.

Then, the control problem of system (3.1) with respect to σ is equivalent to the stabilization
in a finite time of the system

ż1 = z2

ż2 = ā(x, t) + b̄(x, t)u
(3.4)

with z1 = σ and z2 = σ̇. A control solution stabilizing (3.4) to a vicinity of the origin
reads as [51][52]

u = −k1dz1c
α

2−α − k2dz2cα (3.5)

where k1, k2 are positive gains fulfilling some condition given in the sequel and α is a
constant such that α ∈ [0, 1]. When α = 1, a SOLSF is obtained , i.e.

u = −k1z1 − k2z2 (3.6)

where z1 and z2 are bounded for k1, k2 > 0. When α = 0, the TWC is obtained [1], i.e.

u = −k1 sign(z1)− k2 sign(z2). (3.7)

With this latter controller, a second order sliding mode versus z1 is established i.e. the
system trajectory converges in a finite to S2 defined as

S2 = {x ∈ X | z1 = z2 = 0} (3.8)

if the gains k1 and k2 are tuned such that [1]

k1 > k2 > 0, (k1 − k2)bm > aM ,

(k1 + k2)bm − aM >(k1 − k2)bM + aM .
(3.9)

In case of a sampled controller (with Te the sampling period), the system trajectory
converges to

S2
real = {x ∈ X | |z1| ≤ µ1T

2
e , |z2| < µ2Te} (3.10)

where µ1 and µ2 are positive constants. The behavior of (3.4) on S2
real is called real second

order sliding mode [1].

The parameter α in (3.5) can take any value between 0 and 1. Note that, for a value of α,
the stability of (3.4) to a vicinity of the origin is ensured when k1, k2 > 0. In the sequel, a
discussion on the accuracy (that is an image of the robustness) and energy consumption
obtained for different constant values of α, is made.
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3.3 Accuracy and energy consumption
Similarly to Section 2.2.1, for a sake of clarity, no uncertainty on the control term is
considered (bm = bM = 1) and ā(x, t) is taken constant and positive, ā(x, t) = A. When
controller (3.5) is applied to system (3.4), the equilibrium point is calculated by setting
ż1 = ż2 = 0 that gives

z1 →
(A
k1

) 2−α
α

. (3.11)

Suppose that k1 and k2 are tuned as (3.9), therefore A
k1
< 1. Hence, as α decreases, the

accuracy of the closed loop system increases tending towards zero when α → 0; that is
consistent with the fact that, when the TWC is applied (α = 0), z1 and z2 converge to 0
in a finite time, the worst accuracy being when the SOLSF is applied (α = 1)

z1 →
A
k1
. (3.12)

Consider controller (3.5) applied to system (3.4) and suppose that |z1| < 1 and |z2| < 1 2.
Then, ∀α1, α2 ∈]0, 1[ if α1 < α2, one has

∣∣∣∣− k1|z1|
α1

2−α1 sign(z1)− k2|z2|α1sign(z2)
∣∣∣∣ >∣∣∣∣− k1|z1|

α2
2−α2 sign(z1)− k2|z2|α2sign(z2)

∣∣∣∣ (3.13)

where the right hand side (resp. the left hand side) of the inequality is the control input u
of (3.5) in absolute value for α = α1 (resp. α = α2). Hence, for same values of z1 and z2,
the control effort increases when α decreases.
However, due to the nonlinearity of the system, one cannot be sure that the system follows
the same trajectory for different values of α; then, it is not guaranteed that (3.13) holds.
Nevertheless, the trend is visible via simulations where the linear state feedback has the
lowest energy consumption in the steady state.

Based on this discussion, three new controllers based on (3.5) stabilizing system (3.4) and
having a time-varying parameter α are proposed with both the advantages of the SOLSF
(low energy consumption) and the TWC (robustness and accuracy). This is achieved by
making the exponent parameter α of controller (3.5) varying with respect to z1 and z2.
Three different variation laws of α are considered: switching, dynamic and algebraic. In
the sequel, a formalization of these variation laws are detailed and the stability of the
closed loop system for each case is proved.

3.4 Switching approach for α
Based on the two controllers explored above, a new control strategy is proposed in the
sequel that is a trade-off between the SOLSF and the TWC. The objective is to get a
reduced energy consuming controller with high accuracy.

2. Given that k1 and k2 are tuned as (3.9), then following (3.11), it is not restrictive to consider |z1| < 1
and |z2| < 1 in the steady state.
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The proposed controller is written in the form of the controller proposed in [51] [52]

u = −k1dz1c
α

2−α − k2dz2cα (3.14)

with k1 and k2 tuned as (3.9); the exponent α ∈ {0, 1} is switching between 0 and 1 thanks
to the following switching law (the notation ∧ is used for the logical AND operator)

α =

1 if |z1| < εs,z1 ∧ |z2| < εs,z2
0 otherwise

(3.15)

where εs,z1 and εs,z2 are positive constants set by the user.

If the trajectories of the system are inside Ds defined as

Ds = {(z1, z2) ∈ Z | |z1| < εs,z1 ∧ |z2| < εs,z2}, (3.16)

the desired accuracy of the system is reached; therefore, the SOLSF (α = 1) is applied
to decrease the energy consumption. If the trajectories of the system are outside Ds, it
means that the desired accuracy is not reached probably due to perturbations and un-
certainties. Hence, the TWC (α = 0) is applied in order to force the trajectories back toDs.

Parameters tuning
- Since the proposed controller switches between the SOLSF and the TWC, the gains
k1 and k2 have to be tuned to converge for both algorithms. Hence, the gains should
satisfy (3.9).

- εs,z1 and εs,z2 influence the accuracy of the controller. Decreasing them increases the
accuracy of the closed loop system.

- However, the remark of the previous item means that the TWC is applied for longer
and therefore the energy consumption of the controller is increased.

- Hence, εs,z1 and εs,z2 should be chosen wisely as to give a trade-off between accuracy
and energy consumption. This trade-off can depend on the specifications expected
for the closed-loop system.

- A key point of this new control strategy is that its energy consumption is less than
that of the TWC. Therefore, when the proposed controller behaves as a SOLSF, its
maximal energy consumption should be less than the minimum energy consumption
of the TWC algorithm. Hence, εs,z1 and εs,z2 should satisfy the following condition:

k1εs,z1 + k2εs,z2 < k1 − k2 (3.17)

Note that the left hand side of the inequality is the maximal control effort (in
absolute value) of the SOLSF (knowing that the linear state feedback is only applied
in Ds) and the right hand side of the inequality is the minimal control effort (in
absolute value) of the TWC.

- Note that by a practical point of view, the TWC forces the trajectories to reach S2
r

(3.10). Hence, the tuning of εs,z1 , εs,z2 and β should take this fact into account in
order to obtain an efficient trade-off between TWC and SOLSF. It will be further
analyzed in Section 3.7.
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Theorem 3.1. [42] Consider system (3.1) where σ−dynamics read as (3.2) with Assump-
tions 3.1-3.3 satisfied and controlled by (3.14)-(3.15). If k1 and k2 are tuned as in (3.9),
then there exist positive parameters εs,z1 and εs,z2 satisfying (3.17) such that the trajectories
of system (3.1) converge, in a finite time, to

Bs = {x ∈ X ||z1| <
ε2
s,z2

2Kmin
M

+ εs,z1 , |z2| <
√
ε2
s,z2 + 2Kmax

m εs,z1} (3.18)

with
Kmax
m = bM(k1 − k2) + aM ,

Kmin
M = bm(k1 + k2)− aM .

(3.19)

Proof: First-of-all, suppose that the trajectory of the system in the phase plan (z1, z2) is
initially outside Ds: therefore, the TWC is applied. As mentioned in Section 3.2, given
that k1 and k2 fulfill (3.9), the system trajectory converges in a finite time towards the
origin (3.8). Therefore, it is guaranteed that the system trajectory converges to Ds in a
finite time (see curve O − P in Figure 3.1).
Once that occurs, given switching law (3.15) the SOLSF is applied; as a consequence, the
trajectory of the system may potentially leave Ds due to perturbations and uncertainties.
This case can be divided into 4 potential cases (see Figure 3.1)

(a) Case 3 (b) Case 4

Figure 3.1 – Description of the system trajectory in the phase plan (z1, z2) when controller
(3.14)-(3.15) is applied to system (3.4).

Case 1. the trajectory of the system leaves Ds through [AB] or [FE];
Case 2. the trajectory of the system leaves Ds through [CD] or [GH];
Case 3. the trajectory of the system leaves Ds through [BC] or [FG];
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Case 4. the trajectory of the system leaves Ds through [HA] or [ED].
In the sequel, for each case, the convergence boundaries of z1 and z2 are given.

Case 1. The trajectory of the system cannot leave Ds crossing [AB] (resp. [FE], see
Figure 3.1) since the TWC guarantees that ż2 < 0 (resp. ż2 > 0); therefore z2 cannot
increase (resp. decrease).

Case 2. Since z2 < 0 (resp. z2 > 0) along [CD] (resp. [GH], see Figure 3.1), then z1 is
decreasing (resp. z1 is increasing). Hence, the trajectories of the system cannot leave Ds
crossing [CD] (resp. [GH]).

Case 3. Considering the worst case, ż2 = −Kmin
M : it gives the most external trajectory

obtained from a point L on [BC] (see L in Figure 3.1a) where Kmin
M is the minimal possible

variation of z2 in absolute value when the large gain of the TWC is applied. The expression
of z1(M) 3, with z2(M) = 0, is given by

z1(M) = z2
2(L)

2Kmin
M

+ εs,z1 . (3.20)

Therefore, the worst case is when z2(L) is maximal, i.e. point L coincides with B. So,
equation (3.20) becomes

z1(M) =
ε2
z2

2Kmin
M

+ εs,z1 (3.21)

The objective is now to prove that the trajectory enters Ds crossing [CD]. This is done
by calculating z2(N), with the point N such that z1(N) = εs,z1 . Now, the worst case is
ż2 = −Kmax

m giving the farthest trajectory from the origin. Kmax
m is the maximal variation

of z2 in absolute value when the small gain of the TWC is applied. The expression of
z2(N) is given by

z2(N) = −εs,z2

√
Kmax
m

Kmin
M

. (3.22)

From (3.9), it is obvious that Kmax
m

Kmin
M

< 1; therefore, z2(N) < −εs,z2 . Hence, the trajectory
of the system enters Ds through [CD].
Finally, one concludes that if the trajectories of the system leave Ds through [BC], then

|z1| <
ε2
s,z2

2Kmin
M

+ εs,z1

|z2| < εs,z2

(3.23)

and the trajectory reaches again the domain Ds. Due to symmetry, the same bounds are
obtained if the trajectory leaves Ds through [FG].

Case 4. Considering the worst case, ż2 = Kmax
m gives the most external trajectory obtained

from a random point Q on [HA] (see Q in Figure 3.1b). The expression of z2(R), R being
such that z1(R) = 0, is given by

z2(R) =
√
ε2
s,z2 + 2Kmax

m z1(Q). (3.24)

3. With abuse of notation, z1(M) is the z1-coordinate of point M . The notation will be used for other
points and z2 in the sequel.
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Therefore, the worst case is obtained when z1(Q) is maximal and hence point Q coincides
with H. Therefore, equation (3.24) becomes

z2(R) =
√
ε2
s,z2 + 2Kmax

m εs,z1 . (3.25)

The objective is now to prove that the trajectory enters Ds crossing [EF ]. This is done
by calculating z1(S), S being such that z2(S) = εs,z2 . Now, the worst case is ż2 = −Kmin

M

giving the farthest trajectory from the origin. The expression of z1(S) is given by

z1(S) = εs,z1

√
Kmax
m

Kmin
M

. (3.26)

From (3.9), one deduces that z1(S) < εs,z1 . Hence the trajectory of the system enters Ds
through [AB].
Finally, one concludes that, if the trajectories of the system leave Ds through [HA] or
[ED] (due to symmetry), then one gets

|z1| < εs,z1

|z2| <
√
ε2
s,z2 + 2Kmax

m εs,z1 .
(3.27)

Therefore, by combining the 4 latter cases, the ultimate convergence boundary of the
trajectories of the system is given by

|z1| <
ε2
s,z2

2Kmin
M

+ εs,z1

|z2| <
√
ε2
s,z2 + 2Kmax

m εs,z1

This concludes the proof.

3.5 Dynamic approach for α

In the case of a switching approach for α, the potential of the α-variation process is not
fully exploited. With a switching−α approach, when the required accuracy is lost, the
TWC (α = 0) is applied to increase the robustness again. However, the worst case for the
uncertainties/perturbation is not always present: therefore, α = 0 is not always required
to obtain the required accuracy. Intermediate values of α (between 0 and 1) could provide
both required robustness and accuracy. As discussed in Section 3.2, α 6= 0 leads to a lower
energy consumption and a smoother controller. This discussion is the motivation of the
controller described in the sequel.
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The proposed controller reads as

u = −k1dz1c
α

2−α − k2dz2cα (3.28)

with k1 and k2 tuned as in (3.9) and α ∈ [0, 1]. Define γ as

γ = κ(−1 + sign(εd,z1 − |z1|) + sign(εd,z2 − |z2|)). (3.29)

and the dynamic adaptation law of α as

α̇ =


−1 if γ > 0 ∧ α ≥ 1

1 if γ < 0 ∧ α ≤ 0
γ otherwise

(3.30a)
(3.30b)
(3.30c)

with α(0) = 0, κ, εd,z1 and εd,z2 being positive constants.

Then, the adaptation law of α is defined via three equations
(3.30a) the objective is to avoid α increasing beyond 1;
(3.30b) the objective is to avoid α decreasing below 0;
(3.30c) the adaptation is effective and detailed in the sequel.
Note that in (3.30a) and (3.30b) there is formally no adaptation. Both cases imply that
conditions are fulfilled to continuously apply either TWC or SOLSF.

In this adaptation algorithm, z1 and z2 act on the dynamics of α and the logic of (3.30c)
reads as follows. When the trajectory of the system is inside Dd defined by

Dd = {(z1, z2) | |z1| ≤ εd,z1 ∧ |z2| ≤ εd,z2}, (3.31)

then the required accuracy of the closed-loop system is reached: γ = k and the value of α
is increasing in order to reduce the energy consumption. If z1 or z2 is outside ]−εd,z1 , εd,z1 [
or ]−εd,z2 , εd,z2 [ respectively, it means that the desired accuracy is not reached: γ = −κ
and α is decreasing towards zero in order to increase the accuracy of the system. If both
z1 and z2 are outside of their target intervals, therefore the rate by which α decreases
towards zero is three times faster (γ = −3k) in order to improve the accuracy faster.
Notice that α does not necessarily have to go to 0 to get the required robustness. Consider
the case where the trajectory is outside Dd. Then, α decreases following (3.30). However,
the trajectory could enter Dd again before α reaches 0. Indeed, it depends on the uncertain-
ties/perturbations acting on the system. Given that the uncertainties/perturbations are
not always in the so-called worst case, then α ∈]0, 1[ could provide the required robustness
to bring the trajectory back to Dd.

Parameters tuning.
- The gains k1 and k2 have to be tuned to ensure the stability of the closed loop system
∀α ∈ [0, 1]. Therefore, the gains must satisfy (3.9).

- As in the switching approach (Section 3.4), εd,z1 and εd,z2 are also linked to the
obtained accuracy by the controller. They are tuned to get the required trade-off
between the TWC and SOLSF.
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- κ defines the rate by which α increases or decreases. Increasing κ leads to a faster
reactivity of the controller to uncertainties/perturbations and vise-versa. Note that
if κ→∞, then this controller has the same behavior than controller (3.14)-(3.15)
(switching−α approach).

Theorem 3.2. [44] Consider system (3.1) where σ−dynamics reads as (3.2) with As-
sumptions 3.1-3.3 fulfilled and controlled by (3.28)-(3.30). If k1 and k2 are tuned as in
(3.9), then there exist positive parameters κ, εd,z1 and εd,z2 satisfying (3.17) such that the
trajectories of system (3.1) converge, in a finite time, to a vicinity of the origin.

Proof: Initially, the TWC is applied (α(0) = 0). As mentioned in Section 3.2, the
system trajectories converge in a finite time towards the origin (see (3.8)). Therefore, it is
guaranteed that the system trajectories converge to Dd in a finite time (trajectory between
L and M in Fig. 3.2). Then, following the adaptation law (3.30), the value of α increases
in order to reduce the energy consumption; unfortunately, it makes the controller less
robust. By a general point-of-view, uncertainties/perturbations could make the trajectory
of the system leave Dd (point M to point N). Therefore, α decreases again making the
controller more robust: as a consequence, the trajectory comes back to Dd (point N to
point O) and so on.
When the trajectory of the system potentially goes out from Dd due to uncertainties/per-
turbations, one can be sure that it will converge back to it in finite time. Consider the
system under the worst case of uncertainties/perturbations (see Assumption 3.2). Then,
α should decrease to 0 to provide the required robustness, bringing the trajectory of the
system back to Dd. This happens in finite time ( ≤ 1

κ
sec): the worst case is when α

should decrease from 1 to 0. When the TWC is applied (α = 0), the trajectory converges
to Dd in finite time too.
Notice also that the greater the value of κ, the faster the trajectory convergence.

Figure 3.2 – Example of a trajectory of the system in the phase plan (z1, z2) when controller
(3.28)-(3.30) is applied to system (3.1).
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3.6 Algebraic approach for α

In order to get a better performance and a smoother control, a controller with α dynamically
varying has been proposed in the previous section. However, it has not been possible to
formally determine the convergence domain and the variation of α depends on its initial
condition. In this section, the variation law of α is modified by proposing a controller for
which α algebraically varies between 0 and 1 with respect to z1 and z2. This fact means
that α has similar dynamics to the system. Unlike controller (3.28)-(3.30), the convergence
domain can be determined; furthermore, given the algebraic nature of the controller, no
initial condition for α is required.

The proposed controller reads as

u = −k1dz1c
α

2−α − k2dz2cα (3.32)

with k1 and k2 tuned as (3.9) and α ∈ [0, 1]. The exponent parameter α is defined by the
algebraic law

α = max(−β( |z1|
|z1|+ εa,z1

+ |z2|
|z2|+ εa,z2

) + 1 , 0) (3.33)

with β > 1 and εa,z1 , εa,z2 > 0.

The logic of the algebraic law can be summarized as follows: when |z1| or |z2| increase, it
means that the accuracy of the closed loop system is reduced. Therefore, the value of α
automatically decreases in order to improve the robustness of the system and then, the ac-
curacy again. On the other hand, when the accuracy of the system is improved (|z1| and |z2|
decrease), the value of α automatically increases in order to reduce the energy consumption.

Parameters tuning.

- Notice that α is restricted to the interval [0,1]. Therefore, the gains k1 and k2 should
be tuned as (3.9) to ensure the closed loop stability ∀α ∈ [0, 1];

- the accuracy of the controller depends on εa,z1 , εa,z2 and β. If β is increased or εa,z1
and εa,z2 are decreased, the accuracy of the closed loop system is improved;

- however, increasing β or decreasing εa,z1 and εa,z2 leads to lower average values of
α, that induces a higher energy consumption. Then, these three parameters have
to be wisely tuned to achieve the required trade-off between accuracy and energy
consumption.

- in order to obtain a controller with a lower energy consumption than the TWC,
εa,z1 , εa,z2 and β should be tuned such that, if z1 > 1 or z2 > 1, α should be equal to
0. This is ensured by introducing the following condition on the parameters of α in
(3.33)

k1
εa,z1
β − 1 + k2

εa,z2
β − 1 < k1 + k2 (3.34)
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Theorem 3.3. [40] Consider system (3.1) where σ−dynamics read as (3.2) with Assump-
tions 3.1-3.3 satisfied and controlled by (3.32)-(3.33). With k1 and k2 tuned as (3.9),
then there exist positive parameters εa,z1, εa,z2 and β (β > 1) satisfying (3.34) such that
∀x(0) ∈ X , the trajectories of system (3.1) converge in finite time to Ba defined as

Ba = {x ∈ X | |z1| ≤ max( εa,z1
β − 1 ,

ε2
a,z2

2(β − 1)2Kmin
M

)

|z2| ≤ max( εa,z2
β − 1 ,

√
2Kmax

m εa,z1
β − 1 )}

(3.35)

The proof of Theorem 3.3 is detailed in Appendix A.

3.7 TWC convergence domain
By a practical point-of-view i.e. in the case of a sampled controller, the TWC (α = 0)
forces the trajectories to reach S2

real (3.10). It means that, if one wants to get an efficient
trade-off between accuracy and energy consumption, β, ε?,z1 and ε?,z2 with ? = {s, a} must
be tuned such that the convergence domain of the proposed controllers is greater than
that of the TWC i.e. S2

real ⊂ B? 4 (see (3.18) and (3.35)). Otherwise, a risk is to have the
TWC all the time and chattering is not reduced.
Hence, the purpose of this section is firstly to evaluate the convergence domain of the system
trajectory when system (3.4) is controlled by a sampled TWC. This will be performed by
considering the TWC written in its switching form [2]. Consequently, this result will be
used to tune β, ε?,z1 and ε?,z2 such that S2

real ⊂ B?.

Consider the following assumptions

Assumption 3.4. The system trajectories are supposed to be infinitely extendible in time
for any bounded Lebesgue measurable inputs.

Assumption 3.5. The controller is updated in discrete-time with a sampling period Te.
The control input u is constant between two successive sampling steps, i.e

∀t ∈ [ςTe, (ς + 1)Te[ u(t) = u(ςTe). (3.36)

with ς ∈ N.

Then, the sampled TWC is written as

u(ςTe) = −k1sign (z1(ςTe))− k2sign (z2(ςTe)) . (3.37)

3.7.1 Twisting control under switching gain form
Recall the switching gain control

u(ςTe) =
{
uL(ςTe) = U(ςTe) ifςTe /∈ TH
uH(ςTe) = $U(ςTe) ifςTe ∈ TH

(3.38)

4. Notice that the controller with the dynamic−α approach is not concerned in this discussion since its
convergence domain has not been determined.
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with $ > 1, ς ∈ N and TH defining the time interval during which uH is applied. In fact,
the control input u can switch between two levels: a low level uL and a high level uH such
that |uL| < |uH |.
The TWC can be reformulated by U defined as

U(ςTe) = −Kmsign(z1(ςTe)) (3.39)

with Km > 0 and $ defined as

Km = k1 − k2

$ = (k1 + k2)/(k1 − k2),
(3.40)

and with TH such that

TH = {ςTe | z1z2 > 0} . (3.41)

The latter means that the high gain uH is applied when sign(z1(ςTe)) = sign(z2(ςTe)).
Then, the TWC written under the switching gain form is obtained and can be written as

u =
{
−Kmsign(z1) ifz1z2 ≤ 0
−$Kmsign(z1) ifz1z2 > 0 . (3.42)

Written under this form, it is clear that the amplitude of the input switches between four
values ±(k1 + k2) and ±(k1 − k2) (±Km and ±$Km) 5. Following (3.9), Km and $ are
tuned as follows

Km >
aM
bm

, $ > 2 + bM
bm

. (3.43)

As discussed in Chapter 1, if system (3.4) is controlled by (3.38)-(3.39) with TH defined
as (3.41) and Km and $ tuned as (3.40), a real second order sliding mode with respect to
z1 is established after a finite time.

3.7.2 Determination of the convergence domain

The TWC has been rewritten in the switching gain form. Thanks to this original formalism,
the convergence domain is derived and given by the following theorem.

5. There exist singularities when z1 = 0 or z2 = 0; notice that for a sampled application, it is not
practically possible that both variables are exactly equal to zero. Then, these singularities are not
considered here.
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Theorem 3.4. [45] Consider system (3.1) where σ−dynamics read as (3.2) under As-
sumptions 3.1-3.5 and controlled by (3.38)-(3.39) with TH defined as (3.41). Then, if Km

and $ are tuned as in (3.40), the trajectories of system (3.4) converge in a finite time to

|z1| ≤
(
%+ Kmax

m

2 + %2

2Kmin
M

)
T 2
e (3.44)

and
|z2| ≤ %Te (3.45)

where % is the positive solution of the second order equation

( 1
Kmax
m

− 1
Kmin
M

)%2 − 4%+ 2Kmax
m = ( 1

Kmax
m

− 1
Kmax
M

)(Kmax
M )2 (3.46)

with
Kmax
m = max(K∗m) = bMKm + aM

Kmin
m = min(K∗m) = bmKm − aM

Kmax
M = max(K∗M) = $bMKm + aM

Kmin
M = min(K∗M) = $bmKm − aM .

(3.47)

Proof. Define u∗(t) as

u∗(t) =
{
−K∗m(t) · sign(z1(ςTe)) ifςTe /∈ TH
−K∗M(t) · sign(z1(ςTe)) ifςTe ∈ TH

(3.48)

with K∗m and K∗M defined by

K∗m(t) = b(x, t)Km − a(x, t)sign(z1(kTe))
K∗M(t) = b(x, t)$Km − a(x, t)sign(z1(kTe))

(3.49)

Then, system (3.4) can be rewritten as

ż1 = z2

ż2 = u∗
(3.50)

Define t = ti the instant at which the system trajectory crosses z2-axis for the ith time
(with z1(ti) = 0), T is the time at which the ith z1-sign switching is detected 6 and τ di the
duration of the detection, i.e.

sign(z1(T is)) 6= sign(z1(T is − Te)) (3.51)

and
τ di = T is − ti. (3.52)

Recall τi as the duration of the large control input, i.e.

[T is , T is + τi] =
{
ςTe|T is ≤ ςTe ≤ T i+1

s and u(ςTe) = uH} . (3.53)

6. A time value with capital letter T ∗
∗ represents a sampling time whereas a time value with letter t∗∗ is

an instant on continuous time.
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It yields that this duration is a multiple of the sampling period, i.e. for i > 0,

τi = ςiTe < T i+1
s − T is (3.54)

ςi being defined such that

sign(z2(T is + ςiTe)) 6= sign(z2(T is + (ςi − 1)Te)) . (3.55)

Suppose that the controller has been tuned in order to guanrantee the convergence of the
trajectory towards a vicinity of the origin. As shown in Figure 3.3, the gain switching
point for the TWC occurs when the system trajectory crosses z2-axis and is detected, that
can be done only at a sampling time that potentially induces a delay.

Figure 3.3 – TWC: trajectory in the (z1, z2)-phase plane.

Without loss of generality, suppose that at instant t = ti, the system crosses z2-axis for
the ith time, and at t = T is the ith z1-sign switching is detected. The delay of the detection
between ti and T is is τ di . As shown in (3.54)-(3.55), the large input uH switches off just
after the system trajectory crosses z1-axis at instant t = TSW .
If z2(ti) < 0, one has z2(TSW ) ≥ 0, otherwise z2(TSW ) ≤ 0 with z2(ti) > 0. It means that
the length of the system trajectory projection on z2-axis under large gain input is always
larger than |z2(T is)|. It yields∫ T is+τi

T is

K∗M(t) dt ≥ |z2(ti)|+Kmax
m τ di . (3.56)

According to Theorem 1.1 (see Chapter 1 Section 1.3.2), it is clear that the first line of
condition (1.46) is satisfied. On the other hand, one has

∫ T is+τi

T is

K∗M(t) dt ≤ |z2(T is)|+ |z2(TSW )| (3.57)

which leads to ∫ T is+τi

T is

K∗M(t) dt ≤ |z2(ti)|+Kmax
m τ di + |z2(TSW )| . (3.58)

Second line of condition (1.46) in Theorem 1.1 is fulfilled when |z2(TSW )| ≤ ∆′.
Denote τ dsw the time delay to detect the ith sign switching of z2. So, one has |z2(TSW )| ≤
Kmax
M τ dsw.

According to Theorem 1.1, when ∆′ ≥ Kmax
M τ dsw, the system trajectory will converge closer
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to origin. If it is not the case, it means that the system trajectories have already reached
the vicinity of zero. The system trajectories can no further converge to origin, when
∆′ < Kmax

M τ dsw. Therefore, the threshold value Kmax
M τ dsw for ∆′ enables to calculate the

convergence domain. To this end, remark that the maximum value for the delay for a
sign detection is Te and suppose in the sequel τ dsw = Te and τ di = Te. Then, replacing
∆′ by Kmax

M Te into (1.48) and remarking that the maximum value of |z2| is obtained for
|z2(T is)| = |z2(ti)|+Kmax

m Te, one gets, with (1.48) and (1.49), the final convergence domain
(3.45) for z2.
The maximum value of z1 is obtained when the system crosses z1-axis (just before instant
TSW ) and the final convergence domain for z1 is given by

|z1| ≤ |z2(ti)|Te +Kmax
m

T 2
e

2 + z2
2(T is)

2Kmin
M

(3.59)

which leads to (3.44) thanks to (3.45). The establishment of real second order sliding
mode is then proved i.e.

|z1| ≤ µ1T
2
e , |z2| ≤ µ2Te (3.60)

with µ1 =
(
%+ Kmax

m

2 + %2

2Kmin
M

)
and µ2 = % following (3.46).

Given that a formal definition of the TWC has been given, one tunes β, ε?,z1 and ε?,z2 of
controllers (3.14)-(3.15) and (3.32)-(3.33) such that S2

real ⊂ B? with ? = {s, a}. This is
performed in order to get an efficient trade-off between accuracy and energy consumption.

3.8 Simulation results

3.8.1 Context
In this section, the effectiveness of the proposed controllers in this chapter is evaluated by
simulations. Their performances are compared with respect to SOLSF and TWC. The
simulations have been performed using Matlab/Simulink. The controller sampling period
is Te = 1ms with Euler integration solver (sampling period step equal to 0.01ms). The
simulation duration is 5s. The functions ā(x, t) and b̄(x, t) (see Fig. 3.4) are generated
using the MATLAB function ’rand’ and are the same while testing all controllers. The
bounds of these functions are

aM = 4, bm = 0.96 and bM = 1.04

0 1 2 3 4 5
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-2

0

2

4

0 1 2 3 4 5
0.96

0.98

1
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1.04

Figure 3.4 – Left: ā(x, t) versus time (s); Right: b̄(x, t) versus time (s).
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The gains are stated as k1 = 16, k2 = 8 for both controllers satisfying condition (3.9).
Given the above information (bounds of ā(x, t) and b̄(x, t), controllers gains and controller
sampling period), the analytic bounds of z1 and z2 for the TWC are given following
(3.44)-(3.46) as follows

|z1| < 1.71 · 10−4,

|z2| < 7.15 · 10−2.
(3.61)

Hence, in order to obtain an effective adaptation for α, the first set (Set 1) of parameters
εs,z1 and εs,z2 for the controller with switching−α approach (controller (3.14)-(3.15)) is
chosen such that its theoretical convergence domain, following (3.18), is equal to the
theoretical convergence domain TWC given in (3.61)

εs,z1 = 1.05 · 10−4, εs,z2 = 5.01 · 10−2.

Similarly, Set 1 of parameters for the controller with algebraic−α approach (controller
(3.32)-(3.33)) is given as follows

β = 2, εa,z1 = 1.71 · 10−4, εa,z2 = 7.15 · 10−2.

Since the convergence domain for the controller with dynamic−α approach is not deter-
mined, Set 1 of its parameters is taken to obtain good performances as follows

k = 10, εd,z1 = 3 · 10−5, εd,z2 = 3 · 10−2.

In the second set (Set 2), only εz1 is changed and is multiplied by 2 for each controller.
This is done to show how the trade-off between energy consumption and accuracy is
achieved by changing the parameters of the controllers.

3.8.2 Results
For the controllers with variable α, the TWC (α=0) is initially applied (see Figure 3.7).
When the system trajectories converge (t ≈ 1.5sec), the adaptation starts (this phase will
be called the steady state).
The theoretical and simulation bounds of the TWC controller are given in Table 3.1:
Theorem 3.4 is confirmed. From Table 3.1, it can be seen that the bounds of the controllers
with the switching and algebraic approaches obtained by simulation satisfy (3.18) and
(3.35) respectively. Recall that the controllers with the switching and algebraic approaches
parameters have been chosen as to obtain the same theoretical convergence domain as the
TWC.
The energy consumed by the proposed controllers is much less than that of the TWC
and comparable to that of the SOLSF (see E in Table 3.2). The accuracy versus |z1|
(mean(|z1|) in Table 3.2 and Figure 3.5) with the proposed controllers is better than with
the SOLSF and comparable to the TWC, whereas the accuracy versus |z2| (mean(|z2|)
in Table 3.2 and Figure 3.5) with the proposed controllers is better than the other cases
(concerning the TWC, this is mainly due to the attenuation of the chattering effect). An
indicator used to quantify the chattering effect is the var function of the control input
var(u) (see Table 3.2): with the proposed controllers, this indicator is significantly less
than with the TWC and larger than with the SOLSF. This can also be seen on the control
input signals of both controllers (see Figure 3.6).
Concerning the comparison between Set 1 and Set 2 with the proposed controllers, it
is done in order to show how the trade-off between energy consumption and accuracy is
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achieved by changing the parameters of the controllers. One notices a better accuracy
with Set 1 than with Set 2 (see Table 3.2). This is due to the larger weight on accuracy
caused by a smaller value of εz1 with Set 1. The price to pay is that, with Set 1, a greater
energy is consumed. Therefore, one can either favor accuracy or less energy consumption
by tuning the different parameters of the proposed controllers.
Concerning the comparison between the different variable α approaches, it can be seen
that, as predicted, the algebraic−α approach provides the smoother control (see var(u) in
Table 3.2). This is also corroborated by investigating the evolution of α with respect to
time with the different variable α approaches in Figure 3.7. One notices that the evolution
of α with the controller with algebraic−α approach is the smoothest. Indeed, a direct
relation exits between α and the control input u (see (3.5)); hence, a smoother α induces a
smoother control input u. Between the different variable α approaches, the least energy is
consumed (see E) by the controller with the algebraic−α approach. It also has comparable
accuracy on z1 and a much better one on z2 with respect to the other two approaches.

max(|z1|) max(|z2|)
Theoretical bounds 1.71 · 10−4 7.15 · 10−2

Simulation bounds TWC 8.86 · 10−5 4.65 · 10−2

Simulation bounds controller
with algebraic-α approach 9.38 · 10−5 9.37 · 10−3

Simulation bounds controller
with switching-α approach 1.71 · 10−4 4.11 · 10−2

Table 3.1 – Theoretical and simulation bounds for TWC, controller with algebraic-α
approach (Set1), controller with switching-α approach (Set1).
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Figure 3.5 – Evolution of z1 (Left) and z2(Right) versus time (s). Top to bottom:
controller with algebraic-α approach (Set1), controller with switching-α approach (Set1),
controller with dynamic-α approach (Set1), TWC and SOLSF.
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Figure 3.6 – Evolution of u versus time (s). Top to bottom: controller with algebraic-α
approach (Set1), controller with switching-α approach (Set1), controller with dynamic-α
approach (Set1), TWC and SOLSF.
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Figure 3.7 – Evolution of α versus time (s). Top to bottom: controller with algebraic-α
approach (Set1), controller with switching-α approach (Set1), controller with dynamic-α
approach (Set1).

3.9 Conclusion
The main contributions of this chapter can be summarized as follows
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Energy E mean(|z1|) mean(|z2|) var(u) mean(α)
TWC 292.49 2.19 · 10−5 1.63 · 10−2 2.57 · 104

SOLSF 2.05 3.90 · 10−2 1.26 · 10−1 2.56 · 101

Set1

Controller with
algebraic-α approach 4.89 7.07 · 10−5 9.42 · 10−4 4.72 · 102 0.40

Controller with
switching-α approach 57.04 6.24 · 10−5 1.52 · 10−2 5.23 · 103 0.80

Controller with
dynamic-α approach 37.41 4.13 · 10−5 4.64 · 10−3 3.80 · 103 0.29

Set2

Controller with
algebraic-α approach 4.90 1.29 · 10−4 1.73 · 10−3 1.66 · 102 0.42

Controller with
switching-α approach 41.43 1.30 · 10−4 1.36 · 10−2 3.81 · 103 0.85

Controller with
dynamic-α approach 31.78 1.07 · 10−4 7.54 · 10−3 2.71 · 103 0.32

Table 3.2 – Energy E , mean accuracy on z1, mean accuracy on z2, var(u) and average value
of α in steady state with controller with algebraic-α approach, controller with switching-α
approach, controller with dynamic-α approach, TWC and SOLSF.

• new controllers with variable α parameters for systems whose relative degree is equal
to 2 is proposed.
• three variable α approaches have been explored: switching, dynamic and algebraic.
They combine high accuracy and low energy consumption.
• the stability of the system controlled by these controllers is proved and the convergence

domain is calculated for the switching and algebraic-α approaches.
• the convergence domain of the TWC in the case of a sampled controller is determined.
This is done in order to ensure an effective variation of α.
• the effectiveness of the proposed controllers is shown via simulations and their
performances are compared to those obtained with the TWC and SOLSF. They
allow high accuracy tracking with reduced chattering and energy consumption.
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4.1 Introduction
In Chapter 2, a controller with high accuracy and low energy consumption is designed for
systems with relative degree 1. In Chapter 3, this result has been extended to systems
with relative degree 2. The objective of this chapter is the design of a controller with
similar properties (high accuracy and low energy consumption) such that the restriction
on the relative degree is relieved, i.e. relative degree r ≥ 1.
To achieve this objective, the proposed solution is inspired by sliding mode control (SMC)
techniques. Indeed, higher order SMC (HOSMC) eliminate the restriction on the sliding
variable relative degree. Among numerous HOSM solutions, one can cite [23] in which a
HOSMC is designed using homogeneity tools. However, their design and analysis lack the
link to classical sliding mode where a Lyapunov framework is used. In [53], [54] Lyapunov
methods have been successfully applied to second order SMC, and attempts have been
made to construct Lyapunov functions for HOSMC in [55], [56]. However, the result that
seems to be the most complete is given in [29]. This latter proposes the design of a family
of HOSMCs with finite time convergence using a Lyapunov framework. This is why a
particular set of the family of HOSMCs controllers proposed in [29] is used in this thesis
as a basis for the controller developed in the sequel.
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Like many SMCs, the main drawback of the controller design in [29] is the chattering effect.
The gains are overestimated leading to a high energy consuming controller which further
amplifies the chattering effect. The objective of this chapter is to reduce this drawback by
designing a new control strategy where a parameter α is introduced to the exponent term
of the controller [29]. This parameter α is made variable and its evolution with respect
to time is described with respect to the accuracy of the closed loop system. In a similar
way to the previous controllers (Chapters 2 and 3), the value of α is increased in order
to reduce the energy consumption whereas, when the accuracy is low, α is decreased to
improve the robustness against matching perturbations/uncertainties.

4.2 Problem statement
Consider the following system

ẋ = f(x, t) + g(x, t)u
σ = σ(x, t)

(4.1)

with x ∈ X ⊂ Rn the state vector (X being an open bounded subset of Rn and n being
the state dimension), f and g sufficiently differentiable uncertain functions, u ∈ U ⊂ R the
control input (U being a bounded open subset of R) and σ the sliding variable. Assume
that

Assumption 4.1. The relative degree of (4.1), denoted r, is constant and known, i.e.

σ(r) = ā(x, t) + b̄(x, t)u (4.2)

Furthermore, one supposes that r ≥ 2. 1

Assumption 4.2. ā(x, t) and b̄(x, t) are unknown but bounded functions such that there
exist positive constants aM , bm and bM such that ∀x ∈ X , t ≥ 0 one has

|ā(x, t)| ≤ aM , 0 < bm ≤ b̄(x, t) ≤ bM . (4.3)

Assumption 4.3. The internal dynamics of the system are bounded.

Under these assumptions, σ-dynamics can re-written as

ż1 = z2
...
żr = ā(x, t) + b̄(x, t)u

(4.4)

with z = [z1 · · · zr]T = [σ · · ·σ(r−1)] ∈ Z ⊂ Rr. The control objective is achieved when z is
evolving in a finite time around a vicinity of the origin in spite of perturbations/uncer-
tainties. In [29], a family of HOSMCs is designed to control (4.4) and is based on control

1. When r = 1, the results developed in this chapter are the same as in Chapter 2. Then, in this
chapter, one shall consider r ≥ 2.
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Lyapunov functions (CLFs). The focus here is made on a particular set of these HOSMCs,
the control law u reading as

u =− krdξrc0,

ξi =dzic
ε1
εi + k

ε1
εi
i−1ξi−1

(4.5)

with 2 ≤ i ≤ r, ε = (ε1, · · · , εr) = (r, r − 1, · · · , 1) and ξ1 = z1. Furthermore, (k1, · · · , kr)
are the controller gains where (k2, · · · , kr) can be written as a function of k1 such that

ki = ßi−1k
r

r−(i−1)
1 ∀i = 2, · · · , r − 1

bmkr − aM ≥ ßr−1k
r
1

(4.6)

with the parameters ßi−1 (2 ≤ i ≤ r − 1) calculated by evaluating homogeneous functions
[30] and numerically finding their maxima on a homogeneous sphere (see Table 1.1 in
Section 1.3.3 for proposed values of ßi−1 (2 ≤ i ≤ r − 1) for r = {2, 3, 4}).
The controller (4.5) allows the establishment of a rth-order sliding mode, i.e. z reaches
zero in a finite time. However, it engenders the chattering phenomena caused by the
unmodelled dynamics in the system. The controller is also high energy consuming from
a control effort point of view since the gains have to be tuned in order to guarantee the
finite time convergence in the "worst case" of perturbations and uncertainties. This last
constraint induces the restrictions imposed by (4.6) on the gains of the controller. The
chattering phenomena is further amplified by the gain overestimation.
In the sequel, a new controller is proposed based on (4.5) where a new parameter α is
introduced as an exponent of ξr. The evolution of α is based on the accuracy of the
closed-loop system and gives rise to an efficient trade-off between precision and energy
consumption. It also allows to reduce the chattering phenomenon. In the next section, a
formalization of this process is given and the closed loop stability is proven.

4.3 Controller design

The proposed controller, applied to system (4.4), reads as

u =− krdξrcα,

ξi =dzic
ε1
εi + k

ε1
εi
i−1ξi−1, 2 ≤ i ≤ r

(4.7)

with (k1, · · · , kr) tuned as in (4.6) and α varying between 0 and 1 via the following
variation law

α = max
(
− β

r∑
i=1

|zi|
|zi|+ εzi

+ 1, 0
)

(4.8)

Parameters εzi , (1 ≤ i ≤ r) and β are positive constants set by the user with β > 1.

Energy consumption with controller (4.7)-(4.8). The control effort (in absolute value)
of controller (4.7)-(4.8) is equal to kr|ξr|α whereas the control effort (in absolute value) of
controller (4.5) is equal to kr. Now, suppose that |ξr| < 1 2: therefore, by comparing the

2. It is not restrictive to consider |ξr| < 1 once the system trajectory converge to a vicinity of the
origin.
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control effort of both controllers ∀α ∈ [0, 1] one has

kr ≥ kr|ξr|α (4.9)

where the left hand side of (4.9) and its right hand side are equal only when α = 0.
Then, it is clear that the control effort is smaller with controller (4.7)-(4.8) with respect
to controller (4.5). Recall that the energy consumption is defined as (see Section 2.2.1)

E =
∫ tf

t0
u2(t)dt

with t0 and tf the initial and final instants respectively of the time interval over which the
energy is evaluated. Then, the control effort is an image of the energy consumption. Hence,
the energy consumed by controller (4.7)-(4.8) is less than that consumed by controller (4.5).

Notice also that ∀α1, α2 ∈ [0, 1] such that α1 > α2, one has

kr|ξr|α1 < kr|ξr|α2 (4.10)

Then, the energy consumption decreases when α increases. Given the nonlinearity of the
system, one cannot be sure that the system will follow the same trajectory with different
values of α; therefore, one cannot be sure that (4.10) holds. However, the trend is visible
in simulation that, as α increases, the energy consumption of the system decreases and
vice-versa.

Remarks and parameters tuning.
- In order to guarantee the convergence of system (4.4) with controller (4.7)-(4.8)
towards a vicinity of the origin, the gains (k1, · · · , kr) must be tuned following (4.6).

- A key point of this new control strategy is that its energy consumption is less than
that of controller (4.5). Therefore, one should tune εzi(1 ≤ i ≤ r) and β in a way
to make sure that inequality (4.9) is satisfied. This means that when |ξr| ≥ 1, α
should be equal to 0 which is ensured by introducing the following condition on the
parameters of εzi(1 ≤ i ≤ r) and β in (4.8): 3

ξr(
εz1
β − 1 , · · · ,

εzr
β − 1) < 1. (4.11)

- If the trajectories of the system are inside D defined as

D = {(z1, · · · , zr) ∈ Z | α = −β
r∑
i=1

|zi|
|zi|+ εzi

+ 1 > 0}, (4.12)

then the desired accuracy of the system is reached; therefore, the variation of α
becomes possible and the value of α will vary between 0 and 1 following (4.8).

- If the trajectories of the system are outside D, it means that the desired accuracy
is not reached; it can be viewed as a loss of robustness versus perturbations and
uncertainties. Hence, following (4.8), α = 0: robust controller (4.5) is applied forcing
the trajectories back to D.

3. With abuse of notation, ξr(
εz1
β−1 , · · · ,

εzr

β−1 ) is the value of ξr for z = ( εz1
β−1 , · · · ,

εzr

β−1 ).
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- Following (4.12), εzi , (1 ≤ i ≤ r) and β have a direct influence on D and therefore
an influence on the accuracy of the controller. This fact is further discussed in the
sequel.

Theorem 4.1. [46] Consider system (4.1) under assumptions 4.1-4.3 where σ−dynamics
read as (4.2) and controlled by (4.7)-(4.8). If (k1, · · · , kr) are tuned as (4.6), then there
exist positive parameters εzi , (1 ≤ i ≤ r) and β > 1 satisfying (4.11) such that the
trajectories of system (4.1) converge, in a finite time, to a vicinity of the origin.

Proof: Suppose that the trajectory of the system is outside D; then α = 0 and controller
(4.5) is applied. Given its finite time convergence property and supposing (z1(Q), z2(Q))
as the initial coordinates, the trajectory will converge to D in finite time (see trajectory
Q − R in Figure 4.1). Once the trajectory is inside D, the variation of α takes effect
following (4.8) decreasing the energy consumption (from a control effort point of view)
and the chattering effect. Due to the loss of robustness versus perturbation/uncertainties
(α 6= 0), the trajectory might leave D (see trajectory R−S in Figure 4.1). Hence following
(4.8), α = 0 forcing the trajectory back to D (see trajectory S − T in Figure 4.1) and so
on. In fact, once the system trajectory converges to D for the first time, it evolves in a
domain D′ (see D′ in Figure 4.1) that is slightly larger than D. εzi (1 ≤ i ≤ r) and β
influence the size of D and subsequently D′; hence, they influence the ultimate accuracy
of the controller.

Figure 4.1 – Description of the system trajectory

Notice that, without loss of generality, note that Figure 4.1 is given for r = 2 in order to
give a behavior illustration in the phase plan. In the sequel, the explicit expression of D′
for r = 2 is determined.
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Theorem 4.2. [41] Consider system (4.1) under assumptions 4.1-4.3 where σ−dynamics
read as (4.2) with r = 2 and controlled by (4.7)-(4.8). If k1 and k2 are tuned as in (4.6),
then there exist positive parameters εz1 , εz2 and β satisfying (4.11) with β > 1 such that
the trajectories of system (4.1) converge, in a finite time, to

D′ = {x ∈ X | |z1| < max

(
εz1
β − 1 ,

ε2
z2

2(β − 1)2K∗

)

|z2| < max


√√√√ 2K∗k2

1εz1
(k2

1 + 2K∗) (β − 1) ,
εz2
β − 1

 (4.13)

with K∗ = bmk2 − aM .

The proof of Theorem 4.2 is given in Appendix B. However, the outline of the proof is
given as follows.
Recall D from (4.12) as the region around the origin in which the variation of α is possible
(see Figure 4.2). Once the trajectory of the system is inside D, it could potentially leave
it due to loss of robustness versus perturbations and uncertainties (α 6= 0, see trajectory
F −M in Figure 4.2). The trajectory of the system could leave D from
Case 1. >

AB (resp. >
CD)

Case 2. a section of >
BC (resp. >

DA)
Nevertheless, once the trajectory is evolving outside D, the robustness property is increased
(α = 0) which will force the trajectory back to D (see >

ME in Figure 4.2) and so on. In
Appendix B, a formalization of the above discussion is given as well as the convergence
domain D′ of the proposed controller i.e. the convergence domain for when the trajectory
of the system leaves D due to case 1 and case 2.

Figure 4.2 – Example of system trajectory in the phase plan with r = 2.

4.4 Simulation results
In this section, simulation results are given showing the effectiveness of the proposed
controller (4.7)-(4.8). The software used is MATLAB/Simulink; the sampling period equals
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0.1 ms with Euler integration solver. For simulation purposes, the relative degree of the
system is taken equal to 3. This choice is made given that, in Chapters 2 and 3 systems
with relative degree equal to 1 and 2 respectively have been considered. By this way, the
applicability of the proposed method to high order systems (r > 2) and its effectiveness
versus HOSMCs is shown.
Nevertheless, an example for which relative degree equals 2 is also considered. This is
done in order to show that the system trajectories converge to the convergence domain D′
defined in Theorem 4.2.

4.4.1 System with relative degree r = 3
Consider system (4.1) with σ−dynamics reading as (4.2) with r = 3. Then, the system is
written as

ż1 = z2,

ż2 = z3,

ż3 = ā(x, t) + b̄(x, t)u
(4.14)

The functions ā(x, t) and b̄(x, t) (Figure 4.3) are generated using the MATLAB function
’rand’. The bounds of these functions are

aM = 5, bm = 0.96 and bM = 1.04 (4.15)

0 1 2 3 4 5 6

-5

0

5

0 1 2 3 4 5 6

0.96

1

1.04

Figure 4.3 – Functions ā(x, t) (top) and b̄(x, t) (bottom) versus time (s).

The gains are stated as k1 = 1, k2 = 1.5 and k3 = 35 for both controllers satisfying
condition (4.6). The parameters of α for controller (4.7)-(4.8) are taken

β = 4, εz1 = 10−7, εz2 = 10−5 and εz3 = 10−1

satisfying condition (4.11).

Concerning controller (4.7)-(4.8), (α = 0) is initially applied that ensures the convergence
of the system towards a vicinity of the origin. When the system converges (t ' 2.2 s− see
Figure 4.4), the α−variation starts (see Figure 4.6). The phase where α is varying will be
called the steady state.
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The energy consumed by controller (4.7)-(4.8) is much less than that consumed by controller
(4.5) (see E in Table 4.1 and control u in Figures 4.5 and 4.8). The average accuracy of
|z1|, |z2| and |z3| (see Figures 4.4 and 4.7, and mean(|z1|),mean(|z2|) and mean(|z3|) in
Table 4.1 for 3 ≤ t ≤ 5 s) is high with both controllers. This means that variation of α
has a low impact on the system accuracy but allows to reduced the energy consumption.
An indicator used to quantify the chattering effect is the var (see (2.25)) of the control
input (see Table 4.1): it is significantly less with controller (4.7)-(4.8) than with controller
(4.5). This can also be viewed on the control input signal u of both controllers (Figures
4.5 and 4.8).

Controller
(4.7)-(4.8)

Controller (4.5)

Energy E 522.02 2450
Mean(|z1|) 7.13 · 10−9 1.57 · 10−10

Mean(|z2|) 1.42 · 10−6 2.55 · 10−7

Mean(|z3|) 1.54 · 10−3 1.83 · 10−3

var(u) 2.53 · 105 1.17 · 106

Table 4.1 – Energy E , average value of |z1|, |z2| and |z3|, var(u) for controller (4.7)-(4.8)
and controller (4.5) for 3 ≤ t ≤ 5 s.
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Figure 4.4 – Controller (4.7)-(4.8). Top: z1 (with zoom) versus time (s). Center: z2
(with zoom) versus time (s). Bottom: z3 (with zoom) versus time (s).
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Figure 4.5 – Controller (4.7)-(4.8). Input u versus time (s).
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Figure 4.6 – Controller (4.7)-(4.8). α versus time (s).
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Figure 4.7 – Controller (4.5). Top: z1 (with zoom) versus time (s). Center: z2 (with
zoom) versus time (s). Bottom: z3 (with zoom) versus time (s).
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Figure 4.8 – Controller (4.5). Input u versus time (s).

4.4.2 Relative degree r = 2
Consider system (4.1) with σ−dynamics reading as (4.2) with r = 2. The objective of
this section is to show that, when controller (4.7)-(4.8) is applied to (4.1), the system
trajectories converge to the convergence domain D′ defined in (4.13) in Theorem 4.2. The
system is written as

ż1 = z2,

ż2 = ā(x, t) + b̄(x, t)u
(4.16)

ā(x, t) and b̄(x, t) are taken the same as in the previous section. The gains of controller
(4.7)-(4.8) are stated as k1 = 1 and k2 = 8 satisfying condition (4.6). The parameters of α
are taken

β = 9, εz1 = 5 · 10−6 and εz2 = 10−2

satisfying condition (4.11). Then, according to (4.13), the theoretical convergence domain
D′ can be deduced as

|z1| < 7.28 · 10−6,

|z2| < 6.25 · 10−3.
(4.17)

In the simulation test, the state variables converge into a vicinity of zero in a finite time
(see Figure 4.9). After the transient behavior, the maximum values of |z1| and |z2| are

|z1| < 7.83 · 10−7,

|z2| < 1.50 · 10−3.
(4.18)

Bounds (4.18) and Figure 4.9 clearly show that after a finite time, the system trajectories
evolve in the convergence domain given by (4.17).

4.5 Prospective on α-variation
As viewed in Chapter 3, the choice for the variation law of α is not unique. Indeed,
different laws could improve some features of the closed-loop system as accuracy or energy
consumption. This fact is illustrated in this section without any convergence proof.

Define the following variation law

α = max
(
− β |ξr|
|ξr|+ ε

+ 1, 0
)

(4.19)

Parameters ε and β are positive constants set by the user with β > 1. One of the
advantages of this variation law is that no matter the relative degree r of the system, the
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Figure 4.9 – Controller (4.7)-(4.8). Top: z1 (with zoom) versus time (s). Bottom: z2
(with zoom) versus time (s). The theoretical bounds of the convergence domain are plotted
in red.

number of parameters of α does not change which reduces the parameter tuning effort.
The logic of the controller is as follows. Recall

ξr =dzrc
ε1
εr + k

ε1
εr
r−1ξr−1

ξi =dzic
ε1
εi + k

ε1
εi
i−1ξi−1, 2 ≤ i ≤ r.

This means that ξr is a function of the system states and could be used as an image of the
system accuracy. Then, when |ξr| is smaller than ε

β−1 , α is increased and varies between 0
and 1 in order to decrease the energy consumption. On the other hand, when |ξr| ≥ ε

β−1 ,
α becomes 0 increasing the robustness of the system and so on.

Following the variation law (4.19), define D as the region where α is variable; it is given by

D = {x ∈ X | |ξr| <
ε

β − 1}. (4.20)

Notice that α begins varying as soon as |ξr| < ε
β−1 i.e. before z converges (see Figure

4.10); this is why, it has been difficult to perform the convergence proof.
For the simulations, consider system (4.1) with σ−dynamics reading as (4.2) with r = 3 as
Section 4.4.1. Controller (4.7) & (4.19) is used to stabilize system (4.1) with the conditions
and gains similar to Section 4.4.1. The parameters β and ε are taken equal to 9 and 4 ·10−8

respectively. One notices that, for lower energy consumption, a better accuracy with (4.7)
& (4.19) with respect to controller (4.7)-(4.8) on z1, z2 and z3 is obtained. Furthermore,
the accuracy is similar (z1 and z2) or better (z3) than that obtained with controller (4.5),
with a much reduced energy consumption (divided by 42 - see Table 4.2).

4.6 Conclusion
The main contributions of this chapter can be summarized as follows
• a generalized algorithm based on HOSMC for systems of arbitrary relative degree is
proposed: it offers high accuracy tracking with reduced energy consumption with
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Figure 4.10 – Example of a system trajectory when controller (4.7) & (4.19) is applied to
system (4.4) with r = 2

Controller
(4.7)-(4.8)

Controller (4.5)
Controller

(4.7) & (4.19)
Energy E 522.02 2450 57.93
Mean(|z1|) 7.13 · 10−9 1.57 · 10−10 1.05 · 10−9

Mean(|z2|) 1.42 · 10−6 2.55 · 10−7 2.81 · 10−7

Mean(|z3|) 1.54 · 10−3 1.83 · 10−3 4.42 · 10−4

var(u) 2.53 ·105 1.17 ·106 4.42 · 104

Table 4.2 – Energy E , average value of |z1|, |z2| and |z3|, standard deviation of u for
controller (4.7)-(4.8), controller (4.5) and controller (4.7) & (4.19) for 3 ≤ t ≤ 5 s.

respect to HOSMC. This is performed by introducing a parameter α and varying it
between 0 and 1;
• the stability of the system controlled by the later controller is given. The convergence
domain is calculated for system with relative degree 2 with respect to the sliding
variable;
• the effectiveness of the proposed controller is shown via simulations and its perfor-

mances are compared to results obtained by controller [29]: the proposed controller
allows high accuracy tracking with reduced energy consumption;
• for system with relative degree equal 2, simulations illustrating that the system

trajectory converges to the theoretical convergence domain are given;
• a prospective on the variation of α decreasing the number of tuning parameters is

also given. It has good closed-loop performances; however, no convergence proof is
given.
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5
Application to an electropneumatic
actuator
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5.1 Introduction
Pneumatic actuators are very common in industrial applications due to their low cost
and weight, easy installation and maintenance, and high power/weight ratio [57, 58, 59].
However, they are uncertain and complex systems which makes the control of their position
quite difficult. Indeed, the nature of these actuators and their interaction with external
elements make their modeling difficult and therefore their control. This makes sliding mode
control an ideal tool to control this type of actuators thanks to its robustness property
versus uncertainties and perturbations.
FOSMC has been used to control an electropneumatic actuator in [57]; however, the
high frequency oscillations of the control input engender high frequency motion of the
servodistributors mobile parts. This high frequency motion can deteriorate the components
of the actuator and therefore must be reduced as much as possible. An alternative solution
has been the use of higher order sliding mode approaches (see for example [60, 59, 61]):
the interest of such control laws is a better accuracy and a reduction of the chattering.
However, their tuning is not a simple task given that the bounds of the uncertainties and
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perturbations, whose knowledge is important for the computation of the control parameters,
are not easily determined and are very often overestimated. Then, another way consists
in using adaptive versions (time-varying gain) of standard sliding mode controllers [62],
or second order sliding mode controllers [63, 64]: these approaches allow to simplify the
tuning of the controller gains but transiently reduce the performances of the closed-loop
system (accuracy).
The main objective of this chapter is the control of the electropneumatic actuator position
using the control laws developed in this thesis:
• the first order controller (2.15)-(2.16) from Chapter 2;
• the second order controller with the algebraic adaptive approach (3.32)-(3.33) from

Chapter 3.
Another objective is to show the applicability of these methods to real physical systems.
Thanks to these approaches, the advantages of the linear state feedback (low energy
consumption) and sliding mode control (high accuracy tracking) is obtained. In order to
apply the first order controller (respectively second order controller) the sliding variable is
designed such that its relative degree is equal to 1 (respectively equal to 2).
All the experimental applications have been made on the electropneumatic system of LS2N
(see Figure 5.1) which is described in the sequel.

Figure 5.1 – Photo of the electropneumatic setup.

5.2 System description
The electropneumatic actuator experimental set-up (see Figure 5.2) is composed of (for
details, see [3, 64])
• a main actuator composed of two chambers denoted P (as positive) and N (as
negative). The air mass flow rate entering in its chambers is controlled by 2
proportional 3-way servodistributors;
• a second actuator, mechanically identical to the main one and called “perturbation
actuator”. The air mass flow rate is controlled by a 5-way servodistributor. The
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purpose of this actuator is to apply a dynamical load force on the main one. Note
that the force control of this actuator is performed by an analog PID controller
developed by the bench manufacturer;
• the two actuators are mechanically linked, through a load carriage of mass M .

Figure 5.2 – Scheme of the control architecture of the electropneumatic setup [3].

The mathematical model of the electropneumatic system (details in [3]) reads as

ṗP = κRT
VP (y)

ϕP + ψP .u−
S

RT
pPυ


ṗN = κRT

VP (y)

ϕN − ψN .u+ S

RT
pNυ


υ̇ = 1

M

S(pP − pN)− bυυ − Fext


ẏ =υ

(5.1)

with y the piston position (i.e. system output), υ its velocity, Fext the external perturbation
produced by the perturbation actuator, pP and pN the pressures in chambers P and N
respectively, R the perfect gas constant, bυ the viscous friction coefficient, T the supply
temperature, κ the polytropic constant, and S the piston surface. u is the control input of
the system; physically, this input is a voltage acting on both servodistributors: given that
there are two servodistributors, a voltage is applied to the first one whereas the opposite
value is applied to the other one. The volume in each chamber depends on the position of
the piston and reads as

VP (y) = V0 + S · y
VN(y) = V0 − S · y

with V0 the half-cylinder volume. The functions ϕP , ϕN , ψP and ψN describe the mass
flow rate and are defined as 5th order polynomials of the pressures as depicted in [65]. Note



80

that the dynamics of the servodistributors are not taken into account in the model. Then,
the model (5.1) can be written as a nonlinear system affine in the control input u, i.e.

ẋ = f(x) + g(x)u (5.2)

with x the state vector defined as x =
[
pN pP υ y

]T
∈ X , and u the control input.

Furthermore, vectors f(x) and g(x) read as

f(x) =



κRT
VP (y)

[
ϕP −

S

RT
pPυ

]
κRT
VP (y)

[
ϕN + S

RT
pNυ

]
1
M

[
S(pP − pN)− bυυ − Fext

]
υ



g(x) =



κRT
VP (y)ψP

− κRT
VN(y)ψN

0
0


The operating domain X is as follows

X ={x ∈ R4 | 1 bar ≤ pN ≤ 7 bar,
1 bar ≤ pP ≤ 7 bar, |y| ≤ 72 mm, |υ| ≤ 1 m.s−1}

(5.3)

Note that the maximum force Fext generated by the perturbation actuator is 2000N .
Mechanical and physical parameters of the main actuator are defined as

M = 3.4 kg, V0 = 3.40 · 10−4 m3, S = 0.0045 m2,

bυ = 50, k = 1.2, R = 287 J.kg−1.K−1, T = 293 ◦K.

5.3 Control design
In Part I of this thesis, first and second order controllers have been proposed. They have
the advantages of both sliding mode control (robustness and accuracy) and linear state
feedback (low energy consumption). In the sequel,
• a sliding variable is designed such that the system relative degree is equal to 1. Then,

an electropneumatic actuator position controller based on the first order controller
proposed in Chapter 2 is designed;
• another sliding variable is designed such that the system relative degree is equal
to 2. Then, a position controller based on the second order controller proposed in
Chapter 3 is designed. Among the different second order controllers designed in
Chapter 3, the control strategy with the algebraic−α approach is chosen, given that
it provides the best performances (most efficient trade-off between accuracy and
energy consumption) as seen in Section 3.8.
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First order and second order approaches are considered in order to show the applicability of
the approaches developed in this thesis to real physical systems as well as their effectiveness
with respect to sliding mode control and linear state feedback. One could also have designed
a controller based on the approach presented in Chapter 4. However, it has been elected
to keep the focus on the aforementioned controllers, the results of Chapter 4 being used
for the control of a twin wind turbine in the next chapter.

5.3.1 Control problem statement with relative degree r equals
1

The objective is to control the position of the main electropneumatic actuator by tracking
a sufficiently differentiable reference signal yref . Then, a suitable sliding variable is

σ = ea + c1eυ + c0ey (5.4)

where ea, eυ and ey are the tracking errors of the position, velocity and acceleration
respectively, i.e.

ey = y − yref , eυ = υ − ẏref , ea = υ̇ − ÿref .

c1 and c0 are chosen such as the Hurwitz condition (see (1.5) in Chapter 1). The relative
degree of (5.2) with respect to σ defined by (5.4) equals 1 fulfilling Assumption 2.1. From
(5.2)-(5.4), one has

σ̇ = Ψ1(.) + Φ1(.)u (5.5)
with

Ψ1(.) =SκRT
M

 ϕP
VP (y) −

ϕN
VN(y)

− Ḟext

M
+ c0υ − y(3)

ref

− c1ÿref − c0ẏref −
S2κυ
M

 pP
VP (y) + pN

VN(y)


+ c1M − bυ

M2

S(pP − pN)− bυυ − Fext


Φ1(.) =SκRT

M

 ψP
VP (y) + ψN

VN(y)


Functions Ψ1(.) and Φ1(.) are uncertain ones due to parametric uncertainties (for example,
the temperature T in the chamber is physically time-varying whereas it is supposed to be
constant in the control design) and given that there is the external unknown perturbation
Fext. Then, the functions Ψ1(.) and Φ1(.) can be written as

Ψ1(.) =ΨNom,1(.) + ∆Ψ1(.)
Φ1(.) =ΦNom,1(.) + ∆Φ1(.)

(5.6)

with ΨNom,1(.) and ΦNom,1(.) the nominal terms and ∆Ψ1(.) and ∆Φ1(.) the uncertain
terms. In [59], it has been numerically observed that, under current operating conditions,
ΨNom,1 and ΦNom,1 are bounded and only depend on measured or estimated variables.
Furthermore, ΦNom,1 > 0 ∀x ∈ X . Hence, the control input u is defined as

u = 1
ΦNom,1

(−ΨNom,1 + ω) (5.7)
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with ω defined in the sequel. After substituting (5.6)-(5.7) in (5.5), the closed loop behavior
of σ−dynamics is described by

σ̇ = ∆Ψ1 −∆Φ1Φ−1
Nom,1ΨNom,1︸ ︷︷ ︸

ā(x, t)

+ (1 + ∆Φ1Φ−1
Nom,1)︸ ︷︷ ︸

b̄(x, t)

·ω (5.8)

As previously mentioned, under the considered operating conditions, the functions Ψ1 and
Φ1 are bounded with ΦNom,1 > 0 [59]. Therefore, there exist positive constants aM , bm and
bM such that, ∀x ∈ X and t ≥ 0,

|ā(x, t)| ≤ aM

0 < bm ≤ b̄(x, t) ≤ bM .
(5.9)

Assumption 2.2 is fulfilled. The term ω will be defined in Section 5.4, to ensure the
convergence of σ to a vicinity of the origin.

5.3.2 Sliding variable relative degree r = 2
Consider now the following sliding variable

σ = eυ + c0ey (5.10)

with c0 > 0. In this case, the relative degree of (5.1) with respect to σ equals 2 and is
constant, that makes Assumption 3.1 fulfilled. From (5.2)-(5.10), one gets

σ̈ = Ψ2(.) + Φ2(.)u (5.11)

with

Ψ2(.) =SκRT
M

 ϕP
VP (y) −

ϕN
VN(y)

− 1
M

(Ḟext +My
(3)
ref )

− S2κυ
M

 pP
VP (y) + pN

VN(y)

− λÿref

+ Mc0 − bυ
M2

S(pP − pN)− bυυ − Fext


Φ2(.) =SkRT

M

 ψP
VP (y) + ψN

VN(y)


Functions Ψ2(.) and Φ2(.) are uncertain functions due to parametric uncertainties and can
be written as

Ψ2(.) =ΨNom,2(.) + ∆Ψ2(.)
Φ2(.) =ΦNom,2(.) + ∆Φ2(.)

(5.12)

with ΨNom,2(.) and ΦNom,2(.) being the nominal terms and ∆Ψ2(.) and ∆Φ2(.) the uncertain
terms. As previously, under current operating conditions, ΨNom,2 and ΦNom,2 are bounded
and only depend on measured or estimated variables. Furthermore, ΦNom,2 > 0 ∀x ∈ X .
Hence, the control input u is defined as

u = 1
ΦNom,2

(−ΨNom,2 + ω) (5.13)
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with ω defined in the sequel. After substituting (5.12)-(5.13) in (5.11), the closed loop
behavior of σ−dynamics is described by

σ̈ = ∆Ψ2 −∆Φ2Φ−1
Nom,2ΨNom,2︸ ︷︷ ︸

ā(x, t)

+ (1 + ∆Φ2Φ−1
Nom,2)︸ ︷︷ ︸

b̄(x, t)

·ω (5.14)

There exist positive constants aM , bm and bM satisfying (5.9) ∀x ∈ X and t ≥ 0. Assump-
tion 3.2 is fulfilled. By a similar way to the previous section, the term ω will be defined in
Section 5.4, to ensure the convergence of σ and σ̇ to a vicinity of the origin.

5.4 Experimental context
The controllers are implemented on the experimental setup using MATLAB/Simulink
coupled with dSpace DS1104 datacard. The sampling period is Te = 0.2 ms. The position
y of the mass load as well as the pressures pP and pN are measured via sensors. The
velocity and the acceleration are obtained using supertwisting differentiators [66]. The
mass load connected to the main actuator has to track a reference trajectory defined as
(see Figure 5.3)

yref = 0.04sin(0.15πt+ π) for 0 ≤ t < 20 s
yref = 0 for 20 ≤ t < 40 s
yref = 0.04sin(0.3πt) for 40 ≤ t ≤ 60 s

This reference trajectory has been defined in order to evaluate the performances of both
controllers versus different dynamics (sinusoidal references) or in case of constant position.
All the tests are made by considering perturbations. Thus, the selected reference trajectory
for the perturbation actuator is Fext = 1000sin(0.34πt) (N) (Figure 5.3). This trajectory
is tracked using a PID controller parametrized by the setup manufacturer. Note that the
perturbation is considered unknown by the controller, only its bound is known.
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Figure 5.3 – Top. Reference trajectory yref (m) for the actuator position versus time (s).
Bottom. External perturbation Fext(N) versus time (s).

Sliding variable with relative degree equals 1. First-of-all, the performances of
controller (5.7) with ω defined by 3 different ways are analyzed. Indeed, the term ω is
defined as
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• (2.15)-(2.16)

ω = −kdσcα, with α = max(−β |σ|
|σ|+ ε

+ 1 , 0)

• FOLSF (α = 1)
ω = −kσ

• FOSMC (α = 0)
ω = −ksign(σ)

This analysis/comparison is made by evaluating

• the tracking error ey;
• the energy consumption E from (2.13) defined as

E =
∫ tf

t0
u2(t)dt

with t0 and tf the initial and final instants respectively of the time interval over
which the energy is evaluated;
• var(u) which is an indicator of the presence (or not) of chattering.

The gain k of the three controllers is set to 4000 satisfying (2.7). This choice has been
made in order to get the best performances during the experimentation, for all controllers.
The parameters β and ε of (2.15)-(2.16) are chosen as 11 and 2 respectively.

Sliding variable with relative degree equals 2. Then, the performances of controller
(5.13) with ω defined as

• controller (3.32)-(3.33)

ω = −k1dσc
α

2−α − k2dσ̇cα with α = max(−β( |σ|
|σ|+ εa,σ

+ |σ̇|
|σ̇|+ εa,σ̇

) + 1 , 0),

• SOLSF (α = 1)

u = −k1σ − k2σ̇ (5.15)

• TWC (α = 0)

u = −k1sign(σ)− k2sign(σ̇) (5.16)

are analyzed by a similar way than previously. The gains k1 and k2 are taken as 3000 and
1500 respectively. The parameters of (3.32)-(3.33) are chosen as β = 7, εa,σ = 0.01 and
εa,σ̇ = 0.9.

Remark 5.1. The controllers for systems with relative degree 1 on one side, and 2 on an
other side will be separately analyzed since there is no concrete way to formally compare
their energy consumptions, their gains being different.
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Figure 5.4 – Tracking error ey (m) versus time (s) for controller (2.15)-(2.16) (Top),
FOSMC (Middle) and FOLSF (Bottom).
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Figure 5.5 – Control input u (V ) versus time (s) for controller (2.15)-(2.16) (Top), FOSMC
(Middle) and FOLSF (Bottom) for 30 ≤ t ≤ 40s.
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Controller
(2.15)-(2.16)

FOSMC
(α = 0)

FOLSF
(α = 1)

Energy E 63.61 173.94 56.61
Mean(|ey|) 1.36 · 10−3 1.25 · 10−3 5.98 · 10−3

var(u) 1.23 · 104 2.22 · 104 2.46 · 103

Mean(α) 0.43

Table 5.1 – Energy E , average value of the tracking error |ey|, standard deviation of u and
average value of α with controller (2.15)-(2.16), FOSMC and FOLSF for 0 ≤ t ≤ 60 s.

5.5 Experimental results

5.5.1 Controller with sliding variable relative degree equals 1
As it can be seen from Figure 5.4 and Table 5.1 (thanks to the average value of |ey|),
controller (2.15)-(2.16) and the FOSMC lead to a better tracking of the reference trajectory
than the FOLSF.
As expected, from Figure 5.5 and Table 5.1, it appears that the consumed energy E
evaluated for 0 ≤ t ≤ 60 s by controller (2.15)-(2.16) is less than the consumed energy
with the FOSMC and slightly greater than with the FOLSF. The average value (Figure 5.6)
of α is 0.43; this means that even if α 6= 0, the accuracy is kept at a very high level (see
mean(|ey|) in Table 5.1). The indicator used to quantify the reduction of the chattering is
the var function of the control input u: from Table 5.1, it can be seen that, thanks to the
controller (2.15)-(2.16), var(u) is much less than that of the FOSMC.
Note that in the 3 cases, as seen in Figure 5.7, the pressures pN and pN are well within
their operating domain 1 bar ≤ pN ≤ 7 bar, 1 bar ≤ pP ≤ 7 bar (see (5.3)).

30 31 32 33 34 35 36 37 38 39 40
0

0.5

1

Figure 5.6 – Parameter α versus time (s) for 30 ≤ t ≤ 40s with controller (2.15)-(2.16).

5.5.2 Controller with sliding variable relative degree equals 2
Similar conclusions can be deduced when controllers (3.32)-(3.33), TWC, SOLSF are
applied. Controller (3.32)-(3.33) induces a better accuracy than the SOLSF and a similar
one with respect to TWC (see Figure 5.8 and Table 5.2). Moreover, the energy consumption
and var(u) due to the controller (3.32)-(3.33) are less than those obtained with the TWC.
This means that controller (3.32)-(3.33) is less energy consuming and with less chattering,
that is confirmed by Figure 5.9 and Table 5.2. The evolution of α with controller (3.32)-
(3.33) is depicted Figure 5.10 for 30 ≤ t ≤ 40s and induces an average value of 0.33 (see
Table 5.2): high accuracy can be achieved with α 6= 0.
Notice that the pressures pN and pN are well within their operating domain (see (5.3)
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Figure 5.7 – Left pressure pN(bar) versus time (s) Right pressure pP (bar) versus time
(s) for controller (2.15)-(2.16) (Top), FOSMC (Middle) and FOLSF (Bottom).

and Figure 5.11). Notice also that in case sliding mode control and variable α approach
are applied to the system, the accuracy of the closed loop system is improved when σ is
designed such that r = 2 with respect to when σ is designed such that r = 1 (see Figures
5.4 and 5.8 and mean(|ey|) in Tables 5.1 and 5.2).

Controller
(3.32)-(3.33)

TWC
(α = 0)

SOLSF
(α = 1)

Energy E 237.45 431.17 35.45
Mean(|ey|) 5.25 · 10−4 2.59 · 10−4 1.12 · 10−2

var(u) 1.66 · 105 2.13 · 105 3.99 · 104

Mean(α) 0.33

Table 5.2 – Energy E , average value of the tracking error |ey|, standard deviation of u and
average value of α for controller (3.32)-(3.33), TWC and SOLSF for 0 ≤ t ≤ 60 s.

5.6 Conclusion
This chapter deals with the position control problem of an electropneumatic system which
is an uncertain and perturbed nonlinear system. It also shows the applicability of the
control methods developed in this thesis to real physical systems. The main contributions
are:
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Figure 5.8 – Tracking error ey (m) versus time (s) for controller (3.32)-(3.33) (Top), TWC
(Middle) and SOLSF (Bottom).
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Figure 5.9 – Control input u (V ) versus time (s) for controller (3.32)-(3.33) (Top), TWC
(Middle) and SOLSF (Bottom) for 30 ≤ t ≤ 40s.

• the design of two controllers based on the first order controller (2.15)-(2.16) and
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Figure 5.10 – Parameter α versus time (s) for 30 ≤ t ≤ 40s with controller (3.32)-(3.33).
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Figure 5.11 – Left pressure PN(bar) versus time (s) Right pressure pP (bar) versus time
(s) for controller (3.32)-(3.33) (Top), TWC (Middle) and SOLSF (Bottom).

the second order controller (3.32)-(3.33) for the aforementioned electropneumatic
actuator.
• the experimental implementation of the two previously mentioned controllers. The

proposed first order (resp. second order) controllers performances are compared to
FOSMC (resp. TWC) and FOLSF (resp. SOLSF).
• the proposed controllers allow to obtain high accuracy position tracking with reduced

chattering and energy consumption.
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Application to a twin wind turbine
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6.1 Introduction
Fossil fuels produce three quarters of the world’s energy. However, the burning of fossil
fuels releases carbon dioxide, one of the main greenhouse gases, considered to be partly
responsible for global warming. Given this problem, associated with the scarcity of fossil
fuels, it is imperative to switch to other means to produce energy. Thus, renewable energy
sources such as wind turbines offer great potential for a massive reduction of carbon
dioxide emissions and decrease the dependency of the energy market on fossil fuels.
An original structure of twin wind turbines (TWT),named SEREO [4], is considered in
this chapter. It includes two identical wind turbines ridden on the same tower that can
pivot freely in front of the wind with no additional actuator. Therefore, the motion of the
arms carrying the TWT is free. The rotation motion is performed by creating a difference
between the drag forces of both wind turbines, this difference inducing the yaw motion.
The advantages of such structure versus traditional wind turbines are
• given that there is no yaw actuation, failures risks are reduced, as well as maintenance;
• furthermore, on a same tower, two turbines are available. For a given nominal power

for the whole system, especially for the large power turbines (>10 MW), it is more
interesting by a weight point-of-view to have two turbines, than only a single one.

The objective of this chapter is the design of a control strategy to align the turbines face
the wind while having maximal power production. This is performed by controlling the
rotor speed of the TWT and the yaw rotation without the use of a yaw actuator. The
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control strategy is based on controller (4.7)-(4.8) presented in Chapter 4. Two aspects of
the control are considered

• mechanical: controlling the yaw motion of the structure in order to force it face
the wind by acting on the blade pitch angle of both twin turbines;
• electrical: forcing the direct current of both generators to 0 for the limitation of

the ripple effect on the electromagnetic torque and controlling the angular velocities
of both generators in order to optimize the electrical power output. This is achieved
by acting on the direct and quadrature stator voltages.

As it will be explained in the sequel, once the system is decoupled, the relative degree
vector of the system is composed of elements equal to 1, 2 and 3. This fact makes the
control strategy proposed in Chapter 4, ideal given that the proposed controller has no
restriction on the relative degree.

6.2 System description
The SEREO Twin Wind Turbine (see Figures 6.1 and 6.2) includes two identical wind
turbines mounted on the same tower. It can rotate face the wind without a yaw driving
motor. Given that the motion of the arms carrying the TWT is free, the yaw motion
is induced by creating a difference between the drag forces of both wind turbines. This
difference is created by acting on the blade pitch angles. The idea is to create a difference
between the blade pitch angles of both wind turbines around their optimal value in order
to generate a difference of drag forces, and therefore a yaw motion.

Figure 6.1 – SEREO structure [4] composed of twin wind turbines.

The SEREO system can be written as a nonlinear system affine with respect to the control
input vector [67]

ẋ = f(x) + g(x) · u (6.1)

with x the state vector and u the input vector respectively defined as

x =
[
β1 β2 ψ ψ̇ id1 iq1 Ω1 id2 iq2 Ω2

]T
,

u =
[

∆β1 ∆β2 Vd1 Vq1 Vd2 Vq2
]T
,

(6.2)
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Figure 6.2 – Simplified model of the twin wind turbines (view from the top).

the vector f(x) and the matrix g(x) reading as

f(x) =



1
Tβ1

(βopt1 − β1)

1
Tβ2

(βopt2 − β2)

ψ̇

1
Kr

(
−Dr ψ̇ + (Fd,1 − Fd,2) L

)
−Rs

Ld
id1 + pLq

Ld
iq1 Ω1

−Rs

Lq
iq1 −

pLd
Lq

id1 Ω1 −
pφf
Lq

Ω1

1
J

Γa1(β1,Ω1, ψ)− pφf
J

iq1 −
p(Ld − Lq)

J
id1 iq1 −

fv
J

Ω1

−Rs

Ld
id2 + pLq

Ld
iq2 Ω2

−Rs

Lq
iq2 −

pLd
Lq

id2 Ω2 −
pφf
Lq

Ω2

1
J

Γa2(β2,Ω2, ψ)− pφf
J

iq2 −
p(Ld − Lq)

J
id2 iq2 −

fv
J

Ω2



(6.3)
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g(x) =



1
Tβ1

0 0 0 0 0

0 1
Tβ2

0 0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 1

Ld
0 0 0

0 0 0 1
Lq

0 0

0 0 0 0 0 0
0 0 0 0 1

Ld
0

0 0 0 0 0 1
Lq

0 0 0 0 0 0



, (6.4)

where
• the first two equations are the pitch angle dynamics with βi (i ∈ {1, 2} being the
number of the wind turbine) the pitch angles, βopti the optimal pitch angle giving
maximum power output and considered constant (see Table 6.1) and Tβi the time
constant of the blades actuation systems. ∆βi is the control input controlling the
rotation of the structure. This latter can be viewed as the difference between βopti

and βi.
• the third and fourth equations are yaw-dynamics with Kr and Dr the inertia moment
and the friction coefficient, respectively, associated to the yaw motion and L the
distance between each hub and the tower axis (see Figure 6.2). The drag forces Fd,i
are given as

Fd,i = 1
2ρπ(RV cos(ψ − `))2Cd,i (6.5)

with R the radius of the wind turbines blades, ρ the air density, V the wind velocity.
` (resp. ψ) is the angle between the True North and the wind direction (resp. the
orientation of the wind turbines defined by an axis that is perpendicular to the arm
connecting the two turbines) (see Figure 6.2) and Cd,i the drag force coefficient which
is a nonlinear function of the tip-speed ratio (TSR), λi, and the pitch angle [68]. λi
is defined as

λi = Ωi

V cos(ψ − `)R, (6.6)

with Ωi being the rotational speed of the turbine.
• the last six equations represent the electrical model with Ωi the rotational speed, Γai

the aerodynamic torque, idi, iqi, Vdi, Vqi respectively the direct/quadrature currents
and voltages, Ld, Lq the dq-axis inductances, Rs the stator resistance, p the number
of pole pairs, φf the permanent-magnet flux, J the total inertia and fv the friction
coefficient. Note that the considered generator for each twin turbine is a permanent
magnet synchronous generator (PMSG).

As detailed in the sequel, rotational velocities Ω1 and Ω2 are forced to follow the same
reference value Ω∗ for a given optimal TSR λopt i.e. the tip speed ratio giving the optimal
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power production (considered constant, see Table 6.1). Therefore, one considers that Ω1
and Ω2 are almost the same. Hence, one has

λ1 ≈ λ2 ≈ λ and βopt1 ≈ βopt2 ≈ βopt. (6.7)

Given that the rotation is made thanks to Fd,1 and Fd,2, one states a symmetric behavior
by considering ∆β1 = −∆β2 = ∆β. Therefore, define the new control input ū as

ū =
[

∆β Vd1 Vq1 Vd2 Vq2
]T

(6.8)

The input u (6.2) is a 6 × 1 vector whereas ū (6.8) is a 5 × 1-vector, these two vectors
being linearly linked by

u =



1 0 0 0 0
−1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


· ū. (6.9)

Mechanical parameters Parameters of PMSG

Blade radius R 39 m Rated power 2 MW

Air density ρ 1.205 kg/m3 Stator resistance Rs 50 µΩ
Rated wind speed 12 m/s d axis inductance Ld 0.0055 H

Maximum power coefficient 0.4 q axis inductance Lq 0.00375 H
Total inertia J 10,000 kg m2 pole pairs number p 11
Yaw inertia Kr 5 · 105 kg m2 field flux φf 136.25 Wb

Yaw friction coefficient Dr 200 N m/(rad/s)
Length L 40 m

Optimal blade pitch angle βopt 2 ◦

Optimal TSR λopt 7.3

Table 6.1 – Parameters of the wind turbines.

6.3 Control objective
In this case study, one considers that the TWT is operating in Region II i.e. the wind
speed V ∈ [Vmin, Vn] with Vmin being the minimal wind velocity for which the rotors of
the TWT start to spin and Vn being a nominal value [69]. Then, the primary control
objective is to ensure that the SEREO Twin Wind Turbines has optimal power production.
This objective is achieved by orienting the structure face the wind, while each turbine
must operate at its maximum conversion efficiency. Therefore, a yaw angle control is
required to maintain the nacelle at optimal orientation [70], together with a MPPT control
setup acting on the turbines rotational speeds. Then, three control problems have to be
managed and can be summarized as follows
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• to force the structure to be face the wind, i.e. control ψ − ` to 0; when it is not the
case, the pitch angles of the two wind turbines blades must be changed to produce a
difference between the drag forces Fd1 and Fd2. Thanks to this difference, a yawing
torque is induced forcing the rotating motion;

• to control the angular velocities of the wind turbines, in order to optimize the
electrical power. This is achieved by keeping their tip-speed ratios at their optimal
values λopt, for given pitch angles of the wind turbines blades. Therefore, the
rotational speeds of both wind turbines are controlled at a reference

Ω∗ = V cos(ψ − `)
R

λopt, (6.10)

• to force the direct currents of both generators id,1 and id,2 to 0 in order to avoid the
ripple effects on the electromagnetic torque, which may increase the fatigue loads in
the mechanical shaft of the wind turbine and affect the produced power.

6.4 Control design
The control objective described above is now applied to the TWT structure described in
Section 6.2. The control strategy is designed from the nonlinear system (6.1). Firstly,
given the control objectives displayed in the previous section, the output vector is defined
as

y =


yψ
yΩ1

yid1
yΩ2

yid2

 =


ψ − `

Ω1 − Ω∗
id1

Ω2 − Ω∗
id2

 . (6.11)

Consider that each element of y corresponds to a sliding variable. Then, the control
objective is to force each sliding variable, then each component of y, to a vicinity of 0 in a
finite time.

The relative degree of yψ of system (6.1) is equal to 3 such that

y
(3)
ψ = Θ1(x, t) + Λ1(x, t) ·∆β (6.12)

The relative degree of yΩ1 and yΩ2 of (6.1) is 2 such that

ÿΩ1 = Θ2(x, t) + Λ2,1(x, t) · Vd1 + Λ2,2(x, t) · Vq1
ÿΩ2 = Θ4(x, t) + Λ4,1(x, t) · Vd2 + Λ4,2(x, t) · Vq2

(6.13)

whereas the relative degree of id1 and id2 is 1 given that

ẏid1 = Θ3(x, t) + Λ3(x, t) · Vd1

ẏid2 = Θ5(x, t) + Λ5(x, t) · Vd2
(6.14)

Then, one gets 
y

(3)
ψ

ÿΩ1

ẏid1
ÿΩ2

ẏid2

 = Θ(x, t) + Λ(x, t) · ū (6.15)
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where

Θ(x, t) =


Θ1(x, t)
Θ2(x, t)
Θ3(x, t)
Θ4(x, t)
Θ5(x, t)

 and Λ(x, t) =


Λ1(x, t) 0 0 0 0

0 Λ2,1(x, t) Λ2,2(x, t) 0 0
0 Λ3(x, t) 0 0 0
0 0 0 Λ4,1(x, t) Λ4,2(x, t)
0 0 0 0 Λ5(x, t)


the expressions of Θ(x, t) and Λ(x, t) being given in Appendix C.

The parameters on which uncertainties have been considered are the inductance Ld, the
stator resistance Rs and the drag force coefficients Cd,i. Therefore, each of these parameters
can be divided into a nominal part and an uncertain one. Subsequently, Θ(x, t) and Λ(x, t)
can be written as follows

Θ(x, t) = Θ̄(x, t) + ∆Θ(x, t), Λ(x, t) = Λ̄(x, t) + ∆Λ(x, t) (6.16)

where Θ̄(x, t) and Λ̄(x, t) are the nominal (known) parts of Θ(x, t) and Λ(x, t), respectively,
and ∆Θ(x, t) and ∆Λ(x, t) are the uncertain (unknown) parts, respectively. Define the
control input ū as

ū =
[
Λ̄(x, t)

]−1[
− Θ̄(x, t) + ϑ

]
(6.17)

which gives

y

(3)
ψ

ÿΩ1

ẏid1
ÿΩ2

ẏid2

 =
(
∆Θ(x, t)− Λ̄(x, t)−1Θ̄(x, t)∆ϕ2

)
︸ ︷︷ ︸

ϕ1

+
(
I5×5 + Λ̄(x, t)−1∆Λ(x, t)2

)
︸ ︷︷ ︸

ϕ2

ϑ (6.18)

The matrix Λ(x, t) and its nominal value ΛN(x, t) are invertible if

ψ − ` 6= (±2k + 1)π2 (6.19)

with k ∈ N. This condition corresponds to the case that the wind direction is not strictly
parallel to the arm linking the two wind turbines: in that case, difference of drag force
cannot be created. Hence, one considers that condition (6.19) is satisfied.
It is reasonable to consider that the parametric uncertainties have limited magnitudes
with respect to the nominal values, which gives that ϕ2 is a diagonally dominate matrix.
It means that, thanks to the control law (6.17), dynamics of (6.15) is almost decoupled. It
also gives that ϕ1 and ϕ2 are bounded satisfying Assumption 4.2. Finally, the new control
input reads as (See Section 4.3 and (4.7)-(4.8))

ϑ =


−kψ dSψcαψ
−kΩ1dSΩ1cαΩ1

−kd1dSid1cαid1
−kΩ2 dSΩ2cαΩ2

−kd2 dSid2cαid2

 . (6.20)

Accordingly with the output relative degree
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• Sψ and αψ are calculated following (4.7)-(4.8) respectively where Sψ corresponds to
ξr for r = 3 and z1 corresponds to yψ. i.e.

Sψ = dÿψc3 + k3
2(dẏψc

3
2 + k

3
2
1 yψ),

αψ = max(−β( |ÿψ|
|ÿψ|+ εÿψ

+ |ẏψ|
|ẏψ|+ εẏψ

+ |yψ|
|yψ|+ εyψ

) + 1, 0)
(6.21)

• SΩ1 and αΩ1 (respectively SΩ2 and αΩ2) are calculated for r = 2 where z1 = yΩ1

(respectively z1 = yΩ2 ) i.e.

SΩ1 =dẏΩ1c2 + k2
1yΩ1 , αΩ1 = max(−β( |ẏΩ1|

|ẏΩ1|+ εẏΩ1

+ |yΩ1|
|yΩ1|+ εyΩ1

) + 1, 0)

SΩ2 =dẏΩ2c2 + k2
1yΩ2 , αΩ2 = max(−β( |ẏΩ2|

|ẏΩ2|+ εẏΩ2

+ |yΩ2|
|yΩ2|+ εyΩ2

) + 1, 0)
(6.22)

• Sid1 and αid1 (respectively Sid2 and αid2) are calculated for r = 1 where z1 = yid1
(respectively z1 = yid2) i.e.

Sid1 =yid1 , αid1 = max(−β |yid1|
|yid1|+ εyΩ1

) + 1, 0)

Sid2 =yid2 , αid2 = max(−β |yid2|
|yid2|+ εyΩ2

) + 1, 0)
(6.23)

The output vector y converges to a vicinity of the origin in a finite time, by setting the
gains sufficiently large following (4.6). The parameters tuning will be detailed in the next
section.

6.5 Simulation results
The proposed controller is implemented on the twin wind turbine structure. The main
parameters of the twin wind turbines [71] are listed in Table 6.1. Simulations have been
performed using MATLAB/Simulink with sampling period Te = 0.1ms. The proposed
controller is compared to the HOSMC presented in [29]:

ϑ =


−kψ dSψc0
−kΩ1dSΩ1c0
−kd1dSid1c0
−kΩ2 dSΩ2c0
−kd2 dSid2c0

 . (6.24)

with Sψ, SΩ1 , SΩ2 , Sid1 and Sid2 defined as in (6.21), (6.22) and (6.23) respectively. The
comparison is performed by evaluating different performances such as oscillations of the
electromagnetic torques and the pitch angles, as well as the mean generated power. The
indicator used to evaluate the oscillations is the function var defined as

var[ζ1,ζ2](h) =
N−1∑
i=0
|h(ti+1)− h(ti)| (6.25)

where h is a real valued function and the set of instants {t0, t1, · · · , tN} is a partition of
[ζ1, ζ2]. Simulation results of wind turbine 1 are displayed only, since the ones obtained for
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wind turbine 2 are similar. In order to check the behavior of the closed-loop system, the
wind speed is modeled as

V = (Vm + Vd) · cos(ψ − `)

with Vm the mean wind speed set at 10 m/s, and Vd a time-varying term defined as a white
noise. In order to test the robustness of the controllers to parametric uncertainties, a 20%-
variation with respect to their nominal value is taken on Rs and Ld and a 50%-variation is
taken on Cdi. The parameters of the proposed controller are tuned as displayed in Table
6.2. Recall that controller (6.24) has the same structure as the proposed controller but
with α = 0, ∀t > 0. Hence, the latter’s gains are taken equal to those of the proposed
controller (see gain kr in Table 6.2) for an effective performance comparison between the
two. Also, this choice of the gains has been made as to ensure finite time convergence and
good performances for both controllers.

Controlled variable Gain kr β εz1 εz2 εz3
Yaw angle (r = 3) 2.2 1.1 5 · 10−5 10−3 10−1

Velocities Ω1 and Ω2 (r = 2) 100 11 2 · 10−1 5 -
Direct currents (r = 1) 10 11 3 · 10−3 - -

Table 6.2 – Parameters of the proposed controller.

The wind direction ` changes between 10◦ and −10◦ (Figure 6.3 - Top). When the wind
direction is changing, the pitch angles β1 and β2 are actuated (Figure 6.3 - Bottom) in
order to generate a drag force difference which engenders the rotation of the whole system
(Figure 6.3 - Top). Notice that once the structure has been stabilized face the wind,
β1 ' 2.

Initially the value of αψ is equal to zero (see Figure 6.4 - Left): this is due to the fact that
the yaw angle ψ does not track the wind direction `; hence, αψ = 0 forcing ψ to `. When
ψ = `, a steady state is attained (10 < t < 35 sec), then αψ starts varying between 0 and
1 reducing the chattering phenomena. A similar logic can be applied to αΩ1 (see Figure
6.4 - Right) and αid1 (in fact in this case αid1 = 1 almost all the time meaning that the
direct currents are not affected by the uncertainties considered in this simulation).

The reduction of the chattering in the steady state caused by the variation of α (α 6= 0) is
manifested by the reduction of the oscillations of the electromagnetic torque Γem1 and the
pitch angle β1 (Figure 6.5 - Bottom, see Figure 6.3 - Middle, and var(Γem1) and var(β1)
in Table 6.5) all while keeping good yaw tracking and optimal power production. This fact
is important in decreasing the fatigue loads hence increasing the lifetime of the structure.
Notice that controller (6.24) has a faster convergence to the required yaw angle than the
proposed controller (see Figure 6.3 - Top 43 < t < 45 sec); however, it does not affect the
mean power produced by the system (see power generated in Figure 6.5 and mean power
in Table 6.3).
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Figure 6.3 – Comparison controller (6.24) and the proposed controller - Top - Yaw angle
tracking ψ − ` (◦) versus time (sec). Middle -Rotational speed Ω1 and rotational speed
reference Ω∗(rad/s) versus time (sec). Bottom - Pitch angle for Wind Turbine 1 (◦)
versus time (sec).
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Figure 6.4 – Left - αψ versus time (sec). Right - αΩ1 versus time (sec).

Controller (6.24) Proposed controller
var(Γem1) (N ·m) 9.487 · 106 7.800 · 106

var(β1) (◦) 75.030 18.994
Mean power (W ) 1.153 · 106 1.151 · 106

Table 6.3 – Comparison controller (6.24) and proposed controller - var(Γem1) (N ·m) and
var(β1) (◦) in the steady state (10 < t < 35 sec) and mean power.

6.6 Conclusion
This chapter deals with the control problem of a TWT which is a nonlinear perturbed
system. The contributions in this Chapter can be summarized as follows:
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Figure 6.5 – Comparison controller (6.24) and the proposed controller - Top - Electro-
magnetic torque Γem1 (N.m) versus time (sec). Bottom - Generated power for Wind
Turbine 1 (W ) versus time (sec).

• the design and implementation of a controller based on controller (4.7)-(4.8) presented
in Chapter 4 for the TWT is given;
• its performances are analyzed with respect to those of one based on controller [29].
• thanks to the proposed controller, high accuracy tracking of the TWT facing the
wind is achieved with reduced oscillations of the electromagnetic torque and pitch
angle. This is performed while keeping optimal energy production.





Concluding remarks and
future works

In this thesis, new robust control schemes have been developed based on sliding mode
control and linear approaches for nonlinear, perturbed and uncertain systems. The main
idea, that is a novelty, is to use a time-varying parameter allowing to balance the control
law between sliding mode control and the linear state feedback. The objectives are high
accuracy, robustness and reduced chattering.

In Chapter 2, a controller for system whose relative degree is equal to 1 is proposed.
It has the advantages of the standard first order sliding mode control (accuracy and
robustness) and the first order linear state feedback (low energy consumption). This is
done by varying a parameter α on the exponent term of the proposed controller. The
stability of the closed-loop system is proved and the convergence domain size is calculated.
The effectiveness of the proposed controller is shown via simulations and its performances
for the control of an uncertain/perturbed system are compared to those of the first order
sliding mode control, first order linear state feedback and saturation function. It allows
high accuracy tracking with reduced chattering and energy consumption.

Moreover, in Chapter 3, a controller balancing between the twisting algorithm and second
order linear state feedback is proposed. It combines high accuracy tracking with low
energy consumption. It is shown that several variable approaches for α can be considered.
Indeed, three approaches have been considered: switching, adaptive and algebraic. It is
obvious that these different control laws implicate different closed loop performances such
as accuracy and energy consumption. In the case of a sampled controller (finite switching
frequency), it has been shown that the twisting algorithm converges to a domain that
has been formally calculated for the first time. Simulations show the effectiveness of the
proposed control methods versus twisting algorithm and second order linear state feedback.
They allow high accuracy tracking with reduced energy consumption.

In Chapter 4, an algorithm for systems of arbitrary relative degree combining high accu-
racy and low energy consumption is presented. It is based on the higher order sliding mode
control presented in [29]. It introduces the parameter α as an exponent of this controller,
α being time-varying. Simulations showing the effectiveness of the proposed control are
also given: the proposed controller allows high accuracy tracking with reduced energy
consumption. A prospective on the variation of α inducing high closed-loop performances
is also given.

Chapter 5 presents an application of several control laws to an experimental system. The
position control problem of an electropneumatic system has been considered. This is a
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typically nonlinear system with uncertainties and perturbations. The first order controller
presented in Chapter 2 is applied to the system: it allows to obtain an efficient trade-off
between the standard first order sliding mode control (high accuracy and robustness)
and the first order linear state feedback (low energy consumption). Then, the second
order controller with algebraic−α approach is implemented: high accuracy tracking is
achieved with reduced chattering and energy consumption. Then, efficacy on a real system
is established.

In Chapter 6, the control strategy developed in Chapter 4 is applied to a twin wind
turbine. It ensures high accuracy tracking while decreasing the control effort and the
chattering. The effectiveness of the new methodology for the control of a twin wind turbine
is shown. The proposed control law ensures power output maximization, with reduced
electromagnetic torque and limited pitch angle oscillations, resulting in the improvement
of the structure lifetime.

Some works remain to be developed in the future. This includes in particular the
following topics
• as discussed in Chapter 1, adaptive gain sliding mode control does not require the
knowledge of the uncertainties and perturbations bounds. This is an interesting
aspect of this control strategy given that the identification of these bounds is a
hard task and often leads to overestimated gains which in its turn amplifies the
chattering effect. Furthermore, experimental application of such control strategies
has been proven effective for chattering attenuation. An interesting topic would be
the coupling of two time-varying approaches for chattering attenuation: adaptive
gain and variable exponent parameter. Indeed, it would allow to further attenuate
the chattering effect without the knowledge of the uncertainties and perturbations
bounds.
• in [72], research on variable exponent parameters applied to differentiators is per-
formed. They have been applied to an mecatronic system in [73] Then, it would
also be worth to further explore such differentiators (which is not treated in this
thesis), couple them with time varying exponent controllers, to study the closed-loop
stability and analyze the obtained performances.
• applications of the above strategies to an electropneumatic actuator and a twin wind
turbine can also be envisioned. Future works can also be dedicated to apply the
aforementioned control strategies to floating wind systems which have an increased
implementation complexity. Notice that this kind of systems is nonlinear, uncertain
and their models very difficult to establish. Then, floating wind turbines would be
an interesting field of application of the proposed and further strategies.



A
Proof of Theorem 3.3

Recall system (3.1) with σ−dynamics reading as

ż1 = z2

ż2 = ā(x, t) + b̄(x, t)u
(A.1)

such that σ = z1. Recalling the controller as

u = −k1dz1c
α

2−α − k2dz2cα (A.2)
with α varying such that

α = max(−β( |z1|
|z1|+ εa,z1

+ |z2|
|z2|+ εa,z2

) + 1 , 0). (A.3)

The objective is to prove the stability of the system when controlled by (A.2)-(A.3) and
calculate the convergence domain.

From (A.3) one has that α = 0 when

|z2| ≥
−(β − 1)εa,z2|z1|+ εa,z1εa,z2
(2β − 1)|z1|+ εa,z1(β − 1) . (A.4)

In other words, the TWC is applied when the trajectory of the system is outside Da defined
as (see (Da) in Figure A.1)

Da =
{

(z1, z2) | |z2| <
−(β − 1)εa,z2 |z1|+ εa,z1εa,z2
(2β − 1)|z1|+ εa,z1(β − 1)

}
. (A.5)

Consider the general case such that the trajectory of the system is initially outside Da.
Then, the TWC (α = 0) is applied and the trajectory of the system will converge to Da in
finite time (see (3.8) and trajectory O−O′ in Figure A.1): the variation of α starts and α
takes values in (0, 1] following the first part of equation (A.3). Since α 6= 0, the controller
is less robust; furthermore, due to perturbations and uncertainties, the trajectory might
potentially leave Da. However as soon as that happens, α = 0 and the TWC is applied
bringing back the trajectory to Da and so on.

Therefore, the proof of Theorem 2 is outlined as follows
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Step 1. Evaluation of the convergence boundary of the (z1, z2)-trajectory when this
latter leaves Da through the segments >GH or >IJ.

Step 2. Evaluation of the convergence boundary of the (z1, z2)-trajectory when this
latter leaves Da through the segments >HI or >JG.

Step 3. Calculation of the ultimate convergence boundary.

Figure A.1 – Step 1 - Example of system trajectory in the phase plan (z1, z2).

Step 1. Suppose that the trajectory of the system leaves Da passing through a point N
on >GH (see trajectory O′ − N in Figure A.1). Then, from (A.5), the following relation
exists between z1(N) and z2(N) 1

z1(N) = εa,z1εa,z2 − (β − 1)εa,z1z2(N)
(2β − 1)z2(N) + εa,z2(β − 1) (A.6)

Consider ż2 = −Kmin
M . In fact, this case can be viewed as the “worst” case: indeed, it

gives the most external trajectory from N , knowing that Kmin
M is the smallest variation

in absolute value of z2 when the large gain of the controller is applied (see (3.19)). Note
that while calculating the trajectory from N , one might find that the trajectory enters Da
again even before crossing the z1-axis. In that case, the boundaries of z1 and z2 are

|z1| ≤
εa,z1
β − 1 , |z2| ≤

εa,z2
β − 1 , (A.7)

that correspond to the maximum values of z1 and z2 on >GH (z1(H) and z2(G) can be
easily derived from (A.5)).
Now, the concern is to find the boundaries when the trajectory enters Da after crossing the

1. With abuse of notation, z1(N) and z2(N) are respectively the values of z1 and z2 at the point N of
the phase plan. These notations will be used throughout the paper.
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z1-axis at a point P such that z2(P ) = 0 (see trajectory N − P in Figure A.1). Recalling
that ż2 = −Kmin

M , the expression of z1(P ) is

z1(P ) = z2
2(N)

2Kmin
M

+ z1(N) (A.8)

Combined with (A.6), the previous equation gives a relation between z1(P ) and z2(N)

z1(P ) = z2
2(N)

2Kmin
M

+ εa,z1εa,z2 − (β − 1)εa,z1z2(N)
(2β − 1)z2(N) + εa,z2(β − 1) (A.9)

The objective is now to find for which value of z2(N) the value of z1(P ) is maximal. Firstly,
compute

∂z1(P )
∂z2(N) = Γ1(z2(N))

Λ1(z2(N)) (A.10)

with
Γ1 =(2β − 1)2z3

2(N) + 2εa,z2(β − 1)(2β − 1)z2
2(N)

+ ε2
a,z2(β − 1)2z2(N)− εa,z1εa,z2β2Kmin

M

Λ1 =Kmin
M

[
(2β − 1)z2(N) + εa,z2(β − 1)

]2
.

(A.11)

Γ1 has the same sign as (A.10) given that Λ1 > 0 ∀z2(N). Γ1 is a third order polynomial
versus ż1(N), its discriminant ∆1 being

∆1 =− 4εa,z1ε4
a,z2(β − 1)3(2β − 1)3β2Kmin

M

− 27ε2
a,z1ε

2
a,z2(2β − 1)4β4Kmin2

M

(A.12)

that is negative. Then, Γ1 has a single real root ∇1. Given that

Γ1(0) = −εa,z1εa,z2β2Kmin
M

lim
z2(N)→+∞

Γ1(z2(N)) = +∞, (A.13)

it is also obvious that ∇1 ≥ 0. Furthermore, in the studied case, the analysis is pertinent
on [0, εa,z2

β−1 ] i.e. the range of z2(N) on [GH]. In this case, analysis can be made from the
variations table in Figure A.2 for ∇1 ∈ [0, εa,z2

β−1 ].

z2(N)

∂z1(P )
∂z2(N)

z1(P )

0 ∇1
εa,z2
β−1

− 0 +

εa,z1
β−1
εa,z1
β−1

ε2
a,z2

2(β−1)2Kmin
M

ε2
a,z2

2(β−1)2Kmin
M

Figure A.2 – Variations table of ∂z1(P )
∂z2(N) for ∇1 ∈ [0, εa,z2

β−1 ].
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One notices that one of the boundaries of z2(N) evaluated on [0, εa,z2
β−1 ] gives the maximum

value of z1(P ) following (A.9); these bounds depend on system and controller parameters.
Note that if ∇1 ∈ [ εa,z2

β−1 ,+∞], the maximum value of z1(P ) is given uniquely by z2(N) = 0(
∂z1(P )
∂z2(N) < 0 ∀z2(N) ∈ [0, εa,z2

β−1 ]
)
.

If z2(N) = εa,z2
β−1 leads to the maximum of z1(P ), then point N coincides with point G (see

Figure A.1): the trajectory is entering Da crossing >HI.
This latter can be proved by showing that >PV intersects >HI, with >PV being the trajectory
from P if the twisting algorithm is applied all the time and z1(V ) = 0 (see trajectory
(P-V) in Figure A.1). The worst case is when z̈1 = −Kmax

m that gives the most external
trajectory from P , Kmax

m engendering the largest variation of z2 in absolute value when
the small gain of the controller is applied. By integrating z̈1 = −Kmax

m , one gets

z2(V ) = − εa,z2
β − 1

√
Kmax
m

Kmin
M

= z2(I)
√
Kmax
m

Kmin
M

(A.14)

From (3.9), one has Kmax
m > Kmin

M ; therefore, z2(V ) > z2(I). Then, the trajectory enters
Da through >HI.
If z2(N) = 0 leads to the maximum of z1(P ), then point N coincides with point H. It
also means that if the trajectory leaves Da from any other point on >GH, it will enter
in Da again before crossing the z1-axis. That corresponds to the results found in (A.7).
Notice that the trajectory leaving Da through point H on >GH can be seen as leaving Da
through H on >HI and therefore will be studied in Step 2. Finally one concludes that if
the trajectory leaves Da through >GH (excluding point H) one has

|z1| ≤max( εa,z1
β − 1 ,

ε2
a,z2

2(β − 1)2Kmin
M

)

|z2| ≤
εa,z2
β − 1

(A.15)

Remark that, due to symmetry, similar results are obtained when the trajectory leaves Da
through >IJ (excluding point J).

Step 2. Suppose that the trajectory of the system leaves Da passing through a point Q
on >HI (see trajectory O′ − Q in Figure A.3). Then, from (A.5), the following relation
exists between z1(Q) and z2(Q)

z1(Q) = εa,z1εa,z2 + (β − 1)εa,z1z2(Q)
−(2β − 1)z2(Q) + εa,z2(β − 1) (A.16)

Considering the worst case, take z̈1 = −Kmax
m that gives the most external trajectory

from Q. When the trajectory enters Da after crossing the z2-axis at a point R such that
z1(R) = 0 (see trajectory Q−R in Figure A.3). The expression of z2(R) is

z2(R) = −
√
z2

2(Q) + 2Kmax
m z1(Q) (A.17)

which combined with (A.16) gives the following relation between z2(R) and z2(Q)

z2(R) = −

√√√√z2
2(Q) + 2Kmax

m

εa,z1εa,z2 + (β − 1)εa,z1z2(Q)
−(2β − 1)z2(Q) + εa,z2(β − 1) (A.18)
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Figure A.3 – Example of system trajectory in the phase plan (z1, z2) - Case 2.

The objective is now to find which value of z2(Q) gives the maximum value for z2(R).
Hence, the first step is to calculate ∂z2(R)

∂z2(Q) which reads as

∂z2(R)
∂z2(Q) = Γ2(z2(Q))

Λ2(z2(Q)) (A.19)

with
Γ2 =− 2(2β − 1)2z3

2(Q) + 4εa,z2(β − 1)(2β − 1)z2
2(Q)

− 2ε2
a,z2(β − 1)2z2(Q)− εa,z1εa,z2β2Kmax

m

Λ2 =−
[
(2β − 1)z2(Q) + εa,z2(β − 1)

]2
z2(R).

(A.20)

By a similar way to Step 1, one finds that Γ2 has only one real root ∇2 which is negative.
This results in the variations table with ∇2 ∈ [− εa,z2

β−1 , 0] in Figure A.4. One notices that
one of the boundaries of z2(Q) evaluated on [− εa,z2

β−1 , 0] gives the maximum value of z2(R).
Note that if ∇2 ∈]−∞,− εa,z2

β−1 ], the maximum is given uniquely by z2(Q) = − εa,z2
β−1 .

If z2(Q) = 0 leads to the maximum of z2(R), then point Q coincides with point H and the
trajectory will enter Da crossing >IJ. It can be proven as in Step 1 by showing that >RU
intersects >IJ where >RU is the trajectory from R if the TWC is applied all the time with
z2(U) = 0 (see trajectory R− U in Figure A.3).
If z2(Q) = − εa,z2

β−1 leads to the maximum of z2(R), then point Q coincides with point I. It
also means that if the trajectory leaves Da from any other point on >HI, it will enter Da
again before crossing the z2-axis. This corresponds to the results found in (A.7). The
trajectory leaving Da through point I on >HI can be seen as leaving Da through I on >IJ
and which leads back to Step 1.

Finally one concludes that if the trajectory leaves Da through >HI (excluding point I) one



110

z2(Q)

∂z2(R)
∂z2(Q)

z2(R)

−εa,z2
β−1 ∇2 0

+ 0 −

−εa,z2
β−1−εa,z2
β−1 −

√√√√2Kmax
m εa,z1
β−1−

√√√√2Kmax
m εa,z1
β−1

Figure A.4 – Table of variations of ∂z1(P )
∂z2(N) if ∇2 ∈ [− εa,z2

β−1 , 0].

has
|z1| ≤

εa,z1
β − 1

|z2| ≤max( εa,z2
β − 1 ,

√
2Kmax

m εa,z1
β − 1 ).

(A.21)

Remark that due to symmetry, the same results are obtained in case the trajectory leaves
Da through >JG.

Step 3. Finally, by combining the results obtained in (A.15) and (A.21) the ultimate
convergence boundaries of z1 and z2 are

|z1| ≤max( εa,z1
β − 1 ,

ε2
a,z2

2(β − 1)2Kmin
M

)

|z2| ≤max( εa,z2
β − 1 ,

√
2Kmax

m εa,z1
β − 1 )

(A.22)

which concludes the proof.



B
Proof of Theorem 4.2

Recall system (4.1) with σ−dynamics with r = 2 reading as

ż1 = z2

ż2 = ā(x, t) + b̄(x, t)u
(B.1)

such that σ = z1. Recalling the controller as

u = −k2

⌈
dz2c2 + k2

1z1

⌋α
(B.2)

with α varying such that

α = max(−β( |z1|
|z1|+ εz1

+ |z2|
|z2|+ εz2

) + 1 , 0). (B.3)

The objective is to prove the stability of the system when controlled by (B.2)-(B.3) and
calculate the convergence domain.

When the relative degree of the system with respect to the sliding variable is equal to 2,
i.e. r = 2, the suitable controller from [29] is discontinuous on the same curve in the phase
plan as the controller from [23] (u = −k2

⌈
z2 + k1dz1c

1
2
⌋0
) described as z2 = −k1dz1c

1
2

(see L in Figure B.1). Hence, following [25], if the gains are tuned as (4.6), the system
trajectory inevitably hits the manifold L and then will slide on it until the origin is reached.
This fact is essential in the determination of the domain of convergence of the trajectory
when controller (4.7)-(4.8) is applied to system (4.1) with σ−dynamics reading as (4.4)
and ρ = 2 which will be detailed in the following.

By a general point-of-view, the trajectory of the system is outside D: therefore, µ = 0 and
the controller from [29] is applied. As previously mentioned, the system trajectory will hit
L and slide on it; therefore, it will reach D in a finite time. However, due to the presence
of perturbations and uncertainties, the trajectory will potentially leave D from
Case 1. >

AB (resp. >
CD)

Case 2. >
BE (resp. >

DF )
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The trajectory cannot leave D through >
EC since at >

EC, µ = 0 meaning that ż2 > 0 and
z2 < 0; therefore, z2 cannot decrease and z1 cannot increase. Similarly, the trajectory
cannot leave D through >

FA.
The domain of convergence for each case will be presented in the sequel.

Case 1: Suppose that the trajectory leaves D through >
AB at a pointM (seeM in Figure

B.1a). Considering the worst case, ż2 = −K∗ = −bmk2 + aM gives the most external
trajectory from the origin. Therefore, the expression of >

MN is 1

z1 = −z
2
2 + z2

2(M)
2K∗ + z1(M) (B.4)

From (4.8) the expression of z1(M) is

z1(M) = εz1εz1 − (β − 1)εz2z2(M)
(2β − 1)z2(M) + εz2(β − 1) (B.5)

Hence, combining (B.4) and (B.5) the expression of z1(N) is deduced:

z1(N) = z2
2(M)
2K∗ + εz1εz1 − (β − 1)εz2z2(M)

(2β − 1)z2(M) + εz2(β − 1) . (B.6)

The maximum of this expression on the interval z2(M) ∈
[
0, εz2

β−1

]
is

max(z1(N)) = max

(
εz1
β − 1 ,

ε2
z2

2(β − 1)2K∗

)
(B.7)

After the trajectory crosses the z1 − axis it will enter again D through >BC (see >NO in
Figure B.1a). This is due to the fact that >MN and >NO are symmetric with respect to
z1 − axis. Note that in case the trajectory hits L before hitting >BC (see >NO’ in Figure
B.1a) then it will slide on L and then enter D through >BC (see >O’E in Figure B.1a). This
fact, combined with the result from (B.7) gives that if the trajectory leaves D from >AB
and >CD (due to symmetry) then

|z1| ≤max
(

εz1
β − 1 ,

ε2
z2

2(β − 1)2K∗

)

|z2| ≤
εz2
β − 1

(B.8)

Case 2. When the trajectory leaves D at a point H on >BC (see H in Figure B.1b), µ = 0;
then, the controller from [29] is applied. As previously mentioned, the manifold defined by
L in the phase plan is attractive; therefore, the trajectory will hit L at point I and start
converging towards the origin (see >IE in Figure B.1b). Still considering the worst case,
ż2 = −K∗, the expression of >HI is also given by

z1 = −z
2
2 + z2

2(H)
2K∗ + z1(H). (B.9)

At point I one has:
z1(I) = 1

k2
1
z2

2(I) (B.10)

1. Denote z1(M) (resp. z2(M)) as the z1 (resp. z2) coordinate of point M .
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Hence, by combining (B.10) and (B.9) the following expression of z2(I) is obtained:

z2
2(I) = k2

1
k2

1 + 2K∗

(
z2

2(H) + 2K∗ εz1εz2 + (β − 1)z2(H)εz1
−(2β − 1)z2(H) + (β − 1)εz2

)
(B.11)

The maximum of the latter is obtained when z2(H) = 0

z2(I) = −

√√√√ 2K∗k2
1εz1

(k2
1 + 2K∗) (β − 1) (B.12)

or when H coincides with point E which is the intersection between L and D (see E in
Figure B.1b). Considering the worst case, that is, when z2(E) maximal in absolute value
and therefore coinciding with point C (i.e. k1 →∞ and therefore z2(H) = − εz2

β−1)

z2(I) = − εz2
β − 1

√√√√ k2
1

k2
1 + 2K∗ . (B.13)

Note that the latter expression gives a boundary for z2 smaller than that in (B.8) and
therefore will be discarded when calculating the ultimate convergence domain. In addition
to that, with k1 →∞ one has the same convergence domain as in (B.8). However, one
states that if the system trajectory leaves from >BE and >AF (due to symmetry) , the
convergence boundary is

|z1| <
εz1
β − 1

|z2| < max


√√√√ 2K∗k2

1εz1
(k2

1 + 2K∗) (β − 1) ,
εz2
β − 1

√√√√ k2
1

k2
1 + 2K∗

 (B.14)

As a conclusion, by combining the 2 previous cases, the ultimate convergence boundary of
the system is

|z1| < max

(
εz1
β − 1 ,

ε2
z2

2(β − 1)2K∗

)

|z2| < max


√√√√ 2K∗k2

1εz1
(k2

1 + 2K∗) (β − 1) ,
εz2
β − 1

 (B.15)
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(a) Case 1 (b) Case 2

Figure B.1 – Description of the system trajectory in the phase plan (z1, z2).



C
Expressions of Θ(x, t) and Λ(x, t)

The expressions of Θ(x, t) and Λ(x, t) of (6.15) are given. Let fi, i ∈ {1, 2, .., 7}

f1 = pφf
J
, f2 = p(Ld − Lq)

J
, f3 = Rs

Lq
, f4 = pLd

Lq
, f5 = pφf

Lq
, f6 = Rs

Ld
, f7 = pLq

Ld
. (C.1)

Note that the expression of Fd,1 − Fd,2 is given as 1

Fd,1 − Fd,2 = CB(β1 − β2) (C.2)

where C = 1
2ρπ(V cos(ψ − `))2 and B = b0 + b1 λi + b2 λ

2
i + b3 λ

3
i with b0 = −0.008608,

b1 = 0.0063, b2 = −0.0015 and b3 = 0.000118.
The time derivative of the terms B and C appearing in the matrix Θ(x, t) depend on
λ,Ω, ψ, V . These derivatives are given as following

Ḃ = ∂B
∂t

= ∂B
∂λ
· ∂λ
∂t

= (b1 + 2 b2 λ+ 3 b3 λ
2) · ∂

∂t

(
ΩR

V cos(ψ − `)

)

= (b1 + 2 b2 λ+ 3 b3 λ
2) ·

(
R

V cos(ψ − `) Ω̇ + λ tg(ψ − `) ψ̇ − λ

V
V̇

)

Ċ = ∂C
∂t

= ∂C
∂V
· ∂V
∂t

+ ∂C
∂ψ
· ∂ψ
∂t

= 2 C
V

V̇ − 2 tg(ψ − `) ψ̇

Note that the derivative of V is estimated by s

τ s+ 1 . Then the expressions of Θ(x, t) and
Λ(x, t) are

1. For more details on how this expression is obtained the reader is referred to [67].
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Θ(x, t) =



−Dr

Kr

ψ̈ + CL
Kr Tβ

B (β1 − β2) + CL
Kr

(β1 − β2) Ḃ + BL
Kr

(β1 − β2) Ċ
1
J

Γ̇a1 − (f1 + f2 id1)[−f3iq1 − f4 Ω1 id1 − f5 Ω1]− f2 iq1 [−f6 id1 + f7 Ω1 iq1]

−fv
J

Ω̇1 − Ω̈∗1
−Rs

Ld
id1 + P Lq

Ld
Ω1 iq1

1
J

Γ̇a2 − (f1 + f2 id2)[−f3iq2 − f4 Ω2 id2 − f5 Ω2]− f2 iq2 [−f6 id2 + f7 Ω2 iq2]

− fv
J

Ω̇2 − Ω̈∗2
−Rs

Ld
id2 + P Lq

Ld
Ω2 iq2



Λ(x, t) =



−2
Kr Tβ

L C B 0 0 0 0

0 −f2

Ld
iq1

−1
Lq

(f1 + f2 id1) 0 0

0 1
Ld

0 0 0

0 0 0 −f2

Ld
iq2

−1
Lq

(f1 + f2 id2)

0 0 0 1
Ld

0



.
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Titre : Nouvelles stratégies de commandes robustes combinant des approches linéaires et par 
mode glissant. 

Mots clés : : Modes glissant d’ordre un, modes glissants d’ordre deux, modes glissants d’ordre 
supérieur, système électropneumatique, système éolien. 

Résumé : Ce travail de thèse porte sur la 
conception des lois de commande pour des 
systèmes non linéaires, incertains et perturbés; 
ces lois de commande sont basées à la fois sur 
des approches par mode glissant, et sur des 
techniques linéaires. Les commandes par mode 
glissant (notamment d’ordre supérieur) sont 
connues pour leur robustesse face aux 
perturbations et incertitudes ainsi que pour leurs 
performances en terme de précision. 
Cependant, elles sont énergivores. Le retour 
d’état linéaire est connu pour être une 
commande lisse et à faible consommation 
d’énergie, mais il est très sensible aux 
perturbations et incertitudes. Le premier objectif 
 

de cette thèse est le développement de lois de 
commande présentant les avantages à la fois 
de la commande par mode glissant (robustesse 
et précision) et du retour d'état linéaire (faible 
consommation d'énergie). Le deuxième objectif 
est de montrer l’applicabilité des méthodes 
proposées aux systèmes physiques réels, 
notamment le banc électropneumatique de 
LS2N. Des applications sont également 
effectuées sur un système éolien. 

 

Title:  New robust control schemes linking linear and sliding mode approaches. 

Keywords : First order sliding mode, Second order sliding mode, higher order sliding mode, 
electropneumatic system, wind system. 

Abstract : This work deals with the design of 
control laws for nonlinear, uncertain and 
perturbed systems based on sliding mode 
control and linear state feedback. Sliding mode 
control is known for its robustness versus 
perturbations and uncertainties as well as high 
accuracy tracking; however, it is high energy 
consuming. The linear state feedback is known 
to be a smooth control and low energy 
consuming, but it is highly  sensitive to 
perturbations and uncertainties. The first 
objective of this thesis is the development of 
control laws that have the advantages of both 
sliding mode control (robustness and accuracy)  
and linear state feedback (low energy 
 

consumption). The second objective is to show 
the applicability of the proposed methods to 
real physical systems, notably the LS2N 
electropneumatic bench. Applications are also 
made on a wind system physical systems, 
notably the LS2N electropneumatic bench. 
Applications are also made on a wind system. 
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