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Introduction

Logic, recursivity, constructivism

The origin of logic as a discipline can be traced back as far as antiquity, but mathematical logic
as we know it today really started its infancy at the beginning of the 20th century. The impetus
behind this development was the quest for a foundation of mathematical practice, partly out of
fear of inconsistencies derived from dubious axioms (such as unrestricted comprehension in Frege’s
set theory). A significant step in this development was the realization that the language of logic
and the rules of reasoning could be studied as mathematical objects unto themselves. Thanks to
this perspective, Hilbert could spell out an ambitious program as an attempt to radically solve the
crisis of foundations. The stated goals were to prove, within basic arithmetic that

1. mathematics could have a complete axiomatization
2. all mathematics could be reduced to basic arithmetic (finite reductionism)
3. basic arithmetic could be shown to be internally consistent.

Beyond the pleasing philosophical ramifications that an internal consistency result would have had,
the first two points would also imply that all formal mathematical statements could be mechanically
decided. Hilbert’s hopes were dashed by Goédel’s incompleteness theorems which invalidated all
of the above in one fell swoop. The incompleteness theorem rely on encoding formulas ¢ and
proofs 7 as numbers "¢ and "7 which can then effectively manipulated in the language of formal
arithmetic to formalize provability. The first incompleteness theorem states that for reasonable
arithmetical theories T, the formalization of the self-referential sentence G intuitively standing for
“@ is not provable in 77 is independent from 7: 7T does not prove G, nor its negation. Thus point
1. is refuted, as well as (arguably) 2. The second incompleteness theorem refutes directly the third
point, as it states that a formalized consistency statement Con(7) is necessarily independent from
T. While Hilbert’s program as outlined above is unrealizable, the incompleteness theorems did not
spell the end of research on foundations. On the contrary, one takeaway of incompleteness is that
the classification of formal theories in terms of, for instance, relative consistency (formalizable in
weak theories as Con(7) = Con(7")) or conservativity is non-trivial and deserved further study.

An issue related to those foundational concerns is the field of computability or recursion theory,
the formal study of what is computable (in principle) by a machine. Computability occupies a
critical foundational (if not necessarily practical) role in computer science as a whole. The basis
for the field is the precise formalization of the class of recursive functions, which correspond to
those functions N — N which are mechanizable. While a number of fundamental technical ideas
and concepts from recursion theory would find suitable adaptation both in the implementation
of real-world computers and programming languages and in logic, perhaps the most basic result
is that some very natural (and useful!) functions N — N are in fact, provably not recursive. A
very important such function is the truth function f : N — {0,1} corresponding to Hilbert and
Ackermann’s Entscheidungsproblem. Its specification says that f("¢™) = 1 if and only if ¢ is a
true sentence of arithmetic. The non-recursiveness of this function is, of course, deeply tied to
the incompleteness theorem. Similarly to formulas, partial recursive functions g : N — N admit
encodings as numerals g — "¢ which allow to define the most well-known non-recursive function
corresponding to the so-called halting problem which asks for a function f : N — {0,1} such
that, for every partial recursive function g, f("¢") = 1 if and only if f(0) is defined. The non-
recursiveness of this function is proved by a diagonal argument. Starting from those two, the
computability of many such functions (or decision problems as those are called when the codomain
is {0,1}) have then been been studied by computer scientists and mathematicians alike.

Related to the concept of computability, and more broadly, feasibility is the theme of con-
structivism in logic. While a consensus was reached around considering that while there is now



a mainstream consensus that theorems which can be conceivably be derived from the axioms of
ZF(C) and classical logic as formalized by Hilbert are uncontroversial, there are schools of thoughts
challenging this state of affair on philosophical grounds. In particular, Brouwer pointed out that
proofs in classical logic were unsatisfactory because of the principle of excluded middle, which
allows to prove the existence of mathematical objects without providing an explicit construction of
said object. This led him to reject excluded middle in his school of intuitionism. This gave rise to
the so-called Brouwer-Heyting-Kolmogorov (BHK) interpretation of logic where proofs are to be
informally thought of as computation of witnesses of validity of the statements, which forbids the
use of the principle of excluded middle ¢ V = or, equivalently, reductio ad absurdum ——¢ = .
Broadly speaking, we call such formalisms intuitionistic or constructivtﬂ While one might be
concerned that moving to constructive systems limits unduly the scope of provable statements,
constructive logics usually turn out to be more expressive as double-negation translations allow
to embed classical logic within constructive logic, and thus show in passing that constructive and
classical logics can be shown to be equiconsistent. This first step and subsequent proof-theoretical
investigations thus revealed constructive logic to be a precious tool for the global understanding
of mathematical logic, independently of any philosophical commitment. Typically, intuitionistic
proof systems are more well-behaved from the point of view of proof-theory, which is reflected by
confluent cut-elimination and strong witnessing properties for instance. The latter may be seen as
an internalization of the philosophical guarantee of intuitionism: when an object is shown to exist
constructively, an explicit, computable method is given to produce said object. Proving such wit-
nessing properties withing mathematics can be done by using realizability models, where formulas
are interpreted by set of proofs rather than mere truth values. A paradigmatic example of this
approach is Kleene’s realizability, which interprets formulas of (higher-order) arithmetic as sets
of recursive functions called realizers. Typically, a formula Va € N 3y € N ¢(z,y) is interpreted
by the set of recursive functions f : N — N such that ¢(z, f(z)) holds. The underlying logic is
intrinsically intuitionistic as, if assuming classical foundations, the negation of excluded middle
VA (AV —A) holds as a direct consequence of the undecidability of the halting problem in the
associated model.

There is much more to say on the developments of recursion theory, constructivism and math-
ematical logic, their flourishing interactions and related fields of research. However that goes well
beyond the scope of this short introduction whose purpose is to introduce the themes of founda-
tional strength, recursivity and intuitionism.

Monadic Second-Order logic and automata

While Gédel’s theorem implies that the theories of arithmetic, which are considered rather mod-
est foundations in which logic is still formalizable, are undecidable, this does not preclude more
restricted logics from being so. This perspective is appealing from a practical point of view if one
is interested in automatically verifying that computer programs or controller chips are bug-free
in restricted settings. This has given rise to multiple verification logics such as LTL, CTL or the
modal p-calculus, all of which can be decided.

Monadic Second-Order logic (abbreviated MSO from now on) designates a class of classical
theories which are powerful enough to interpret many verification logics while still remaining de-
cidable. The precise definition of MSO varies according to the underlying universe, but the language
is generated in the same way: it is the language of second order-logic where the second-order quan-
tification is restricted to unary (hence the name monadic) predicates, which can equivalently be
regarded as sets. Formally speaking, a minimal language for MSO can be given by the following
grammar where z designate individual variables, X set variables and P(z1,...,z,) ranges over
basic predicates of the underlying structure.

p,p =€ X | P(xy,...,zn) | Jxpo | IX 0| pAY | o

Typical instances of MSO are MSO over the structure of natural numbers equipped with its order
(N, <) (henceforth abbreviated MSO(w)) and MSO over the infinite binary tree ({a,b}*, S,, Sp)
where S; designates the successor relation (i.e. S;(x,y) holds if and only if y = z¢) and {a, b}* the
set of words over the finite alphabet {a,b}. The key to deciding these MSO theories is their tight

LAs this thesis does not delve into philosophical issues related to constructivism, we will use the two terms in-
terchangeably. In particular, we do not refer to Brouwerian axioms incompatible with classical logic when calling a
system intuitionistic in the sequel, but merely to the rejection of the law of excluded middle/double negation elimi-
nation. The interested reader may consult [73] for an introduction to the main strands of constructive mathematics
and the basic specificities of Brouwerian intuitionism.



connection with the theory of automata over infinite words and labeling of the infinite tree. We
now focus the discussion on word automata and MSO(w); similar observations can be made for
trees.

Automata over finite words are a formal devices computing languages P(A*) (the regular lan-
guages), which may be seen as specific casesof (linear-time) Turing machines computing a function
A* — {0,1}. This means in particular that finite-state automata may be coded with finite data
which can be effectively manipulated. Finite-state automata are much less expressive than general
Turing machines. One advantage of automata, beyond simplicity, is that one may algorithmically
decide interesting semantic properties such as the emptiness problem (whether a given automaton
recognizes any word at all). This is to be contrasted against the impossibility of solving any such
meaningful problem for general recursive functions due to Rice’s theorem. Infinite word automata
are also formally defined with finitary dataEl, but are meant to define language of infinite words, i.e.,
subsets of AN instead of A*. These sets are typically uncomputable: even for a fixed automaton
A, there is no recursive map f : N — {0, 1} such that given a code "u" of recursive word u € AN,
f(Tu™) = 1 if and only if w is recognized by A. The reason for this is that, while the sequence of
states appearing in a run of an infinite word automaton is computable from its input, the notion
of accepting run is not recursive. For Biichi automata for instance, it asks that a final state appear
infinitely often; deciding this for an arbitrary sequence of state is strictly harder than even the
halting problem.

This increased computing power does not prevent infinite word automata and the associated
notion of w-regular language from sharing nice properties with finite word automata and regular
languages. For instance, a key property one may algorithmically decide whether the language
defined by a Biichi automaton is empty or not. w-regular languages, as regular languages, are also
stable under union, complement and projection (the latter operation corresponding to existential
quantification). However, establishing those properties is harder than in the finite case. Typically,
while complementing a non-deterministic Biichi automaton may still be done algorithmically, the
conceptually easier way of doing so does not necessarily go through determinization, but rather
a more algebraic construction. Furthermore, arguing that these more involved constructions are
sound require non-constructive arguments.

Those constructions allow to give a semantic-preserving translation from MSO(w) formulas
to automata, which, thanks to the decidability of emptiness checking for automata, provides an
effective procedure to decide MSO(w) formulas: to do so, translate the formula to an automaton
and run an algorithm to determine whether the language recognized by this automaton is empty or
not. There is also a semantic-preserving translation back from Biichi automata to MSO(w), thus
establishing in a precise sense that MSO(w) is the logic of infinite word automata.

The constructiveness of MSO

As we saw in the previous discussion, MSO(w) and various generalizations has a peculiar link
to constructivism: they are logics which are inherently non-constructive which can be decided
effectively. While this observation is rather obvious because of the connection with Biichi automata
which go beyond computable functions, it should be stressed that it is not the case for many
decidable logics such as, for instance, bounded arithmetic, the first-order logic of dense linear
orders (i.e. the theory of (Q, <)) or real closed fields (the theory of (R, <,+,-))f]

The thesis is thus centered around the following informal question, where the less logically
inclined reader may substitute “theory of automata over infinite structures” for MSO.

Question. How (non-)constructive is MSO?

Let us stress that this question is both broad and informal and that the present thesis does
not address it in full generality. It should rather be regarded as the common motivation for topics
studied as part of this thesis, which is itself split into two thematically distinct parts.

Part [I| contains developments pertaining to the constructiveness of MSO(w) from the point of
view of the BHK interpretation. The main goal there is to study intuitionist variants of MSO(w)
with an eye towards the extraction of effective computational content from proofs: we want wit-
nesses for V3 statements to be able to compute recursive maps between sets of infinite wordsﬂ

2In particular, Biichi automata consist of the same data as non-deterministic finite-state automata.

3 Assuming that —x # y = & = y holds for z,y € R in the “constructive” metatheory of interest. This is the case
if R designates Cauchy reals and Markov’s principle holds.

4Note that if one is just happy to find explicit definitions of possibly non-computable such functions, this is
entirely doable. This corresponds to the uniformization problem, which has a nice solution for MSO(w): relations
defined in MSO(w) may be uniformized in MSO(w) [66], [15].

7



In fact, we are going to make one further restriction in order to both simplify drastically our
setting and draw from automata-theoretic results: our realizers will consist of functions that are
computable by Mealy machines, possibly the most simple class of finite-state, letter-to-letter trans-
ducers. Such a machine with input alphabet A and output alphabet B generates a sequence of
length-preserving functions between words A™ — B™ which can be regarded as a single function
AN — BN over infinite words.

Part [[ on the other hand is not concerned with constructiveness in the sense of intuitionism,
but rather with the foundational strength of MSO theories. The main informal objective here
is, rather than delimiting what is intuitionistic in MSO, to see what are the minimal axiomatic
requirements to make MSO behave “as usual”. More specifically, we study Biichi’s decidability
theorem for MSO(w) in the context of Reverse Mathematics, a vast foundational program launched
by Friedman to classify theorems of everyday mathematics according to their logical strength, or,
informally, degree of non-constructiveness. Concretely, this is achieved showing, over a weak base
theory based on a restriction of second-order arithmetic, that the theorem under consideration is
equivalent to the axioms of a stronger subsystem of second-order arithmetic. Most of the time, the
weak base theory is taken to be RCAg (Recursive Comprehension Axiom), a weak subsystem of
arithmetic where induction is limited to ¥ formulas and comprehension is limited to recursive sets
(while still featuring full excluded middle). It will thus turn out that the decidability of MSO(w),
as well as the soundness of complementation of Biichi automata are equivalent to induction for 9
formulas, which is also sufficient to prove the soundness of a determinization procedure. Part [[]
then concludes by giving some preliminary results towards a similar analysis for MSO over the
rationals (formally speaking, the structure (@, <)). These results seem to point out that the
decidability theorem for this theory sits strictly between the decidability of MSO(w) and MSO over
the infinite tree.

The two parts are self-contained and may be read independently from one another. We refer
to their respective introductions for a more detailed chapter-by-chapter description of the contri-
butions. The bulk of those contribution is the attempt to synthesize and expand the work we
presented in [56] 58] [67] in Part Il Part [[I] contains the material presented in [42] with minimal
modifications in addition to the preliminary results pertaining to MSO over Q.



Part 1

A Curry-Howard approach to
Church’s synthesis



Summary The first part of this thesis is devoted to studying restrictions of MSO(w) with strong
witnessing properties. The main goal here is to have logical systems with a Curry-Howard cor-
respondence allowing for a straightforward extraction of programs from proofs. This is achieved
by building proof-relevant models for the logical systems in question. In contrast with most usual
Curry-Howard settings, we restrict ourselves to extracting only a small subcass of recursive func-
tions, namely those which corresponds to deterministic finite-state synchronous letter-to-letter
transducers, i.e. Mealy machines. This restriction is rather natural from the point of view of
automata theory as there is an obvious kinship between transducers, infinite word automata and
thus MSO(w). This will manifest as connexions between our development and Church’s synthesis
problem. Furthermore, while there are many notions of transducers with greater expressive power
(typically regular or polyregular transductions as defined in [§]), Mealy machines have the cru-
cial advantage of having a notion of cartesian products corresponding to the underlying cartesian
product of alphabets. On the other hand, we work with a rather unusually weak computational
model from the point of view of the Curry-Howard correspondence as

1. all realizers f : AY — B“ are causal, i.e. f(a), only depends on aq,...,a,.

2. there is no natural notion of higher-order functions available (and thus a priori no proof-
relevant interpretation of intuitionistic implication).

We stick firmly to throughout the thesis and never consider alternatives. After some prelimi-
nary material in Chapter [I]and [2] we investigate a simple theory and a companion proof-relevant
model for extraction in Chapter [3] This setting has the advantage of being elementary and being
a nice refinement of the usual correspondence between MSO(w) formulas and non-deterministic
Muller automata, while allowing for extraction in the above sense. However, it suffers the full
brunt of and thus allows only to interpret a minimal set of connectives allowing for double-
negation translations; in particular, there is no primitive intuitionistic implication =. Chapter []
attempts to partially circumvent restriction by moving to a more general setting related to
alternating automata in which a richer theory based on linear logic is interpreted. This time, the
lack of higher-order functions in the category of Mealy machines means that a general notion of
exponential modality is lacking in the logic. However, exponential modalities are seen to be de-
finable for polarized formulas corresponding to non-deterministic/universal automata. Underlying
the construction is a notion of infinite games for which winning strategies correspond to our notion
of realizers. Chapter [§] and [0] start from the remark that the combinators on games defined in []
are reminiscent of Dialectica interpretations. After recalling the Dialectica construction in a fibred
setting over a cartesian-closed base in Chapter 5] we fix a convenient cartesian-closed base of causal
functions (i.e., where we do not break but ignore ) and give a similar transformation which,
when applied to the standard proof-irrelevant model result in an extension of the realizability
model of Chapter [d Finally, Chapter [7] discusses how to adapt this material to restrict to finite-
state realizers to get a model equivalent to the one presented in Chapter [f] and exploits the formal
similarities with Dialectica exposed in the previous chapter to obtain a complete axiomatization
of the model.

Detailed outline

Chapter gives background information required on automata over infinite words, transduc-
ers and Church’s synthesis. This chapter is rather short and non-technical; in particular the most
combinatorial results are merely referenced and stated. First, non-deterministic automata over in-
finite words recognizing w-regular languages are defined. The stability under boolean connectives
and projections are discussed, highlighting that the soundness of most construction is straight-
forward save for the one obtained by Biichi’s complementation theorem [I2] and McNaughton’s
determinization theorem [48]. Then, a complete axiomatization of MSO(w) due to Siefkes [65] is
introduced, as well as very basic material on Mealy machines. Finally, Church’s synthesis and the
Biichi-Landweber theorem [13] are introduced.

Chapter [2] first introduces preliminary technical material regarding Mealy machines for later
chapters. It is remarked that alphabet and functions generated by Mealy machines may be arranged
in a category with cartesian products but no internal homsets (i.e. no notion of A-abstraction).
We then prove that this class of synchronous function is stable under a construction corresponding
to guarded recursion [7, [53]. A term syntax for Mealy machines based on this combinator with
a suitable equational theory is given and shown to be sound and complete. Then, we show that

10



MSO(w) is equivalent to a first-order theory of equality between streams, FOM, which in particular
has terms for Mealy machines. Formally speaking, we show that that one may be interpreted in
the other and lift the complete axiomatization of MSO(w) to FOM. This allows us to substitute
FOM for MSO(w) in the sequel, which makes subsequent developments much more straightforward.

Chapter defines an intuitionistic subtheory SFOM of FOM and a suitable Curry-Howard
correspondence allowing for the extraction of Mealy machines from proofs. The language of SFOM
is restricted to formulas built with 3, =, A and atomic equalities and its theory is a non-classical
subtheory of FOM which is still strong enough to allow a double-negation translation of FOM into
SFOM. The extraction of finite-state realizers is ensured by considering a proof-relevant model
of SFOM. The main idea behind this model is to interpret formulas as non-deterministic Muller
automata in a standard way, but then require that SFOM proofs be mapped to simulations between
the automata rather than being mere witnesses of language inclusions. This chapter is meant as a
counterpart to [56] where the very same model is discussed for a theory SMSO, which is to MSO(w)
what SFOM is to FOM.

Chapter goes further by considering a theory LSFOM based on linear logic also admit-
ting a sound extraction procedure of finite-state Mealy machines from proofs. The advantage of
LSFOM over SFOM is that it features more connectives, namely, universal quantification and linear
implication while actually ezxtending the theory LSFOM. An approach entirely analogous to the
one in Chapter [3]is taken. First the definition of the logic is given: LSFOM is formally based on
full intuitionistic multiplicative linear logic (FIMLL as defined in [34]), augmented with equalities
and first-order reasoning. On top of that, a polarity system is given to regulate the admissible
instances of contraction and weakening, together with exponential connectives defined only over
polarized formulas. Then, the embedding of FOM in LSFOM is given. This embedding, which was
chosen because of its simplicity and the underlying automata-theoretic intuition, is not standard
for linear logic, but rather tied to the polarity system of LSFOM. Alternatives are also briefly
remarked upon. Finally, a proof-relevant model of LSFOM is defined to ensure soundness with
respect to synthesis. The model refines the one given in the previous chapter by allowing for
general alternating automata. The notion of simulation thus becomes much more intricate, so we
stay rather informal and postpone the fine description of the realizers and associated combinators
for later in order to focus on intuitions. This chapter is meant as a counterpart to [58] where this
model is introduced.

Chapter starts with the observation that the model considered in Chapter [ shares a
lot of formal similarities (such as being a model of FIMLL) with Dialectica categories (namely
the categories DC of [2I]). In order to make such a connexion more precise, this Chapter is
dedicated to introducing Dialectica fibrations. After a short introduction to the basic concepts of
categorical logic involved, we recall the definition of the Dialectica construction p — Dial(p) over
fibrations and as well as the related Gum and Prod discussed in [3I]. Then, taking full advantage
of the relationship between the three maps, we consider rather unusual exponentials modalities
for Dialectica, namely, those that arise through the fibred adjunctions between Gum(p), Dial(p)
and Prod(p). This is not something often considered for Dialectica, as these adjunctions are only
definable when p already has simple quantiﬁcationﬂ We then remark that although Dialectica
categories are not *-autonomous in most cases, one may show that there exist (non-canonical)
retracts of the canonical morphism ((A — 1) — J_) —o A when starting from the category of
sets and assuming the full axiom of choice. We then conclude the chapter by giving and proving the
characterization theorem, including the formulas featuring our rather unorthodox exponentials.

Chapter [6] is devoted to adpating the Dial construction to produce game-based models
generalizing the one given in Chapter To do so, we first describe a convenient higher-order
extension S of the category Mealy that we use as a base. S is defined as a full subcategory of the
topos of trees T, a natural setting for denotational settings of the guarded A-calculus. The reason
for considering S instead of T is that a key combinatorial element in building our category of games
is a notion of pointwise exponentials which cannot be defined for all trees . We retain however
cartesian-closure of S, as well as the usual guarded fixpoint operator. We then use this category to
define a category of zigzag games DZ, which is shown to be a model of MELL. A crucial observation
there is that internal-homsets are only needed to define the exponential !, while the rest is handled
thanks to the guarded fixpoint operator and our notion of pointwise functions. This development is

5Recall that Gédel’s original use for the Dialectica transformation was for a quantifier-free p.
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a stepping stone towards defining the operation p — Dial™ (p) over S-fibrations, which is intended
to map a boolean model of the first-order logic with equalities to a higher-order analogue of the
model presented in Chapter [4l After establishing that there is a fibred LNL-adjunction between
Dial® (p) and Dial(p), the rest of the chapter mirrors the material in the previous chapter: Dial™ (p)
is proven to be sound with respect to first-order full intuitionistic logic with equalities and a similar
characterization theorem is given. Perhaps the key difference is that this characterization theorem
reveals that Dial™ (p) satisfies an axiom invalidated in the “standard model”.

Chapter [7] bridges the gap between the higher-order model over S provided in the previous
chapter and the automata-based model described in Chapter [4 (which may be regarded as a
fibration over Mealy). This is done by first noticing that the morphisms used in the construction of
DZ, ®ial® and the afferant logical structure could be carried out without using the internal homsets
of S if one ignored the exponentials. We thus define an inductively generated subcategory S of S
which retains enough morphisms and combinators (most crucially, the parametric guarded fixpoint
combinator and the pointwise exponential) to carry out analogues of those constructions DZg,, and
Dialf, , the latter acting on fibrations over S instead of fibrations over S. We then show that the
category Mealy embeds into Sf" by exploiting the results of Chapter [2| and then that S embedds
into an elementary completion of Mealy, its Karoubi envelope Kar(Mealy). We also touch briefly on
how fibrations over some category C can be taken to a fibration over Kar(C) and vice-versa. This
then allows to discuss how to make Dialf, act on fibrations over Mealy rather than S and then
proceed to give a high-level discussion on how the results discussed in Chapter [f] and [6] adapt to
Dialf, in order to interpret LSFOM and its polarized exponentials. Finally, the suitable restriction
of the characterization theorem proven in Chapter [6] to our newly obtained model is leveraged to
extend the axiomatization of LSFOM into a complete theory LSFOM™, mimicking the main result
of [567]. Besides relying on the characterization theorem, the completeness proof also crucially rely
on the Biichi-Landweber theorem and the ad-hoc double linear negation elimination discussed in
previous chapters.

Notational conventions for Part |I] We may write N or w for the set of natural numbers. If
a,b € N, [a,b] denotes the set {k € N| a < k < b}. Given a sets X and I, we sometimes z = (z;);er
for sequences x € X!, and x; for the application (i) when it is more idiomatic to do so. Typically,
we do this for sequences (for instance, the evaluation of a function f : A — B“ on the sequence
(ai)ien and position n € N may be written f(a),). We also sometimes write (x;)}_, for families
X[0n] - Non-empty finite sets are called alphabets. We assume a knowledge of the definitions of
category, cartesian-closure and functors for all of Part [l No category-theoretic concept beyond
those are required until Chapter [f] We adopt a set of notation for basic categorical constructions,
that are also employed for concrete functions between sets. o is reserved for composition of arrows.
Set denotes the category of sets and functions and FinSet>; denotes the full subcategory of sets
whose objects are alphabets. Given a category C and objects A and B of C, we write [A, B]. for
the homset from A to B, A x B for the cartesian product and A® for the exponential (provided
they exist). If C has a terminal object, it is written 1 and we write ! for the (uniquely determined)
morphisms A — 1. Given maps f : Z — A and g : Z — B, we write (f,g) for the pairing
Z — A x B determined by the universal property of the cartesian product and 7; : A1 X Ay — A;
the projection maps (i € {1,2}). We generalize these notations to the n-ary case for every n € N in
the obvious way. We write ev : AP x B — A for the evaluation map in a cartesian closed category
and given f: A x B — C, we write A(f) : A — CPB for its curryfication.

Although we shall introduce it later, let us mention that we will frequently use the abbreviation
f.s. to mean finite-state in the sequel.
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Chapter 1

Background: automata, Mealy
machines and Church’s synthesis

This chapter gives a short introduction to the correspondence between infinite word-automata
and MSO(w), Mealy machines and Church’s synthesis problem, which motivates our notion of
constructiveness for the intuitionistic subsystems of MSO(w) we study in later chapters. Relevant
classical results are merely stated. For more thorough introduction to these topics especially infinite
word automata, we redirect the reader to the textbooks [54] [71] and the survey article [72] regarding
Church’s synthesis. The reader familiar with the aforementioned content might safely skip this
chapter, maybe with the exception of Section which mentions a complete axiomatization of
MSO(w) due to Siefkes [65].

1.1 MSO(w) and automata

We first recall the seminal connection between MSO(w) and finite-state automata over infinite
words. As discussed in the introduction, the language of a MSO-theory contains all boolean
connectives, first-order quantification and quantification over unaryE] predicates. This leaves the
term language and atomic first-order predicates to be fixed; here, we have in a constant term
symbol Z for 0 and a term symbol S for the successor function n — n + 1.

tbu = Z|S(t)|x
e, u= te€X | |IX @AY ]| p

MSO(w) might be thus regarded as a subsystem of second-order arithmetic, albeit a rather weak
one: addition + is undefinable as a relation for instance. The main reason why it is impossible to
use the power of second-order logic to design impredicative encoding is because of the restriction
over unary predicates and the lack of a pairing function. Having either pairing or addition definable
in MSO(w) would make the language as expressive as second-order arithmetic, which in turn would
mean that theory would be undecidable; this would contradict Biichi’s decidability theorem.

Another appeal of MSO(w) as a formal system is its tight connexion with infinite-state automata
over infinite words. They operate very much like automata over finite words, save for the acceptance
condition, which needs to distinguish infinite runs. As there are several interesting such acceptance
modes, we first give a generic definition.

Definition 1.1.1. A non-deterministic infinite word automaton over the alphabet A is a tuple
A=(Q,1,A,Q): A where

- @ is a finite set of states
- I is a subset of @ dubbed the initial states
- ACQx AxQ is the transition relation

- Q C Q¥ is the acceptance condition

1One may also call them monadic, justifying the name MSO. We do not, so as to avoid suggesting any connexion
with monads.
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An w-word w € A is recognized by A if and only if there is a sequence ¢ = (qn)nen € Q such
that g0 € I and (qn,Gn,qn+1) € A for every n € N. We write L(A) for the set of words C A“
recognized by the automaton A.

A is called deterministic if I is a singleton {¢*} and A is isomorphic to the graph of a function

5:Y%xQ = Q.

In the usual cases, §2 is given by some finitary data. The way € is generated from such data
corresponds to the different acceptance modes alluded to earlier. In this introduction, we briefly
discuss Biichi, parity and Miiller acceptance.

Definition 1.1.2. Let A = (Q,I,A,Q) : A be a non-deterministic automaton. If X C P(Q),
define [ X0 C Q¥ to be the set of sequences of states such that the set of states appearing infinitely
often is X.

Xloo:={qeQ® | {r|VkaIn>kq, =1} € X}

If the accepting condition 2 of A is given by
- a set of accepting states F' C Q such that
O={qeQ“|VkIn>kqg, e F}=[{X | XNF #0})]
then A is called a Biichi automaton.

- a priority function c: @ — N such that

Q={qeQ”|limsupc(qy) is even} = [{X C Q | sup ¢(q) is even}]
neN qgeX

then A is called a parity automaton.

- a set F C P(Q) such that
Q= [Fleo

then A is called a Muller automaton.

Note that every Biichi automaton may be seen as a parity automaton by mapping the set of
accepting states F' to its characteristic function xr : @ — 2 C N, and every parity automaton
may be seen as a Muller automaton. Conversely, a non-deterministic Muller automaton A =
(Q,I,A,[Fls) : A can effectively be turned into a Biichi automaton A® recognizing the same
language (see e.g. [54, Theorem 7.1]).

Proposition 1.1.3. Non-deterministic Biichi, parity and Muller automata recognize the same
languages.

These automata thus provide finite representations for languages L C P(A%) of infinite words,
the w-regular languages. One should also note that this representation is effective in the following
sense.

Proposition 1.1.4. There exists an algorithm taking as input a Bichi/parity/Muller automaton
A and decides whether the language L(.A) recognized by a empty or not.

Proof. Given that the translation leading to Proposition [I.1.3] are effective, it is sufficient to prove
the decidability of emptiness for Biichi automata. To do so, given a Biichi automaton A =
(Q,I,A,[Fls) : 4, it suffices to be able to tag the states from which a non-empty language may
be recognized. First tag the set F' C F of final states such that f € F” if and only if there exists

a non-empty-word aq, ..., ar tagging a non-trivial cycle containing f, i.e., there exists qo, ..., qn
with g9 = ¢, = f and (¢;,a4,¢;+1) € A for every i < n. Then, if a state ¢ is coaccessible from F”,
then it recognizes a non-empty language. O

This proposition may be used in conjunction with the following correspondence between MSO(w)
formulas and automata to derive the decidability of MSO(w).

Theorem 1.1.5. There exists an algorithm taking as input a MSO(w) formula o(Xo, ..., Xn-1)
with the displayed free variables outputting a non-deterministic Biichi automaton A, : 2™ such that
w = (Wo, ..., Wn-1) € L(Ayp) if and only if o(wo, ..., wn_1) holds.

14



This theorem is proved by emulating the connectives of MSO(w) at the level of automata.
This means proving that w regular languages are sable under projection (the counterpart of 3),
intersection (A) and complementation. While closure under projection and intersection is rather
straightforward, complementation is more challenging. For finite word automata, the comple-
mentation procedure relies on a determinization procedure. Then, complementation is easy for
deterministic automata. However, while the determinization algorithm for finite word automata
is straightforward, the situation with infinite word automata is a bit more delicate. Historically,
Bichi first proved that non-deterministic Biichi automata may be complemented using a weak
form of Ramsey theorem for pairs to analyze infinite runs [I2]. Later on, McNaughton proved [4§]
that Biichi automata may be determinized into Rabin automata which are in turn easily compiled
into deterministic parity automata.

Theorem 1.1.6 (McNaughton). Given a non-deterministic Biichi automaton A : A, there exists
a deterministic parity automaton D : A such that L(A) = L(D).

Remark. Let us note that the proof of either McNaughton’s theorem, or even Biichi’s direct com-
plementation argument are inherently non-constructive in the following sense: given a word w and
an accepting run of D over w, then there is no recursive way of computing an accepting run of A
over w. This is to be contrasted against all of the other automata constructions above, which allow
for such computatz'omﬂ

1.2 Axiomatizing MSO(w)

Before moving on, let us remark that automata give a decision procedure for MSO(w) but say little
about its proof-theory at a first glance. Among other things, this does not answer the following
question: what is a natural set of minimal axioms for MSO(w)? In the sequel, since we shall study
subsystems of MSO(w) with the goal of setting up a Curry-Howard correspondence, it is important
to recall that the connection with automata also uncovered a natural complete axiomatization of

MSO(w).

Theorem 1.2.1 (Sietkes). The standard model of MSO(w) s fully axiomatized by the basic arith-
metical axioms of non-confusion, injectivity of successor and the comprehension schemes and in-
duction schemes.

We give a more formal list of these axioms below in Figure once MSO(w) has been more
properly introduced. This axiomatization is remarkable as it exactly consists of the axioms of
second-order arithmetic restricted to the language of MSO(w). Siefkes’ original proof [65] does
rely heavily on the correspondence between MSO and automata outlined above. A model-theoretic
proof is given in [60].

1.3 Mealy machines

One of the appeal of MSO(w) is that it may be seen as a powerful logic for verification. In particular,
the decidability of MSO(w) enable to verify properties about finite-state Mealy machines, a notion
used in the conception of reactive systems like CPU components or microcontroller for various
embarked systems. A simplifying assumption is that we have a fixed, discrete synchronous notion
of time and that the current state of a given system should only depend on the past. This is
captured by the notion of causal function.

Definition 1.3.1. A causal function is a function f : AY — B such that f(u), = f(v), whenever
u; = v; for alli < n.

Note that the set of causal functions f : A — B“ is in one-to-one correspondence with families
of functions (f,, : A"t — B),en by taking f(a), = fn(a|[[0 n]])' Not all of causal functions f can be
concretely implemented in hardware because the amount of data on the input needed to compute
fn may grow with n. A Mealy machine is essentially an intensional description of causal function
f where the memory, holding enough information to compute f(u), if given u,, is bounded by a
finite set of states.

2However, the problem of computing an accepting run of A over w from an accepting run of D and additional
data witnessing the acceptance of w (e.g., the highest parity appearing infinitely often and a bound after which
only lower parities occur) may very well be doable recursively; these considerations are pregnant in the Reverse
Mathematics of Biichi’s theorem presented in Chapter @ Note however that whether such data is available in a
constructive metatheory depends on a careful phrasing of the winning condition, which are usually not stable under
double-negation in constructive logic!
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Definition 1.3.2. A Mealy machine from alphabet A to B is a tuple M = (Q,¢",0) : AY — B¥
consisting of

- a finite set of states @
- an initial state ¢* € Q
- a transition function 0: A X Q — B x Q.

By iteration, a Mealy machine defines a function 8* : A* — B x Q (where A" is the set of
non-empty words over A) by the following recursion:

9"(a) = 0(a,q") 9" (wa) = 8(a, m(0"(w)))

which can be used to define a causal function [M] : A — B“. We call causal functions which
can be derived from Mealy machines finite-state.

Remark. All functions induced by finite-state Mealy machines are causal, but the converse does
not hold. For instance, all constant functions to 2¥ are causal, but the infinite word w € 2“ such
that

w, =1 & nisprime

is not implementable by a Mealy machine (with trivial input 1% and output 2% ) with finitely many
states.

However, one can consider the notion of Mealy machine with possibly infinite state-space and
show that every causal function f admits a minimaﬁ Mealy machine My implementing it, i.e.
with [My] = f. f is thus finite-state if and only if the state space of My is finite.

Example 1.3.3. One of the simplest non-trivial family of finite-state causal functions is given
by one-step delay functions: given an alphabet A and a € A, write cons, : AY — A% for the
finite-state causal function such that cons,(w)(0) = a and cons,(w)(n + 1) = w(n). A minimal
machine implementing cons, has |A| states; for A =2 and a = 0, it may be depicted as follows

0]0

Example 1.3.4. A typical notion that can be modelled as a Mealy machine is that of a register.
Abstractly, a register holding a value belonging to some alphabet A (for a 64-bit architecture, A =
264) may be seen as a causal function (A x 2)¥ — A, where the second input 2 corresponds to
an enabling signal stating whether the incoming value on the first component ought be written in
memory or be ignored at a given clock tick.

Given a dummy initial value ag € A, this behaviour may be implemented as a Mealy machine
with state-space A, initial state ag and the transition function 0 : (A x 2) x A — A x A defined as

9((a,b),q) : = { (¢9) ifb=0

(a,a) otherwise

For A =2 and ag = 0, this machine may be represented as follows

(1,0)|0

3The situation is exactly the same as with finite-state deterministic automata: minimality is both in the sense
of number of states and initiality with-respect to homomorphisms; the notion of homomorphism of Mealy machines
shall not detain us here.
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MSO(w) is a logic which ostensibly describes sets of integers X € P(N), but those can also
be regarded as streams 2¢. Therefore, given alphabets A = 2 and B = 2" which are powers of
2, it is possible to write MSO formulas ¢(Xo, ..., X;x_1,Y0,...,Y,_1) regarded as input-output
specifications for Mealy machines.

Example 1.3.5. Ezpanding on Example one may consider the following specification: if
from some point on the write signal is never set to 1, then the output of the register stays the
same. This may be rendered by the following formula p(Xo, X1,Yy), which can be written in first-
order logic and a fortiori MSO(w).

VneN (VkeN(h>n=kd X1)) = Vb (k>n= (ke Yy o neYp)))

1.4 Model-checking and synthesis

A first natural problem for automatic verification is the following model-checking problem: is there
an algorithm which, taking as input a (code of a) Mealy machine M : 2¥ — 2™ and an input-output
specification p(Xo, ..., Xg—1,Y0,...,Y,_1) determines whether M satisfy the specification ? That
is, is it the case that for every word i = (ig,...,ir_1) € (2¥)* and o = (0g,...,0,_1) € (2™)¥ such
that [M](7) = o we also have ©(ig,...,ik—1,00,---,0n—-1)7

The answer of this question is yes for MSO(w) specifications. One basic idea is to translate
the specification ¢ to a suitable non-deterministic Biichi automaton A, : 2°*". Then one may
consider using the following substitution lemma for Mealy machine and automata.

Lemma 1.4.1. Given an automaton A = (Qa,Ia,A4,24) : B and a Mealy machine M =
(QM> 5y 0Mm) = AY — BY, then the automaton M* A = (QaxQart, Iax{qv}s Am=a,m1(24)) + A
with

((q,r), a, (q/,T/)) EAMmA & (qaﬂl(é/\/i(a”r))?q/) A 772(5M(aar)) =7

recognizes those words w € A% such that [M](w) € L(A). Clearly, if A is a Bichi/parity/Muller
automaton, so is M*A. Furthermore, if A is deterministic, so is M*A.

If we want to check the machine M : (2%)% — (2")“ against the specification ¢, one way to do it
would be to consider the Mealy machine M’ : (2¥)% — (2¥+7)% which corresponds to the pairing of
[M] with the identity function (2%)% — (2¥)“. At this point, we know that M behaves according
to the specification ¢ if and only if the language of M’* A, is universal. Therefore, it suffices
to complement this latest automaton and check emptiness (as described in Proposition [1.1.4)) to
decide whether M respects the specification .

A further, more ambitious problem, is the synthesis problem: is there an algorithm taking
as input an input-output specification ¢(Xo,..., Xg—1, Yo,...,Yn—1) and decides whether or not
there exists a Mealy machine M : 28 — 2" satisfying the specification? Furthermore could this
algorithm return a code for M when such a machine exists?

This question was originally raised by Church [I6] and resolved positively by Biichi and Landwe-
ber in [I3], building on McNaughton’s theorem. In a nutshell, the modern understanding of the
Biichi-Landweber theorem goes as follows: take a deterministic parity automaton A, : 2k 4 cor-
responding to the formula ¢. Then, define a game on a graph derived from A, by replacing
every transition by two steps: the universal player O gives a letter a € 2¥, meant as an input
and the existential player P answers with a letter b € 2™. Pairing those two letters gives a letter
{a,b) € 2k*" which is used to fire a transition of the automaton. We then say that P wins if and
only if the induced run in A, is accepting. The definition of the game is set up so that 3 wins
if and only if there exists a causal function 2¥ — 27 agreeing with the specification. Then one
may use the effective positional determinacy of parity games proved by Emerson and Juta [22]:
given the game graph, we may decide who wins, and compute a positional winning strategy. If
P wins, then it means that this winning strategy may be seen as a Mealy machine M : 28 — 27
satisfying the specification ¢; otherwise, O wins and no such function exists. The finite-state as-
pect is given by positionality: M can be taken to have no more states than A,. This means in
particular that positional determinacy implies that, for any MSO(w) specification, if there is any
causal function meeting the specification, then there exists a finite-state causal function meeting
the same specification.
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Chapter 2

Mealy machines and MSO

The goal of this chapter is to present preliminary material which will guide our attempts at giving
constructive counterparts to MSO(w). Sectionis dedicated to the proving elementary properties
of the category of functions generated by finite-state Mealy machines, as well as some closure
properties. Sectionis dedicated to rephrasing MSO(w) as a first-order theory of equality between
streams with terms for Mealy machines, which we call FOM. It is shown that the expressive power
of MSO(w) and FOM are the same, which will allow us to only consider FOM in the sequel. The
main reason for this shift is that having terms for f.s. Mealy machine, our would-be notion of
effective function within FOM means that it is amenable to a more pleasant constructivization
than if starting from the language of MSO(w).

2.1 The category Mealy of Mealy machines

We now give a few structural properties of the class of finite-state causal functions. First, we show
in Subsection that they may be arranged in a category Mealy admitting cartesian products
and a parametric fixpoint operator. but no cartesian-closure, Then, Subsection is devoted
to showing that these basic properties, together with the faithful embedding of the category of
non-empty finite sets into Mealy, actually give rise to an extensionally complete term syntax for
Mealy machines. Furthermore, this term syntax admits a natural equational theory, which may
be shown to be sound and complete for atomic equations.

While the basic properties given in Subsection [2.1.1] are going to play a major role in building
realizability models, Subsection [2.1.2]is not required for the sequel. Its main purpose is to suggest
that an elementary term syntax could be used when defining later systems such as FOM and that
the rather brutal equational axiomatization of equality for FOM terms could have been given a
more elementary presentation.

2.1.1 Basic properties

First, to arrange finite-state causal functions into a category, we first need to show that they are
closed under composition.

Lemma 2.1.1. Finite-state causal functions are closed under composition.

Proof. Let M1 = (Q1,4},01) : AY — B and My = (Q2,¢5,02) : BY — C¥ be two Mealy
machines. The composition of the underlying causal functions is computed by the machine

My oM = (Q1 % Q2,(q1,q5), 201)

where 001 is computed as the composite

81 xid 82 xid
AX Qo1 2 (AX Q1) X Qs —> (BX Q1) X Q2= (BXQ2) X Q1 —>(CxQa) x Q1 2C x Qo1
where Q201 = @1 X Q2 and = denotes the obvious isomorphism induced by cartesian products. [

Definition 2.1.2. Call Mealy the following category:

- Objects are non-empty finite sets. When A € FinSet>1, we most often write A for A seen
as an object of Mealy.
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- Morphisms from A“ to B¥ are finite-state causal functions AY — BY.

Example 2.1.3. There is a functor (—)* : FinSet>1 — Mealy, obtained as the identity on objects
and by mapping the functions pointwise on streams. Since all the causal functions in its image
may be implemented by single-state Mealy machines, we often call them memoryless.

Lemma 2.1.4. Mealy has all cartesian products. Furthermore, (—)* : FinSet>1 — Mealy pre-
serves, reflects and create this cartesian structure.

Proof. As expected from the statement, the cartesian product of objects is merely the cartesian
product of alphabets. and the projections are given by the pointwise lifting of projections by (—)¥.
Given two machines

M
N

the pairing is implemented as

<M5N> = (QM X Q/\fa (Q.I/\/hq}\/)aa(,/\/l’_/\/')) . AY - BY x ¥

(Qm, 5, 0Mm)  A— B and
(Qnsdh0n) =+ A= C

where J;rq,nry is defined as the composition of

OA XN

A X (Qm X Qn) —E— (A x Q) x (A x Qn) (B x Qum) x (C x Qn)

with the obvious isomorphism (B x Q) X (C X Qn) = (B x C) X (Qum X Qy), taking d =
({m1,m1 0ma), (w1, Ty 0 ma)). It is then straightforward to check that [{M,N)] is the unique causal
function satisfying the expected universal property. O

Since (—)“ reflects cartesian products, we shall sometimes abusively write A x B for the
cartesian product in Mealy which is formally defined as (A x B)“ in the sequel.

Proposition 2.1.5. Mealy is not cartesian-closed.

Proof. Suppose that M has an exponential object (2‘“)2w, i.e. that there exists a finite alphabet
A, some evaluation map ev : AY x 2 — 2 such that, for every B and f : B¥Y x 2¥ — 2% there
exists a unique A(f) such that the following commute.

AY x 2% A ow
A
A id |
(F)x | 7
BY x 2v

In particular, it means this must be true when B“ is the terminal object. Instantiating the
universal property above and recalling that the set of infinite words 2% is isomorphic to the set
of morphisms 1¥ — 2% in Mealy, this means that for every f : 2* — 2“ there is a unique word
w € A% such that, for every = € 2¥, we have ev({w, x)) = f(z).

Suppose that it is the case. It means that we have a Mealy machine £ = (Q,¢*,0): A x 2 — 2
implementing ev. Let f = cons}, for n > |Q|. By the universal property, there is a word w € A%
such that ev((w,x)) = m 0 0*((w, x)) = f(x) for all x € 2¢. Define k € 2% by setting k(m) = 1
if and only if m = k. For every distinct k < k' < n, we have f(k)(n + k) # f(k')(n + k) while
f(E)(m) = f(E')(m), for each m < n+k. By definition of 0*, this must mean that 9*((w, k))(m) #
*((w,k))(m) for m € [k',n+ k — 1]. Then, since

0" ((w, k))(n) = f(k)(n) = 0= f(E)(n) = 0" ({w, E))(n)

we must have m (0*((w, k))(n)) pairwise distinct when k& € [0,n]. This means that |Q)| > n, which
is a contradiction. O

A crucial fact we shall use later on when considering the composition of finite-state strategies
in games is that Mealy machines are closed under a guarded parametric fixpoint operator. This
fixpoint operator is essentially adapted from guarded A-calculus [7] and corresponds intuitively to
a definition using a feedback loop: when defining a Mealy machine, since the output alphabet is
finite, one may without loss of generality suppose that the internal state of the machine recalls the
last output and make the next transition depend on that output. This is formalized by the next
lemma.
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Lemma 2.1.6. Mealy has guarded parametric fizpoints in the following sense: for any alphabet
A, B, for any letter b € B, there is a unique functional

fix;, : [AY X BY, B*]\jeaty = [4%2 B |\ealy

such that, for any finite-state causal f : AY x BY — B“, we have

fix,(f) = f o (id, cons;, o fixy(f)) (%)

Proof. Let M = (Q,q",0) : A x B — B be a Mealy machine and by € B. fix, (M) = (@ x
B, (¢*, bo), Dtisxy ( M) has the following transition function:

aﬁxbo (M)((qa b)a a) = (a(qa (CL, b))a T2 (a(qa (CL, b))))
We can check that fix,, (M) satisfies.
8;:;)(170 (M) =0"o <1d7 CcOonsy © 79 © a;%xbo (M)>

This establishes that fix;, satisfying equation () exists. As for uniqueness, the unicity of h such
that
h = f o (id, consy o h) (%)

is given by showing that the induced family of functions A™ — B O

This fixpoint construction is slightly confused by the necessary addition of an initial letter
b to the fix combinator, which does not appear to be a genuine fixpoint combinator! This can
be remedied by considering a notion of “productive” causal function occurring naturally when
composing Mealy machines.

Definition 2.1.7. An eager causal function f : AY — B¥ is a function such that f(u), = f(v)n
whenever u; = v; for every i < n.

Example 2.1.8. A typical eager function is cons, for some a € A.

Lemma 2.1.9. For any causal function h : AY x C¥ — B¥ and eager causal f : B¥ — C*“, there
exists a unique causal function s : AY — B such that

s=ho(id, fos)
Furthermore, if h and f are finite-state, then s is also finite-state.

It is useful to note that the degenerate case of Lemma [2.1.9] where A = 1 corresponds to the
definition of definition of a single infinite word by recursion. In that case, the statement simplifies
considerably, as the intermediate alphabet C' no longer needs to be introduced.

Corollary 2.1.10. Given an eager causal function f : AY — A¥, there is a unique word w such
that f(w) = w.

2.1.2 A term syntax for Mealy machines

It turns out that the morphisms in Mealy can be generated by taking memoryless functions, guarded
parametric firpoints and closing under composition. The objective of this section is to make this
observation formal by giving a term language for f.s. causal functions and an inductive congruence
relation coinciding with the equality in the semantics.

Concretely, it means that the morphisms of the category Mealy may be generated by the
grammar t,u s=uot | f¥ | fixy, (t), where f ranges over finite functions between alphabets and
by is an element of some alphabet. In the sequel we consider only terms which are well-typed
according to the three typing rules in Figure [2.1

We could have an effective interpretation of this term syntax into machines thanks to Lem-
mas and Let us also write [t] for the underlying finite-state denoted by the term
t.

Lemma 2.1.11. For every Mealy machine M = (Q,¢",0) : A¥ — B¥ and b € B, we have
[M] = [77 o fix(p,4)((0 0 (id x 72))*)]
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f:A— B in FinSet>; t: AY —» B¥ u: BY - C¥ t: AY x BY — BY by e B

f@:AY — Bv uot: A¥ — B¥ fixp, (t) : AY — B«
ie{l,2} t:AY — B¥ u:AY - C¥ acA
mt AY x Ay — AY (u,t) : A» - BY x C% cons, : AW — Av id : Av — A

Figure 2.1: Typed term syntax for Mealy machines.

Proof. There is a simulation from the machine obtained by interpreting the syntax thanks to

Lemmas and namelyﬂ
M =(BxQ,(bq"),0): AY — B¥ with & (a, (b,q)) = 9(a,q)

to M induced by the second projection on states.
(Note that this illustrate that the syntax does not readily interpret to representation of minimal
Mealy machines for a given finite-state causal function) O

While this is enough syntax to define arbitrary morphisms, it is helpful to consider additional
constructs in order to discuss the equational theory of such terms. We thus consider additionally
consider:

- a pairing (t,u) construct and projections 7; and my corresponding to the cartesian structure.
By Lemma projections are given by memoryless morphisms. On the other hand, while
they do preserve memoryless morphisms, pairings (t,u) are memoryless memoryless if and
only if t and u are. A concrete syntactic representation of (¢,u) in terms of the three basic
syntactic constructions may be computed by combining Lemma and 2.1.4] but there
is a direct syntactic way by recursion over ¢ and u, which produces a term of linear size.

- terms implementing the morphisms cons,, which is helpful to characterize the guarded fix-
point operator. It may be implemented as 7§ o fix(, 4)((id x 71)%).

These additional constructions are also typed; we also give the derived typing rules on the
second line of Figure We are now ready to give a sensible equational theory over typed terms.

Definition 2.1.12. Let = be the least congruence relation over terms satisfying the clauses pre-

sented in Figure[2.3 Being a congruence means that = should also satisfy the following
t=u t=1t/ u=uv t=1t' u=u

fix, (t) = fixp, (u) uot=uot/ (u,t) = (W, t')

!

It is easy to check that = is sound with respect to the interpretation [—] of terms as f.s. causal
functions.

Theorem 2.1.13 (Soundness). Letting = be the smallest congruence including the clauses of
Figure[2.3 For arbitrary Mealy terms t and u, we have

t=u = [t] = [u]
Proof. Straightforward induction on the derivation of t = u. O

The converse is also provable, although the proof is more involved. Because it is not required
for the sequel, so we only give an outline. The full argument is rather elementary, but several
technicalities arise; we thus refer the interested reader to a full formalization of this proof we
carried out in the proof assistant Coq [55].

Theorem 2.1.14 (Completeness). Letting = be the smallest congruence including the clauses of
Figure[2.3 For arbitrary Mealy terms t and u, we have

=[] = t=u

Proof sketch. The general proof strategy goes as follows:

1Up to obvious isomorphism.
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Categorical structure Cartesian products

ido f =f mo(f.g) = f
foid = mo(f.g) =g
(fog)oh = fo(goh) (ry,m2) = id
Inclusion (—)“ : FinSet — Mealy Guarded fixpoints
f.o8" = Ueg) fix)(f) = fo(id,cons, o fixy(f))
= 1 w — w
w; . ¥ ocons, = consy(, o f

Uniqueness of guarded fixpoints

h = f o (id, cons; o fix,(f))
h = fix(f)

Figure 2.2: The equational theory of finite-state causal functions.

- First, one may internalize Lemma by showing that for every term t : A% — B%, there
exists an alphabet C, and a function f : Ax (B xC) — (BxC) such that t' = myofix, o) (f*)
for arbitrary (b, c¢) € B x C. This is done by induction over ¢ and requires to derive a number
of naturality lemmas concerning fix and = from the unicity axiom. Let us for instance
mention the nesting of fixpoints

fixy, (fixy, (t)) = fix(y, p,)((id,id) o t o ({71, T3 0 T2), T2 0 T3)

- Then, one may reduce the problem to the completeness for equality of fixpoints of terms
fix,(t) = fixp(v) with [t] and [u] memoryless. Formally (and leaving alphabets implicit), it
means that for any quadruple (f{, £, 9%, ¢%) of memoryless terms and constants a and b,
there exists a constant ¢ and memoryless terms v* and w* such that

[ o fixa(f3)] = [97 o fixs(95)] = [fixc(v”)] = [fixe(w®)]

and
fix.(v¥) = fix.(w”) = [ ofix,(£3) = g7 o fixy(g3)

- Finally, define Reach(f,b) for arbitrary functions f : ¥ x ' — " and b € T" as the least set
containing b and such that, if & € Reach(f,b) and a € X, then f(a,b’) € Reach(f,b). Then
it is straightforward to check that, for arbitrary f,g: % x I' = I, if the set X = Reach(f,b)
coincide with Reach(g,b) and f|, . = gy,  if and only if [fix,(f“)] = [fix;(g*)]. This
characterization allow to show that fix,(f“) = fix;(¢g*) by considering explicitly the map of
alphabet ¢ : X — T" induced by the inclusion X C I" and an arbitrary retract r : I' — X; one
shows that fix,(f) = i“ o fixy((r o f o (id x 4))*) within the equational theory thanks to the
unicity of fixpoints. The aforementioned characterization then tells us that r o f o (id x i) =
rogo (id x ¢), which allows to conclude.

O

2.2 Rephrasing MSO(w) as a first-order equational theory of
streams

The objective of this section is to show that the classical theory MSO(w) may be viewed as a multi-
sorted first-order theory of equality between streams allowing term formers for every f.s. functions,

which we dub FOM. Once the equivalence between MSO(w) and FOM is firmly established, we shall
abandon the official definition of MSO(w) in our quest for a Curry-Howard account of Church’s
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synthesis. While this might appear as a rather frivolous aesthetic concern, there are several advan-
tages to moving from MSO(w) to FOM. For one, having terms for every Mealy machine allows for
having a system where every potential witness is implicitly given using the 3-intro rule of natural
deduction. Without such terms, the alternative would be to encode their existence in the axioma-
tizatiorﬂ This move also stresses that the only basic objects we are interested in from a semantic
perspectives are really infinite words A“ seen as streams. Finally, the term language of FOM is
also a better starting point to suggest higher-order extensions.

We first give the formal definition of FOM as a multi-sorted first-order logic. Then, we proceed
to show how to interpret MSO(w) into FOM and vice-versa at the semantic level. Lastly, we show
that we may adapt Siefkes’ axiomatization of MSO(w) to FOM and get a complete axiomatization
of the latter Bl

Formally speaking, the exact details of the equivalence between MSO(w) and FOM are not
necessary to read subsequent chapter; only the definition of the language FOM and the existence
of a recursive complete axiomatization thereof are needed.

2.2.1 Formal preliminaries

Multi-sorted first-order logic We briefly review the basic formalism of multi-sorted first-
order logic with terms and relations in order to fix some notations.

Definition 2.2.1. A signature ¥ = (S, T, R) for many-sorted logic consists of:
- A set S of base sorts T,0.

- A set T of constant symbols t together with arities, i.e. to each constant symbol is attached
a non-empty list of sorts (11,...,Tk;0).

- A set R of predicate symbols together with arities, i.e to each predicate symbol is attached a

list of sorts (T1,...,7k).
The set of terms of sort (71,...,Tk;0) is defined by simultaneous induction, assuming that they
each come implicitely with an ordered set of k variables x1, ...,z of respective sort Ty,...,T:
- a variable x; is a term of arity (71, ..., Tk; Ti)
- for every term t(yi,...,yn) of arity (o1,...,0n;0) and terms uw;(x1,...,xx) of respective
arities (71,...,7k;0;) for 1 < i < n, there is a term t(uy(x1,...,2k),. ., un(x1,...,2%)) of
arity (T1,...,7Tk;0).

Substitution of terms and a-equivalence are then defined as usual. Given a term t of arity

(115 .., Tk;0), avariable of sort T, for 1 < m <k and a termu of arity (71, ..., Tin—1, Tm+1s - - - Tk T ) s

write t[u/x] for the substituted term of arity (T1,...,Tm—1,Tm+1s---Tk;O).

Given a multisorted signature 3, we may define the language FO_(X) of first-order formulas
with equality over .

Definition 2.2.2. Given an arbitrary signature X2 the language of first-order logic of equality over

Y (FO=(X)) is defined as follows:

o= t=u|R(ts,....tx) | L| T [@eA® | oV |o=v|YPeuP) | FyPe(yP)

where
- t, u are terms of a common arity (T1,...,Tm;0) over 3
- t; is a term of arity (T1,...,Tm;04) over X
- R is a relation symbol of arity (o1,...,0%).

2We took such an approach in [56] where we stuck to the official language of MSO(w) as a subsystem of second-
order arithmetic. While it gave a rather nice characterization of the admissible instances of the instance of compre-
hensions of MSO(w) which still allowed to extract synchronous functions, sticking to a language close to MSO(w)
had another drawback besides necessitating the usual automata-theoretic encoding of the notion of synchronous
transducers: extracting terms for the more natural restriction of comprehension axiom required non-elementary
complexity. Even then, we needed to work with a purely relational variant of MSO(w).

3Said axiomatization mostly arise as a translation of Siefkes’ axiomatization of MSO(w) as a subsystem of second-
order arithmetic, and is thus arguably not too elegant with respect to the language of FOM. Moreover the existence
of some complete recursive axiomatization FOM is trivial since the logic may be shown to be decidable without
going through MSO(w).
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The arity of a formula ¢ is the ordered list (11,...,7;) of the sort of the free variables occuring
in @. Substitution and a-renaming are defined as usual by recursion over the formula. A formula
with no free variables is henceforth called a sentence.

While more general notions of model for the language of FO_(X) encompassing constructive
semantics is going to be given in Chapter [f] we only need the basic notion of Tarski model for
multi-sorted signatures ¥ for now. Given a Tarski model M over some signature ¥ and a FO-(X)
sentence ¢, we write M = ¢ when M satisfies ¢. Two Tarski models M and M’ over ¥ are
elementarily equivalent if for every sentence ¢ of FO_(X), we have M [= ¢ if and only if M’ = .
We write M = M’ when it is the case.

A theory over a signature X is a set of FO_(X) sentences closed under deduction.

Definition of MSO(w) For the rest of this chapter, we regard MSO(w) as a multi-sorted first
order logic. This is done by considering a signature with two sorts: a sort ¢ of individuals and a
sort ¢ — o of one-place predicates. There are only two terms constructors, namely Z of sort (:50)
and S of sort (1;¢) and an additional predicate In(t*, X*~°) intended to mean that t satisfies the
predicate X. As is customary with MSO, we use lowercase variables to denote individuals in MSO
formula and reserve uppercase for one-place predicates, so we may omit superscripts in quantifiers
and formulas.

The standard model of MSO(w), which we call Muso, is given by taking:

EDTMSO(L.) =N imMso(_L —0) = P(N) for sorts
Mumso(Z) =0 Muso(S) =n+—»n+1 for terms

Mwmso(In) = {(n, X) e Nx P(N) |n € X} for the membership relation

The theory MSO(w) is the set sentences of sentences satisfied by Muso-

Definition of FOM The language of FOM is the language of FO=(Xmealy), taking Ymealy to
be the signature (Swealy, TMealy) Such that

- SMealy be the set of strictly positive natural numbers. By abuse of notation, we identify the
sort n with the non-empty alphabet {0,...,n—1} and rather use directly alphabets for sorts.

- there is a constant M of sort (A1, ..., Ag; B) in Tuealy for each Mealy machine

M AT x - x AY — BY

The standard model MY of FOM is given by mapping:
- a sort A to the set A% of infinite words over A.

- a term t of arity (Aj,...,A,;B), that is, a Mealy machine, to the underlying f.s. causal
function AY x --- x AY — B“.

The standard model is our default notion of model for FO_(Mealy); most often, we merely write
E, ¢ to mean 9MMeal = o The theory FOM is set of FO_(Mealy) sentences satisfied by tMea.

2.2.2 Translation from MSO(w) to FOM

Now, we want to show that MSO(w) and FOM are equivalent. To even just spell out what we mean
by that, we need the classical notion of (multisorted) first-order interpretation.

Definition 2.2.3. Given multi-sorted signatures ¥ and ¥, an first-order interpretation of X into
Y is given by

- a map T — T mapping sorts of ¥ to tuples of sorts of X'.
- for every sort T of ¥, a FO_(X') formula dom* (Z7).

- for every atomic formula of FO_(X) (i.e., relations of ¥ and equality, possibly with terms)
R(t(T)), a formula Rz (Z) of of FO=(X"), where each subtuple of free variables T in the output
correspond to a single variable of the input.
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RE®)" = R:3) I - T
1

L = (p=9) = ¢" =y
(P AP)" = " Ay (pVv) = " V"
Vz o)* = VZ7 .dom}(T) = ¢* 3z )* = 377 .domi(T) A p*

Figure 2.3: Map of FO- formulas induced by an interpretation (—)*.

An interpretation (—)* of ¥ into ¥/ inductively gives rise to maps ¢ — ¢*, taking a formula ¢
over FO_(X) to another formula ¢* over FO_(X’); the precise inductive definition, which can be
summed up as “commute over every logical connective”, is given in Figure[2.3] Note that this map
is sound with respect to deduction if and only if the equality predicate for sort 7 is mapped to a
partial equivalence relation over dom}. We call such interpretations sound. Sound interpretations
of ¥ into ¥ extend to a maps M — M™* taking as input a model of FO_(X’) and outputting a
model M* of FO_(X) in the obvious way (i.e., sort 7 of ¥ is interpreted as the set of tuples in 7
satisfying dom} in M). Finally, note that interpretations compose, and that the maps of models
induced by a composition of two interpretation is the same, up to isomorphism, as the composition
of the induced maps of models of the induced interpretation.

The equivalence between MSO(w) and FOM will thus manifest in the form of interpretations
between the respective languages of MSO(w) and FOM preserving, up to elementary equivalence,
their standard model.

Lemma 2.2.4. There are interpretations (—)* and (—)* such that
Mrom = m*MSO Mmso = SJT}Z)M

The rest of this subsection is devoted to giving a high-level description of the interpretations
involved in Lemma 2.2.41

First, we notice that the whole of the language of FOM is not going to be necessary to interpret
MSO(w). We call FOMs the fragment of FOM where the only sort allowed is 2. This means that
quantification are only allowed over words in 2¢ and that terms may only have sort (2,...,2;2).
Its standard model 9Mrom, is obtained by the obvious restriction of Mrom.

In the other direction, it is easier to first give an interpretation (—)' of FOM into FOM, and
then an interpretation (—)* of FOMy into MSO(w). The interpretation of FOM into MSO(w) is
then obtained as the composition of (—)' and (—)*.

From MSO(w) to FOMy At the level of sorts, (—)* maps both the sort of individual ¢ and
sets © — o to the sort 2¥. The basic idea is that we have the classical isomorphism 2% ~ P(N)
and that the characteristic function N — P(N) is used to represent natural numbers. The other
component of the interpretation (—)* are then defined using auxiliary terms and predicates of FOM
given in Figure 2.4

We take dom; (x) to be the predicate x € N. At the level of relations, we first give a translation
of terms t* compatible with substitution. It is thus determined by Z*, S* and its trivial action on
variables. This allow to simply put

(In(t, X))* := In"(t* X) (t=u* := t*=1u

It is straightforward to check that this interpretation gives us the elementary equivalence
Muso = MEom

From FOM to FOM; There are several way to go about this, and the details are rather
unsurprising: one essentially uses the fact that alphabets of FOMy are arbitrarily large and that
any alphabet may be suitably interpreted in a larger alphabet.

At the level of sorts, we map an alphabet A = {a1,..., a4/} the tuple (2,...,2) of size |A].
Then, consider the singleton map 14 : A — 24 which maps a letter a € A to the characteristic
function of {a}. The basic idea is that a word w € A“ should be regarded as the word n4ow € (24)*

in the interpretation. For every sort A, there is a function ¢ : 24 — 24 such that ¢ o ¢4 = ¢4
and ¢*(na(a)) = na(a); fix a choice of tuple of terms €4 implementing such functions in order to
define
domL(E) = /\ cANT) = 4
acA
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neN = Ng(n) =g 1 A-n =9 0¥ for n of sort 2¢

and In"(n,z) := in(n,z) =g 1 for n, x of sort 2%

y w w w 1
7=10:1% -2 ,@ * Q:D*m

S = consp : 2¥ — 2%

00

0|1
0[0 01

Noo : 2% — 2% uk

10
(0,0), (0, 1), (1, 1)1

in=(=)¥:2¥ —» 2¥

(1,0)]0

Figure 2.4: Interpretation of basic MSO terms and predicates in FOM.
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For every f.s. causal function f : A“ — BY, it is rather straightforward to check that there
exists a (non-canonical) function f : (24)¥ — (25)% such that foc?* = f and ¢c® o f = f. Indeed,
if f = [M] for a Mealy machine M = (Q, ¢*,0) : AY — B“, any Mealy machine M = (Q,q",0)
where 71 (8(na(a), q)) = ¢B(m1(8(a,q))) and T2(d(na(a),q)) = m2(8(a, q)) implements f. Fix such
a choice of lifts at the level of Mealy machines. This determines a corresponding lift £ at the level
of terms t, which then allows to translate the basic equality predicates by setting

t=sw)f = At)=u
beB

It is then easy to check that this interpretation preserves the standard model up to elementary
equivalence.

Mrom = fmlT:oW

From FOM; to MSO(w) At the level of sort, the unique sort 2 of FOM; is simply interpreted
as the sort ¢« — o of MSO(w); domj. (x) is the trivial formula T. We now need to give the
interpretation of the equality predicate. This is done by adapting an usual pattern encapsulated
by the following statement (see e.g. [71} §5.3]).

Lemma 2.2.5. Say that a MSO formula (X1, ..., X, n) represents a function f : (2F)* — 2% 4f
for every tuple of words w; € 2% and integer n (p,n) € (2¥)* x n
mMSO':@(wlv"'vwk7n) ~ f(TUlX"'ka):n

For every finite-state function f : (2%)% — 29, there is a MSO formula x (X1, .., Xg,n') repre-
senting f.

Proof. Let f:(2P)¥ — 2“ be induced by a Mealy machine M. Without loss of generality, we can
assume the state set of M to be of the form 29. Then f is represented by a formula of the form

5[X,z] = VQ,YIQ) AVH(@Q,X,Y,t) = Y() (2.1)

The sequence of outputs of M is coded by the predicate variables Y, sequence of state is coded
by the tuple of predicate variables @ = Q1,...,Q4, Moreover, since M is deterministic, we can

assume the formula I(Q) to be of the form A, [Qi(0) < B;] with each B; € {T, L}, and

— — = = teY & O[teQ,te X)) A )
| = (1) & Bz H s X, Y, s t = ( . ’ e

@= \oesl HQXTE0 (A T e wopeaien)
for some propositional formulas O[—, —], D[—, —] corresponding to the transition function of the
underlying Mealy machine. O

We may then complete the definition of (—)® by setting
(t(@) =u(@)* = n'Xx(T n) S xE (T n)

and Lemma [2.2.7] allows to show the desired elementary equivalence.

MFOM = mKASO

2.2.3 A complete axiomatization of FOM

We recall Siefkes’ complete axiomatization of MSO(w) in Figure This axiomatization is rather
elegant as the axioms are exactly those of classical second-order arithmetic restricted to the lan-
guage of MSO(w). By encoding these axioms into FOM and an appropriate scheme establishing
correspondence with the composite translation (—)**, we obtain a complete axiomatization of
FOMs,, which is finally shown to extend to a complete axiomatization of FOM.

The target axiomatization of FOM is given in Figure[2.6] The first three are natural extension
of the pure equational theory of the term language, while the other are less elegant addition to
ensure completeness: the induction and the comprehension axioms of MSO(w) are encoded and
atomic equalities are forced to be equivalent to their encoding in MSO(w) (notice that we use the
translation (—)* : MSO(w) — FOM in order to spell out the last axiom).

Since we rely on this translation, our first order of business is to make sure that (—)* is
compatible with deduction, i.e., that MSO(w) F ¢ implies that FOM F .
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VYn m.S(n) =S(m) =n=m Vn.S(n) # Z

IXVn.n e X < p(n) ©(Z) A (Vn.p(n) = ¢(S(n))) = Vn.p(n)

Figure 2.5: Siefkes’ axiomatization of MSO(w).

Lemma 2.2.6. Letp and v by MSO(w) formulas with first-order variables included in {x1, ..., x}.
If the sequent p b 1 is derivable in MSO(w), then ¢*,x1 € N,...,z € N F ¢* is derivable in
FOM.

Proof. We formally proceed by induction over the derivation; all logical rules are straightforward as
the translation commute with every propositional connective. The only contentious point concerns
axioms and the rules for the existential quantification over integers. The elimination rule of 3
does not pose any particular problem, but the introduction rule for integers requires to show the
following

Claim. Let t be a term of sort v of MSO(w) whose set of free variables is included in {z} (note
that such a term has at most one variable of sort v). Then, FOMF z € N=t* € N.

Proof. By induction over the term t.
- If t is the variable z, then this is trivial.

- For Z, we have Z* = 10. Note that [N (0)] = [1¢] in the semantics, so FOM F N (1¢) =
1. We also have 10 = cons;(0*) # consy(0¥) = 0“ through the third axiom of FOM, so
Z* eN.

- Otherwise, for the successor case, it suffices to prove that FOM I V%" .z € N = consg(z) €
N. Reasoning in FOM assume that Ny () = 1¢ and = # 0“. First we show Ny (consy(z)) =
1¢. We first have as axiom V2>~ Ny (consy(z)) = cons;(Ny(z)). Instantiating on z, we
may then use Leibniz’ rule to deduce Ny (consy(z)) = cons; (1¥) = 1. Thus we now only
have to show that consy(x) # 0“; to this end, assume the contrary. By injectivity of consg,
we would deduce that x = 0“, contradicting our hypothesis.

O

It remains to show that the translation of all axioms of MSO(w) are derivable in FOM in order
to conclude.

- The translation of the injectivity of successor is
vn* ;m e N = V¥m? .n e N = consy(n) = consg(m)
is easily derived from the more general axiom stating that cons, is injective of FOM.
- Similarly, the translation of the axiom of non-confusion is
vn® .n € N = consg(n) # 10°
is derived from the third axiom of FOM.

- The translation of the comprehension and induction axioms are axioms of FOM.
O

We now want to derive the completeness of the axiomatization FOMy using the completeness
of Siefkes” axiomatization of MSO(w) thanks to the following result.

Lemma 2.2.7. Let ¢ be a FOMy formula. Then, FOM proves that
p & P
Proof. Proceed by induction over ¢.

- If ¢ is an atomic equality t(Z) = u(Z), then FOM needs to show that
t(7) = u(@) © (Vn. x[q (T 1) < xp(T,n))"

which is precisely the last axiom of FOM.
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foi .. .xéz Az, .. mn) = (T, .., Ty) when [[t] = [u]
V24" cons,(r) = cons,(y) = v =1y where a € A
VzA” y4” cons,(z) # consy(y) where a,b € A with a # b

©(Z) A (V22" .z e NA () = @(S(m))) = Vz? r e N = p(2)
322°vn*". n € N = (p(n) < In(n, x)) where x does not occur in ¢

Vo2t a2 (x, ., m) = u(T, ., 1) & (V. xpp (@1, - - -, Tn,n) <:>X[[uﬂ($1,...,$n,n))*

Figure 2.6: Axioms of FOM

- Otherwise, both translations (—)* and (—)® commute on all connectives, so it is straightfor-
ward to show the equivalence form the induction hypothesis.

O
At this point, we can show that FOMs is complete.

Lemma 2.2.8. The aziomatization is complete for FOMsy: for any FOMy sentence ¢, we have
SUIFOM ': (02} <~ FOM + (2}
Proof. Let ¢ be such a FOMs sentence. The equivalence is obtained as follows.

Mrom = ¢ Muso = ¢*  since Mrom, = Myso
MSO F ¢* by soundness and completeness of MSO(w)
FOMF ¢** by Lemma[2.2.6

FOM + ¢ by Lemma [2:2.7]

teeo

O

Now, we want to extend this completeness result to the whole language of FOM; we do so by
showing that the elementary equivalence 9Mgom = EIR;EOMZ may be internalized within the axiomatic
version of FOM.

Lemma 2.2.9. Let p(x1,...,2x) be a FOM formula, where the z; are the free variables of respective
sort AY. Then we have

FOM F o(@) & ¢ (11 0ma,)“ (21), .., (T4, © 14,)* (1), .. )

Proof. The proof goes by induction over ¢; most cases are trivial, save for the base case of a term
equality t(Z) = u(T). Let (Ay,..., Ag; B) be the arity of t and u. In such a case, we need to show
that FOM proves the equivalence

t((71'1 O?’]Al)w(xl),...):ﬁ((ﬂl O’I]Al)w(l‘l)7...) = t(xl,...):u(a:l,...)

For any alphabet B, there is a function rp : 2% — B such that 75 o ng(a) = a for every letter
a € B. The key to proving the equivalence is the equality

rg(t((m oma, ) (z1),...)) =t(z1,...,Tk)

which is universally true and thus an axiom of FOM because the lifting t was chosen so that we
have

t((mona,)? (@1),...)) = s (e, ..., 1))

holds; postcomposing by r% on both sides allow to conclude. O
Hence, we may deduce that FOM is complete.

Theorem 2.2.10. For every formula ¢ of FOM, FOM ¢ if and only if Mrom | . In particular,
for every sentence ¢, FOM = ¢ or FOM F —p.
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2.3 Church’s synthesis problem in FOM

Since FOM has a term language which is extensionally complete for f.s. causal function, admits
essentially the same translation to automata as MSO(w), and is complete, we may rephrase the
Bichi-Landweber exclusively in terms of provability in FOM and refer to its term language to
discuss finite-state machines.

Theorem 2.3.1 (Biichi-Landweber). There exists an algorithm taking as input a FOM formula
oA, yP") and outputs either:

- a code of a Mealy machine M implementing a f.s. causal function t(x) such that
vz oz, t(z))

- a code of a Mealy machine implementing an eager f.s. causal function t(y) such that
vy (e (y), y)

Note that the second alternative implies that there is no f.s. causal function t(x) such that
Vo A" o(x,t(x)) holds.

From this point on, we shall use this version of the Biichi-Landweber theorem when necessary.
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Chapter 3

A notion of realizability for
Monadic Second-Order Logic MSO
over w

The logic MSO(w) discussed in the introduction is a classical system where entailments between for-
mulas only imply inclusion of the languages determined by their Tarskian semantics. In particular,
it does not allow for effective witness extraction: from a proof of statement Vn € Nam € N ¢(n, m)
in Peano arithmetic, there is no way to extract a recursive function f : N — N such that ¢(n, f(n))
holds{ﬂ By foregoing excluded middle, constructive logics admit richer semantics where the inter-
pretation of proofs allow for such extraction to take place.

The goal of this section is to give a Curry-Howard interpretation of Church’s synthesis problem.
Concretely speaking, we give a constructive theory SFOM which

- may be seen as a subsystem of MSO(w) in terms of provability.

- is as expressive as MSO(w) through a double-negation translation.

has a strong extraction property, i.e., from a proof of - EyBgo(xA, y?) may be computed (in

linear time) the code of a f.s. function t(x) such that Yz4p(x,t(x)) classically hOldéE].

- is complete with respect to Church’s synthesis, i.e., if there exists a code of a f.s. function
t(x) such that Yz“p(z,t(x)) holds, then SFOM F JyB ™7 (z, t(2)).

The most important property might be the strong witnessing property. This is achieved by
giving a realizability model for SFOM based on a refinement of the classical automata-theoretic
translation of MSO(w) by using simulation instead of mere language inclusion when discussing
entailment. This constitutes the most important departure from usual treatment of MSO(w). The
other results follow from more basic considerations appealing to Biichi’s decidability theorem and
Siefkes’ theorem (for FOM) as blackboxes.

We first give the definition and axiomatization of SFOM and show it admits a double-negation
translation relating it to FOM in Section[3.I} Then we explicitate the translation of SFOM formulas
to automata and the companion realizability model in Section We then finally wrap up by
deriving soundness and completeness with respect to synthesis in Section [3.3

This chapter is meant as a counterpart to our article [56] which featured the same realizability
model. The crucial difference between [56] and the current setting is the language of the logic:
while we have taken the opportunity to move from MSO(w) to FOM to ease the presentation,
the constructive theory of [56] retains the language and the trappings of MSO(w). While this
complexifies the presentation, it also means that [56] contains some additional results pertaining
to the representation of Mealy machines as MSO(w) formulas which are not reproduced in this
thesis.

INote that it is possible when ¢ is 2(1); the proof goes through a conservativity argument over constructive
arithmetic.

2Let us mention that we are cheating slightly here; the representation of the function itself is not polynomially
bounded in the size of the proof if we insist on representing the Mealy machines as graphs. However, computing a
term or any bit of the expanded representation may be done in linear times.
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Figure 3.1: Natural deduction for first-order logic with equalities.

(X1, .., ) =u(z, ..., 20) when [t] = [u]

—(cons,(z) = cons,(y) Az =y) where a € A and z,y of sort A%
—cons,(z) = consy(y) where a,b € A with a # b at sort A“
~=322" -3 n € NA = (p(n) & In(n,z)) where 2 does not occur in ¢

=(t=uA3n (n € NA-(xp(n) € x[u(n)*))
(-t =uA=3n (n € NA=(xpg(n) & xpg(n)*))
where ¢ < 1 denotes = (= A 1Y) A =(p A =)

Figure 3.2: Additional axioms of SFOM

3.1 The logical system
3.1.1 Definition of SFOM
Formally speaking, the deduction system SFOM is defined as follows:

- The language is the same language as FOM: first-order logic of infinite words, with a term
for every f.s. synchronous function.

- The proof rules are those of intuitionistic natural deduction for our set of connectives as
presented in Figure [3.1, augmented with double-negation elimination for atomic formulas

and a rule corresponding respectively to weakened induction.

eFo(0)  @.neNGn)F oS(n)
@,n € NE —=¢(n)

- Finally, are added the basic axioms collected in Figure [3.2] These correspond to axioms of
FOM as seen in Figure [2.6] and are seen to be readily equivalent. To stress that SFOM does
not admit universal quantifications or implications, we formulate those explicitly in terms of
our limited set of connectives. In particular, axioms with free variables are used to simulate
prenex universal quantifications. One crucial point is the adoption of a double-negated
comprehension scheme.
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3.1.2 Relating FOM and SFOM
We first note that SFOM proves less theorems than FOM.

Lemma 3.1.1. If SFOM |- ¢, then FOM F ¢.

Proof. Via a straightforward induction over the proof derivation. Most proof rules of SFOM are
proof rules of FOM. Only elimination of double-negation for equalities needs to be explicitly shown
admissible, which is straightforward since FOM is classical. Then, all of the axioms of SFOM are
axioms of FOM with possible additional double-negations, and thus theorems of FOM. O

As is typical with constructive logic, this does not mean that SFOM is less expressive than FOM.
Typically, provability in classical logic and constructive logic are related using a double-negation
translation ¢ +— ¢ 7. The theorem then states that ¢ is provable classically if and only if ™ is
provable constructively. The key idea is that, since double-negation elimination is admissible for
negated formulas, adding recursively double-negations everywhere allow to reason as in classical
logic. From the point of view of constructiveness, a negated formula also have a proof-irrelevant
semantics following the slogan “negation kills computational content” of intuitionistic realizability.
Therefore, while a witness may be effectively extracted from a constructive proof of F Jx ¢, a
proof of - ==3x ¢ conveys little information.

Before investigating double-negation translation, it is useful to isolate those formulas with no
computational content; anticipating on their automata-theoretic interpretation in the next Section,
we call them deterministic.

Definition 3.1.2. The deterministic formulas of SFOM are generated by the following grammar.
5,0/ i=t=u|dA | ¢

In particular, note that any negated formula is deterministic, which vindicate the usual slogan
“negation kills computational content” from Kleene’s realizability.

Lemma 3.1.3. In SFOM, the following rule is admissible for every deterministic formula 6.

p, k6
Proof. By induction over the formula §:
- if the formula is an equality, this is an axiom of SFOM.

- if the formula is a conjunct d; A d2, cut the following proof of == (1 A d2) F ——d; for i = 1,2
with the induction hypothesis.

—\—‘((51 /\52), —\(Si, 01 AN da 61 A o

—=(61 A b2), =di, 01 A b2 =6 —=(01 A d2), m0;, 61 A d2 0
(01 Ad2), 0di, 1 ANda L
(61 A 82), —0; - —— (01 A da) (81 A B2), —0; - (61 A 82)
(GL A G2), —0i L
(61 A d2) F =5

- if the formula is a negation —¢, cut with the proof of triple-negation elimination.

——=p, p, k- ===, @, kg
-, o, e L

e, el L

O

Since the language of FOM does not feature universal quantifications, we can actually use a
radically simpler version of double-negation translation: simply double-negate the formula under
consideration.
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Lemma 3.1.4. FOM F ¢ if and only if SFOM F ——¢.

Proof. By Lemma [3.1.1] if SFOM F ——¢, then FOM F ——¢. Then, since double-negation elimina-
tion is admissible in FOM, we have FOM I ¢. Conversely, the proof goes by induction on SFOM
derivations.

We show that if @ I ¢ is derivable in FOM, then @ - ——¢ is derivable in SFOM. This amounts
to showing that for every FOM rule of the form

@i pi)ier
oHY

the following rule is admissible in SFOM:

(@l‘ =04 )ier
P =)

We implicitly use the admissibility of weakening in SFOM, i.e. the admissibility of the rule

[l %
[

The propositional rules may be treated exactly as in the usual proof of Glivenko’s theorem for
propositional logic, and it is folklore that Glivenko’s theorem extends to existential quantifications
(see e.g. [40, Prop. 10.3]). It remains to deal with the axioms of FOM.

Induction We need to show that

BF-0(0)  B,neNgn)F-—9(S(n)
% —¢(n)

where n?” is not free in @. The induction scheme of SFOM can be instantiated on ——¢(n)

PF-9(0)  B,neN¢(n)F¢(S(n))
B —=mg(n)

and be cut with the proof of =——=¢(n) - =—¢(n). To conclude, it then suffices to show that
the rule

@,n €N, 6(n) - ~=6(S(n))
.1 € N,~2¢(n) F —=6(S(n))

is derivable in intuitionistic propositional logic.
Elimination of Equality We have to show that the following rule is admissible in SMSO:

PhE-omp(t)  PE-—t=u
P =mp(v)

Since t = u is deterministic, by cutting the right premise with the deterministic double-
negation elimination rule of SFOM, we are left with deriving the following in SFOM:

El—ﬁﬁ(p(t) El—t:u
P mp(a)

But this is an instance of the rule of elimination of equality.
Other Axioms of FOM The comprehension axiom scheme of SFOM
——3z%" -In?" . neNA —(¢p(n) < In(n, )

is exactly the comprehension axiom of FOM with an additional outer double-negation. The
other axioms coincide with those of FOM.

O

34



3.2 The realizability model

The design of SFOM and its model is guided by the classical automaton translation of Theo-
rem [1.1.5] The basic conceit behind SFOM is that a proof ¢ - 1 not only serves as a witness of
the inclusion of languages

{p| MMz, 0} = L(A,) S L(Ay) = {p| MM =, 9}

but also ensures that there exists a suitable simulation between A, and A,. Calling respectively
Q, and @y the state-spaces of A, and Ay and A their input alphabet, a simulation will be in
effect a f.s. causal function A* x Q7 — @) mapping accepting runs of A, over w to accepting
runs of Ay over w. Of course, this result will be effective in the sense that one may compute E| a
simulation from a SFOM proof.

If one is concerned with provability of a single formula - ¢ rather than a sequent, then this
means considering simulations from a trivial one-state automaton accepting the universal language
to A,. In effect, such simulations are thus causal functions A~ — Q¢ taking a word to an accepting
run (this means in particular that £(A,) = A“). Those are not sufficient to give a semantics
for SFOM, but provide a quick way of understanding why the suggested above semantics is not
degenerate.

Example 3.2.1. Consider the following non-deterministic Biichi automaton A over the alphabet

{a,b}.

For any word w € A%, ¢*,w1, T, T,... is an accepting run, so L(A) = A However, there is
no f.s. causal function f: AY — Q¥ such that f(w) is an accepting run of A over w.

Indeed, fix such a f.s. causal function f : AY — Q¥ and consider the function h : Q — A
such that h(g*) = h(b) = h(T) = a and h(a) = b, and extend it to the memoryless function
h¥ : Q¥ — A¥. Then, we can consider the eager function

g=h"oconsg o f:AY = A¥

By Corollary there is a unique word w € A¥ such that g(w) = w.

Then, we show that consg o f(w) is not an accepting run to derive a contradiction. To this
end, it is sufficient to show that f(w), # T for every n € N. For n = 0, it is immediate
as f(w)o € {a,b} in order to be compatible with A. For n + 1, we have a case distinction:
either f(w), = ¢, in which case we also have f(w)n41 € {a,b}. Otherwise, f(w), = a or
b. Then wpy1 = g(w)nt1 = h((consy (f(w)))n+1) = h(f(w)n). By definition of h, we have
h(f(w)n) # f(w)n, which means that we necessarily have f(w)n+1 = ¢*.

In this definition, the state space of the automaton plays a crucial réle. However, there might
be many more guiding functions A% — @Q* than actual resolution of determinisms, even for quite
intricate predicates. Typically, as we shall use an interpretation based on McNaughton’s theorem,
complemented automata —.4 will have huge state space but no meaningful non-deterministic be-
haviour. For this reason among others, we consider a notion of uniform automata which will prove
more convenient in interpreting SFOM sequent.

Definition 3.2.2. A uniform automaton over alphabet A is a tuple A = (Q,q",U,0,Q) : A such
that

- Q is a finite set of states.

3In fact, in linear time if one adopts a term language for Mealy machines featuring pairing, projections and
composition. Otherwise, this extraction procedure may produce machines with a state-space in the input derivation.
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- ¢* € Q is the initial state.

- U is a finite set of moves.
-0:AXQxU—= Q is a transition function.
- Q C QY is an acceptance conditions.

A run of the automaton over a word w € A% is a sequence of states ¢ € Q¥ such that there exists
u € UY with qo = q* and gny1 = 6(Wn, G, Un). A run q is accepting if and only if g € Q.

As before, the language recognized by A is the set of words w such there exists an accepting run
over w.

A uniform automaton is called Biichi/parity/Muller according to the same criteria as in Defi-
nition [LT.2

A uniform automaton is called deterministic if the set of moves U is a singleton.

Uniform non-deterministic automata and non-deterministic automata recognize the same lan-
guages. From a non-deterministic automaton (@, I, A, ), one may build the uniform automaton

(Q + {qL’ J‘}v qba Qa 6/3 Q/) with
d(a,inr(L),r) inr(L)
S _ inl(r)
oa,inr(¢"),) = inr(L) otherwise

1
d(a,inl(g),7) = ?nl(ﬁ) gtl(li}cvlv’igiEA

if there exists ¢ € I such that (g,a,7) € A

94 = {qe(@Q@+{¢",L})¥ |3 €Q¥.qd € QANVYn > 0.q, = inl(q,,)}

Conversely, given a uniform automaton (@, ¢*, U, 4, 2), the non-deterministic automaton (@, {¢*}, A", )
with A" = {(q,a,7) € Q@ x Ax Q| Ju € U é(a,q,u) = r} recognizes the same language. Similar
maps can also be defined for deterministic uniform automata and deterministic automata. Ob-
serve that the complexity of the acceptance condition (Biichi, parity or Muller) is not affected
by this translation. In the sequel, we shall re-use this fact together with McNaughton’s theorem

(Theorem [1.1.6).

Proposition 3.2.3. For every uniform Muller automaton A : A, there is a Muller automaton
recognizing L(A) and conversely, for every Muller automaton B : A, there is a uniform Muller
automaton recognizing L(B).

Now that we have established that uniform automata are not so different from the classical
notion, we can now give a convenient phrasing of the notion of simulation between uniform au-
tomata.

Definition 3.2.4. Let A = (Qu4,q¢%,04,U,Q4) : A and B = (Qp,q5,08,V,08) : A be uniform
automata over a common alphabet A. A simulation A — B is a f.s. synchronous function f :
(AxU)¥ = V¥ such that, for every word w € A* and u € U¥, the unique sequences q € Q% and
r € Q% such that

qo = (J;\ dn+1 = 5A(wna%uun)

To = qLB Tn+1 = 5B(wnarn7f(<wau>)n)
we have ¢ € Q4 = r € Qp.

We write A I+ f : B (which is informally read as “f realizes A - B” when [ is a simulation
from A to B. Sometimes, we write Al B to mean that there exists some f such that AlF f: B.

Simulations A I B strictly refine inclusions of languages L£(A) C L(B): if there exists a
simulation A — B, then £(A) C L£(B) in the general case. However, the notion trivializes as
expected when B is deterministic.

Lemma 3.2.5. Let A and B be uniform automata over a common alphabet A. If B is deterministic,
then there exists a (necessarily unique) simulation A — B if and only if L(A) C L(B).

Proof. Since B is deterministic, a simulation f : A — B has codomain 1, so there is at most one
such map. Then the equivalence is straightforward. O

Crucially, simulations between automata compose. In fact, they may be arranged into a cate-
gory Auty

36



Lemma 3.2.6. Given an alphabet A, the category of uniform Muller automata and simulations
Aut 4 is given by the following data:

- Objects: objects are uniform Muller automata over the designated alphabet A : A.
- Morphisms: morphisms from A to B are f.s. causal function f such that Al- f: B.

- Composition: given f.s causal functions f and g such that Al f : B and BIF g : C, the
composite is h = f o (w1, g). It is straightforward to check that AIFh:C.

Associativity of composition is straightforwarcﬂ This fact will readily provide us with the
interpretation of the cut rule from logic.
Al-f:B BlFg:C
ATF fol{m,g):C

The treatment of conjunction can also be expressed as a categorical property.

Lemma 3.2.7. Given Muller automata

A = (QA7Q5A7U75A7 [JT':A]OO) . A
B (QBaqz%V,(SBa [FB]OO) A

define the conjunction automaton as ANB = (Qa X Qp, Lo X I, A ans, [Farsle) with

dang(a, (q,7), (u,v)) (04(a,q,u),dp(a,rv))
FANB {X | m(X) € Fanm(X) € Fs}

The automaton A A B satisfies the following:
- LIAAB) = LA)NL(B).
- If A and B are both deterministic, so is AN B.

- Finally, AN B is the cartesian product of A and B in Auty.
Proof. The first two points are standard, so we focus on the last. First we need to provide projec-
tions. They are given as

2

w4 AX (UXV) UxV

2

m: Ax (UxV) UxV

Clearly, it is then easy to check that
AANBIFmy : A AANBIFmg: B

Finally, we need to check that A A B equipped with those projections have the suitable universal
property: for any automaton C = (Qc, ¢, W, d¢, [Felo) © A and simulations

CkHf:A ClFg:B

there should exist a unique f.s. causal h: A x W — U x V such that myoh = f and ma0h = g.
Since U x V is a cartesian product, h is uniquely determined to be the pairing (f, g). Then it can
be checked that we have indeed

ClF{f,9): ANB

O

As usual, the cartesian structure allow to interpret the natural deduction rules for introducing
negation and conjunction.
AlFf:BiABs Al f: B Albg:C
Al-mo f: B; Al {f,g): BAC
We now may write Ay, ..., A, IF f: B as a shorthand for Ay A---ANA, IF f: B.
Similarly the existential quantification is handled by adapting the classical automaton con-

structionﬂ In order to characterize the computational content pertaining to 3, we first need to
make precise how substitution by finite-state causal functions works.

4 Although not technically needed here since if unconcerned with cut-elimination.

5Rather than defining the abstract structure needed for categorical logic, we unpack the technical ingredients
here. The categorical setting for first-order logic will be presented later, and the interested reader will notice that
we define here the substitution functor and simple sums.
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Definition 3.2.8. Given a uniform Muller automaton A = (Qa, ¢, U, 04, [Fls) : B and a Mealy
machine M = (Qur, ¢, 0Mm) + AY — B¥, define the substituted automaton M*A = (Qa X
QM (@45 Gn)s U O, [F - aloo) with

772(6M*A(a7 ((Lr))’u) = W2(5M(Q,T))
771(5/\/1*./‘(0'7 (‘Lr))au) = 5A(7T1(5M(aa r))v%u)
X € Fpea & mX)={ql|(¢r) e X} eF

Since every f.s. causal function corresponds to a unique minimal Mealy machine, we shall some
times be sloppy and allow ourselves to write f*A for the corresponding subsituted automaton.
The language recognized by the subsituted automaton corresponds formally to the following.

Lemma 3.2.9. For every uniform Muller automaton A : B and f.s. causal function f : AY — B%,
we have

L(fTA) ={z € A% | f(z) € L(A)}

As a straightforward corollary, this establishes the soundness of the usual substitution scheme
for the classical semantics. Given that f is taken to be f.s. causal, it is also readily check that it
is validated for the realizability semantics

Albg: B
f*AlFgo(fxid): f*B

In particular, the f.s. causal function may be taken to be a projection m; : A x B — B, and the
substitution operation 7.4 for A : B amounts to adding a dummy stream variable to the formula
corresponding to 7} A.

Lemma 3.2.10. Given a uniform automaton A = (Qa,q4,U,04,[Fle) : A X B, define the
projection automaton 3, A: = (Qa,q.A, U x A, 03 4,[Fle) : B with

63,,2./4([)7 q, (’LL, a)) = 6./4((047 b)7 q, U)
The automaton 3., A satisfies the following:
- L3, A) ={be B¥|Ja € A¥ (a,b) € L(A)}

- For any f.s. causal f : BY — U¥ and g : BY — A“, we have (f,g) v A if and only if
fIF{g,id)* A.

This construction thus implements the usual existential quantification at the level of language,
but also has a familiar constructive semantics: a proof is a pair of a witness together with another
proof that the witness is valid. In order to show that this interpretation is sound with respect to

natural deduction, the following two lemmas are required; the proofs are also straightforward to
check.

Lemma 3.2.11. Let A: B, B: Ax B and C : B be uniform Muller automata with respective sets
of moves U,V and W. For every f: B x (U x (V x A)) - W such that

AN BIFf:C

we have

Ty AANBIE ' miC
where f' is the following composite, where m is the only natural permutation of coordinates available
(AXB)x (UxV)—""  —BxUx(VxA4)—t— —w

Lemma 3.2.12. Let A: A and B : A x B be Muller automata and f : AY — B“ finite-state,
causal. Then, if g is such that AlF g : (id, f)*B, then

Al g, fom): 3., B

These two lemmas correspond respectively to the following proof rules,

ANT,BIFC AlF(d, f)*B
s AN BIFm5C AlF3,.,B
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Finally, come the non-trivial question of interpreting negation. A more common approach in
realizability is to first give a semantics for the arrow = and falsity L. While the usual automata-
theoretic translation L4 = (1,%,0,%,[0]s) : A for the latter may be rather unproblematically
reused, the former actually cannot be encoded in all generality because the category Mealy is not
cartesian-closed.

Therefore, we give a singular negation connective on automata. Following a customary automata-
theoretic translation, we implement =4 in two steps: we first determinize and then negate.

Lemma 3.2.13. Let A = (Q,¢",U,6,[Fleo) : A be a uniform Muller automaton. There exists a
deterministic uniform Muller automaton —=A : A such that L(—A) = A¥ \ L(A)

Proof. - We first use a determinization procedure A — ?A to get a Muller automaton accept-
ing the same language by combining McNaughton’s theorem (Theorem and Proposi-
tion [3:2.3] The specifics of the determinzation procedure are rather unimportant as long as
the set of moves of the resulting uniforma automaton ?A4 is 1 and £(A) = L(?A).

- Then we consider the operation of negating the acceptance condition A4 — A*. If A is
deterministic, this ensures that £L(A*) = A%\ £L(A) and that A* remains deterministic. —.4
is then set to be (?.4)*.

O

In order to show that this choice of negation is sound with respect to the deduction rules, we
exploit Lemma [3.2.5] i.e. the fact that when B is deterministic, we have the equivalence

AlFB if and only if  L(A) C L(B)
Thus the rules of negation are also sound at the level of simulations, i.e.

ABIF L Al L
Al -B AlFB

This implies in particular that, for uniform automata, we have £L(A) C £(B) if and only if A I- ?B.

Remark. We can relate our semantics to the notion of good-for-games automata from [28]. If
A1 Ais a classical automaton and A* : A is its uniform version obtained through Proposition[3.2.3,
then A is good-for-games if and only if 7A* - A*.

It is also worth noting that the determinization construction is equivalent to double negation
at the level of simulations, i.e.

Proposition 3.2.14. For any alphabet A and uniform Muller automaton A : A, there is a unique
isomorphism in Auts between 7 A and ——A. Furthermore, if A was already deterministic, then A
is a unique isomorphism between A and 7 A.

3.3 Soundness and completeness with respect to Church’s
synthesis

Now that we have basic proof-theoretic facts about SFOM and a notion of simulation of automata,
we are ready to show that SFOM is sound and complete with respect to Church’s synthesis.

For soundness, we first define a translation [—] from FOM formulas of sort A to uniform
automata over A.

[M(z) = N(z)] = (M, N)"E
[ A Y] = le]A[¥]

[F3z4 ¢] = ] where 7 is the relevant projection.
[-¢l = (?[eD*
where £ is the deterministic automaton

€ =({0,1},1,0¢, [P({1})]oc) : A x A

with  dg((a,a),1) =1
0g((a,a’),1) =0 ifa#d
de((a,a’),0) =0

recognizing the diagonal language {(w,w) € (A x A)“}.
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Remark. The translation from formulas to automata is naturally restricted to the connectives 3,
A and —. In the context of constructive logic, this restriction is not as innocent as with classical
logic: —Vx —p(x) is possibly strictly weaker than Jx o(x). As we shall see later, the intended model
for SFOM may also arise as a generic construction from categorical logic, a variant of the simple
fibration over the category Mealy; this construction allow to interpret the full set of first-order
connectives only when the base category is cartesian-closed, which is not the case of Mealy.

While formulas are mapped to automata as with usual interpretation of MSO, the crucial point
is that proofs are mapped to simulations. In particular, this means the level of non-determinism
in the interpretation of a formula has an impact on derivability. Deterministic formulas as given
in Definition [3.1.2] are mapped to deterministic uniform automata; considering Lemma, this
justifies that slogan “negation kills computational content” from realizability also applies to our
setting. Aggregating the Lemmas in Section [3.2] one may derive the following soundness theorem
via a straightforward induction.

Theorem 3.3.1. There is a linear-time function taking as input a derivation p1,...,pk = ¢ in
SFOM and outputting a term t such that [o1] A -+ A [ex] IF [t] : [¢]-

Proof. Tt suffices to show that every rule and axiom of SFOM is adequate with respect to our
realizability interpretation in order to conclude by induction over the derivation. The rules of
introduction of 3 is admissible by Lemma and elimination is handled by Lemma
Similarly, the rules for conjunction are sound because conjunction correspond to cartesian products
in the category of automata and simulations (Lemma. Now, the conclusion of the remaining
proof rules are all of the shape ¥ - § with J deterministic; therefore, by Lemma [3.2.5] it suffices
to show that there is an inclusion of language ﬂle L([ei]) € L([6]). Since simulations refine
inclusions, all the premises give rise to similar inclusions; it then suffices to check that the rule are
then valid for the classical semantics FOM, which is easy. O

This allow to derive the crucial witnessing property that allows extraction of Mealy machines
from proofs of existential statements.

Corollary 3.3.2. Given a proof of - IyBo(x4,yP) in SFOM, one may output a term t such that,
for every w € A¥, MFOM = o (w, [t](w)) holds.

Proof. Calling U the set of moves of [p(z,y)], by Theorem there exists a f.s. synchronous
map f : AY — (B x U)¥ such that I- f : [3y®" ¢(z,y)] holds. Taking t any term of arity (A<; B¥)
such that [t] = f, this means that |- w9 o f : [¢(z,t(x))]. Since simulations refine inclusions, we
have [o(z), t(z)] = A“, and therefore the results hold. O

Remark. Note that the state-space of a Mealy machine interpreting [t] has no reason to be linear
in the size of t, but is only bounded by an exponential: the size of the state space of either compo-
sition or pairing of two Mealy machines M and N is obtained by multiplying the size of the state
spaces of M and N.

Corollary admits the following converse, thanks to the double-negation translation of FOM
in SFOM. This constitute completeness with respect to Church’s synthesis. Note that this is shown
solely from proof-theoretic considerations derived from Section [3.1

Theorem 3.3.3. Let o(z*”,y5") be a FOM formula such that there exists a f.s. synchronous
function f : AY — B* such that MFOM = o(w, f(w)) for every w € A¥. Then, SFOM

WP ——p(z,y).

Proof. Let t be term of sort (A“; B¥) such that [t] = f. Then FOM F ¢(z, t(x)) by completeness
of FOM with respect to its standard model. Then, by Lemma we have SFOM F =—¢(z, t(x)).
Then, using a 3-intro rule, we have the result SFOM F 3y5" == (x, y). O
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Chapter 4

Extension to alternating automata

In the previous chapter, we defined SFOM, a constructive subsystem of FOM and a companion
realizability-like model, where formulas are interpreted as (uniform) non-deterministic Muller au-
tomata and proofs as Mealy machines, regarded as a particular kind of simulations between the
underlying automata. An interesting aspect of this model is that the interpretation of formulas into
automata matches the classical interpretation of MSO(w) into automata; the difference lies at the
level of the interpretation of proofs, which are no longer mere language inclusions, but simulations
whose type depends on the non-determinism of the underlying automata.

While non-deterministic automata are sufficient to translate every MSO(w) formula in a sound
way, these are not the only device able to recognize w-regular languages. A natural extension is
given by alternating automata over infinite words, which generalize both non-deterministic au-
tomata and their dual, universal automata. The main object of this chapter is to describe LSFOM,
another formalism FOM together with a realizability-like model generalizing the previous one by
incorporating alternating word automata. In particular, formal proof trees are interpreted as a no-
tion of simulation generalizing the one present in the previous chapter. This presents an additional
difficulty as this generalized notion of simulation will not enable to interpret the structural rule of
contraction ¢ — @ A @ in the general case. For this reason, LSFOM will be based on first-order
intuitionistic multiplicative linear logic. SFOM also comes with a polarity system extending the
distinction between non-deterministic and deterministic formulas of SFOM, as well as exponential
modalities restricted to polarized formulas, accounted for by (co)determinization at the semantic
level.

From the perspective of linear logic, this model is interesting because of a number of peculiarities
it shares with models of linear logic based on Godel’s Dialectica interpretation [2I]. Among other
things, it is not a model of classical linear logic, but it features propositional connectives ® and %%
distributing over one another (in the sense of linearly distributive categories [?]) and, as we shall
see much later on, retracts of the map ¢ — (¢ — L) — L. On top of these characteristics, it
should also be noted that the notion of quantification here runs counter the intuition of witnesses
being given sequentially one after the other: a realizer for a formula HwaVwa.go(x, y) must give
some witness for x, but the letter xz,, this witness may depend on the letters y; for k < n.

From an automata-theoretic perspective, it should be stressed LSFOM formulas may be in-
terpreted as automata. These formulas come with a natural polarity system which allowing to
constrain their interpretation to be e.g. deterministic, non-deterministic or universal. In par-
ticular, the polarity system, beyond its role at the level of provability, can be seen as a way of
constraining the translation to be correct with respect to the classical semantics of the formula (i.e.,
when translating the linear connectives of SFOM to the usual connectives of FOM). As a result,
various translations of FOM into SFOM may be regarded as various ways of implementing Biichi’s
theorem using basic automata-theoretic constructions and determinization. It should be stressed
that, similarly to SFOM, LSFOM does not say anything about the fine combinatorics behind the
automata theoretic constructions such as determinization; in the interpretation of formulas as
automata, determinization is used as a black box.

This chapter is meant as a counterpart to the article [58] where the same realizability model
was presented for a theory very similar to LSFOM. The material presented here is essentially the
same. However, when describing the realizability model, the discussion will remain informal and
the full proofs will be deferred to Chapter [6] which treats a higher-order extension of the model.

41



4.1 The theory LSFOM

Automata and polarities We now present the logic LSFOM. Since the end syntax includes
a notion of polarized exponentials, we define by mutual induction the syntax of polarized formulas
before giving the full-fledged syntax of LSFOM. Since we need to discuss polarity early, it might
be useful for the reader familiar with automata-theoretic interpretations to know into what kind
of automata a formula might end up being interpreted.

Definition 4.1.1. An alternating uniform automaton over alphabet A is a tuple
A=(Q,¢,U,X,0,Q): A
such that
- Q is a finite set of states.

- q¢" € Q s the initial state.

- U is a finite non-empty set of P-mowves.

- X s a finite non-empty set of O-moves.

-0 AXxQxUx X — Q is a transition function.

- Q C QY is an acceptance conditions.

The crucial difference with uniform deterministic automata is that now, it is not sufficient to
guess an accepting run by providing some u € U for every transition to establish that a word is in
the language, but now one needs to show that it is possible to do so for any choice of z € X by
some opponent O. Acceptance of a word is thus formalized as the existence of a winning strategy
in an acceptance game.

Definition 4.1.2. A P-strategy is an eagerﬂ causal map s : X¥ — U¥. A P-strategy together with
a stream x € X¥ defines a play (s(x),z) € (U x X)“. A play induces a unique sequence sequence
of states q € Q¥ such that qo = ¢* and qn+1 = 6(Wn, @, Un, Tn). A play is accepting if and only if
the corresponding sequence of states (qn)nen lies in §).

The language recognized by A is the set of words w € A“ such there exists a P-strateqy s such
that all plays (s(z),x) are accepting. Write L(A) for the set of words accepted by A.

A uniform automaton is called Biichi/parity/Muller according to the same criteria as in Defi-
nition [L 1.2

From now on, when speaking about uniform automata, we rather mean the more general
notion given in Definition [f.1.1] rather than the non-deterministic case. The important advantage
of this uniform notion is that, much like with the non-deterministic case, it allows to speak of the
deterministic/non-deterministic/universal subcases at the level of moves.

Definition 4.1.3. A uniform automaton A= (Q,q", U, X,6,Q) : A is said to be:
- non-deterministic if X ~ 1.
- universal if U ~ 1.
- deterministic if U ~ X ~ 1.

When designing operators on uniform automata meant to be correct with respect to the se-
mantics of underlying MSO formulas, some may easily be done without using complementation or
determinization procedures, depending on the nature of the underlying automaton:

- language recognized by non-deterministic Muller automata are easily shown to be closed
under union, intersection and projection.

- dually, universal automata are easily closed under union, intersection and coprojection.

- deterministic automata are easily closed under complement, intersection and union but not
quantifications.

These intuitions may guide the reader as the polarity system where positive formulas will correspond
to non-deterministic automata in the semantics and negative formulas to universal automata. This
means in particular that there will be formulas which are both positive and negative correspond-
ing to deterministic automata, and more general unpolarized formulas corresponding to general
alternating automata.

IIn the sense of Definition , which means that the value of s(z), depends only the z; for i < n.
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Figure 4.1: Formulas of LSFOM

The formal system LSFOM Formulas of LSFOM are given inductively by the grammar of
Figure where o1 refers to positive formulas, ¢~ to negative formulas and ¢* to determin-
istic formulas. As for FOM and SFOM, the atomic formulas consist only of equalities between
terms of the same sort and quantifications are sorted. The main connectives are those of classical
multiplicative linear logic with multisorted first-order quantifications:

- ® is the multiplicative conjunction, the linear counterpart to A. If ¢ and v are of polarity
P, S0 IS p ® 1.

- 7% is the multiplicative disjunction, the linear counterpart to V.

—o is the linear implication, the counterpart to —. ¢ —o 1 is polarized only when ¢ and
are of opposite polarities. In particular, linear negation defined as — — L inverts polarity.

- 3z4” ., if polarized, is necessarily positive. Furthermore, this enforces that ¢ should also be
positive. Similarly, V24~ ., if polarized, is necessarily negative.

As is customary, we write ¢ o— ¢ for the formula (¢ — 9) ® (¥» — @) and say that ¢ and 1) are
(linearly) equivalent when ¢ o— 1) is derivable.

As such, this polarity system is more liberal than most of those found in linear systems such
as LLP for instance [44]. The only reason we have to offer comes from the correspondence with
automata, rather than proof-theoretic considerations closely related to linear logic.

The main technical reason why we need to introduce polarized formulas are the exponential
modalities ! and ?, which are not defined for general LSFOM formulas. The main reason for this
lack of a definition is that, to our knowledge, there is no computationally easy interpretation of
general | or 7 modalities corresponding to dealternation. While it is known how to dealternate
infinite word automata, the difficulty lies in interpreting the promotion rule of linear logic. A
solution is investigated in the more general setting of tree automata for ! in [6I], but this option
complicates the interpretation of proofs in the realizability model significantly; we elect not to
adapt it here.

As for deduction in LSFOM, it is carried out in the sequent calculus presented in Figure [:2]
augmented with the axioms presented in Figure [£:3] This sequent calculus is a straightforward ex-
tension of the calculus for Full Intuitionistic Multiplicative Linear Logic (FIMLL) presented in [34],
with rules for the exponential modalities, first-order quantifications, and equalities. The system
departs from usual sequent calculus for classical logic in the following ways:

- As heralded earlier, the system is linear and the structural rules of contraction and weakening
may only apply to formulas under a suitable exponential modality.

- As in classical multiplicative linear logic, a sequent formally consists of two lists of legal
LSFOM formulas. Unlike intuitionistic linear logic, the right-hand side sequents may be
arbitrarily large and not of size at most one. The reason we do not get classical multiplicative
linear logic is because this restriction is reinstated at the level of the left rule for — and right
rule for V. This means in particular that ((¢ —o L) — L) —o ¢ is not derivable and that we
do not have ¢ 1) oo ((p — L)® (p —o 1)) —o L in general. The only relation we retain
between % and ® is the distributive law ¢ @ (¢ B ¢') —o (p @ ) B Y.

- All formulas appearing in Figure are assumed to be syntactically correct LSFOM formulas
as given by the grammar in Figure In particular, every formula appearing under an ex-
ponential modality is necessarily polarized. This is the reason why we refrain from baptizing
this proof system as something like “full first-order multiplicative exponential linear logic
with equalities”.
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The axioms presented in Figure [L.3] fall into two categories: general axiom schemes related
to polarized formulas and axioms translated from FOM (i.e., the system of axioms presented in
Figure . The latter serve to embed FOM in LSFOM thanks to a translation (—) we detail
in Figure [£4] The former, while also playing an decisive role in embedding FOM, is of more
importance. It essentially states that polarized formulas are stable under double linear negation and
that positive (respectively negative) formulas are stable under ! (respectively 7). As a consequence,
one may reason in the deterministic fragment of LSFOM as in classical logic. We collect the relevant
de Morgan dualities in the following proposition.

Proposition 4.1.4. The following linear equivalences are derivable in LSFOM for all formulas
with the displayed polarities, taking p € {4+, —} to be some polarity and writing P for its opposite.

1l —ol oo 1 I—ol oo L
(o)L oo (PoL)BW—ol) (@I oLl oo (¢ — 1)@ L)
(73247 pt) o L oo IWzAT.pT — | (V24" pt) — L oo 73047 .0 — L
PP —o g oo (pP —o L)W ¢P

Moreover, we have the following linear entailments.

et — 1 L — e
i ®@ps  — @f pi w1 By
Proof. We do not spell out all the proofs in full here, but let us treat the equivalence between
(V22" .oF) — L and ?324".9* — 1 by way of example. The right-to-left implication is obtained
as a routine derivation in intuitionistic linear logic.

i
Vot ot bt 1F
goi —o J_,VmAw.goi) =
ot —o L, WaA” o)

oA ot — L WA ot
23247 ot — L WA ot H
7324” oF — L Wzt o) L
73247 ot — L (Vz?” o) — L

The left-to-right implication on the other hand makes explicit use of the additional axioms ?¢* —o
T together with the extended right rule for —o in presence of exponential contexts.

aaa
Q@i - ?(Pi
P2t L
Frlot et ol pthe
F et o [ A Y

= cpi, a,pi — |
F ot Hwa.gai —o L
F o, 73247 oF —o L
- VmAw.api, ?Hwa.goi — 1
- !VmAw.goi, ?Elew.(pi — 1 =
Wz . oF) — L F 7324 T — L

O

Remark. Since the azioms in Figure [[.3 imply that our positive formulas are “stable” under !
and that, dually, negative are stable under 7, means that the following generalized weakening and
contraction rules are derivable in SFOM.

i A
?YtE o Y, ¢
U YT pEY Y,
P, = prEY, ¢

44



_ — — —
e e Ak 4 [ PEP ey

90'_(‘0 @7@}_¢/7¥I @,’L/J,(p/lb"@l @"@Iﬂpa%@/
o, _ _, o o
Y D, o, lp 1 G P loFe
Do Do BT lo 1o, 7
o, _ _, o
() Y70, 70,1 oo, ip,@%?i
DF 20,9 DF 20,9 P20 o, 70 F 79
o B0y ohod PEYY
F1 Pp@Y by B0y, T, Y

pho @ Pty B, 0 7@@%&@

B0, 0 oy T, Y P —9 lo @ —o 1, 70

— /

o B,otE@ v, o,
J_l_ ¢7$7w7?1/}|_¢,7¢ El_spyyw7¢/

7,0t/ - v ) lok o, 7

?,VxA” .o - P VA lo F V24 0, 70"

[Nk pFolt/X], ¢

2,324 g ok 3z 0,0

P o(t) pHt=u
prt=t D o(u)

Figure 4.2: The Deduction Rules of LSFOM (where A is an alphabet, 2" a variable fresh for 3, %’
in each rule mentioning it).

These rules actually subsume the relevant structural rules given in Figure[{.9 and could have been
used instead. These were in fact the original rules given in our original paper [58].

Translation of FOM into LSFOM A translation from the classical FOM formulas to LSFOM
formulas is given in Figure [£.4] This translation is not a usual embedding of classical logic into
(intuitionistic) linear logic, such as a double negation translation followed by Girard’s translation
of intuitionistic logic in linear logic using the decomposition —¢ = !¢ —o L. One reason for this is
that, depending on the choice of double negation translation, this may not even make sense due
to our restricted exponentials and a polarity mismatch. The real reason is that the additional
polarity axioms of allow for a much simpler translation (—)% given in Figure The main
invariant that is kept and allow to reason “as in FOM” is the following.

Lemma 4.1.5. For every FOM formula ¢, its translation o is deterministic.
Lemma [£.1.5] together with our previous remarks thus allow us to show the following.

Lemma 4.1.6. If FOM F ¢, then LSFOM F ol.

Proof. By induction over a potential derivation of % F 1) in FOM, we show that ¢L - ¢! is derivable
in LSFOM. Given that we have taken a presentation based on natural deduction in Figure 3.1 and
that structural rules may be applied freely as all formulas under consideration are deterministic,
this amounts to showing that sequent calculus is conservative over natural deduction which is
standard. The additional rule allowing classical logic

@»"ﬂ’"i—
ety

amounts to double-negation elimination, which is given by linear double-negation elimination over
deterministic formulas. Finally, one has to consider the axioms of FOM, given in Figure It is
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Polarity axioms

(where o™ is positive)
20T —o p~ (where ¢~ is negative)
(pP — L) — L —o P with p € {+,—, £} (i.e., ¢ is polarized)

FOM axioms
Vacf;d . Yain A1, mn) =u(ag, .., ) when [t] = [u]
VzA” yA” cons, () = cons,(y) — x = y) where a € A and z,y of sort A¥
VzA” y4” cons, () = consy(y) — L where a,b € A with a # b

p(2) ® (V2?". [z e N® p*(2)] — o (S(z))) —o WVa?'.z e N —p*(a)))
?322°IVn?". n € N — (p*(n) oo In(n,z)) where 2 does not occur in ¢

t=u oo (V’rLzuJ neN —o Xft]] (TL) oo Xfu]] (TL))

Figure 4.3: Axioms of LSFOM (where n € N is defined as N (n) = 1¥ ® (n = 0¥ — 1) and N,
Z, S and In as in Figure )

rather easy to see that they are in one-to-one correspondence with those of LSFOM. Also note that
the restriction of the induction and comprehension schemes to deterministic formulas in Figure [1.3]
is unproblematic since (—)¥ only produces deterministic formulas. O

Once again, (—) is not the only syntactic embedding of FOM into LSFOM. We sketch below

two alternatives.

Translating SFOM to FOM 1t is possible to give the following translation of SFOM formulas
(=)= into LSFOM preserving derivability.

(t=w" = t=u (eAP)ES i= ot @yls
()t o= (Ppt) oL (G2 )t B

Here, the crucial invariant is that a formula ¢ is necessarily positive, and thus subject to con-
traction and weakening on the left. This allows to prove that SFOM F ¢ implies LSFOM F @5,
a statement analogous to Lemma [4.1.6 Together with Lemma this shows that FOM F ¢
implies LSFOM F (=—¢)~¥, which provides us an alternative (less efficient) way of embedding FOM
in LSFOM. This does not matter very much in the end, as it may be noted that for every FOM
formula ¢, LSFOM shows that ¥, 7o and (=—¢)S are equivalent.

Double-negation and Girard’s translation Finally, let us note that there is a way of
making a double-negation translation followed by Girard’s translation work, provided the double-
negation translation allows for universal quantification in its target, so that (EIwa p) T = —VzA”
Dubbing (—)77¢ the resulting translation FOM — LSFOM, we would have the clauses

(t=w)™"¢ = t=u (pAY)™¢ 1= G @y™C
(mp)™¢ 1= (lg77Y%) — L (FzA" )¢ = (V2 TG o 1) — L
(=)™ 1= Oy (pVH)TE = (67O 1)@ W TE o L)) o L
(Vat™ o)™ c= VT

Here, the natural polarity invariant this time is that ¢™7¢ is always negative because of the
optimized translation of ¥. Once again a straightforward induction over ¢ shows that ¢’ and
lp™"C are equivalent according to LSFOM.

4.2 The realizability model

We now turn to the automata interpretation of LSFOM. Similar as to what was done in Section
we are going to describe several automata theoretic constructions corresponding to the various
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(t=w* = t=u (P A 1= o eyt
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(V2" o) 1= gAY ol

Figure 4.4: The translation (—)” of FOM into LSFOM.

(U, X)
: qo=¢"
Plu qn+1 = 6(wn7 unal’n)
(0] Tn .
P wins < (¢n)nen € ©

Figure 4.5: Acceptance game for (Q,q¢*, U, X,0,Q) : A over w € A%.

connectives of LSFOM and their behaviour both with respect to recognized languages and an
extended notion of simulation between automata, which once again refines language inclusion.
Those properties will then imply the soundness of FOM with respect to simulations: if ¢ —o 1) is
provable, then there is a simulation between the underlying automata.

The main difference is that basic constructions made on automata may not always behave nicely
with respect to the recognized languages, but they will always be sound for deduction in LSFOM.
However, it will also be clear that they behave nicely at the level of languages when considering
automata arising as the interpretation of polarized formulas.

This section does not contain complete proofs of soundness and is mostly meant to convey
intuitions. In particular, we will only keep a rather high-level description of the simulations between
automata for now. The full proofs for an extended higher-order setting are postponed to Chapter [0}

Before defining simulations, or rather, simulation games, notice that acceptance of a word by
an alternating uniform automaton (@, ¢*,U, X,6,Q) : A (Definition is defined in terms of a
game-like scenario pictured in Figure Given a word w € A“, we may imagine that two players
P and O play an infinite game: at each round n € N, P plays a move u,, € U and O answers
with x, € X. This yields two sequences (up)neny and (z,)nen. Together with w, they yield a
run (gn)nen in the automaton. Say that P wins if and only if (g, )nen € 2. Then it is clear that
Definition says that w is accepted if and only if P has a winning strategy in this acceptance
game.

Now, the proofs of LSFOM will be interpreted as winning strategies in a simulation game
between two automata over the same alphabet pictured in Figure [1.6]

Definition 4.2.1. Given two uniform automata
A: (QAaq27U7X55A79.A) A and B = (QBaQZS7‘/7Y7(SBaQB) tA

define the simulation game between P and O as the game where P and O play as follow at round
n € N:

- O plays a letter a, € A and a move u, € U.
- P answers with a move v, € V.

- O answers with a move y,, € Y.

- P concludes the round by a move x,, € X.

A play may be seen as a sequence {a,u,x,v,y) € (AXU XX XV xY)¥. We say that P is winning
if and only if whenever (u,x) is an accepting play over a in A, (v,y) is an accepting play over a
in B.

If such a winning strategy exists in a simulation game from A: A to B: A, write AlF B.
This simulation game departs from the aforementioned acceptance game in two essential ways:

- First, since two automata A : A and B : A are involved, a winning strategy for P is now
chiefly be concerned with building an accepting run in B using an accepting run of A as
input.
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U,X) — (V,Y): A

=44 9 =33

u a
" " Gnt1 = dA(wn, un, T,) and QLH = 64(Wn, Un, Tn)

Un
Yn

TOTO

P wins iff (Qn)neN € QA = (q;L)nEN S QB

Figure 4.6: Simulation game between A : A and B: A

- Second, the word w € A% over which A and B run not be known in advance by P. It is
rather gradually revealed by O.

In concrete terms, a P-strategy in the aforementioned game can be seen as a pair of sequences
of functions (f,, Fy)nen with the following types.

fo i AV XU X 5V Fo: AT gt Xt oyt

There are, of course, highly uncomputable such sequences in the wild; to remedy this, note that
these sequences induce a canonical causal function (A x U x X)* — (V x Y)¥; the converse is not
quite true, but this datum still characterizes the strategy. We say that the strategy is finite-state
if this function is. We may also call winning P-strategies simulations for short in the sequel. For
the remainder of this section, we shall not define formally combinators for strategies in simulation
games and leave that for Chapter[f] While Chapter [6] does not nominally prove that the strategies
interpreting proof rules are finite-state as it deals with generalized higher-order strategies, the
subsequent discussion in Chapter [7] explains how the constructions detailed in Chapter [] restricted
to the current setting actually produce finite-state strategies.

One appeal of simulation games is their tight connexion to the games involved in the Biichi-
Landweber theorem (Theorem In particular, a simple reduction shows that those games are
also determined in finite memory.

Lemma 4.2.2. There exists an algorithm taking as input uniform automata A and B and returning
a finite-state winning strategy for either P or O in the simulation game between A and B.

While this connexion is interesting, let us note that we do not rely on Lemma to build
P-strategies corresponding to the interpretation of proofs.

Now, let us turn to the relationship between simulations and the languages recognized by
uniform automata.

Lemma 4.2.3. Let A, B : A be uniform alternating automata. We always have
AlFB = L(A) C L(B)

Proof. 1t is rather straightforward from the design of the simulation game that, if an input word
w € A is fixed, the winning P-strategy in the simulation game can be leveraged to turn a winning
strategy in the acceptance game of w by A into a winning P-strategy in the acceptance game of w
by B. O

As with the particular case of uniform non-deterministic automata, the converse does not hold
in general, but it can be recovered in the particular case where the automata .4 and B have the
suitable polarity.

Lemma 4.2.4. Let A be a non-deterministic uniform automaton and B be uniform universal
automaton over the same alphabet A. Then we have

LA)CLB) & AIFB

Proof. Note that in that case, there is a unique P-strategy in the simulation game. It is straight-
forward to check that it is winning if and only £(A) C L(B). O
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Another essential aspect that we need to cover before defining the operation analogous to the
connectives is composition of winning strategies in simulation games. This is important to have a
sound interpretation of the axiom and cut rules of LSFOM which may be informally be transcribed

as follows in the semantics
Al-B BIFC

AlFA AlFC

For the rest of this section, fix the following notations for the automata A, B and C.

A = (Qa, ¢4 U, X, 04, Qu) = A
B = (QB7 qLB7 ‘/a Ya 557 QB) A
c = (QCa Qéa M/a Za 5Ca QC) |

Lemma 4.2.5. For every automata A : A, there is a simulation A I+ A. For every automata
A, B,C : A and simulations A+ B and B I+ C, we may compute a simulation A - C.

Proof sketch. The constructions of those simulations follow well-known patterns in game seman-
tics [1, B2] The simulation A IF A corresponds to a copycat strategy that may be pictured as
follows

U,X) — (U,X): A

Un (29
Un
Tn

TOTO

Ln

On the other hand, A IF C corresponds to simulating both strategies A I 5 and B I C over an
extended board and hiding the interaction, materialized below as the middle column.

U, X) — VY)— W, 2) : A

O | up an
Un
Wn,
Zn

(@3]

Yn

Now, we are ready to discuss the logical connectives.

Propositional connectives Linear conjunction A4 ® B and disjunction A % 3 will be inter-
preted by a standard constructions over non-deterministic/universal automata with state-space of

size |Qal ¥ |Qsl.

Remark. We could have also considered the additive variant of the construction where the state
space is proportional to |Q 4| + |@p| and which generalizes to alternating automata. This option
1s matural and seems to be a natural step toward interpreting the additive connectives ® and & of
linear logic. These constructions however are rather cumbersome with our rather rigid notion of
uniform alternating automata; with some effort we could have a weak version of & without altering
our definition.

Definition 4.2.6. Define the multiplicative conjunction automaton A® B : A and the disjunction
automaton AR B : A as follows.

AQB :
AR B :

(Qa xQs, (d4,a5), UxV, X XY, {{¢,¢) | € QaNgd €Qp}) : A
(QaxQp, (¢4,q5), UxV, X xY, {{¢,¢) | q€QaVqg €Qp}) : A

Define the associated unit automata
I:=(1,%1,1,%,1°): A L:=(1,%1,1,%0): A
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Note that if A and B are Muller automata, so are A® B and A% B. Furthermore if both A and
B are non-deterministic (resp. universal), so are A ® B and A % B. The automata corresponding
to the units are deterministic.

As announced, at the level of languages, we have the expected equalities.

Lemma 4.2.7. For every automata A,B : A, we have
LA®B)=L(A)NL(B) and LA B) = L(A)UL(B)

Proof sketch. Let us concentrate on the case A® B. If w € L(A) N L(B), it means that we have
winning strategies in the relevant acceptance games in both A and B; they can easily be paired
into a winning strategy for the acceptance of w in A ® B. Conversely, if w € L(A ® B), there is
a winning strategy for the acceptance game over w in A ® B. Fixing an arbitrary y € Y, this can
be turned into a winning strategy over w in A by pretending that opponent constantly plays ¢ on
the non-existent board corresponding to B. O

At the level of simulations, we only require a modicum of structure to interpret sequents.
Indeed, as a sequent P F ¢’ is to be thought of as a simulation @) [¢] IF 7Y [¢’] in the semantics,
it means that O € {®, %} should carry a symmetric monoidal structure and corresponding unit

Je{L,1f
-if AlFBand A IF B, then ADA IFBOB.

- we have AO(BOC) IF (A0 B) OC and vice-versa.
we have A0 J IF A and vice-versa.

- and finally, AOBIF B O A.

These properties are completely straightforward to check. On top of that, since we are interpreting
full intuitionistic linear logic, there should be a canonical distributive law

AR (BRC)IF(A2B)BC

which is not much harder to check (if ignoring the spurious parentheses, the underlying automata
have the same state-spaces, same moves, and there is an inclusion of acceptance conditions). The
properties above are enough to guarantee that the basic left/right rules for I, L, ® and % are
interpreted in a sound way.

Before moving on, we are also ready to discuss the soundness of the generalized contraction and
weakening rules. Recall that in LSFOM, contraction and weakening are tied to polarity restrictions
which translate to restriction on the underlying automata interpretation. The reason behind this
is that the following holds.

Lemma 4.2.8. If A: A is a non-deterministic automaton, there are canonical simulations A I+
AR A and Al 1. Dually, if it is universal, there are canonical simulations AR AIlF A and L I+ A.

Proof sketch. Consider the case where A is non-deterministic. Then, the P-strategy in the simu-
lation game from A ® A to A duplicates O-moves as pictured below (where we confuse 1 x 1 ~ 1
and X ~ 1). Furthermore, there is a unique simulation A I- I.

U,1) — (UxUT1:A v,1) — (1,1):A
O | up an, O u, anp,
P (Un, Up) P *
0o * ¢} *
P * P *
The universal case is entirely dual. O
Now we discuss the linear implication — — —. Contrarily to most of the other operations

discussed here, we are not aware of it occurring before in the automata-theoretic literature.

2We do not mention the usual coherence conditions for now, as they are not needed to interpret sequents. These
are only alluded to in later chapters.
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Definition 4.2.9. Given automata A,B : A, define the automaton A — B : A as follows
A — B = (Q.A X QB7 (Qiéhq;j’)a VU X XUXYv U x Y; 5A—OBaQA—OB) tA

with 5./44:8(0‘7 (fv F)v (ua y)) = (5./4(04’ U, F(U, y))a 5B(av f(u)a y))
and  Qa—p={(q,q) € (Qa xQp)* | q€ Qa=q €05}

Note that if A and B are Muller automata, then A — B is a Muller as well. If A is universal
and B non-deterministic, A — B is non-deterministic, and dually, if A is non-deterministic and B
universal, A — B is universal.

The rationale for the above definition, which is directly inspired from the definition of of the
arrows in Dialectica categories [21], can be seen as the attempt to cram a simulation game within
a single automaton without modifying the P-strategy. To wit, put side-by-side rounds of the
simulation games from A to B and from I to A —o B.

U,X) — (V,Y): A 1,1) — (VUxXUXY U xY): A

Un Qn
Un

fn Fa

Yn Un, Yn

TOTO
TOTO

At the level of O, the game in A4 —o B is actually more lenient than the vanilla simulation game, as
it allows them to play their round knowing the strategy of P. This is not an issue as our notion of
strategy is only concerned with P-strategies. For P, as they must move first in the right hand-side
game, they are allowed to play functions that anticipate on the moves that opponent should have
originally played in the left-hand side game: f,, corresponds to the move v,, which should be made
after O provided w,, and F;, to x,, which depends on both u,, and y,,. This dynamic is accordingly
reflected at the level of the transition function d 4_.5.

In order to make the rules of LSFOM sound, one has to check that the following, corresponding
to the monoidal closure of the category of uniform automata and simulations, holds.

Lemma 4.2.10. If there is a simulation A ® B | C, then there is a simulation A I+ B — C.
Furthermore, there is a canonical simulation (A — B) @ A+ B.

Proof sketch. For the first statement, the case A = I is informally discussed above. Seeing that
there is a one-to-one correspondence between simulations A ® B IF C and A I+ B — C does not
take much more conceptual effort. This also implies the second half of the statement, but it is also
instructive to picture concretely the strategy corresponding to (4 — B) ® A I+ B as follows

VU x XUY U xY) ® (U,X) — (V ,Y) : A

fn F, Un, an
fn (un)
Yn

VO TVO

Unp Fn(unvyn)

O

We are now ready to study double-linear negation. In all generality, the double-linear negation
of a uniform automaton A is isomorphic to the following

U
("4 - J—) —l (QAaqLa UX 7XU75(A—0L)—OJ_7Q.A) tA

with 6(AwJ_)AoJ_(a’a Fa f) = 6A(&,F(f), f(F(f)))

We shall see much later that there is actually always a simulation (A — 1) — 1 I A. However,
there is apparently no straightforward way of computing such simulation, which goes against the
philosophy dictating that extraction of realizers from proofs should be computationally easy, so we
have not adopted the double linear negation elimination for LSFOM. However, it is straightforward
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to check that if A4 is non-deterministic (U ~ 1) or universal (X ~ 1), then (A — 1) — L isin
fact isomorphic to A; this justifies our adopting double linear negation elimination restricted to
polarized formulas.

Before moving on, let us observe that — — — also implements correctly implication at the level
of languages. Our argument relies crucially on the determinacy of simulation games.

Lemma 4.2.11. For any uniform alternating automata A, B : A, we have
LA—B)={we A |we L(A) = we L(B)}

Proof sketch. The left-to-right inclusion is rather straightforward using previous Lemmas. By
Lemma there is a simulation (A — B) ® A IF B. Thus, by Lemma we have L((A —o
B) ® A) C L(B), and thus L(A — B) N L(A) C L(B) by Lemma This is equivalent to the
inclusion we were looking for.

The converse inclusion is more involved: suppose it is false for some w € A“. Then necessarily,
w ¢ L(B), otherwise we could lift the winning strategy in the acceptance game to £(A — B). So,
by definition of the right-hand side, we have w ¢ L(A) too. By determinacy of the acceptance
games (Lemma , there is a winning O-strategy for the acceptance game in A over w, which
can be seen as a family of maps f, : U"*! — X. From this winning O-strategy, a winning P-
strategy for the acceptance game in A — BB over w may be built as in the picture below where —
denotes an arbitrary legal move.

U, X) (VU x  XUY U xY)

P u, — P -, (up,—) = an
O ey O Un 5 Yn

More formally, the P-strategy in A —o B consists of two sequences h, : U" x Y™ — VU and
H, : U™ x Y™ — XYUXY such that H,((4:)i<n, (Yi)icn)(Un, Yn) = fa((u;)i<n for every sequences
(u;)i<n and (y;)i<n and h, is arbitrary. O

Corollary 4.2.12. For any uniform alternating automaton A, L(A — L) = L(A)°.

Polarized exponentials As with the automata-theoretic interpretation of SFOM, we use
McNaughton’s theorem (Theorem |1.1.6) as a black box to define the interpretation of the expo-
nentials.

Lemma 4.2.13. For any uniform non-deterministic automaton A : A, there is a deterministic
automaton 1A : A such that L(A) = L(?A). Dually, for a universal automaton B : A, there is a
deterministic automaton \B=7(B — 1) — 1 : A such that L(B) = L(!B).

For a non-deterministic automaton A, we take !4 = A, and similarly, for a universal automaton
B, we take 7B = B. This still maintains the following crucial invariants:

- L(MA) = L(A) and L(?B) = L(B) whenever those automata are well-defined.
- Whenever defined, ! A is non-deterministic and 7/ is universal.

Then, Lemma shows that we readily have A I- ?4 and that, dually !B IF B. This justifies
the dereliction rules. As for promotion, it suffices to apply Lemma [£:2.3] to the premiss and
Lemma 2.4 to the conclusion to conclude.

Since we have already discussed contraction and weakening for non-deterministic and universal
automata, we readily get the corresponding rules for the exponential modalities. The last thing to
check is that the exponentials are functorial and monoidal, that is

- that A IF B implies A I- !B and ?A I+ ?B; this is done by using Lemma and

- that we have (A ® B) IF!A® !B and ?A% 7B I+ 7(A % B), which is also done by exploiting
Lemma and the basic properties of !, 7, ® and %' on recognized languages.

Remark. In [61)], an interpretation of | as an dealternation operator turning general alternating
(tree) automata into non-deterministic automata is investigated, and a corresponding promotion
rule is given. This could very well be adapted to our setting to get more general ! and 7, but we
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refrain from doing so for a couple of reasons, which mostly boil down to keeping things simple. First,
computing the realizer associated with the promotion rule becomes highly non-trivial as this relies
on McNaughton’s theorem and determinacy of parity games for the underlying automata. This is
in contrast with the interpretation of proofs given elsewhere in this thesis, which are invariant with
respect to the precise interpretation of formulas as automata. Second, we shall prove much later a
completeness result for the underlying model of LSFOM that does not readily extend to the setting
with full exponentials. Lastly, this ! is not functorial, meaning that the interpretation of proofs
s not invariant under cut-elimination. In particular, it means that the fragment consisting of ¥V,
3, ®, —o and ! does not constitute a model of first-order intuitionistic exponential multiplicative
linear logic as commonly understood. However it should be stressed that this last problem is more
secondary, as we are not be interested in the dynamics of cut-elimination.

Substitution and quantifications As previously, the logical characterization of quantifica-
tion first calls for a formal definition of substitution at the level of uniform automata.

Definition 4.2.14. Given a uniform Muller automaton A = (Qa,q4,U, X,04,[Fls) : B and
a Mealy machine M = (Qm, ¢, 0Mm) + AY — BY, define the substituted automaton M*A =

(Qa % Qs (04 851)- U, X, = Ay [Faealoo) with

7T2(6M*A(a7 (Qar))vu’ 'I) = 7r2(5M(a’T))
71—1(5/\/1*.14(0'7 (Qar))aua 58) = 5_,4(7‘(1(5/\/[((1,7’)),(],11,,33)
X € Fren & mX)={ql(gr)eX}eF

As in Section we allow ourselves to write f*A for a f.s. causal function f rather than a
given Mealy machine in the sequel. The language recognized by the substituted automaton still
corresponds formally to the following.

Lemma 4.2.15. For every uniform Muller automaton A : B and f.s. causal function f : AY —
B¥, we have

L(fPA) ={z € A% | f(z) € L(A)}

Now we are ready to discuss the (co-)projection automata. They will correspond to the expected
usual constructions on non-deterministic and universal automata and have the usual behaviour for
recognized languages. However, we shall give for both a single general construction for alternating
uniform automata, which is going to be unsound for language inclusion in the most general case,
but still sound for the deduction rules of LSFOM.

Definition 4.2.16. Given a uniform automaton A = (Qa,q%,U,X,04,4) : A X B, define the
automaton 3, A: = (Qa,q.A,U x A, X,03,,4,024) : B with

53"2./4(1); q, (ua a’)7 ZL’) = 6./4((047 b)a q,u, CL’)
Dually, define the automaton ¥V, A: = (Qa,q A, U4, X x A, 6v,, 4, Q)+ A with

5V,r2.A(ba q, f, (:L’, a)) = 5./4((@7 b)v q, f(a),m)

The basic rationale behind the definition is that control of the piece of the parameter alphabet
that we wish to quantify over is given to one of the two players. The definition for V is slightly
more involved because we would ideally wish that the parameter, even if control over it is given to
P or O, to be played first in a round. As it is not possible, we allow the move of P to depend on
it by making P play a function f € U# instead of its usual move u € U.

Before giving some intuition as to how the deduction rules for 3 are interpreted in the general
case, let us make note when the (co)-projection are sound with respect to language recognition.

Lemma 4.2.17. If A: A X B is a non-deterministic automaton, then we have
L(3r,A) ={we BY|Juec A (u,w) € L(A)}
Similarly, if A: A x B is a universal automaton, then we have
L(Vr, A) = {w € BY |Vu € AY {u,w) € L(A)}
Now, the soundness of the logical rules of 3 is implied by the following Lemma.

Lemma 4.2.18. Let A: A X B and B : B be uniform automata. We have
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- for any f.s. causal function f: BY — A“, a canonical realizer (f,id)* A I+ 3,,A
- a way of turning a realize 3, A - B into a realizer AlF w3B.

Let us recall that the intuition is that the first clause simulates the introduction of exis-
tential quantification, with f serving as witness which may depend on the parameter of sort
BY; if A is the interpretation of the formula ¢(a,b), the first realizer corresponds to a proof
©o(f(b),b) F 3a*” .p(a,b). As for the second clause, it simulates the deduction rule corresponding
to the elimination of an existential: Ja“”¢(a,b) F 1 (b) if and only if ¢(a,b) + ¥ (b) (for a not
occurring in ).

Proof sketch. The canonical winning P-strategy corresponding to the first item may be pictured
as follows

U,X) — (UxA ,X) : B

Up by

(uny f(b) n)

Tn

VO TVO

Tn

Note that f(b), is computable from (b;);<, which has already been seen when P makes their first
move at round n.

The second item is very straightforward when putting side by side the boards of both simulation
games; both games are seen to be the same, up to a relabelling of moves.

UxA,X) — (V,Y): B U,X) — (V,Y): AxB

Un, (an,bn)
Un,

Yn

(Una an) bn
Un,

Yn

TOTO
TOTO

T

4.3 Soundness and completeness

At this juncture, we have an interpretation function [—] from LSFOM formulas with free variables
xfl - ,x?k to uniform alternating automata over Ay x - - - X Ay defined inductively in the obvious
way. The previous section also establishes the following invariant on the interpretation.
Lemma 4.3.1. If the formula ¢ is

- positive, then the automaton [¢] is non-deterministic.

- negative, then the automaton [¢] is universal.

- deterministic, then the automaton [p] is deterministic.

This, together with Lemma allow to derive a preliminary soundness lemma for negative
formulas which is useful to show that all the axioms of LSFOM are valid in the model.

Definition 4.3.2. Define a map |—| taking LSFOM formulas to FOM formulas by recursion as
follows

L] := L I := T
[t=u] := t=u le@y] 1= [p] AY]
le Y] 1= [p] VI[¥] lp =] 1= lp] =[]
[3ate] = Fat|e) [Vate] := Va?|e]
lle] = le¢] [7¢] 1= [p]
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Lemma 4.3.3. If ¢ is a negative formula, then I+ [¢] if and only if FOM | |p].

This preliminary lemma is especially useful to show that all of the FOM axioms of Figure[4.3]are
trivially realized in the model. Combining this observation with the various finite-state strategy
combinators that we have only sketched in the last section allows to derive the following soundness
theorem.

Theorem 4.3.4. If the sequent B - ¢ is derivable in LSFOM, then we have @ [¢] IF 23 [¢'].

From this general soundness theorem, we derive, as with SFOM, soundness with respect to
Church’s synthesis.

Corollary 4.3.5. If o(z*",y"") is a FOM formula and LSFOM derives Yz~ 3yB" .o (z,y),
then one can extract from the formal proof a f.s. causal function f : AY — B“ such that FOM

Vot p(z, f(2)).

Proof. Apply Theorem m to the derivation F Va4” 3yB" or (z,y) to get a winning strategy in
the simulation game from I to [[VacAw FyBT ol (7,7)]. Keeping in mind that ¢’ is deterministic, up
to isomorphism of alphabets, the winning strategy is exactly a causal map f : AY — B“ such that
oL (x, f(z)) is trivially realized. By the previous remarks, it means that FOM  [pL(x, f(z))]| =

o(x, f(z)). O

The converse statement is derivable without referring to the automata-theoretic interpretation
of LSFOM.

Lemma 4.3.6. If there is f.s. causal function such that FOM - V&2~ .o(z, f(z)), then LSFOM
vt Iy B ok (x,y).

Proof. Clearly, FOM proves the open sequent F ¢(z, f(z)), so by Lemma 4.1.6), LSFOM proves
F ol (z, f(x)). The result then follow by applying a right 3 rule and a right V rule. O

Towards a complete axiomatization While the realizability model of LSFOM does not
admit classical reasoning, it is still effectively two-valued because of the determinacy of simulation
games.

Lemma 4.3.7. For every closed formula ¢ of LSFOM, we have either I+ [¢] or IF [p] — L.
Furthermore, there is an algorithm taking ¢ as input deciding which one is true.

Proof. Apply determinacy for the trivial simulation game from I to ¢ (Lemma . If P wins,
then the first alternative holds. Otherwise, there is necessarily a winning O-strategy in the simu-
lation game from I to ¢ — L. Were it not the case, there would be another winning P-strategy;
combine it with the first and the simulation

(A—o L)@ AlF L
and we would be able to extract a winning P-strategy in the | automaton, which is impossible. [J

Therefore, it is natural to ask if there is a nice axiomatization extending LSFOM covering the
whole model. Since the two-valuedness is effective thanks to the Biichi-Landweber theorem, there
is necessarily a recursive axiomatization, but this on its own does not tell us much. We shall give
such an axiomatization in Chapter [7] inspired by Dialectica.
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Chapter 5

Dialectica fibrations

This chapter is devoted to presenting the Dialectica transformation. Historically, this is a logical
translation devised by Godel to eliminate quantification in higher-typed arithmetic. The basic idea
is that, in this interpretation, a formula ¢(2*) is mapped to formula ¢p(u”,z7; 2") representing
the winning condition of a two-moves two-player game. In such a game, Jloise would be asked to
provide a witness u” of the validity of the formula and Vbélard answers with a counter-witness x*.

As hinted in previous chapters, our approach to Church’s synthesis interprets formulas as infinite
two-player games and proofs as strategies. Connectives correspond to operation on games, which
have a very uniform structure. This structure is highly reminiscent of the Dialectica interpretation
we shall explore in this chapter. In order to keep a reasonable level of generality, we formalize
our interpretation in terms of categorical logic. One advantage of categorical logic is that the
accompanying notion of “model” is relaxed to the point that theories and models have essentially
the same status. Another is that it axiomatizes cleanly the structure necessary to have a soundness
theorem for proof systems for the fragment of linear logic presented in the previous chapter, full
intuitionistic linear logic augmented with first-order quantifiers. Usually, this axiomatization also
ensures that the interpretation of proofs preserves cut-elimination. However, this will be true
here only as far as first-order intuitionistic multiplicative linear logic is concerned. Indeed, the
computational interpretation of full intuitionistic linear logic is a more difficult and less standard
topic, therefore, we shall only ask enough additional structure to interpret proof trees without
concerning ourselves with cut-elimination for full intuitionistic linear logic.

The exposition of this chapter is highly inspired from Hofstra’s [31], which itself follows from
a series of work (see e.g. [6]) on the categorical aspects of the Dialectica transformation as ini-
tiated in de Paiva’s thesis [2I]. However, we are not aware of any single source covering both
the interpretation of quantifiers, (linear) propositional connectives, our unusual exponentials in a
self-contained fashion and the characterization theorem.

5.1 Categorical models of propositional linear logic

The basic idea is that a model is a category whose objects represent formulas and morphisms
proofs. Since the Dialectica interpretation is very much tied to the notion of quantification, we
shall later on generalize these notions to a fibered setting. Fibrations at first glance require an
overhead, which might make such a generalization seem somewhat perilous. However, this can
be dealt with in a fairly straightforward manner if one remembers that both €at and Fib are 2-
categories. While we think it more intuitive to first expose the situation in €Cat, we shall remark
on the 2-categorical nature of the structures involved.

The material here is based on [49] which review categorical models of linear logic. However,
we target full intuitionistic linear logic with exponentials, a mild extension of [34], so our notion
of model does not appear per se in [49]. We accomodate the definition by allowing an additional
monoidal structure for %, together with a suitable natural transformation A®(BXC) — (ARB)%C
satisfying obvious coherence conditions (see e.g. [I8]) and exponentials.

Definition 5.1.1. A monoidal category is a category C together with a
- a bifunctor —@ —: C> = C
- a distinguished object 1
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- natural isomorphisms pa : AXI — A, Aa 1 IxA— Aandaapco: (A®B)®C — A®(B®C)
subject to the following coherence conditions:

(A® B)® (C® D)

(A®B)®C)® D A®(B® (C®D))

aAch A@OLBCD

(A (Be(C))® D A (B (C)® D)

QA BRC,D
(AoI)® B fate A® (1@ B)
pm A@AB
A® B

A symmetric monoidal category (C,®,I) moreover comes equipped with natural isomorphisms
Y4B : A® B — B ® A subject to the following coherences:

% K

(A B)®C B®(C®A)

m(‘B@A)@C%B@(AA@C)/B@M,C

A9B 25 Bo A

A®B

YA,B®C

A® (B®C) BeC)®A

Example 5.1.2. If C has chosen cartesian products x and a terminal object 1, then (C, x,1) is
a symmetric monoidal category.

Definition 5.1.3. A monoidal category C is called closed if every functor — @ A: C — C has a
right adjoint A — — : C — C. In such a case, we have a natural isomorphism

[A®B’C}C = [AvB_OC](C

Monoidal closed categories are models of intuitionistic multiplicative linear logic IMLL. In order
to translate intuitionistic logic, we require in addition an exponential modality !. At the categorical
level, ! is interpreted as a comonad satisfying additional properties.

Keeping in mind that any monad over a category C may be decomposed as an adjunction
between a coKleisli coKlei(C) and C, it was noticed in (e.g. [5]) that the exponential modality could
be conveniently axiomatized as a lax monoidal adjunction between a monoidal closed category and
a cartesian category. Let us make this notion precise.

Definition 5.1.4. Let (C,®,1) and (D,®,1) be two monoidal categories. A lax monoidal functor
is given by a functor F : C — D, together with natural transformations

m°:1— F(I) mi p: F(A)® F(B) —» F(A® B)
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making the following diagrams commudte.

QXF(A),F(B),F(C)

(F(A) ® F(B)) ® F(C) F(A) ® (F(B) ® F(C))

m3, 5 ®idr(c) idpay®m? o
F(A® B) ® F(O) F(A)® F(B®C)
mi@B,c mi,B@C
F(aa,B,c)
F(A® B)® C) F(A® (B®())
~ PF(A) =~ ~ AF(A)
FA)®T F(A) I® F(A) F(A)
idF(A)ég’mo\L TF(;?A) '”L[)@idF(A)i TF(AA)
F(A) & F(I) — ~ F(A®T) FI) & F(A) —2 ~ FIo A)

Assuming (C,®,I) and (D,@,f) are actually symmetric monoidal categories, a symmetric lax
monoidal functor between them satisfy a further coherence diagram.

YF(A),F(B)

F(A) ® F(B)

2 2
mA,Bl mB,A\L

F(A® B) Flae) F(B® A)

An oplax monoidal functor is a functor F' : C — D equiped with natural transformations
n’: F(I) > 1 n% p: F(A® B) — F(A) & F(B)

satisfying similar coherence conditions as above.
A monoidal natural transformation between lax monoidal functors (F,m° m?),(G,n°% n?) :
C — D s a natural transformation

04 : F(A) — G(A)

additionally making the two diagrams

F(4) & F(B) %% 6(4) & 6(B) /i\
F(A®B)—222 - G(Ag B) F(I) ——G(I)

Definition 5.1.5. An adjunction L 4 R between two symmetric monoidal catgories is called
monoidal if both L and R are symmetric lax monoidal and the unit and counit are monoidal
natural transformations. Similarly, L 4 R is called symmetric oplaz monoidal if both L and R are
symmetric oplax monoidal and the unit and counit are monoidal natural transformations.

Definition 5.1.6. A Linear-Non-Linear adjunction (henceforth abbreviated as LNL-adjunction)
s given by a monoidal adjunction L 4 R where L : C — 1L whose the monoidal structure on C is
given by a choice of cartesian products and a terminal object.

The intuition behind LNL-adjunction is that the cartesian category (C, x,1) corresponds to
the category of duplicable hypotheses. The associated exponential operator ! is obtained as the
composition Lo R, which readily yields a comonad structure for ! by the usual properties of adjunc-
tions. Dereliction dery : !A — A is given by the counit L(R(A)) — A while the comultiplication
dig, : 'A — !IlA is built by precomposing and postcomposing the unit X — R(L(X)) with R
and L respectively. The monoidal structure allows to interpret weakening !A — I and contraction
1A — 1A ®!A using the fact that L is actually strong monoidal. Asking for an adjunction with left
adjoint strong monoidal is in fact enough to recover all of the data of a monoidal adjunction.
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Lemma 5.1.7 ([49] Proposition 13). Let L 4 R be an adjunction between two monoidal categories,
with L lax monoidal. The adjunction lifts to a monoidal adjunction if and only if L is actually
strong monoidal.

We shall often use this characterization in the sequel to exhibit monoidal adjunctions, as well
as the obvious dualization: an adjunction L 4 R with R strong monoidal gives rise to an oplax
monoidal adjunction.

Definition 5.1.8. A categorical model of IMELL consists of a symmetric monoidal closed category
(L, ®,1) and a LNL-adjunction It 4 RY between some cartesian category (C, x,1) and (L, ®,1).
We write ! for the induced comonad over L.

This notion of model for intuitionistic multiplicative linear logic is rather well-understood and
ensures that proofs equal up to cut-elimination and commuting conversions are necessarily equated.

We are interested in extending those models in order to interpret an extension of full intu-
itionistic linear logic from [34]. This logic arises naturally from the study of Dialectica categories,
but require a more sophisticated analysis if one wants to interpret cut-elimination. Since we are
moreover interested in strict extensions, we shall not concern ourselves too much with equating
the interpretation of proofs up to cut-elimination and commuting conversions in the sequel.

In order to model full intuitionistic linear logic, we mainly require an additional family of
morphism. Unlike [34], we do not require coherence on top of naturality.

Definition 5.1.9. A model of full intuitionistic linear logic (FIMLL) is given by a monoidal-closed
category (C,®,1), an additional monoidal structure (%, L) over C and a natural transformation
diStX’y’Z X ® (Y z Z) — (X ®Y) xZ.

Remark. Note that any model of IMLL yields a trivial model of FIMLL by taking ® = %. The
distribution is then obtained using the associator of the underlying monoidal structure.

We moreover extend full intuitionistic linear logic with exponential modalities ! and 7 to get the
system FIMELL. As such, we extend the notion of model of IMELL to accomodate those connectives
and full intuitionistic logic. Let us stress that, since we are mot concerned with modeling cut-
elimination properly, it would be inappropriate to call those FIMELL-models.

Definition 5.1.10. A FIMELL-category consists of the following data.

- A model of IMELL, that is, a symmetric monoidal closed category (L, ®,1I).

An additional symmetric monoidal structure (%, L) over L.

A distributivity law dista pc : A® (BB C) - (A®Q B) ® C, so that L is a model of full
intutionistic linear logic.

- A cartesian category LT of positive objects and a category of negative objects L.~ ..
- A LNL-adjunction I 4 R between (LT, x,1) and (L, ®,1).
- An oplax monoidal adjunction R~ - I~ between (L, %, L) and (L, +,0).

(Lv ®a Ia 75)7 J*)

RYHI
(L*, x,1) (L™, +,0)
- Writing!: =IT o RT and ?: = R~ o I~, we additionally require natural transformations.
M©?B — ?(A®B) (A®X?B) — 1AN?B

Remark. In the models we are going to be considering later on, L is going to be a proof-relevant
category while LT and L= will constitue full subcategories of .. Hence, the functors IT and I~
should be thought of as “inclusions” and RT and R~ as “retractions” in these particular cases. Of
course, this is not necessarily true for other FIMELL-categories, where other naming conventions
may be more appropriate.
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5.2 Fibrations for linear logic

Our purpose here is merely to introduce the necessary background to define and study particular
Dialectica fibrations. We refer the interested readers to [36] for an introduction to fibred approach
to categorical logic.

Fibrations may be regarded as one of the most generic notion of model for logic. The basic idea
is that, a fibration is a particular kind of functor p : E — B. The category B, customarily called
the base, consists of the objects the logic is concerned with, while objects of E, the total space
consists of predicates. The object component of p maps predicates ¢ € Eq to the object X € B
over which the free variables of ¢ range over. The morphisms f of the base B correspond to terms.
The condition for p to be a fibration is that every such morphism f admits cartesian liftings f*
corresponding to substitution.

5.2.1 Basic theory and examples
Definition 5.2.1. Let p: E — B be a functor.
- A morphism v in E is vertical if p(v) = id.

- For an object A in B, the fiber of p over A is the subcategory of E consisting of objects ¢
satisfying p(p) = A and vertical morphisms between them. We write pa for this category.

If p(p) = A, we say that ¢ is an object over A. Similarly, if p(v) = f, v is said to lie over f.

Definition 5.2.2. A morphism m : ¢ — ¢ of the category E over f : p(¢) — p(v) is called
p-cartesian if and only if for every n: ¢ — 1 and factorisation p(n) = f o g, there exists a unique
morphism v over g for which mov =n. b

In this case, m is a cartesian lifting of f.
The functor p : E — B is called a fibration over B if for every morphism f : X — p(p) of the
category B has a p-cartesian lifing with codomain .

As hinted previously, from a logical perspective, cartesian maps ought to be thought as term
substitution in formulas. On the other hand, vertical morphisms correspond to entailments. Let us
enumerate list a couple of properties which are routinely used to manipulate cartesian morphisms.

Lemma 5.2.3. Let p:E — B be a fibration.
- The composite of two cartesian maps remains cartesian.

- If two maps m,m’ are cartesian over f with the same codomain, then there exists a unique

vertical isomorphism v such that mov =m/'.

- Bvery morphism in E factors as a vertical map followed by a cartesian map. This factoriza-
tion is unique up to unique vertical isomorphism.

- When two vertical maps v,v’ in E satisfy m ov = mov’ with m cartesian, then v =v’.
- A map which is both vertical and cartesian is an isomorphism.

While the notion of fibration is lightweight as a fibration p : E — B is nothing but a functor
satisfying some property, it is sometimes inconvenient to think that substitution by a “term” is
defined only up to vertical isomorphism. An arguably more natural point of view would be to
consider the notion of indexed category.
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Definition 5.2.4. A B-indexed category is a pseudo-functor P : B°? — C€at. This means that
for all objects A of the base, we have a category P(A), and for each morphism f : A — B
a substitution functor P(f) : P(B) — P(A) together with a family of coherence isomorphisms
P(f) o P(g) & P(go f) and P(id) = id, themselves subject to further coherence axioms (see
Definition 1.1.4 [30]).

P is called a strict B-indexed category if it is actually a functor P : B°P? — Cat.

B-indexed categories give rise to fibrations over B via the Grothendieck construction.

Construction 5.2.5 (Grothendieck construction). Let fBP be the category of elements of P
defined as follows:

- An object is a pair (A, p) where A is an object of B and ¢ an object of P(A).
- A morphism (A, ) — (B,¥) is a pair (f,m) where f: A— B and m : ¢ — P(f) ).

The first projection functor fB P — B is seen to be a fibration: for any f: A — B and ¢ object of
P(B), f*:=(f,id) : (A, P(f)(¢)) = (B, ) is a cartesian lifting of f.

Note that a B-indexed category give rise to a choice of cartesian liftings for the associated
fibration [; P — B.

For any fibration p : E — B, we call such a choice a cleavage of p. Cleavages always exist using
the axiom of choice for classes. A fibration equipped with a cleavage is called cloven. There is
a counterpart to the Grothendieck construction mapping cloven fibrations to pseudo-functors by
mapping objects A of B to pg, making the two notions equivalent. We do not detail this here and
refer the interested reader to e.g. [36][Proposition 1.4.5].

Indexed categories give an easy mean to construct a variety of fibrations from suitable con-
travariant (pseudo-)functors, but can become nevertheless cumbersome when dealing more involved
constructions. On the other hand, much of the structural theory of fibrations is rather elegant,
but definitions of total categories may get fairly verbose even in simple cases. In the sequel, we
shall officially work with cloven fibrations, although it might be useful to keep in mind the basic
pseudo-functorial structure to maintain certain intuitions. In particular, a lot of simple semantic
cases arise from strict indexed categories; when a fibration p : E — B arise from a strict indexed
category (i.e., there exists a cleavage extending to a functor B°? — E), then we call it split.

Let us now turn to several basic examples of fibrations.

Example 5.2.6. Let T be a multisorted first-order theory with pairing, i.e., a signature for terms
and a set of theorems closed by deduction. Build the base B[T| by taking types as objects and
terms as morphisms. There is a contravariant functor B[T|°? — Preord which takes objects T
to the suitable Lindenbaum algebra consisting of formulas ¢(x7), preoredered by deduction (i.e.,
there exists a morphism p(x™) — ¥ (x7) if and only if T F p(z7) = ¢¥(x7)). This is the syntactic
fibration associated to T .

Example 5.2.7. Let Setc be the (large) order of sets and inclusion, seen as a category. The
powerset P constitutes a contravariant functor P : Set’® — Setc. The associated split fibration
fset P corresponds to the “standard” logic of sets (with bounded quantifications).

Example 5.2.8. Let Sub(B) be the full subcategory of B~ where objects are restricted to be
monomorphisms. The restriction of the cod functor Subg : Sub(B) — B is a fibration when-
ever B have all pullbacks along monomorphisms. There is a fibered equivalence between fset P and
Subset.

Example 5.2.9. If B has all pullbacks, cod : B~ — B is a fibration. If f : A — B is morphism
of the base and m : X — B an object abover B, then a cartesian lift of f with codomain m is
obtained by pulling back f along m.

A—1 .p
Y
A

f \
7 . B
6
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Example 5.2.10. Suppose that B has cartesian products. Build the total space of the simple
fibration Gimpl(B) as follows.

Objects: pairs of objects (A, X) of B

- Morphisms: a morphism (A, X) — (B,Y) is a pair of B-morphism (f, fo) where f : A— B
and fo: AXx X =Y.

- Identities: the identity on (A, X) is the map (id, m2).

- Composition: given (f, fo) : (A, X) — (B,Y) and (g,90) : (B,Y) — (C, Z), the composite
is defined to be the pair (g o f,go o (f om1, fo)).

This category is fibered over B wvia the first projection. A cartesian lifting of f : A — B with
codomain (B, X) is (f,m2).

In the sequel, while we are going to mostly describe general constructions over fibrations, it will
be helpful to keep these basic instances in mind. Let us end this section with a couple of additional
way of building fibrations.

Lemma 5.2.11. If p is a fibration and the diagram below is a pullback square in Cat, then p’ is a
fibration.

E—E

-

B .p
This construction is sometimes referred to as the change of base of p along the functor F.
Additionally, if p: E — B and q : B — B’ are fibrations, so is q o p.

Example 5.2.12. When B’ is a subcategory of B, change of base can be seen as the canonical way
of restricting the predicates of p : E — B to those object already in B. Typically, there is an obvious
inclusion Mealy — Set along which the fibration Subget may be pulled back to obtain the standard
model of FOM.

Example 5.2.13. Consider the dualization functor (—)°P : €at — Cat. If P : B°® — Cat is an
indexed category, then so is (—)°P o P : B°P — C€at corresponding to the opposite indexed category.
Ifp= fB P, we write p°? for a fibration equivalent to fB(—)Op o P and call it the opposite ﬁbmtiorﬂ

Remark. Dualization will play a major part role in the sequel. Formally speaking, the notion is
helpful to make precise the notion of contravariant functors between fibrations, which appears when
dealing with monoidal closure and to give an expeditive definition of a certain construction Prod
in terms of its dual Gum.

5.2.2 The category of (cloven) fibrations

In this subsection, we cover basic material regarding the 2-category of fibrations §ib. While our
main goal is rather to construct fibrations out of old ones rather than to carry out a study of §ib
itself, a modicum of understanding the global structure of Fib is useful to model linear logic. In
particular, adapting LNL definitions require a clean notion of adjunction between fibrations, which
can also be put to work to summarize the data needed for e.g. monoidal closed fibrations.

Definition 5.2.14. Letp: E — B and q : F — B be two fibrations. A fibred functor F' : p — ¢
is a functor E — F such that qo F' = p and F sends p-cartesian arrows to q-cartesian arrows.
Furthermore, if p and q are equipped with cleavages f +> f, F preserves cleavages if and only
if F(f) = f A natural transformation n : F — G between two functors is vertical if all of its
components are.

Cloven fibrations over B, cleavage-preserving fibred functors and vertical natural transforma-
tions form a (2-)category Fib(B).

I This notion is determined only up to equivalence if we do not fix a canonical way of going from indexed categories
to fibrations.
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Arranging Fib(B) into a (large) 2-category allows to easily generalize the propositional approach
presented in Section [5.1] Indeed, the notions which require carrying over to the fibered setting
could have just as well been formulated for an arbitrary 2-category. Since we mostly manipulate
two kinds of 2-categories, €at and Fib(B) which are fairly close to one another, we repeat the
necessary definitions here.

Lemma 5.2.15. The product of two fibrations p: E — B and q : F — B is obtained by computing
the following pullback in Cat.
ExgF——TF

E——B
P
The terminal fibration over B is the identity functor id : B — B.

Definition 5.2.16. Let p : E — B and q : F — B be fibrations and F : p — q and G : ¢ —
p be fibered functors. We say that F is a fibered left ajoint to G if there are vertical natural
transformations nx : X — G(F (X)) (the unit) and e4 : F(G(A)) — A (the counit) satisfying the
usual triangular identities G(ea) o Nga) = idga)y and epxy o F(nx) = idp(x)-

G(F(G(A) G(F(G(A)
i
G(A) G(A) F(X) G(A)

A fibered adjunction between p and q consists of the data (F,G,n,¢). We write F 4 G for
fibered adjunctionﬂ oftentimes leaving the unit and counit implicit.

In the sequel, we heavily use adjunctions to build models for the exponential modalities and
quantifiers. So let us stress a couple of elementary properties of adjunctions.

Lemma 5.2.17. Fibered adjunctions in Fib(B) may be arranged in a categorgﬂ 2A0j(Fib(B)).
- Objects: fibrations (i.e., same objects as Fib(B)).
- Morphisms: a morphism from p to q is a fibered adjunction L 4 R, with L : p — q.

- Composition: given (L, R,n,¢) and (L', R',n',¢") with L : p — p’ and L' : p’ — p”, we have
a composite adjunction (L' o L, Ro R', (R(n},x)) ©nx)x, (€4 © L'(€rr(a)))a)-

Furthermore, a functor § : §ib(B) — Fib(B) restricts to a functor Adj(Fib(B)) — A0j(Fib(B))
(since any 2-functor preserves adjunctions).

In Cat, adjunctions are often more concisely described in terms of hom-sets. For functors
L, R, we have L 4 R whenever there exists a natural isomorphism [L(A), X] = [A, R(X)], from
suitable unit and counit may be deduced. This is often the preferred way to describe adjunctions
in practice, however, it relies on the specifics of €at. The following Lemma allows to fall back
on this description in a fiberwise manner, provided that we prove additional coherence conditions
known as the Beck-Chevalley conditions.

Lemma 5.2.18 ([36], Lemma 1.8.9). Letp:E — B and q: F — B be fibrations and F : p — q be
a fibered functor. F has a left (resp. right) adjoint if and only if.

- For each object A of B, the restriction Fa : pa — qa has a left (resp. right) adjoint K(A)

- The Beck-Chevalley condition holds, i.e., for all maps uw : A — B and functors induced by
a choice of cartesian lifts u* : pg — pa and u¥# : qg — qa in p and q respectively, the
natural transformation K(A)ou”(p) — u* o K(B)(p) (resp. u* o K(B) — K(A)ou® ) is an
isomorphism obtained by taking the identity through the following transformations:

K(B)(¢) = K(B)(¢)
¢ = Fpo K(B)(p)
u? (p) = u¥ o Fy 0 K(B)(p)
u#(p) = Faou* o K(B)(p)
K (A) o u#(p) = u* o K(B)(¢)

2In what follows, we shall never encounter an adjunction between fibered functors which is not fibered itself.
3Let us ignore higher-dimensional generalizations.
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Oftentimes, we will exhibit fibered adjunctions using Lemma [5.2.18 by showing there exists
fiberwise adjoints, usually by giving only of the two adjoint and
Finally, we sometimes use the suitable notion of equivalence of fibrations.

Definition 5.2.19. An equivalence of fibrations from p: E — B to q : F — B consists of a pair of
fibered functors F :p — q and G : q¢ — p with vertical natural isomorphisms G(F(X)) = X and
F(G(A) = A

5.2.3 Logical aspect of fibrations

We now give the structure necessary to interpret FOFIMELL in a fibration. For the propositional
part, this consists essentially in lifting the notions in the last section in order for categorical models
of linear logic to the 2-category Fib(B). As all the notions used in defining the notion of models of
linear logic make sense in all 2—categoriesE|, this straightforward. Let us give some details for the
definition of monoidal-closed fibrations.

Definition 5.2.20 (See also [64, Def. 2.1] and [50, Sec 3.1]). Let p : E — B be a fibration. A
monoidal structure over p is given by fibred functorsI1:1 —p and —® — : p X p — p, as well as
vertical natural transformations p: AQTL = A, Ay : I A= Aanda: (A®B)®C — A®(B®(C)
satisfying the making the usual diagrams (see Deﬁm’tz’on commute.

This endows each fiber pa with a monoidal structure preserved by substitution. The fibration
p is called monoidal closed if each fiber is monoidal closed and the monoidal closed structure is
preserved by substitution.

If ® coincides with the cartesian product x in every fiber, then we say that p has (chosen)
fibered cartesian products. If each fiber is cartesian closed, we shall say that p is cartesian closed.

In concrete terms, for a fibration p : E — B, it means that each fibre ps comes equipped with
a symmetric monoidal structure (®,1) and that this structure is preserved by substitution. We
do not explicitate the lifting of similar notions (such as “lax monoidal fibred functor”) for the
exponentials of linear logic as they are straightforward.

New notions that justify the fibered settings are the interpretation of first-order quantification
and equalities.

Definition 5.2.21. Assume B to be cartesian. The fibration p : E — B is said to have simple
sums (resp. products) if, for every projection ™ : A x B — A, the functor 7 : pa — paxp has
a left (resp. right) adjoint written 3, (resp. V) fulfilling the following Beck-Chevalley condition:
for any pullback square whose horizontal arrows are projections

AXBW%-

idAXf\L lf

AxC C

T2

the canonical natural transformation

is an isomorphism.

The Beck-Chevalley condition of Definition[5.2.21]is an instance of the condition in Lemmal[5.2.18]
This becomes clearer how by reformulating the property of having finite sums as the existence of
a suitable adjoint to the fibered functor Gum defined in the next section (Lemma [5.3.8)).

4Depending on the presentation, some care may be needed when axiomatizing the exponentials. An often
used alternative to LNL-adjunctions is to axiomatize the comonad !; then, the LNL-adjunction is recovered by
considering the Kleisli category associated to !. This migh be troublesome because Kleisli objects do not need to
exist for arbitrary 2-categories. Thankfully, they do for Fib(B).
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Definition 5.2.22. The fibration p is said to have equalities if, for every morphism § : = (id4,id4) :
A— Ax A, the functor (6 xid)* : paxB — P(axa)xB has a left adjoint 3sxiq satisfying the Beck-
Chevalley condition: for any pullback square

AXx B Oxida (Ax A)x B
ida xfl if
AxC S (Ax Ay xC
the canonical natural transformation
)

PAxB — > P(AxA)xB

(idAXf)*T = Tf*

DPAxC — 357 P(AxA)xC
T2

s an isomorphism.

Definition 5.2.23. A FOFIMELL fibration is a triple of fibrations (p~,p,p") such that:
- p has monoidal structures (®,I) and (%, 1).
- There is a vertical natural transformation disty .4 : @ ® (Y B @) = (¢ @ V) B .

- (p,®,1) is fiberwise monoidal closed.

p has simple sums and products.

pt has fibered cartesian product.

There is fibered LNL adjunction between (p,®,1) and (p*, x,1) inducing a fibered comonad
! over p.

p~ has fibered coproduct.

- There an oplax monoidal fibered adjunction between (p, %, L) and (p~,+,0) inducing a fibered
monad 7 over p.

We have vertical natural transformations

lo@ 7 — 2o 1) B 2) — loB 7

5.3 The Dialectica construction

In this section we define the structure of the functor Dial : Fib(B) — Fib(B) corresponding to
the Dialectica interpretation. This construction was already considered by Hofstra [3I] in order to
clarify the universal property of the construction. In particular, it is shown that the interpretation
has the structure of a pseudo-monad, which can be recovered as the composition of two other
pseudo-monads Gum o Prod and a distributive law. Sum (resp. Prod) may be characterized in
terms of universal property, namely, freely adding coproducts (resp. products). However, here we
are interested in how the connective of full intuitionistic linear logic are modeled. It will turn out
that the propositional part of p may be lifted to Dial(p) as soon as B is supposed to be cartesian
closed and quantifications will be modelled. Our main point of divergence with previous work
is that we give a non-standard interpretation for exponentials of linear logic rooted in a polarity
system. In a nutshell, Gum (resp. JProd) shall correspond to the world of positive (resp. negative)
predicates, and the embedding Sum(p) — Dial(p) (resp. Prod(p) — Dial(p)) admits a right (resp.
left) monoidal adjoint when p has sums (resp. products), a strong assumption. This give rise
to exponentials, which, rather than adding computational content enabling duplication, allow one
player not to have to play. To do so, the winning condition gets more complex and requires sums.
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5.3.1 The Gum construction

Before discussing Dial, we first discuss the simpler functor Gum : Fib(B) — Fib(B), which plays a
key role in defining |. Gum is a broad generalization of the simple fibration over B, which can be
recovered as Gum(Idg). Given an arbitrary fibration p : E — B, Gum(p) is built as prescribed by
the following diagram in Cat. Gum(p) is readily is seen to be a fibration using Lemma

x: Gimpl(B) — B

Sum(E) ——=E  with (X,Y) = XxY
l - l (fifo) = (fom,fo)
Sum(p) Simpl(B) ——— > B
B

We give a direct description in the following definition.

Definition 5.3.1. Let p : E — B be a fibration with cartesian products in B. The total space
Sum(E) of the associated fibration SGum(p) is defined as follows:

- Objects: objects are triples (A, U, ) such that A and U are objects of B and ¢ belongs to
paxu. We write sometimes write such triples (a: A,u: U, ¢(a,u)).

- Morphisms: morphisms from (a : A,u : U,p(a,u)) to (b : B,v : V,9(b,v)) are triples
(f, fo, ) where

— f:A— B is a B-morphism.
— fo: Ax U =V is a B-morphism.
— a:pla,u) = Y(f(a), fola,w)) is a paxy-morphism.

- Composition: given (f, fo,a) : (a: A,u: U, p(a,u)) — (b: Byv: V,9(b,v)) and (g, g0, 5) :
(b: B,v: V,((bv)) = (¢c: Cow: W,d(c,w)), the composite is defined as (go f,go o (f o
71, fo), (f o1, fo)*(B) o @)

The fibration itself Gum(p) : Gum(E) — B is defined as the projection on the first component.
Therefore, a morphism (f, fo, ) is vertical when f = id and a cartesian lift of f : A — B with target
(b: Byu:U,(b,u)) is given by (f,id, (f xid)*): (a: A,u:U,o(f(a),u)) = (b: Byu: U, p(b,u)).

The intuitive idea is that a walking predicate ¢(a) of Gum(p) corresponds to a predicate
“Ju pg(u,a)”, and deduction in Sum(p) should be carried out accordingly. However, let us remark
that this intuition may be somewhat misleading, as the quotes indicates; the notion of sum therein
do not correspond to the notion of sum in p, but rather a stronger one which should be witnessed
by morphism in the base B.

Example 5.3.2. One may apply the Gum construction to the syntactic fibration p : E — Mealy
corresponding to FOM. Then, a walking predicate of Gum(p) is a triple (a : A, u : U¥, p(a,u))
where A and U are alphabets and ¢ is a FOM formula. An entailment

(a: A% u:U% p(a,u)) — (a:A%v: V¥ Y(a,v))

1s essentially a Mealy-morphism, that is, a f.s. causal function f : AY x U¥Y — V¥ such that
ola,u) F ¥(a, f(a,u)) is derivable in FOM; therefore, Gum(p) is not a preposetal fibration like
FOM. In fact, it is now easy to check that Gum(p) is equivalent to the fibration generated by the
automata-based model of SFOM given in Chapter[3

Example 5.3.3. Consider a cartesian-closed category T with a natural number object N, that is,
an object N together with morphisms z: 1 — N and s : N — N such that, for every object X of T
and morphisms 2z’ 1 — X and s’ : X — X, there is a unique map r making the following diagram
commute.

1 z N 2 N
| | |
| | r |
Y S Y s Y
1 X : X
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The above requirements essentially state that T is a model of Gddel’s system T with sums, an
extension of simply-typed A-calculus with a recursor for natural numbers. In particular, one may
be build such a category syntactically by taking system T types as objects and system T terms as
morphisms.

Now, letting p be the fibration corresponding to its standard classical model as given in Fx-
ample the fibration Gum(p) gives an interpretation first-order arithmetic essentially corre-
sponding to typed realizability. Predicates are interpreted as triples (n : N,u : U,p(n,u)) and
entailments (n: N,u : U, o(n,u)) = (n: N,v: V,ip(n,v)) are T-morphisms f : N x U =V such
that (n,u) — ¥ (n, f(n,u)) holds in p.

Lemma 5.3.4. If p has a symmetric monoidal structure (®,1), the following is the object part of
a symmetric monoidal structure over Gum(p).

Unit: A — (a:Ab:1,14)
Product: (a:A,u:Up(a,u)),(a: Av:V,¢(a,v)) — (a:A, (u,v):UxV,p(a,u)®(a,v))

Furthermore, if ® is actually a cartesian product and I a terminal object, then this lifting coincide
with a cartesian structure over Gum(p).

Proposition 5.3.5. If p has a symmetric monoidal closed structure (®,1), simple products and B
is cartesian closed, then the symmetric monoidal structure over Sum(p) determined in Lemmal5. 3./
is closed, the linear arrow given by

(a:Au:Up(a,u),(a: Av:V,pla,v) — (a:A, f:VY Vup(a,u) — (a,ev(f,u)))

Lemma 5.3.6. Suppose that p has two monoidal structures (®,I) and (%,L1), as well as a dis-
tributivity law dist, p6 1 @ @ (VB @) = (¢ @) B ¢. Then Sum(p) also has a distributivity law
between the induced monoidal structures defined as follows for the objects (a : A,u : U, p(a,u)), (a:
A v Vip(a,v)) and (a: Ayw : W, ¢(a, w)).

~

AX(Ux (VW) —/——sUx (VW) —— (UxV)xW

dist

p(a,u) @ (P(a,0) B ¢(a, w))

(p(a,u) @ P(a,v)) B p(a, w)

Lemma 5.3.7. Gum(p) has all simple sums; considering objects of the base A, B and the projection
m: Ax B — A, the object part of the right adjoint 3 : Sum(p) 4, g — Sum(p) 4 is

3. ((a,0): Ax Bu:U,p(a,b,u)) — (a:A, (u,d):Ux B,p(a,u,b))

Furthermore, if B is cartesian-closed and p has simple products, then Sum(p) also has simple
products ¥, whose object part is

Vo: ((a,0): Ax Byu:U p(a,b,u)) + (a:A, f:UB P p(a,bev(f,b))))

As pointed out in [31], Gum extends to a pseudo-monad over Fib(B), whose category of algebra
correspond to a restriction of Fib(B), where morphisms are required to preserve simple sums.
While we are not going to investigate the general properties of Gum, we are going to employ the
instantiation of the unit

Sum(p) . P - Gum(p)
pepa = (a:Ax:1,9(a))

n

Sum(p)

in the sequel. In fact, object (isomorphic) to some 7 will be called deterministic.

Lemma 5.3.8. 7°™() has a fibered left adjoint 3P whose object part is

v . Gum(p) — D
(a: Ayu:Up(a,u)) — (a:ATJue(au))

if and only if p has fibered sums.

Let us conclude this subsection by recalling that there is a dual construction JProd(p), that is
also of interest to us. As we did for Gum(p), let us spell out the definition.
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Definition 5.3.9. Let p : E — B be a fibration with cartesian products in B. The total space
Prod(E) of the associated fibration Prod(p) is defined as follows:

- Objects: objects are triples (A, X, ) such that A and X are objects of B and ¢ belongs to
Paxx- We write sometimes write such triples (a: A,z : X, p(a,x)).

- Morphisms: morphisms from (a : A,z : X, ¢(a,x)) to (b: B,z : X,¢¥(b,x)) are triples
(f, fo, ) where
— f: A — B is a B-morphism.
— fo: AXY — X is a B-morphism.
— a:p(a, fola,y)) = ¥(f(a),y) is a paxy-morphism.
- Composition: given (f, fo,a): (a: A,z : X, ¢o(a,z)) = (b: B,y : y,¥(b,y)) and (g,g0,5) :
z

(b : Byy : Y, 0(by)) = (c: C,z : Z,p(c,2)), the composite is defined as (g o f, fo o (go
T1,90), (9 © 71, 90)"(B) 0 @)

The fibration itself Prod(p) : Prod(E) — B is defined as the projection on the first component.

As remarked in [31], Prod(p) = Sum(p°P)°P.

5.3.2 The ®Dial construction

We are now ready to describe the fibration Dial(p). As for Gum(p), their is a basic intuition that
a walking predicate ¢(a) of Dial(p) should correspond to a predicate “JuVz pp(u,x,a)” of p; the
same caveat on the interpretation of quantifiers apply, namefly that they should be understood
more as quantifiers determined by B rather than by the logic associated to p as a whole. This may
lead us to want Dial(p) = Sum(Prod(p)). As before, let us give an expanded definition definition
below, which ensures that Dial(p) & Gum(Prod(p)).

Definition 5.3.10. Let p : E — B be a fibration with cartesian products in B. The total space
Dial(E) of the associated fibration Dial(p) is defined as follows:

- Objects: objects are triples (A, U, X, ) such that A, U and X are objects of B and ¢ belongs
to paxuxx. We write sometimes write such triples (a : A,u: U,z : X, ¢(a,u,x)).

- Morphisms: morphisms from (a: A,u: U,z : X, ¢(a,u,x)) to (b: B,v: V,y:Y,¥(bv,y))
are tuples (s, f, F, ) where

— s: A— B is a B-morphism.

f:AxU —V is a B-morphism.

F:AxUXxXY — X is a B-morphism.

— a:pla,u, Fla,u,y)) = ¥(s(a), fla,u),y) is a paxuxy -morphism.
- Composition: given

(s, ,F,): (a: Ayju:U,z: X, ¢o(a,u,z)) = (b: B,v:V,y:Y,¢¥(bv,y)) and
(t,9,G,B): (b: B,v:Viy: Y, ¢(bv,y) = (c: Cow: W,z : Z,¢(c,w, 2))

the composite is defined as
(tos,go(som, f),Fo(m,me,Go(som,fo(m,m),m3)),7)
where v is defined as the composite of the arrows on the right-handside of the following
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diagram, the dashed arrows denoting cartesian lifts.

(P(a’ u, F(av Uu, y))

¥(s(@), £(a ) 9) (0w, F(a,u, G(s(a), f(ar), )
w(s(a%f(azu),G(S(a),f(a,U)w))
(s(a), v, G(s(a),v, 2)) o(t(s(a)) g(s(a). S (a.0)).2)
B -

The fibration itself Dial(p) : Dial(E) — B is defined as the projection on the first component.

As shown in [31], Dial & GumoProd is functorial. There is an embedding °*'®) : p — Dial(p),
which may be computed as any of the following two composite sitting in the following commutative
diagram.

Sum(Prod(p)) = Dial(p)

Sum(nFroo®) pSum (B0 (p)

Sum(p) nRee Proo (p)

nGum(p) n‘Btoh(p)

p

pPialp) . P — Dial(p)
weEps — (a:Ax:1,x:1,¢9(a))

Now, we survey the structure that Dial(p) may inherit from p alone, which turns out to largely
come from our preliminary observation on Gum(p) and the fact that Dial(p) = Prod(Sum(p)). At
the propositional level, the only new aspect is the monoidal closure of Dial(p), which is inherited
from the monoidal closure of p when B happens to be cartesian-closed.

First, symmetric monoidal structures may be inherited from p by composing Lemma with
its dual for Prod.

Lemma 5.3.11. Suppose that p : E — B has a monoidal structure (®,unit). Dial(p) inherits a
monoidal structure, whose product, also denoted ®, has the following object component.

< a:Au:Uzx:X ) < a:Awv:Vy:Y ) . < a: A, (u,0):UxV,(z,y): X XY )
w(a/u'?x) ’ w(aﬂhy) @(a,u,x) ®w(a,7}7y)

Similarly, distributive laws between monoidal products may be inherited from p by applying
Lemma 5.3.6] twice.

Lemma 5.3.12. Suppose that p has two monoidal structures (®,I) and (%®,L), as well as a
distributivity law disty, y ¢ 1 @@ (VB ¢) = (¢ @) B ¢. Then Dial(p) also has a distributivity law
between the induced monoidal structures defined as follows
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Lemma 5.3.13. Suppose that p : E — B has a monoidal closed structure (®,I) and that B is
cartesian-closed. Then, Dial(p) inherits a monoidal closed structure. The monoidal product is

given as per [5.3.11), and the object part of the functor (a : A,v : Viy : Y,¢(a,v,y)) — — :
Dial(p) , — Dial(p) 4 is

(a:A,u:U,z:X)H<a:A,(f,F):VUxXUXY,(u,y):UxY)

(p(a7 u7 x) So(a7 u’ F(a” u’y)) AOw(a7 f(a’ u)7y)
Proof. Let
a:Au:Ux: X )
@ =
Sp(a7u’x)
U a:A7sz7y:Y)
¥(a,v,y)
o — a:Aw:W,z:Z
B O(a,w, 2)

be objects of Dial(p) ,. We need to exhbit a map ev : (¥ — ©) ® ¥ — © such that, for every
map h : ® ® ¥ — O, there exists a unique map h : & - ¥ — O making the following diagram
commute.
(¥ —-0) ¢ ———06
A
!
hxid |
!

\
PV

The map ev = (id, evy, evg, evs) is defined as follows:

-evit Ax (WY x YV*Z) x V) — W is the composite

(myomy,ma)oms

WV x Vv s w

Ax (WY x YV*XZ) x V)

-evgt Ax (WY xYV*Z) x V) x Z — V x Z is the pairing of

T20Tg

Ax (WY xYV*4)yx V) x Z

3

Z

Ax (WY xYV*XZ)x V) x Z

- evy: (Y(a,v,ev(F, (v,2))) —o 0(a,ev(f,v),2))@¢(a,v,ev(F, (v, z))) = 0(a,ev(f,v),2)) is the
evaluation map in p.

Writing h = (id, f, (F1, F2), ) and h= (id, <f1, fg),ﬁ,&), On the first three components, this
amounts to having the following diagrams commuting

WV xV i W
A
\
‘ /
Fixid | Ax(UxV)
!
\
| /
(AxU)xV
YVxZ xv ~ Y
A
: :
Faxid | Ax (UxV)yx Z

=

(AxU)x (Vx2)

70



F

AxUx ((VxZ)xY) X
id><<(771,7r10772),77207r2>i /
1

Ax (UxV)yxZ

It is clear that they uniquely determine ﬂ and fg to be curryfication and F to be F precomposed
with a suitable projection. Similarly, a is then forced to be the curryfication of a.

Then one would need to check the Beck-Chevalley condition to conclude by Lemma this
is rather straightforward to reduce this to easy equational reasoning and the the Beck-Chevalley

condition for the monoidal closure in p.
O

Lemma 5.3.14. The fibration Dial(p) has simple sums, and, if B is cartesian-closed, Dial(p) has
also simple products. Given a projection w: Ax B — A and an object (U, X, p) : A X B, the object
component of the functors 3.,V are

(a,b): Ax Byu:U,z: X a:A (u,b):UxB,z:X
3 —
i o(a, b, u, ) o(a, b, u, x)

(a,b): Ax Byu:U,z: X a: A f:UB (2,b): X x B
Vit —
" e(a,b,u,x) p(a,v,ev(f,b),z)

Proof. We do not give the explicit construction here, but appeal repeatedly to Lemma [5.3.7] using
the fact that Dial(p) = Sum(Prod(p)).

- Dial(p) clearly has simple sums since it is a Gum fibration.
- Dually, Pro0(p) has simple products.
- Therefore, since B is additionally cartesian-closed, Gum(PBrod(p)) has simple products.

Unwinding the definitions and checking that the definition on objects coincide with the above is
straightforward. O

Theorem 5.3.15. Let (p*,p,p~) be a FOFIMELL fibration with the following string of monoidal
adjunctions for exponential modalities.

It I~
/_\ /\ _
Rt R~

Then, this FOFIMELL fibration may be lifted to another FOFIMELL-fibration (Sum(p™), Dial(p), Prod(p~))
by ensuring JPial+ o~ 6um(nq3rob(p) o I+), RYial+ o~ Gum(vf o R+>7 RYial— o~ nGum(‘BtoD(p)) o
Prod(I7) and 121 =2 yF02®) o Digl(R™).

I@inH» RDinlf
— —
Sum(p™) i Dial(p) T Prod(p™)
~~— N~ @@
ROial+ [Dial—

Proof. Assuming the previous Lemma, the crucial point is to check that we have suitable adjunc-
tions 1P+ 4 RPial+ and RPiel= 4 [Pial= and the vertical natural transformations.

lo@? — 0e®y) B 7Y) — loB N

Let us define the adjunctions on objects, and derive the action of the induced comonad and monad:

P (a: Ayu: U, p(a,u)) i= (a:Au:Ux*:1,1"(p(a,u)))

R (g Au:Ux: X, p(a,u,x)) = (a:Au:U R (V2 ¢(a,u,z)))
Na:Au:Uz: X, o(a,u,z)) = (a:Au:Ux:1,1(Vz* ¢(a,u,)))

I (q: Az : X, ¢(a,x)) = (a:Ax: Lz X, I (p(a,x)))
R (a: Aju:Uz: X, p(a,u,z)) 1= (a:A f: XY R (3uY ¢(a,u,ev(f,u))))
a:Au:Uzx: X, o(a,u,x)) = (a:Ax*:1,f: XY 23uY p(a,u,ev(f,u))))



One may check by hand that [P o R+ (respectively RP1%'~ o [P1%1=) and that [P and
R®"™ may be equipped with a lax (respectively oplax for R®*'~ and I®*'~) monoidal structure
by hand. A more abstract approach would be to notice the equivalence of fibred functors announed
in the statement and use the fact that, in an arbitrary 2-category such as Fib(B), (op)lax monoidal
adjunctions compose and are preserved by functors.

By Lemma since B is assumed to be cartesian-closed and p' has all simple products, so
does Gum(p™). By a completely dual argument, PBrod(p~) has all simple sums.

In order to conclude, it thus suffices to show that we have the following vertical natural trans-
formations arbitrary predicate ¢ and 3 of Dial(p).

o7y — lpeY) B ) — lpB

Working in the fiber over A and expanding the definitions, it means we should have the following
vertical natural transformations.

a:A, w:U  f:YV at A, x:1, yUxv
—
( (Vo X p(a,u, ) @ (730" Y(a,v,ev(f,v))) ) ( ?73(u, )V %V (V2 p(a,u, ) @ 730" 9(a, v, ev(g, (u,v))) )

a:A, w:U, =*:1 a:A, wu:U f:YV
W(x, f)X*Y (go(a,u,m) 2 730V w(a,v,ev(f,v))) (!VmX p(a,u, z)) 7z (?EIUV Y(a,v,ev(f, v)))

Let us focus on the first one. The B-level part of the morphism is induced by the unique map
A x U — 1 and the obvious partial evaluation map A x U x YUXV — U x YUXV 5 YV, At the
level of propositions, it thus suffices to give a proof in p of the following implication.

(V2™ p(a,u,2))@ (230" ¢(a,v,ev(g, (u,0))))  —o  23(u,v)"*Y (W2~ p(a,u,2)®?30" ¥(a,v,ev(g, (u,v))))

Deriving it in the FIMELL sequent calculus is straightforward. Note that its interpretation into p
makes crucial use of the corresponding natural transformation lp ® 7 —  ?(lp ® ) in pa.

Y(a,v,ev(g, (u,v))) F ¥(a,v,ev(g, (u, v)))

¥(a,v,ev(g, {u,0))) = 30" (a, v,ev(g, {u,v)))

Y(a,v,ev(g, (u,v))) F 230" ¥(a,v,ev(g, (u,v))) WzX o(a,u, ) - V¥ p(a,u, )
VX p(a,u, x), 9 (a,v,ev(g, (u,v)) F VX o(a,u,z) @ 230" ¥(a,v,ev(g, (u,v)))

WzX o(a,u, x),¥(a,v,ev(g, (u,v))) F I(u,v)"*V (V™ @(a,u,z) @ 730" ¥(a,v,ev(g, (u,v))))
Wz p(a,u, ), Y(a,v,ev(g, (u,v))) F 23 (u,v)"*V (VX o(a,u,z) @ 2" ¥(a,v,ev(g, (u,v))))
VX o(a,u,z), Y Y(a,v,ev(g, (u,v)) F 23(u,v)"*V (VX o(a,u,z) @ 23" ¥(a,v,y))

WX o(a,u,x), 2" Y(a,v,ev(g, (u,v))) F 23 (u, )"V (VX @(a,u,z) @ 2" ¥(a,v,ev(g, (u,v))))
Wz ola,u, ) ® 230" P(a,v,ev(g, (u,v))) F 23 (u,v)"*V (V2™ @(a,u,z) @ 730" ¥(a,v,ev(g, (u,v))))

O

5.3.3 Relationship to Godel’s Dialectica

For the sake of illustration, let us consider a particular case corresponding roughly to the original
functional interpretation given by Godel in [25], whose goal was to give a consistency proof for
first-order arithmetic from the proof of normalization of System 7', a simply typed A-calculus with
primitive integers and a (higher-order) recursorﬂ We only here give an outline of the construction
as an illustration; the interested reader may consult [4] or [40] for more details on System T,
Godel’s functional interpretation and applications to proof-theory.

Consider the initial cartesian-closed category T with a natural number object and the coproduct
2 =1+ 1 (this latest addition is more for convenience than necessity) to use as a base; this may
be built using the syntax of System T augmented with booleans and an if/then/else construct to
define morphisms, with term equated up to Sn-equivalence. Call 1, T : 1 — 2 the two canonical
global elements of the booleans. In particular, for every object A of T, we may preorder morphisms
f:+ A= 2by setting f < g if and only if for every global element x : 1 — A, the following diagram

5System T may be alternatively be seen as a higher-order extension to primitive recursive functions. The crucial
point differentiating the two is that System 7’s recursor may output higher-order functions rather than only natural
numbers.
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(f.9)

commutes (or, if seen as closed system T terms, we ask that for every closed term u of type A we
———>2x2

have fu=3 T = guzBT)ﬂ
A X
| |-
1 2

This map A — ([4,2];, <) extends to a contravariant functor T': T°? — Cat making t : = [T —
Cat a preposetal fibration. Furthermore, owing to the internal boolean algebra structure of 2, ¢
is also boolean. However, t does not have simple quantifications for straightforward recursive-
theoretic reasons.

A predicate in Dial(t) is a tuple (A, U, X, f) where A, U, X are objects of T and f a T-morphism
AxUx X — 2, and a vertical map (A, U, X, f) — (A4,V,Y,g) is a pair of maps (h, H) with
h:AxU —Vand H: AxU xY — X such that

T
B —

AxUxY (id,ho(my,m2),H)

(AxUxY)xVxX (AxUxX)x (AxV xY)

lfxg
2% 2
li

1 2

The subsequent material shows that Dial(t) can interpret intuitionistic linear logic with simple
quantifiers, as well as basic arithmetical predicates. In order to show that Dial(t) may interpret
Heyting arithmetic, one mayIZ] give non-canonical contraction and weakening maps for arbitrary
Dial(t) predicates ® = (a: A, U, X, f: AxU x X — 2).

U).:p:q)—OI cé:@—o@@)@

Such maps are available respectively because of the non-emptiness of the interpretation of types of
T and the effective nature of the notion of truth value in t. More specifically, we can be taken to
be some arbitrarily fixed map Mx : Ax U x1 —1— X. Writing cp = (¢,C), c: AxU = U xU
is the unique morphism factorizing through the diagonal map U M U x U. On the other hand,
C:AxUx (Y xY)—=Y, instead of duplicating an input of type U must pick wisely one of the
two component of Y x Y. One way to do this is consider the output of the map fo(id xid x 7q) : if
it is T, then we may pick the first component, otherwise we pick the second. Informally speaking,
C' corresponds to the System T term

Ma,u, (y1,12))-if f(a,u,y1) then y; else y;

Alternatively, C' may be characterized as the only morphism making the following diagram com-
mute.

(AxUXxY)x (Y xY) fxid 2x (Y xY)
W (Tol,id)
idxidx Y xY Y xY
\ /
AxUx (Y xY) c Y

6The appearance of global elements here is a distateful technicality. Although it will not be apparent since we
do not provide proofs, this serves to ensure the correctness of the ad-hoc contraction map cg in the sequel.

7An alternative approach would be to consider the cartesian product ® x ® and give maps ® x &' — & @ &’
and ® @ & — & x &’ and to use the canonical contraction and weakening maps associated with the cartesian
product. While we have not treated them, cartesian product can be shown to exist in Dial(t) provided that we
have coproducts in the base (this is not the case here, but it would be straightforward to extend T to satisfy this
desiderata). Those maps would involve essentialy the same kind of non-canonical “tricks” as those provided below.
While we mention the cartesian product, let us remark that the main reason to consider ®/ —o is that Dial(p) is not
(fiberwise) cartesian closed. The generalization of the Dialectica construction considered in [5I] recovers cartesian
closure by using a generalized Dial construction where families X — U are considered instead of pairs (U, X).
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Then it can be checked (¢, C') is a morphism in Dial(¢). Note that from a technical standpoint,
this is proven using the strong normalization of System 7.

Putting all of this together, this yields an interpretation of Heyting arithmetic in Dial(t) via
elementary means. Furthermore, it can be checked that Dial(t) is non-degenerate if and only if T
is non-degenerate. This reduction from the consistency of (the Dialectica interpretation of) HA
to the non-degeneracy of system T is one of the main ingredient of Gddel’s consistency proof of
arithmetic. This reduction (as well as the reduction of consistency of PA to HA via a double-
negation translation) is relatively elementary from the point of view of foundationsﬂ and readily
formalizes in weak susbsystems of arithmetic; the foundationally hard part of the consistency proof
of PA lies with the normalization of system T, which requires induction up to €.

It should be stressed that since t does not have simple quantification, the canonical functor
Sum(t) — Dial(t) is not part of a LNL-adjunction

5.3.4 Elimination of double linear negation

In general, Dial(p) does not give rise to a model of classical linear logic. In the context of a
symmetric monoidal closed fibration, this would be given by a choice of so-called dualizing object
1 4 in each fiber pys preserved by substitution. Recall that a dualizing object in a symmetric
monoidal category is an object L such that the canonical natural transformation

Alevey) : ¢ = (p— L) — L

is an isomorphism. For instance, take C = Set, p an arbitrary symmetric monoidal closed fibration
and consider the fiber over 1 of Dial(p). Suppose we are given a candidate dualizing object
1L ={(a:Ab: B,y) (possibly different from the unit of the tensorial % of a FOFIMELL fibration).
Then, for any object ® = (u: U,z : X,I), we have

(@ —o 1) —o L= (x:1,F: AN X" 5 (U x B)yA"*X"" B ¢ AU o XUXB o B 4 —o o))
An isomorphism ® = (¢ — 1) — | would in particular induce an isomorphism U & AAT XX
(U x B)AU xx B *B which is only possible when either U or X is a subsingleton. Therefore, (Pp)
is never a model of classical linear logic when C = Set, or even FinSet. However, this does
not rule out the existence of morphisms ¢ — (p — 1) — L for every ; we show that such a
family exists for Dial(p) when C = Set,FinSet. This allow to show that, as far as entailment
is concerned, classical linear logic is sound for those fibrations. However, the family of morphism
(p—o L) —o L(p —o L) —o L does not give rise to any kind of coherence condition; we do not even
know if such a family may be arranged into a natural transformation. The proof crucially relies
on the full axiom of choice in Set.

Theorem 5.3.16. Say that a FOFIMELL-fibration p : E — C eliminates double linear negation
when, for every predicate o, there is a vertical morphism (¢ — L) — L — ¢ in E.

If p is a FOFIMELL-fibration eliminating double linear negations, so is Dial(p) if C = Set,
assumed to satisfy the axiom of choice, or FinSet.

Proof. Assume that p is a FOFIMELL fibration over Set where double-linear negation may be
eliminated. Write L for the unit of the product % of p and Dial(p) (which one is meant can be
inferred from context). Taking ® = (a : A,u : U,z : X, p(a,u,z)) to be a predicate of Dial(p),
(P — 1) —o L is vertically isomorphic to

(a:AF: UXU7f - XY (pla,ev(F, f),ev(f,ev(F, f))) —o 1) —o 1)
Since p is assumed to admit double linear negation elimination, it is sufficient to exhibit a vertical
map & — ¥ with U = (a cAF UXU,f . XY p(a,ev(F, f),ev(f,ev(F,f)))). Such a map is
given by:

—functionsg:AxUXU—>UandG:A><UXU><X—>XU

- a p-proof p(a, F,ev(G, (a, F,x))) = ¢(a,ev(yg, (a,ev(G, (a, F, x)))), x)

8But not obvious from the above observations; it would still remain to be checked that the axioms of arithmetic,
and in particular, the induction scheme is admissible in Dial(t). We refer the reader to [4] for details.
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We aim to have an essentially trivial p-proof; furthermore, g and G will not depend on their
first component. To this end, it suffices to find set-theoretic functions h : UX " 5 U and H :
UX" x X — XU such that, for every F € UX” and z € X we have

F(H(F.2) = h(F) and  H(F.2)(F(H(F.2))) =«

At this point, it is convenient to start reasoning in the language of type theory, which may be
interpreted in Set: given a family of sets (A;)icr, Y ;c; As designate the disjoint union and [];.; A;
the cartesian product of the family. Recall that for every family (A; ;)¢ j)erx s, there is a canonical

isomorphism
1> 4, = > M4

iel jeJ fiI—Jiel

i,)

which is sometimes known as the type-theoretic axiom of choicdﬂ We may reformulate the above
desiderata as the non-emptiness of a sum of products. Then, using the above isomorphism twice,
this family can be shown to be isomorphic to

I 11 S +1F()=u and f(u) =2}

FEUXU uclU zeX feXxU

Write as shorthand —A for the function space A — ). By the genuine axiom of choice in Set, we
know that for any family (A;);cr, the product

——A;
114
el

is non-empty. This allow to dualize the type-theoretic axiom of choice and show that, for any
family (A; ;) jyerx.s, there exists a map

I > 40 = D 1[4

fil—Jiel i€l jeJ

Therefore, we may fix F € UX “ and apply this dual version of the type-theoretic axiom of choice
to

Y {xIF(f)=u and f(u)=a}
fexv (u,z)eUxX

Using once again the axiom of choice in Set, the non-emptiness of the original family can be
deduced from the non-emptiness of the product

H H Z Z {|F(f)=u and f(u)=72(u)}
FeuxV Zexu uel feXxU

which is easy: an inhabitant is given by the graph of the map

UX" x XU & UxXUx1
(F. %) = (F(Z),,*)

When C = FinSet, all families above are finite and choice may be safely eliminated. O

5.4 The characterization theorem

Up to now, we established that the construction ®ial preserves FOFIMELL fibrations. The proof-
theoretic Dialectica interpretation defines a translation of formulas ¢ — ¢ p by induction over the
syntax, which basically amounts to interpreting every connective as in Dial(p) while remaining in p;
the precise translation is given in Figure [5.1] The soundness theorem states that basic FOFIMELL
deduction is preserved by induction on the proof.

FOFIMELL F ¢ = Ju FOFIMELL + Vz ¢p(u, x)

From a technical perspective, this theorem amounts to checking that Dial(p) has all the structure
presented in the previous section.

9Note however that it does not require that Set validates the axiom of choice to be valid.
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The other crucial theorem of the proof-theoretic approach to Dialectica is the characteriza-
tion theorem, which is essentially an internalized version of the soundness theorem to Dial(p)-
like systems. It requires extending of FOFIMELL with a choice scheme (LAC), several (linear)
semi-intuitionistic principles (LSIP) and two specific exponential axioms (DEXP), so as to show
the equivalence between FOMELL predicates (p(a) and their Dialectica translation ¢ (a) : =
Ju Vr op(u,z,a).

FOFIMELL + LSIP + LAC + DEXP + ¢(a) o Ju Vz vp(u, z,a)

From a structural point of view, it turns out that the group of axioms LSIP + LAC + DEXP
can be interpreted in a proof-relevant way by asking that certain FOFIMELL proofs be actually
isomorphisms, which is the case in Dial(p) if p is a FOFIMELL fibrations. We therefore formulate
LSIP + LAC + DEXP in a proof-relevant way in Definition

Definition 5.4.1. A FOFIMELL fibration p is said to satisfy:

- LSIP when the following canonical natural transformations are actually isomorphims.

(Va ?p(a)) @ 79 a (Tp(a) ® 7) (1)

(Va 7p(a)) B 79 a (Tp(a) B 7)) (2)

Ja (p(a) B ¢) (Ja ¢(a)) X ¢ (3)

Ja (7h — 7¢p(a)) 7 —o Ja 7p(a)) (4)
Ja (?p(a) — M) (Va Np(a)) —o (5)

LILL]

- LAC when the following natural transformation is a isomorphism.
EIfBA Vat (a,ev(f,a)) — Va? 368 ©(a,b) (6)
- PEXP when there is a natural tmnsformatz’oﬂ
N — 1p (7)

and when the following natural transformations are isomorphisms.

o MY — ?(lo ® W) (8)

(70 % ) — 17 R 179 (9)
lo —o 1) — ?(lp —o ) (10)
(7 —o 19) — lp —o (11)
'(a =) — a=1b (12)
a="b — ?(a=b) (13)

- DEXP when the following natural transformations are isomorphisms.

Ja l¢(a) — Ha p(a) (14)
?3a VOB ?¢(a, b) — VfBA ?3a? 2¢(a,ev(f,a)) (15)

Remark. If one considers the interpretation of these statements in a non-linear fibration, the
reader mind find them all rather straightforward, save for azioms[4), [3, [0 and[15, which correspond
respectively to Independance of Premiss , Markov’s Principle (@) and the axiom of choice (@

Theorem 5.4.2 (Soundness). Ifp is an arbitrary FOFIMELL fibration, then Dial(p) is a FOFIMELL+
LSIP 4+ LAC + DEXP fibration. Furthermore, if p satisfies PEXP, so does Dial(p).

Proof. Since we already know that ®Dial(p) is a FOFIMELL fibration whenever p is by Theo-
rem [5.3.15] one only needs to check that the additional axioms LSIP + LAC 4+ DEXP are satisfied
to prove the first half of the statement. All of the additional axioms, when interpreted in ®ial(p),
the B-components are easily seen to be isomorphic using the cartesian-closed structure of B. Let
us detail a couple of cases.

10In practice, one could also ask for a distributive law of the monad ? over the comonad ! which would also be
preserved by the ®ial construction. Since we are later on motivated by provability rather than isomorphism, we
content ourselves with a natural transformation.
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- The linear independence of premiss (axiom 4] of LSIP)
Ja? (7T — ?7®(a)) ~ W —o 3a? 7®(a))

for Dial(p) predicates

_(b:Bx:1l,z: X [ (a,b): AxB,x:1,y:Y
”"( ¥(b,7)) ) and ‘I"< ola,b.) )

can be read off as

(b:B,(a,g):AxXY,y:Y> N ( b:B,(a,g): A' x XY*1 y:Y )
P(b,ev(g,y)) — ¢(a,b,y) - P(b,ev(g, (y, %)) — @(ev(a,*),b,y)

which is obviously true in Dial(p).

- For the linear axiom of choice (axiom @, LAC), we are led to consider
Vad3bB (a,b) — 3B Va? (a,ev(f,a))

for the Dial(p) predicate

o — (a,byc) : Ax Bx Ciu:Ux: X
N sp(a’ b, C7 u’ x)

can be read off as

( c:C,f:(Ux B4 (a,z): Ax X ) c:C,(g,h): U4 x BA, (a,7): Ax X

w(a, m2(ev(f,a)),c,m(ev(f,a)),z) = ( o(a,ev(h,a),c,ev(g,a), ) >

which is obviously true in Dial(p).
Now, let us assume that p satisfies PEXP and show that ®ial(p) also does.

- For the axiom
"N — 170

we need to provide a natural proof scheme of
?ﬂuU!fouw(u, ev(f,u) —  WazX?73uYe(u,x)
To this end, it suffices to note that there are canonical FOIMELL proofs

o FuYp(u) F 1FuYp(u)
\;’? : WrXo(x) F VX 20(x)
EAREEE EIuUVfXUw(u, ev(f,u) F VYaX3uYy(u, z)
and that the axiom scheme )\Z)’! : ?21¢ — 17¢ in p can be instantiated at EIuUVfXUw(u, ev(f,u)).
The desired natural transformation can be obtained as the composite

1077017977 Y3077 073!

23U X p(u, ev(f,u) WX ?3uY(u, )

- For the axiom
N0 7N~ ?7(10® 1)

it is sufficient consider the natural p-isomorphisms
(23 lou))@(?3 0V ()~ 23V lpw)@TY () =~ 23(u,v)"Y (lp(u)@ly(v))

The second half is straightforward to obtain from the Frobenius law. As for the first half, it
is a consequence of the isomorphisms

FuY lo(u) ~ 1FuY lo(u) oV 1p(v) ~ 130" 1 (v)
and the following instantiation of axiom [§in p

(M3 lp(u) @ (NI vV Ip(w)  ~ 2013 lp(u) @ 1T 1 (v))
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/

(t=t)° = (c=t), — et
(pe¥)P@) = FHuv)V(z,y). (p@¢)p((u,v),{(x,y),a) =
Hu, v)¥{z,y). op(u,z,a) @ Yp(v,y,a)
(9075’1/1)D(a) = 3(u,v>v<m,y). (9075)1/1)1)((“»”)7(1’7 y>7a) =
E|<7_L, U>V<x7 y> QDD(U,Z'7CL) » ’ll)D(vav (I)
(p—)P(a) = f, V(). (p =) p((f, F), (u,y),a) =
I )V (u, ). op(u,ev(F, (uy)), a) — ¥p(ev(f,u),y,q)
Buw.p)P(a) = Hu,w)Vz. Guw.p),({u,w),z,a) = Hu,w)Vz. op(u,z, (a,w))
Vw.p)P(a) = 3FfV{x,w). (Vw.@) p(f, {z,w),a) = 3fV{z,w). eplev(f,w),x, {a,w))
()P(a) = Fu. (Y¢)p(u,—,a) := Ju. V. pp(u,z,a)
(?20)P(a) = VX.(?¢)p(—, X,a) c= VX, ?23u. op(u,ev(X,u),a)

Figure 5.1: The Dialectica translation for FOFIMELL (types are left implicit).

- The dual axiom |§| 1(7@ % 70) ~ 170 B 17T is treated similarly, except that axiom [2| of LSIP
muste be used instead of the Frobenius law.

- The validity of all the remaining PEXP axioms in Dial(p) is straightforward as they translate
almost exactly to their counterparts in p.

O

Definition 5.4.3. The MFOLL predicates of a FOFIMELL fibration consist of the following induc-
tively generated family.

=Ty | L]leBY|e—oy|Tap|Vap|lp|?p]| f(a=Db)

Theorem 5.4.4. A FOFIMELL fibration p satisfying LSIP, LAC and DEXP has, for every MFOLL
predicate @, an equivalence.

ela)  ©  JuVrep(uz,a)

The proof is going to be a straightforward induction over the syntax, employing the additional
axioms we discussed. However, before embarking in the proof of Theorem we need to prove
that the formulas ¢p are well-behaved in the following sense.

Definition 5.4.5. A predicate ¢ is called positive if there exists a map
o — o

Dually, ¢ is negative if there exists a map
o —

o is deterministic if it is both positive and negative.

Remark. Definition[5.].5 is related to the polarity system presented in Definition [[.1.3. Indeed,
this system gives a syntactic criterion to classify Dial(p) predicate according to Definition :

( a:Au:Ux: X )
(b:
cp((l’/l’t7:r;)

- @ is positive when U ~ 1 and p(a,u,x) is positive in p.
- ® is negative when X ~ 1 and ¢(a,u,x) is negative in p.
- @ is deterministic when U ~ X ~ 1 and ¢(a,u,x) is deterministic in p.

Do note that the above item do not necessarily extend to equivalences.
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Definition 5.4.6. Define by recursion the following translations between predicates of first-order
logic and first-oder multiplicative exponential linear logic.

()" : FO — FOMELL |—] : FOMELL — FO
L] := L
IR I =T
TL =1 lt=u| := t=u
(t=wr :=t=u le@y] = [p|A[Y]
(V) = b TPl leBy] 1= [e]VI[¥]
(=)t 1= ol —yl  [p—y] 1= o] = |¢]
(APl 1= ol @yt [Bate] 1= Jat|p]
(Fatp)t = 7Fatpt [Vate] = Vat|g)
(Vato)l = WWater el = [¢]
[7¢] =[]

THe following is then asily proven by induction over the syntax of (.

Lemma 5.4.7. In a FOFIMELL + PEXP fibration, for any inductively generated FO predicate ¢,
ol is deterministic.

Corollary 5.4.8. For every MFOLL predicate @ interpreted in a FOFIMELL 4+ PEXP fibration, ¢p
is deterministic.

Proof. We use the fact that ¢p = [pp]¥, which is easily seen by induction over ¢, and the above
lemma. O

Proof of Theorem[5.4.4 The proof is by induction over the syntax.
- Case a = b In this case, both clauses are syntactically equal.
- Case ¢(a) ® ¢¥(a): by the induction hypothesis, it suffices to exhibit an equivalence
(EluU vaX op(u, a))@(zlvv vyY¥ Yp(v,y, a)) “ I(u, )YV (2, 9) %Y op(u,x, a)@Y,y,a)

This is true because ® commute with V by axiom [1] from LSIP. ® furthermore commute with
3 using the usual Frobenius law. 3z (p @ ¥) ~ (Fz ¢) Q@ .

- Case ¢(a) ¥ ¢¥(a): by the induction hypothesis, it suffices to exhibit an equivalence
(3u” Vo™ pp(u,x,a)) B (Y YY" dp(v,y,a)) & 3w, o)V (@, )Y op(u,a,a)@Y, y,a)

This is the dual of ®, where % commutes with ¥ and 3 because of the axioms [3| and [2| from
LSIP.

- Case p(a) — ¥(a): by the induction hypothesis, it suffices to construct an equivalence
induced by the following string of isomorphisms

(HU‘U V‘TX QOD(U,.’E, a’)) - E|’UV va wD(’Uuyva)

vub ((VaX op(u,x,a)) — Y Vy¥ ¢p(v,y,a))
~ By LSIP, [

vul 30V (VX ¢p(u,z,a)) — Vy¥ ¢¥p(v,y,a)))

~ By LAC.
3V vl (V2 X op(u,x,a)) — Yy wp(ev(f,u),y,a)))
37V (u, )V (VX @p(u,2,a)) —o Pp(ev(f,u),y,a)))
o~ By LSIP,
37V (u, )V Y 32X op(u,x,a)) —o Yp(ev(f,u), y, a))
~ By LAC.

3 BT, )Y 32X o (u, ev(F, (u,y), a) — dp(ev(f,u),y, a))
- Case 3b” p(a,b): The required equivalence is immediate.
- Case VbZ ©(a,b): by the induction hypothesis, it suffices to exhibit an equivalence
voP3uY v op(u,,a,b) © 3 Yz, ) *Pop(u,z,a,ev(f,z))

which is immediate by LAC.
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- Case l¢(a): by the induction hypothesis, it suffices to exhibit an equivalence
(3uY VaX op(u,z,a)) “ FuY WX op(u,z,a)
which is given by axiom [14] from DEXP and Corollary
- Case ?¢(a): by the induction hypothesis, it suffices to exhibit an equivalence
?(3uY VaX op(u,z,a)) “ VfXU?HngoD(u,ev(f,u),a)

which is given by axiom [15] from DEXP and Corollary
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Chapter 6

An infinitary Dialectica-based
synchronous game model

In this chapter, we consider a variation ®ial® of the construction ®ial over a particular base S of
synchronous functions. Our main goal is to build a model of FIMELL where formulas are interpreted
by infinite games whose strategies are representable in S.

In terms of complexity, S is a full subcategory of the so-called topos of trees sharing its cartesian-
closed structure and its guarded fixpoint combinator. This allows to carry out the construction
of Dial over a base containing Mealy, the category of alphabets and causal functions induced by
finite-state transducers, as a subcategory.

6.1 Higher-order synchronous functions

We describe here convenient cartesian-closed extensions of Mealy, which are going to serve as
higher-order syntax for richer setting. Our main goal here is to have a cartesian-closed category in
which Mealy embeds with a fixpoint operator extending fix;,. The most natural candidate for this
extension is the so-called topos of trees T, the natural setting to represent arbitrary synchronous
functions: objects are infinite trees and morphisms are depth-preserving homomorphisms.

Definition 6.1.1. Let N< be the preorder category whose objects are natural numbers, and where
there is a unique morphism n — m if and only if n < m. The topos of finite-branching trees
T is the category of finite presheaves over the category N<, that is whose objects are functors
N< — FinSet and morphisms natural transformations between them. Unwinding the definition, it
may be equivalently described as follows:

- Objects: sequences (A, )nen of finite sets and restriction maps (ry, : Ant1 — An)nen.

- Morphisms: a morphism from (Ap)nen — (Bn)nen 5 a sequence of functions (fpn : Ap —
B,)nen making all of the following squares commute.

fn+1
An+1 —_— Bn+1

n

By convention, for any object A of T or any relevant subcategory, we take A_, =1 for any n > 0;
the extended restriction maps r—_, are thus uniquely determined.

While T captures all the desiderata we have put forward so far, one of its drawbacks is that
the non-uniform structure of branching means that the possible type of an output of a morphism
f: A — B at step n may depend on the outputs of f at all previous steps. However, we want to
model simpler situations with uniform branching. This essentially means restricting to objects A

of T, such that, for every n
Va,d' € At ({a}) = 1yt ({a'})

A convenient way to make this restriction is to consider the simpler category of sequences of
sets and maps.
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Definition 6.1.2. Call N the category of presheaves over the discrete category N:
- Objects: sequences (An)nen of finite sets.

- Morphisms: a morphism (An)nen — (Bn)nen is a sequence of functions (f, : A, —
Bn)neN-

There is an obvious forgetful functor U : N->T erasing the restriction maps. When N and
T are seen as presheaves categories, this correspond to precomposing with the inclusion functor
N — N<.

U: T — ﬁ
(AH)TLEN’ (r;?)nEN = (An)nEN
(fn)nEN — (fn)neN

This functor has a right adjoint R. Abstractly, for an object A of ﬁ, R(A) is the right Kan
extension along the aforementioned inclusion N — N<. More concretely, R is computed as follows.

R: N — T
(An)nEN = (ngn Ai)TLENa (771 : Hi§n+1 A — Hign Ai)nEN
(fn)nGN — (<f07~~~7fn>)n€N

We define S to be (isomorphic to) the full subcategory of T whose objects are of the form R(A).
Definition 6.1.3. The category of uniform trees and synchronous functions S is defined as follows.
- Objects: sequences of finite sets (Ap)nen

- Morphisms: a morphism from A = (A, )nen to A = (Bp)nen s a family

= In HAz — By
isn neN
- Composition: given morphisms f: A— B and g: B — C, go f is defined as
(g o f)n(a07 ey an) = gn(fo(a0)7 fl(a07 al)a sy fn(a07 ey an))

By abuse of notation, we shall regard S as a full subcategory of T.

The embedding functor M : Mealy — S can be straightforwardly defined: at the level of objects,
which are those of FinSet, M obtained by composing R with the constant functor A : FinSet —
FinSet"" = N. Concretely, it means that an alphabet ¥ is mapped to the sequence (¥"),¢cn, with
projections 7, : X" 2 ¥ x ¥ — X" as restriction maps. Then the homsets [R(A(X)), R(A(T))]y
are isomorphic to the sets of (not necessarily finite-state!) causal functions X — I'“. The point
of allowing more causal functions and objects is mostly to overcome the lack of cartesian-closure

in Mealy (Proposition [2.1.5]).

Lemma 6.1.4. S is a cartesian closed category. The cartesian structure is defined pointwise as
(A x B),, = A,, X By, with the obvious projections. The exponentials are inherited from T:

(A= B)n = (H Aj) = By, evn((fo,a0) - (fn,an)) = fu(ao ... an)

i<n

Proof. Since R is a right adjoint, S is an exponential ideal in T and inherits all finite limits; for
our purpose, it is sufficient to notice that N;S and T all share the same cartesian structure, which
happens to be preserved by U, R and A and to discuss the cartesian closed-structure of S. O

S also has a guarded fizpoint theorem. This is a well-known feature of T, widely used to model
step-indexing. As S is a full subcategory of T (and has enough objects), this theorem readily holds
there. To state the theorem, we first need to consider the endofunctor »: T — T acting on objects
by “delaying” the sequence family under consideration by one time step. Concretely, it is defined
as follows on objects

> S — S
0 — 1
A = n+l — A,
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The second ingredient needed to state the fixpoint theorem is the natural transformation next 4 :
A —» A which accordingly sends an input sequence to the same sequence delayed by one time
step.

(nextA)O : Ag — 1
ag — *

(nextA)py1 : Ii<nsn) Ax — A,
(a07-‘-7an7an+1) — (279}

At this point, it is possible to define a fizpoint combinator fix s : A®4 — A as follows

(ﬁXA)O : (1 — Ao) — AO
fo = fo(*)
(ixa)n+1: [lecan T L™ A)i = A) — Anta
Jo-o fafasr = e ((ixa)n(fo - oo fn))

The definition is rather technical and relies on the explicit description of the fix 4 morphism.
It is also possible to give the following implicit characterization.

Lemma 6.1.5. fix, is the unique morphism h : A®* — A such that, for every f : U — A®4, we
have evo (f,ho fy =ho f

Using the cartesian-closed structure of S, it is possible to derive a parametric version of the
theorem which is more useful in practice.

Corollary 6.1.6. For every f: Ax » B — B, there exists a unique morphism
fix(f): A— B

such that
fix(f) = f o (id, next o fix(f))

Remark. Note that the statement itself does not refer to the exponential structure of S. In fact,
an analogous version of this theorem hold for the category Mealy under the guise of Lemma[2.1.6;
this connection will be used to adapt techniques used in this chapter to FOM.

Definition 6.1.7. Let A and B be objects of S. Call a S morphism f : A — B pointwise if it is
some R(g) for some g in N. Write A - B for the exponential in N (which is defined pointwise,
e.9. (A = B), = Bn), while reserving B* for genuine exponentials in S. We call A - B the
pointwise exponential in S.

Remark. — — — is defined on all objects of S, but this does not extend to morphisms: — —x —
is not a functor S°® x S — S. It can however be seen as the restriction of a suitable functor
NeP x T — T.

This pointwise exponential is going to be an essential ingredient when considering monoidal
closure and simple products in fibrations Dial™ (p) and constitutes the only reason why we consider
S instead of T. This forces us to give up on plenty of objects of T, such as the subojbect classifier.
While this is not problematic in the scope of this thesis, let us point out that it is likely that this
may be remedied by considering games with possibly non-uniform branching (i.e. which depend on
past moves) and a suitable generalization of our development. This would roughly correspond to
moving from Dialectica fibrations as discussed here to the more expressive Dialectica fibrations as
investigated in [51), albeit with more technicality since we are dealing with infinite games rather
than “two-move games”.

Pointwise exponentials come equipped with a similar structure, although not natural in §. We
write ev_, : (A =+ B) x A — B for the pointwise evaluation map R(ev) induced by the exponential
structure in N.

Lemma 6.1.8. Let A, B and C be objects of S and f an arbitrary S-morphism Ax B — C. There
exists a unique morphism h: Ax » B — B — C making the following diagram commute.

(BxC)xB——= C
A
I
(ho(id x next),m2) : f

|
Ax B
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We write A_.(f) for h in the sequel.

Proof. Let h', h? be morphisms such that the above commute. For positive n, the commuting
diagram means that we should have, for every sequences (ag, bx)k<n,

Rl (ks be—1)k<n) (bn) = Fa((ak, be)k<n)

Since the sequence (ak,bk—1)k<n and b, are arbitrary, this means hl = h2; furthermore, this
constitutes a valid definition of h. O

Lemma 6.1.9. There exists a S-isomorphism

B4 ~ (A~ B)»4
Proof. Unfolding the definitions, the components of the (pointwise) bijection is obtained from the
following FinSet-isomorphisms.

(3= il ™ o gl Tt o g (a4 mpy

n

O

All the structure we gave so far on S amount to the typed syntax presented in Figure
Contrary to the analogue for finite-state synchronous functions, this syntax does not capture every
object and morphism in S. However, it does capture all the construction that we will use in the
sequel to interpret our infinitary game model.

6.2 The Dial® construction

We now discuss the variant of the ®ial construction modelling infinite two-player games for fibra-
tions over the base S. Intuitively, for a classical posetal fibration p, Dial(p) embodies a notion of
proof corresponding to two-moves games: in the object (a : A,u : U,z : X, ¢(a,u,x)), first the
existential player provides a witness u and then an opponent attempts to provide a counter-witness
x. The predicate ¢(a,u,x), an object of p, is then a winning condition for this two-moves games.
As S is cartesian-closed, this construction can be carried out for fibration over S. However the
resulting proofs do not correspond to strategies for games of infinite durations. In this section,
we present a construction Dial® : Fib(S) — Fib(S) which takes a fibration p, which should be
regarded as a logical language over S, to another fibration in which formulas are interpreted as
infinite games. We then show that, a FOFIMELL-fibration (p™*, p,p~) can be lifted to a FOFIMELL-
fibration (Gum(p*), Dial™(p), Prod(p~)). The definitions are very similar to those involved in
Theorem which give a similar lifting for Dial(p), aside from the following two points:

- The pointwise exponential A — B is used instead of the genuine exponential of S when
defining the propositional structure of Dial™.

- Both exponentials are defined using the genuine exponential of S; the definition of ? changes
significantly.

Although the informal connexions between Dial and Dial” are a useful guideline to study the
proof theory of the latter, the formal link we have is thus rather weak where simple quantification
and monoidal closure are concerned.

Before giving a full description of Dial® construction, we first describe the dynamics of our
game model in the simple case where we have no indexing and no winning conditions. This will
yield a category of zigzag games modelling FIMELL. Then we shall describe how to extend this
category to a fibration over S by considering indexed zigzag games. Dial™ (p) as coming from a
pseudofunctor S°® — €at. This construction is an adaptation heavily inspired from the construction
of the fibration of tree automata from [G1].

6.2.1 Zigzag games

A Zzigzag game is going to be a pair of objects (U, X) of S. This pair of object is intended to model
an infinite duration game between two players, proponent (P) and opponent (O). At round n, the
interaction goes as follows:

- P plays an element u,, € U,.
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- Then, O plays an element x,, € X,.

When dealing with such games, we are in fact only interested in total, deterministic P-strategies.
Here, such a strategy is readily given by a S-morphism » X — U.

Zigzag games are arranged in a category DZ, whose morphisms are designed to reflect this
behaviour. Letting (U, X) and (V,Y) be two zigzag games, consider the simulation game (U, X) —
(V,Y) defined as follows at round n:

- O plays an element u,, € U,, in the left-hand-side.
P plays an element v,, € V,, in the right-hand side.

- O answers with an element y,, € Y,, in the right-hand side.

- P concludes the round with an element x,, € X,, in the left-hand side.

U,X) — Y)

Un
Un
Yn

TOTO

Ln

Formally speaking, such a strategy may be seen as pair (f, F') of S-morphisms, with
f:Uxp X =V and F:UxX—>Y

A morphism from (U, X) to (V,Y) in the category DZ is a P-strategy in the simulation game.
The identity are going to be given by a copycat strategy, where P systematically imitates O’s last
move.

U,X) — (U,X): A

Un Qap
Un
Tn

TOTO

Tn

The composition of two strategies (f,F) : (U, X) — (V,Y) and (¢9,G) : (V.Y) - (W, Z) is
informally given by P simulating a play over the three games (U, X), (V,Y) and (W, Z), keeping
the current state of the play in the middle game (V,Y) as additional internal memory.

U,X) — Y — W 2)

Un

Yn

While this description is nice as it captures ezactly what is a P strategy in a concise way, it is
helpful to see P-strategies as a set of possible plays of P, that is, a subset S C [1, (U x X) x (V x Y)s.
This correspondence will turn out to yield a faithful functor HS : DZ — Rel, which is in turn going
to determine how composition is carried out in DZ. In fact, this is how we are going to deduce
associativity of composition in DZ from the associativity of composition in Rel. This follows the
approach taken for simple games by Hyland and Schalk in [35] (hence the denomination HS) for
simple game

INote that, formally speaking, zigzag games are particular kind of simple games. The crucial difference is that
zigzag strategies are much more rigid (P cannot freely pick in which component they play in zigzag strategies). At
the end of day, it means that the associativity of composition in DZ is a simpler particular case of associativity of
composition of P-strategies in simple games.
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Definition 6.2.1. The category DZ is defined as follows:
- Objects: pairs (U, X) of S-objects.
- Morphisms: a morphism (U, X) — (V,Y) is a P-strategy (f, F') with
f:Ux»Y =V and F:UxY —>X
Furthermore, there exists a faithful functor HS : DZ — Rel which completely determines composi-
tion in DZ. On objects HS(U, X) = (UxX)*+((Ux X)*xU) and, for morphisms (f,F) : (U,X) —

(V,Y), HS(f, F) is the least set closed under the following clauses (writing pairs vertically and with
k>—1):

- for every (u)f_g € [Tz Ui (00)fg € [lizg Vi (2)feg € [ling Xi and (i)lo € [T Vi, #f
inl((uo, zo) - . . (ug, k) )
. € HS(f, F
( inl((vo, o) - - - (Vg, Yk)) (f. F)
then, for every ugs1 € Uky1, we have

inr((uo, o) - . . (ug, Tk ), Ug+1)
( inr((’l)(),yo)...(’Uk,yk)),fk((u(),*)v(ulay-g)"'(uk+17yk)) ) S WA E)

- for every (ui)fg € TTizg Ui, (vi)izg € TTimg Vi ()i € TTio Xi and (y)ig € TIio Vi if
inr((uo, o) - - - (Ug, Tk ), Ugt1)
. e HS(f, F
( inr((v1,y1) -+ - (Vk, Yk), Vk+1)) (. F)
then, for every yrp+1 € Yit1, we have

inl((uo, o) - - - (uk, Tk, (Urt1, Frg1((w0,Y0), - - -, (Ukt1, Yr+1))))
( i”'((vo,yo)-f (Uka?';k)(UkJrhykJrl)) o > € HS(f, F)

Proof. First, note that HS is injective on morphisms. Let (f, F) : (U,X) — (V,Y) and (g,G) :
(V,Y) — (W, Z) be DZ-morphisms. We then need to show that a composition may be carried out
in DZ such that

HS((g, G) o (f, F)) = HS(g, G) o HS(f, F)

Together with injectivity of HS, this will imply associativity of this newly-defined composition from
the associativity of composition in Rel. Call (h, H) the would-be composite (g, G) o (f, F). We
may show that the above equation amounts that, for every global elements u, xz,w and z, we have

o,y v = f((u,next(y))) Ax = F((u,y)) Aw = g((v,next(2))) Ay = G((v,2))
<~
w = h({u,next(z))) Ax = H((u, z))

Substituting equalities, note that the top proposition is true if and only if

y = G({f({u,next(y))), 2))

By Lemma [6.1.5] this means that there is a unique auxiliary map h' : U x Z — Y such that
R ({u, z)) =y for every u,v. Then, the above equivalence means that we necessarily have

h({u, next(2))) = g(f ((w, next(h'((v, 2))))))  and  H((u,2)) = F((u, 1'((u, 2)))))
which may be taken as definition of h and H from h’ and basic cartesian combinators. O

We then equip DZ with a monoidal product. Here we diverge from the usual practice in game
semantics and take this product to be synchronous rather than asynchronous. The reason for this
choice is that we are more interested in products of automata reminiscent of Dialectica, rather
than trying to model the fine-grained behaviour of general purpose programming languages.

Definition 6.2.2. The category DZ is equipped with a symmetric monoidal product (®,I). The
bifunctor ® is defined as follows

(U,X) , (V,Y) — (UXV,XXY)
(£ F) . (6.G) — (<f0<7T1°7T17>(7T1°7T2)>’90<7T20771’>(7T2°7T2)>>)

(Fo(m om,m oma),Go(myomy,ma0ma))

and the unit is I = (1,1).
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Note that this choice of unit means that a P-strategy in the simulation game I — (U, X) are
in bijective correspondence with P-strategies s : U”*X in the game (U, X).

This choice of monoidal product gives rise to a monoidal closed structure over DZ; let us sketch
why that is on an intuitive level before formally proving it. Considering two zigzag games (U, X)
and (V,Y), a P-strategy in the simulation game (U, X) — (V,Y) is a pair

f:UxpY =V F:UxY =X

~

Using the natural isomorphism AZ = (B -« A)®® in S and the fact that » preserves cartesian
products, those are in bijective correspondence with pairs

»(UxY)>U—=xV > (UxY)=>(UxY) =X
and thus, by pairing, these correspond to a single morphisms
> (UxY)—> (U=V)x(UxY = X)
i.e., P-strategies in the game (U -« V) x (U xY — X),U x Y). This game shall thus be the

object part of our monoidal closure.

Lemma 6.2.3. The category (DZ,®,1) is monoidal closed.

Proof. As sketched above, we set
U,X) = (V,Y) = ((UxY «*V)x (Y «X),UxY)
The evaluation map evy x),v,y) : (U, X) — (V,Y)) ® (U,X) — (V,Y) is thus as a pair of
S-morphisms
ev?U_’X)V(V’Y) (U V)x(UxY «X)xU)xwY — V
V(U X),(V.y) (UV)x(UxY X)) xU)xY — X

These morphisms are actually pointwise; those two components are obtained respectively as the
image of

(UM x(UxY X)) xU)xp»Y — 174
(UV)x (UxY =+« X))xU)xY — X
(( f"7Fn)7un)7yn) — Fn(unvyn)

by the inclusion functor FinSet"" — S. Using the basic combinators we introduced for S, this
amounts to setting
ev! = ev,o(momom,mom)

evl = ev. o(mom o, (mom,ms))

It remains to be checked that, for every triple of zigzag games (U, X), (V,Y) and (W, Z), there
exists a unique map A(F, f) making the following diagram commute.

((U,X) — (VA, V)@ (U X) —= (V}Y)
A(F, f)®id : it
(W, Z)® (U, X)

This amounts to showing that there exists a unique triple of S-maps

h: (Wxw»Y)xp»U — U~V
K: Wxwp(UxY) — UxY =X
H: W x (UxY) — Z

such that the following diagrams commute

ev_

(U V) xU 1%

i

(ho(id X next),m2) (U X W)X > Y

o

(Wxw»Y)xU
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(U =V)xU X

(h'o(idxnext),m2) /

Wx» (UxY)
and H = 71 o F. H is uniquely determined and by Lemma [6.1.8] so are h and h/. O

At this point, we have equipped DZ with enough structure to interpret multiplicative intuition-
istic linear logic. Now, let us show that DZ has an exponential. As before, we are going to obtain
a ! through a LNL adjunction. To this end, note that there is an inclusion functor It : S — DZ
defined as follows

It: S — Dz
A — (A1)
f:A—=B — (fom,!):(4,1)— (B,1)

Lemma 6.2.4. The functor IT is part of an LNL-adjunction. Its right adjoint Rt : DZ — S is
defined as follows on objects.
Rt Dz — S
(U,X) — U"X

Proof. RT being defined on objects, in order to show that it extends to a functor In order to
show that this adjunction exists, it suffices to provide, for every object (U, X) of DZ a counit map
cu,x) : IT(RT(U, X)) — (U,X) such that, for every map f : I*(A) — (U, X), there exists a
unique h : A — R*(U, X) making the following diagram commute

€U, X)

U, X)

Define the first component of €, x) to be the evaluation map of S ev : U»Xx » X — U. Note
that the second component of every arrow of this diagram is necessarily trivial

UrXxp X —F = (U, X)

A
hxid |
‘ f

Ax p» X

This is exactly the diagram witnessing that U™X is an internal hom in S; h is thus uniquely
determined to be the curryfication A(f).
It is rather clear that I" is strong monoidal, as

ITAxB)=(AxB,1)2(AxB,1x1)=1"(A)®I"(B)
and the unit is preserved on the nose. Thus, by Lemma It is part of an LNL-adjunction. [

Now that we have enough structure to interpret IMELL, we can go a bit further and show that
we may interpret full intuitionistic linear logic with both exponential modalities. First, as per
Remark [5.1] we identify our two monoidal structures to ®. Then, we note that there is also a
contravariant functor.

I Sop — Dz
A — (1, A)
f:A=B — (,fom):(1,A) = (1,B)

Unsurprisingly, it turns out that I~ is strong monoidal and has a left adjoint R~.

88



Lemma 6.2.5. The functor I~ is part of an oplax symmetric monoidal adjunction. Its left adjoint
R~ : DZ — S°P is defined as follows on objects.

R~ Dz —  S°P
U, X) — XU

Proof. The proof is analogous to the proof of Lemma m To show that R~ extends to a left
adjoint to I, it suffices to exhibit for every object (U, X) a morphism 7y, x) : (U, X) — (1, XY)
such that, for every (!, f) : (U, X) — (1, A) in DZ, there exists a unique h making the following
diagram commute

.

(U,X) (1, 4)
_7
W(U,x)l _ - -
- h
(1,xY)

Note that the first components of the above morphisms are all trivial. Define the second component
of N, x) to be the transpose of the evaluation map of S

Nw,x) = evo (m,m) : U X XV LU

. Unfolding the definition in S, it means that there should be a unique h making the following
diagram commute.
Ux XU=XUxy-= X
A

idxh |
‘ f

UxA

This is immediate from the cartesian-closed structure of S. L]
Theorem 6.2.6. DZ is equipped with a FIMELL structure.

Proof. Consider all the structure described so far and set ! = Rt oI*T and ? = R~ oI~. To
conclude, it remains to show that we have natural transformations

O @AVY) - 207 (U) @ (V,Y)) and  W(U,X)@I" (V) - W(U,X)® I (Y)

Unwinding the definitions and suppressing obvious isomorphisms A x 1 & A, it means providing
DZ-maps
(U, YY) = 1, YY)y and (U 1) 5 (UX)Y)

Suppressing the trivial component, it amounts to providing S-morphisms
UxYPV vV and UV py 5 U»X

which are given by partial evaluation. O

6.2.2 The Dial® construction

We now explore how to build FOFIMELL-fibrations over S from zigzag games. While our ultimate
goal is to start from an arbitrary fibration p over S and “enrich it” with computational content,
it is useful to consider what happens for the trivial fibration id : S — S. It turns out that
Dial® (id) may be obtained by a generic construction applied to DZ: the comonoid indexing. The
basic idea is that one may build a generalization of the simple fibration for monoidal categories
(L, ®,I) on objects which carry a comonoid structure. The important point is that the comonoid
structure captures the part of the cartesian structure which is required, that is, comonoids. This
generalized construction thus requires a monoidal functor (C, x,1) — (L,®,I), making such a
choice of comonoids, as input.

Construction 6.2.7. Let L : (C, x,1) — (L, ®,1) be a strong monoidal functor. There is a split
fibration L : C°P — Cat obtained as follows:

- Objects: if A is an object of C, the category L(A) consists of:

— Objects: an object X of C
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— Morphisms: a morphism f : X — Y in L(A) is a map L(A) ® X — Y in L. Note
that since C is cartesian, there is an induced map f: L(A)®@ X — L(A)®Y defined as
follows:

LA ®X —>LAxA®X — LA e (LA o X) 2L ra)yey

— Composition: given morphisms f : L(A) @ X — Y and g : L(A) @Y — Z, the
composite is defined as go f.
- Morphisms: if s : A — B is a C-morphism, then L(s) : L(B) — L(A) is the functor
acting as identity on objects and by precomposition on morphisms: given a L(B)-morphism
f:L(B)® X - Y, we have

L(s)(f) = f o (L(s) @id)

When L is the identity functor (C,x,1) — (C, x,1), then L is the simple fibration. Now,
note that any LNL-adjunction L 4 R gives rise to a fibration L, which also sits in a fibered
LNL-adjunction, where the non-linear fibration is merely the simple fibration. Similarly, fibered
monoidal closure of L with respect to the induced symmetric monoidal product may be derived
from the monoidal closure of L. However, we shall only use Construction [6.2.7] as a guideline to
define indexed zigzag game while it may be worthwhile to explore the general structure of L, this
does not seem not allow to easily derive the FOFIMELL of Dial™(p) for arbitrary pﬂ We thus
merely unfold the definition of indexed zigzag games obtained by applying Construction to
the setting of zigzag games.

Definition 6.2.8. Let A be on object of S. The category of A-indexed zigzag game is defined as
follows:

- Objects: a pair of objects (U, X) of S.
- Morphisms: a morphism (U, X) — (V,Y) is a pair of morphisms
f:AxUxp»p X >V F:AxUxX—>Y
Up to obvious isomorphism, (f, F) may be regarded as a P-strategy in the zigzag game

(A1) ®U,X) =(AxU,X) — (V,Y)

- Composition: given morphisms (f,F) : (U, X) = (V,Y) and (9,G) : (V,Y) = (W, Z),
the composition (h, H) = (g,G) o (f, F) is intuitively computed by making two strategies by
stmulating a play over three “boards”: the left board AxU x X, the middle board V XY and the
Tight board W x Z. Ca”ing respectively (an)neNa (un)neNa (xn)neNa (Un)neN7 (yn)neN; (wn)nEN
and (zn)nen the produced sequences, a round may be

— First, O plays a, € A, and u, € U, on the left board, to which the strategy answers
with vy, = fn(an, Un, Tn_1) € Vy, on the middle board, which gets propagated to w, =
In(An, Uy Yn—1) on the right board.

— Then, O plays a legal move z,, enabling proponent to compute yn, = Gp(an, Wy, 2n) € Yn
on the middle board, which gets propagated to z, = F,(apn, Wy, 2n) € Zy,.

The composition computes this strategy, implicitly hiding the interaction on the “middle
board” and thus producing functions

h:AxUxw» Z—W H:AxUxZ—X

2The temptation here would be to study the fibration obtained by composing the arrows on the left handside

column.
!

=

il

R(L(-)®-)
_—

!
A<—F|<—
O<—m=H
kS

However, this does no seem to coincide with Dial® (p) when C =S and L = DZ.
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From a more formal point of view, (h, H) is obtained by taking the first components of the
unique tuple

h AxUxw» Z—>W

H AxUxZ—X

v O AxUxw» Z -V

y AxUXxZ-=Y

of morphisms satisfying the following equations

h = go(m,v,ms3)
H = Fo(m,m,79)
v = fol{m,m, Ho(id x id X next))
ﬂ = GO(?Tl,ﬁ,ﬂ'3>

Definition 6.2.9. Let p : E — S be a fibration. The total category Dial™ (E) of the associated
fibration Dial™ (p) is defined as follows:

- Objects: objects are triples (A, U, X, p) such that A, U and X are objects of S and ¢
belongs to paxuxx (same as Dial(p)). We write sometimes write such triples (a : A,u :
Uz : X, p(a,u,x)).

- Morphisms: morphisms from ® = (a : A,u: U,z : X, p(a,u,z)) to ¥ =(b: B,v:V,y:
Y, w(b,v,y)) are tuples (s, f, F,a) : ® — U where
— s: A— B is a S-morphism.

—fiAxUxp»Y > Vand F: AxU XY — X are S-morphisms; thus (f,F) is a
morphism of A-indexed games (U, X) — (V,Y).

— a:p(a,u, Fla,u,y)) = ¥(s(a), f(a,u,next(y)),y) is a paxvxy-morphism. Intuitively,
a s a proof that (f, F') maps winning strategies to winning strategies.

- Composition: given

(s, ,F,): (a: Ayju:U,z: X, ¢o(a,u,z)) = (b: B,v:V,y:Y,¢¥(bv,y)) and
(t,9,G,B): (b: B,v:Viy: Y, ¢(bv,y) = (c: Cow: W,z : Z,¢(c,w, 2))

the composite consists of:

— the synchronous functiontos: A — C.

— the functions h: AxUx » Z =W and H : AxU x Z — X are defined as the composi-
tion of the A-indezed game morphisms (f, F) and (g9,G) as outlined in Definition[6.2.8

— borrowing the notationv: AxUx » Z =V andy: AxU X Z =Y from the definition
of composition in zigzag games (Definition , we may obtain by substitution p-
morphisms & = (1,72, §) a and = (som,0,73)*

wla,u, Fla,u,y(a,u, 2))) —  (s(a), f(a,u,next(y(a,u, 2))), y(a, u, 2))
¥(s(a),v(a,u,next(2)), G(s(a),v(a,u,next(2)),z)) —  o(t(s(a)),g(s(a),v(a,u, z),next(z)), z)

Note that the domain and codomain are equal since v = f o (m,ma,next oY) and y =

G o (m,v,m3); hence, the last component of the composite is 5 o a.
The fibration itself Dial™ (p) : Dial™ (E) — S is defined as the projection on the first component.

The definition of Dial™(p) allows for more elaborate morphisms than Dial(p), so there is an
obvious inclusion fibred functor 12" : Dial(p) — Dial® (p). This functor is part of an adjunction,
from which the aforementioned monad fix, : Dial(p) — Dial(p) may be recovered.

Lemma 6.2.10. 12" has a right adjoint J21" Dial®(p) — Dial(p) defined as follows on
objects.

( a:Au:Ux: X ) R ( a:Au:UX z: X )
p(a,u,x) ¥(a, u(next(z)), )

Moreover, the adjunction I°" o J29™ induces the monad fix, : Dial(p) — Dial(p).
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Proof. To show that JP1a” oxtends to a fiberwise right adjoint to Imalb, it suffices to show that
for every

a:Au:Ux: X ‘ .
*= ola,u, x) > Dial(p)-predicate
a:Av:Vy:Y . .
V= Dial -predicate
Y(a,v,y) ) (p)-p

there is a map e : I°1” (sz‘[> (¥)) — ¥ such that, for every map h : [Pial” (®) — U, there exists
a unique h : & — Joial” (U) such that the following diagram commute.

]”Dia[> (J’Dia[> (\If)) € i}
A
I@ial> (?;) : .
IZDia[’ ((I))

The map

P(a; ev(f,next(y)),y) ¥(a,v,y)

is given as the following tuple (eq, €, €3):

. .Y . . . .
e:( a: A f: VP oy Y )_}(a.A,v.V,y.Y)

- €1 is the composite

(m2,m3)

AxVPYxp Y VY p Y s 1%

- € is the last projection A x V®»Y xY = Y.

- e3:Y(a,ev(f,next(y)),y) = ¥(a,ev(f,next(y)),y) is the identity.

Now, setting h = (id, f, F, «) and h = (id, f,f‘,&), having the universal property amounts to
having F' = F, the following diagram commute

VY x p Y = 1%
A
|
‘ /
hxid | AxUxw»Y
|
|
‘ /
(AxU)x»Y

and @ = «. This uniquely determines h since S is cartesian-closed, and thus A is also uniquely
determined.

This establishes that we have for each fiber a right ajoint to I Dial™ - We may then conclude
by checking that the Beck-Chevalley condition is satisfied as per Lemma [5.2.18] This tedious but
straightforward verification is left to the reader. O

Similarly to the ®ial construction, Dial® inherits monoidal products from p.

Lemma 6.2.11. Suppose that p : E — S has a monoidal structure (®,unit). Dial™ (p) inherits a
monoidal structure, whose product, also denoted ®, has the following object component.

< a:Au:Ux: X > < a:Awv:Vy:Y ) . < a: A (u,v):UXxV (z,y): X xY )
<,0(a7u,gc) ’ w(avvvy) 80(@7“755) ®w(a7vvy)

Furthermore, if Dial(p) is equipped with the monoidal structure from Lemma |5.3.1] [Pial” 4
J2™ s o laz monoidal adjunction.

Proof. The monoidal structure is defined as in Lemma |5.3.11} It is rather obvious that I Dial” g
strong monoidal. The unit is preserved, up to canonical isomorphism, by J®" . As for the lax
structure on binary products, it arises from a family of maps

( a: A (0,0): UX x VY (2,y): X xY ) . ( a: A f(Ux V)Y (g y): X xY )
¢(a, (ev(u, next(z)), ev(v, next(y))), (z, y) p(a, ev(f, next(z,y)), (z,y))

induced in turns by the obvious (non-invertible) map U x V»Y — (U x V)»(XxY), O
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Dial® (p) also inherits monoidal closure from p. However, contrary to Dial(p), we do not rely
on the cartesian closure of the base S to define the monoidal closure. Instead, we use the pointwise
arrow.

Lemma 6.2.12. Suppose that p : E — S has a monoidal closed structure (2,I). Then, Dial™ (p)
inherits a monoidal closed structure. The monoidal product is given as per Lemma[6.2.11}, and the
object part of the functor (a: A,v:V,y:Y,¥(a,v,y)) — — : Dial(p) , — Dial(p) , is

( a:Au:Uzx: X ) . ( a: A (fLF):(UV)x(UxY)=X),(u,y):UxY )
o(a, u,z) ela,u,ev(F, (u,y))) — ¥(a,ev(f, u),y)

Proof. The proof is similar to the one presented in Lemma [5.3.13] except that the pointwise
function space — is used instead of the cartesian-closed structure of S. O

Lemma 6.2.13. Suppose that p has two monoidal structures (®,I) and (%®,L), as well as a
distributivity law disty, .6 1 9@ (VB P) = (9@Y) B ¢. Then 129 maps the vertical distributivity
law of Lemma to a distributivity law between the relevant monoidal structures of Dial™ .

Lemma 6.2.14. The fibration Dial™ (p) has simple sums and simple products. Given a projection
m: AX B — A and an object (U, X, ) : A x B, the object component of the functors 3.,V are

(a,0): Ax Byu:Ujz: X a:A (ub):UxB,z:X
3 . —
T <p(a,b, U,I‘) Lp(avb7uax)

(a,b) : Ax Byu:Uyx: X a:A f:B-U((z,b): X xB
V : —
i ¢(a,b,u,x) ¢(a,v,ev_(f,b), x)

Proof. This time around, one cannot use the decomposition Dial(p) = Sum(Prod(p)), so we need
to prove that from scratch. Let us start with 3,. To show that the definition on objects extends
to a left adjoint to 7*, it suffices to exhibit, for every Dial® (p) predicate ® over A x B a (vertical)
map 7 : ® — 7°3,P such that, for every map h : & — 7, there exists a unique (vertical)

h:3,® — ¥ making the following diagram commute.

o— " g
/7
'
= T
3, P
Writing

o = ((a,0): Au:U,x:X,0(a,bu,x))
U = (a:Av:Vy:Y ¥(a,v,y))
h = (d, f,F,«)

we have the following, where the first line is a canonical vertical isomorphism

™3, = ((a,b): Ax B, (u,b):U x B,z: X,p(a,V,u,x))
U = ((a,b) : Ax B,v:V,y:Y,¢(a,v,y))

The components 79, 71,72 of the map 7 are given as follows:
-1no: (Ax B)xUx » X — B x U is given by pairing the obvious projections: (w3 o 71, m32).
- (Ax B)xU x X — X is simply the last projection.
- 1) is then the identity ¢(a,b,u,x) = ¢(a,b,u,x).

Let us suppose that a map h= (id, f, ﬁ, a) : 3,® — ¥ make the above diagram commute. This
means that we necessarily have

f = fol{{m,mom), m oms, ms)
F = Fo((m,mo0ma),m 0ma,3)
a = «

This in turn can obviously be taken to be the definition of h. The Beck-Chevalley condition is
straightforward to check.
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Now, let us turn to V.. Taking the notations, we now need a map € : 7*V,® — &, such that,
for every map h : 7*¥ — &, there exists a unique map h making the following diagram commute.

The components €y, €1, €2 of the map € are given as follows:

-€:(AxB)x (B—=U)x » X — U is given by first projecting onto (B — U) x B and then
pointwise evaluation.

(m2,m2071) ev_,

(B«U)x B

(Ax B) x (B U)x » (X x B)

-€e:(AxB)x (B—=U)xX — X x B is the map (73, m2 0 71).
- Then e : p(a,b,ev_.(f,b),x) = @(a,b,ev_(f,b),z) is the identity.

Now, let us suppose that a map h = (id,f,ﬁ,a) : U — V,® making the above diagram
commute. Unravelling the definition, this enforces that the following diagram commute.

ev_y

(B—+U)x B U

! A

(}vom,onext,ﬂg) I (A X B) X Vxp X

l P

!
(AxVxw» X)xB

where m is the obvious isomorphism (AxVx » X)X » B — AXxVx » (X x B). By Lemma

f is thus uniquely determined. Beyond that, it also enforces F' = F o ((m, w2 0 w3), T2, T 0 73) and
a = a. We leave the checking of the Beck-Chevalley condition to the interested reader. O

Theorem 6.2.15. Assume a FOFIMELL fibration (p™, p,p~) using the following string of monoidal
adjunctions for exponential modalities.

It I~
/—\ /\
pt L p T p
\/ \_/
Rt R~

Then, this FOFIMELL fibration may be lifted to another FOFIMELL-fibration (Sum(p*), Dial™ (p), Prod(p~)).

[2iat™ 4 RDiu[’—
— T — T
Sum(p™) L Dial” (p) T Prod(p™)
~~——r @ ~~——r @
RDiat>+ IDm[’—

Proof. The groundwork pertaining to the propositional structure of Dial™ (p) having been laid in
the previous lemmas, we turn to the exponential structure. The lax monoidal adjunction between

Sum(pT) and Dial® (p) is recovered by composing the lax monoidal adjunction of Theorem [6.2.15
6.2.10

together with monoidal adjunction between Dial(p) — Dial™ (p) alluded to in Lemma

IDiu[>+
—
Sum(p™) L Dial” (p)
\_/
RDiaz>+
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[Dial+ I@iut’
e . _— =

Sum(p™) L Dial(p) L Dial” (p)
~— v
RPialt Joial>

Since this is a composition of monoidal adjunctions, we recover a monoidal adjunction. The induced
L S .
comonad ! = RP"+ o [Pial"+ acts as follows on objects:

Wa:Au:Uz: X, ola,u,z) = (a:A f:U% x:1,WzX @(a,ev(f,next(z)),z))

The oplax monoidal adjunction corresponding to ? cannot be recovered as a composition of
functors we defined so far, so we shall define directly an oplax monoidal adjunction R~ 4 I~
between Dial® (p) and Prod(p), which is to be composed with the image of the adjunction between
p and p~ by PBro0. On objects I~ and R~ are defined as follows.

I7(a: Az : X, p(a,x)) = (a:Ax:1,2: X ¢(a,x))
R—(a:Au:Ux: X, pla,u,x)) = (a:A,g: XY Y p(a,u,ev(g,u)))

The action of I~ on morphism is rather straightforward, while R~ is much more involved. Let
us show that the map on objects defined above extends to a left adjoint to I~ by appealing to
Lemma [5.2.18] To this end, consider

a:Ax: X
b = ’ a Prod(p)-predicate
QO(C% x) ) B (p) p
a:Av:Vy:Y e .
U = ’ ’ a Dial -predicate
Y(a,v,y) ) (p)-p

We need to exhibit a Dial® (p) map 7 : ¥ — I~ (R~ (¥)) such that, for every h: ¥ — [~ (®), there

exists a unique Prod(p)-map h making the following diagram commute

The map 1 has components (11, 12,73) defined as follows
- AXVx e YV - 1is trivial.
- AXV xYY =Y is the evaluation map precomposed with (73, ma).
- 73 is the identity ¢(a,v,ev(f,v)) = ¢(a,v,ev(f,v)).

Writing h = (id, f,!, @) and h= (id, f, @), the above diagram commuting amounts to making

YvxVE Y

A
}vxid ‘
|

(A x X)

commute and & = «. This uniquely determines h and show that I~ has a fiberwise left adjoint.
One needs to check the Beck-Chevalley condition in Lemma to conclude that R~ is a fibred
left adjoint. As usual, this straightforward exercise is left to the reader.

Before moving on, let us spell out the action of ? = RPial” — ¢ [®ial® — objects of Dial™ (p).

2a:Au:Uz: X, 0(a,u,z) = (a:Ax*:1,7: XY 23uY p(a,u,ev(Z,u)))

As in Theorem Sum(p™h) has all simple products since S is cartesian-closed and p™ has
simple products by Lemma Similarly, PBrod(p~) has all simple sums.

All that remains to be shown is that we have the following vertical natural transformations,
where ¢ and ¢ are Dial® (p) predicates.

o7 — 0pey) B 7Y) — loB N
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Working in the fiber over A and expanding the definitions, it means we should have the following
vertical natural transformations.

a A, f:UX, g¢g:YV a: A, x:1, hyUTTxv

vz X o(a, ev(f, next(x)), ) — . Wz o(a,ev(i, next(x)), x)
® ?23(i,0)V" " <V ®

730" ¢(a,v,ev(f,v)) 230" (a, v, ev(h, (i,v)))
a:A, f:U’(XXYv)7 11 a:A, h:U"X, i:YV

, p(a, ev(f,next({z, g))), ) — Wz ©(a,ev(h, next(z)), x)

W(z,g)**Y s 2

230" (0, v, ev(g,0)) 250" (a, v, ev(i,0))

Let us focus on the first one. The S-level part of the morphism is induced by the unique map
A x U™ — 1 and the obvious partial evaluation map.

»X »X
AXU’X XYU xV UPX XYU xV YV

At the level of propositions, it thus suffices to give a proof in p of the following implication.

WaX o(a, ev(f, next(x)), x) - )U’X . WaX p(a,ev(i,next(x)), r)
® —o  ?73(i,v X ®
Y Y(a,v,ev(h, (f,v))) 23" Y(a,v,ev(h, (i,v)))

Deriving the entailment in the FIMELL sequent calculus is done almost exactly as in the proof
of Theorem [5.3.15] Let us just notice that the existential variable i is witnessed by f in the
derivation. O

6.2.3 Elimination of double linear negation

Before moving on with the characterization theorem, let us notice that as for ®ial over most
reasonable bases B, Dial®(p) is never *-autonomous for trivial cardinality reasons. However,
similarly to ®ial over Set, the canonical maps

p — (p—ol)—ol
have retracts.

Theorem 6.2.16. If p is a FOFIMELL-fibration eliminating double linear negations, so is Dial(p)
if C = Set, assumed to satisfy the axiom of choice, or FinSet.

Proof. The proof takes heavy inspiration from the proof of Theorem Computing the linear
double-negation gives a similar result, where the pointwise exponential plays the role of the internal
homset in the aforementioned proof: if ® = (a: A,u: U,z : X, ¢(a,u,x)) is a predicate of Dial™ (p),
(® — 1) —o L is vertically isomorphic to

(a AP (U X)) U f:U—xX,(p(a,evo(F, f),evo(f,eva(F, f))) — L) —o J_)

Making similar simplifying assumptions on the shape of the proof (# — 1) —o L —o & that we
want to obtain as in the proof of Theorem we only need to provide S-morphisms h : (U —
X)«U) >Uand H: (U= X) «U)xX — U — X such that, for every global elements
F:1-(U-—=%X)—>Uandz:1— X we have

ev,o(F,Ho(F,z)) =hoF and ev.o(Ho(F,z),ev.o(F,Ho(F,z)))=x

But in fact, we can aim for h and H being given by pointwise exponentials. This means that if

~ Un ~ Un
we have sequences (hy, : U,i(" — Up)nen and (H,, : Ui(" X Xp — XUn),en such that, for every
sequences (F, : XU — Uy, )nen) and (2, : Xy )nen

F,(H,(F,,x,)) = h,(Fp,) and H,(F,,z,)(F,(H,(F,,zp))) = xn

then we are done by setting h = ev_, o ((__ > hy)nen, id) and H = ev_, o ((_— Hp)nen,id). But
notice that the proof of Theorem |5.3.16|gives suitable H,, and h,, for each n, so we may reconstruct
the sequences. O
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I

t=t)P = (t=t), = t=t
(pe¥)Pla) = Hu,v)¥(z,y). (¢ ®¥)p((u,v),(z,y),a) =
Hu, v)¥{(z,y). op(u,z,a) ® Yp(v,y,a)
@BY)P(a) = Fu,o)V(z,9). (0B ¥)p((u,v),(z,y),a) =
El<u7 U>V<£L‘,y> ¢D(u7$7a) 7XQZ}D(U7 yva’)
(0 —=9)Pa) = L FEWV(wy). (0 —=9)p(f.F),(uy),a) :=
IS F)V(u, ). oo (u, eva(F, (uy)),a) — ¥p(ev.(f,u),y,a)
Fuw.p)Pa) = Hu,w)Ve. (Bw.p)p({(u,w),z,a) = Hu,w)Vx. op(u,z, (a, w))
(Vw.p)P(a) = 3FfVY(x,w). (Yw.@) p(f, (z,w), a) c= 3fV(z,w). pplevo(f,w),z, {a,w))
()P(a) = 3U. (Y¢)p(u,—,a) :=  3U. Wz. pp(ev(U,next(x)), z, a)
(?o)P(a) = VX.(?¢)p(—,X,a) i= VX. 73u. pp(u,ev(X,u),a)

Figure 6.1: The Dialectica-like translation for FOFIMELL (types are left implicit).

6.3 The characterization theorem

Definition 6.3.1. A FOFIMELL fibration p is said to satisfy

- LSAC when the following natural transformation is a isomorphism.

IfA*B vt p(a,ev_(f,a)) — Ya?t 3b8 ©(a,b) (16)

- SDEXP when the following natural transformations are isomorphisms.

354" VbPlo(ev(f, next (b)), b) — Ja Vb5 ©(a,b) (17)
7304 V0B 7(a, b) —  ¥fBY 7304 2p(a,ev(f,a)) (18)

Theorem 6.3.2 (Soundness). Ifp is an arbitrary FOFIMELL fibration, then Dial(p) is a FOFIMELL+
LSIP 4 LSAC + SDEXP fibration. Furthermore, if p satisfies PEXP, so does ®ial(p).

Proof. The proof is very similar to the proof of Theorem we already know that Dial(p) is a
FOFIMELL fibration whenever p is by Theorem [5.3.15] one only needs to check that the additional
axioms LSIP 4+ LSAC + SDEXP are satisfied to prove the first half of the statement; the required
isomorphisms are still immediate in most cases.

Now, let us assume that p satisfies PEXP and show that ®ial(p) also does.

- For the axiom
"N — 170

we need to provide a natural proof scheme of
?EluU!VfXUz/J(a,u,ev(f, u)) —» !me?ﬂgU>X¢(a,u,x)
Similarly as to what happens in Theorem [5.3.15] it suffices to provide natural proofs of

FuYp(a,u) F Bu¥¢(a,u)
¥ p(a,x) F VaX20(a, )
73 UV X g (a, u ev(f,u)) F VaX3gY" T (a, ev(g, next(z)), z)

and consider the corresponding axiom /\;';’! : N — 17¢ in p. Save for p77°¥3, all the relevant

maps are given as in Theorem [5.3.15] For p?%¥3, using the universal properties of 3 and V,
it amounts to proving

VX (u, ev(fou) — 36U p(ev(g, next()), z)

The witnesses for f and g are the constant functions built from x and u respectively.
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Theorem 6.3.3. A FOFIMELL fibration p over S satisfying LSIP, LSAC, PEXP and SDEXP has,
for every MFOLL predicate o, an equivalence.

v(a) ~ Ju Vz op(u,z,a)

Proof. Similarly to Theorem [5.4.4] the proof goes by induction over the syntax of p. ®,%,3,? and
the equality are handled exactly in the same manner, so we only treat ¥V, — and !. The formulas ¢p
are deterministic as per Definition Note that the proof for V and — are exactly analogous
to the one given in Theorem except that the pointwise arrow is used, along with the axiom
LSAC instead of of the genuine function space of S and the axiom LAC (which does not hold in
Dial® (p) in general). The clause for ! is handled through SDEXP instead of DEXP.

- Case Ya” ¢(a) by induction, it suffices to prove the following equivalence.
voP3uY VaX op(u,z,a,b) “~ FuY V(z, £)**VBop(u, x,a,ev_.(f,z))
which is immediate using LSAC.

- Case p(a) — 9(a): by the induction hypothesis, it suffices to construct an equivalence
induced by the following string of isomorphisms

(FuY VzX op(u,z,a)) — Y Vy¥ ¢¥p(v,y,a)
VU)U((va @D(ua .I‘,Cl)) —-° ElUV va ¢D(1], yva))

~ By LSIP, [
VuUElvV((Va:X op(u,r,a)) —o Vy¥ wD(v,y,a)))

~ By LSAC.

3fU_*Vqu ((va ¥D (’LL, z, a)) —-° VyY wD(ev—*(fa u)7 Y, a)))

ATV (u, )Y (V2 X b (u, 2, a)) — p(eva(f,u),y,a)))

~ By LSIP, [

TV (u, )Y 32X pp(u, x,a)) —o Ppleva(f,u),y,a))
~ By LAC.

A(f, F) UV =30y (0, y) VY 32X o (u, v (F, (u,y), @) — $p(ev(f,u),y, a))
- Case l¢(a): by the induction hypothesis, it suffices to exhibit an equivalence
'(3uY VaX op(u,z,a)) < JuY WX op(u,z,a)
which is given by axiom [14] from SDEXP and the fact that ¢p is deterministic.
O
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Chapter 7

Revisiting LSFOM

Chapter [6 adapted the construction of Dialectica categories as found in de Paiva’s PhD thesis [21]
to logics over a category S of higher-order synchronous functions. In contrast, the logic LSFOM
studied in Chapter |4 corresponds to a fibration over Mealy which is only a subcategory of Sfi*. The
goal of this chapter is to show that the Dial® construction may be adapted to fibrations over Mealy
while restricting to a notion of finite-state realizers. This allows to build a model of LSFOM, which
is elementarily equivalent to the one presented in Chapter [d] starting from the syntactic fibration
arising from FOM. Then, following the ideas laid out in Chapter@ we define an extension LSFOM™
which enriches LSFOM with axioms allowing to prove a characterization theorem. This in turn,
combined with the Biichi-Landweber theorem yields a proof of completeness of the extended theory
LSFOM™.

Section is devoted to building a bridge between the category S of higher-order synchronous
functions and the category of f.s. causal functions Mealy. We do so by identifying an inductively
defined fragment of S that was used to define the category of zigzag games and the Dial® construc-
tion, and define a syntactic subcategory SH™ of S specifically omitting the higher-order features of
S (internal homsets, evaluation and curryfication of functions). We then show that this category
may be adequately represented in Mealy. Then, building on this material, Section discusses
how to adapt the Dial® construction to fibrations over S and obtain a construction taking as
input a fibration over Mealy. This is in particular applied to the syntactic fibration arising from
FOM to build a fibration modelling LSFOM. Finally, Section exploits the material of Section[6.3
to define LSFOM™ and prove its completeness. This material is adapted from [57]

As this chapter is chiefly concerned with adapting and applying techniques developed in Chap-
ter |§| for S to S we shall skip all proofs that are straightforward adaptation of those found in
previous chapters. As a result, this chapter is not self-contained; the reader solely interested in the
LSFOM™ but not the higher-order setting will find [57] to be a more direct presentation.

7.1 Relating S and Mealy

The objective of this section is to isolate a subcategory of S, which we shall call Si* allowing to
carry out a significant subset of the constructions examined in Chapter [f] without necessitating the
cartesian-closed structure of S. To be more precise, we are looking for a category Si" incorporating
most of the internal syntax of S as well as faithful functors

Mealy Sfin -~ S

Furthermore, we want these functors to play well with fibred structures above Mealy and Sfi*: the
internal structure of S will allow to define a restriction ®ial® for fibrations over S, which we
then want to convert to a construction over fibrations over Mealy. This latest informal requirement
leads us to consider the so-called Karoubi envelope Kar(Mealy) of Mealy. After defining Karoubi-
envelope for an arbitrary category in a concrete manner, we argue that they play nice with fibrations
possessing a notion of equality. We then define Sf* and show that it is a full subcategory of
Kar(Mealy).

Karoubi envelopes Here we give the basic definition of the Karoubi envelope Kar(C) of a
category C, sometimes called the Karoubi-completion[I0]. This generic construction enriches the

'n that article, MSO(M) roughly correspond to FOM,LMSO to LSFOM and LMSO(€) to LSFOM™.
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category C with new objects so that every idempotent splits; this is in fact the “smallest” such
category in a precise sense and Kar(—) should be seen as a closure operator over €at. The general
properties of the Karoubi envelope do not really concern us too much as we are only interestedﬂ in
adding certain objects to Mealy corresponding to the » operator of S. Therefore, we only define
the basic construction of Kar(—).

Definition 7.1.1. Let C be a category. An idempotent of C is a morphism e : B — B of C such
that e o e = e. A section-retraction pair (s,7) : A — B is a pair of morphisms s : A — B (the
section) and r : B — A (the retraction) such that r o s =ida. The idempotent e is said to be split
if there exists a section-retraction pair (s,r) such that sor =e.

Definition 7.1.2. Let C be a category. The Karoubi envelope Kar(C) is the category defined as
follows:

- Objects: the objects are pairs (A,e) consisting of an object A of C and an idempotent
e:A— A.

- Morphisms: a morphism frome: A — A to e’ : B — B is a morphism f: A — B such
that foe=f=¢€of.

The identity over e : A — A is e itself and composition is the composition in C.

For each category C There is an obvious full and faithful inclusion functor I : C — Kar(C),
sending an object A to the pair (4,id4). However, there is in general no obvious functor going the
other way around.

Remark. In Kar(C), all idempotents split as advertised. If f : (A,e) — (A, e) is an idempotent
of Kar(C), then f is an idempotent in C and (A, f) an object of Kar(C). Then, (f, f) is a section-
retraction pair between (A, e) and (A, f) in Kar(C) as seen from the commutative diagram below.

The outer triangles commute because f is idempotent and the inner triangles commute because f
18 a morphism e — e.

Let us also remark that if C has cartesian products and a terminal object, so does Kar(C). The
terminal object object of Kar(C) is the unique map ! : 1 — 1in C. Given two idempotentse : A — A
and f : B — B, the cartesian product is given by the componentwise e X f : A x B — A x B, with
eom :ex f—eand fom:ex f— f asfirst and second projections in Kar(C).

Fibrations over C and Kar(C). We now briefly discuss how to move between fibrations
over C and Kar(C). Given a fibration p : E — Kar(C), we shall consider the change of base I*(p)
along the inclusion I : C — Kar(C). This case amounts to asking that the predicates of I*(p) be
those of p who may only range over objects of C. It is rather obvious that most logical properties
and structure of p such as monoidal closure and quantification are preserved when going to I*(p).

Turning a fibration p : E — C into a reasonable fibration over Kar(C) is a bit more involved.
The basic idea is that the predicate ¢ of the new fibration Kar(p) over an object (A, e) of Kar(C)
should be only considered up-to substitution by e. Therefore, a vertical morphism ¢ — ¢ over e
in Kar(p) should be thought of as a morphism e*p — e*1. For completeness’ sake, we first give a
definition which does not reference any cleavage of p.

2 Another (equivalent) presentation of the Karoubi construction is also given in [3]|, where the property of splitting
idempotent is not the main issue. Similar to our case, this construction is a simple way of adding certain subobjects
to a category.
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Definition 7.1.3. Given p : E — C, define a functor Kar(p) : E' — Kar(C), with E' defined as
follows:

- Objects: cartesian morphisms « : ¢ — ¢’ such that p(a) is idempotent in C.

- Morphisms: E’'-morphisms from o : ¢ — ¢’ to 8 : ¥ — ' are E-morphisms ¢ — 1.
Composition is the same as in €

The functor Kar(p) is then defined as follows: for a B -object, Kar(p)(a) = p(«), and for a
morphism 7 : dom(a) — dom(fB), we take Kar(p)(y) = p(B) o p(7y) o p(a).

In essence, an object « : p — ¢’ of E/ should be understood as a substitution of the underlying
idempotent into the formula ¢. In logical terms, when reasoning internally to Kar(p) about a
predicate ¢(z) over some idempotent e, one is reasoning about ¢(e(x)) in p.

Lemma 7.1.4. Kar(p) is a fibration.

Proof. Let e : A — A and ¢ : B — B be two objects of Kar(C), f : e — €' a morphism of
Kar(C) and a : ¢ — ¢’ a p-cartesian morphism above e’. Since p is a fibration, let v : ¢/ — ¢
be a p-cartesian morphism above f and 8 : ¢ — %’ a p-cartesian morphism above e. Then
vyofB: B — «is p-cartesian by Lemma It is then straightforward to check that v o 5 is also
Kar(p)-cartesian. O

Note that if we have a cleavage, a pair (e, ) consisting of an object e : A — A of Kar(C) and
a p-predicate ¢ over A can be regarded as the lift of e with target ; furthermore, all objects of
[’ are vertically isomorphic to such objects. In presence of cleavage determining the substitution
functors, one may rather adopt the following definition.

Definition 7.1.5. Given p : E — C, define a fibration Kar(p) : E' — Kar(C), with E' defined as
follows:

- Objects: pairs (e, ) such that e : A — A is an idempotent of C and p(p) = A.

- Morphisms: E'-morphisms from (e, ) to (f, ) are E-morphisms e*p — f*1b. Composition
is the same as in E.

The functor Kar(p) is then defined as follows: for a E'-object, Kar(p)(e, ¢) = e, and for a morphism
 : dom(a) — dom(8), we take Kar(p)(+) = p(8) o p(x) © pla).

The definition of fibred functor generalizes to pairs of functors for fibrations over different bases:
given two fibration p : E — C and ¢ : E' — C’, a morphism form p to ¢ is a pair (F, G) such that
F is a functor C — C’ and G a functor E — E’ such that F op = go G and G sends p-cartesian
morphisms to g-cartesian morphisms. According to this definition, there is such a pair of functors
from p : E — C to Kar(p): the first component is given by the embedding I : C — Kar(C) and
the second functor simply sends the object ¢ of E to (id, ¢) in E* and applies the functor id* on
arrows.

Later on, we are only interested in this construction for a fibration posetal p, namely, the
syntactical fibration associated to FOM. In that case, this fibred inclusion preserves the logical
structure that p carries, such as the monoidal closure, equalities, the exponentials and the simple
quantifications. Although we have not checked the details, we conjecture the same holds for non-
posetal fibrations. We treat the simple sums and leave checking the rest of the construction to the
interested reader.

Lemma 7.1.6. Suppose C has cartesian products and that p : E — C is a posetal fibration with
simple sums. Then, so does Kar(p).

Proof. Let A and B be objects of C, 7 : A x B — A a projectionin C,e: A— Aande': B— B
be idempotents of C. We first prove that the substitution functor (e o 7)* : Kar(p), — Kar(p),, ;
has a left adjoint Jeor. To this end, in the general case, we would need to show that for every
object ® = (e x f,p) of Kar(p)exf, there is an object Jeor® and a map ne : ® — (e 0o 7)*Jeor P
such that, for every object ¥ of Kar(p)_, and map a : ® — 7*¥, there is a (unique) § such that
the following commutes

e
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We take Jeon® = (e,3r(e X f)*p). Then, translating the above diagram in p and recalling it is
posetal, it means that we have a map a : (e X f)*¢ — (e x f)*(e o m)*¢ and that we should
exhibit a map S : e*3;(e x f)*¢ — e*h. By the general properties of fibrations, we have (e x
f*(eom)*h = w*e*) and, using the Beck-Chevalley property in p, e*3,(e X f)*p = 3. (e X f)*p.
Furthermore, since p has simple sums, o postcomposed by the first isomorphisms yield a map
B :3:(ex f)*v — e*p. We may then conclude by precomposing by the second isomorphism.

Thus far, we have shown that all substitution functors associated with a projection (eo)* have
a left adjoint J.or. Now it remains to show that the Beck-Chevalley property holds for them. To
this end, let ¢’ : A’ — A’ be another idempotent, g : A — A’ a morphism from e to ¢’ in Kar(C)
and consider the pullback square in Kar(C)

ex f—" L.

gxidi \Lg
’

e x f _eom L
We need to show that for every object ® = (¢’ x f, ), we have a vertical map
g*ae’Oﬂ(I’ — 3607r(g X ld)*q)
in Kar(p). It means having a suitable map
€03 X )9 = ¢ Bale x £)"(g x i)'

Using the equality g o e = g and the pseudo-functoriality of substitution, this amounts to having
a map

9 3(€ x f)'e = e Inlg x f)7e
Then, using the Beck-Chevalley property in p on both sides and pseudo-functoriality of substitution
with the additional equality e’ o g = g, it suffices to have a map

(g x e = (g x )y

which is given by the identity. O

An exponential-free fragment of S The major issue that prevents us from applying the
Dial® construction to the logic FOM and recover a FOFIMELL-fibration is the lack of exponentials,
that is, of A-abstraction and application in the term language. However, the bare Dial® without
the unrestricted exponentials | and ? does not use the internal homsets in the base S. We thus
define inductively a subcategory Si* of S which has enough objects and morphisms to carry out
the Dial® construction.

Definition 7.1.7. Call S the subcategory of S whose objects and morphisms are inductively
generated from the syntaz of Figure[7_].

As a subcategory of S, Sfi" also has chosen cartesian products, the parametric fixpoint combi-
nator featured in Corollary and the notion of pointwise exponentials that still satisfies the
universal property of Lemma It therefore contains all of the features of S used in defining
Dial”, except the internal homsets. In order to interpret FOM in the classical fibration of global
objects over Si" it suffices to show that we can embed the category Mealy of alphabets and f.s.
synchronous functions in Sfi.

Lemma 7.1.8. There is a faithful functmﬂ J : Mealy — Sfin,

Proof. Given that composition and pointwise lifting of functions over alphabets are part of the
syntax of Sfi", the discussion in Subsection show that we mostly need to need to show
that the fixpoint operator fix; of Mealy is encodable in Sﬁn~. To do so, consider a morphism
f:29 xT% 5 T%and b €T In S, consider the composite f

~ idx (ev(—,b))* A
Fixex e (IT) xev(Zh) 9 p T o (TT)»

Then it is straightforward to see that fix,(f) in Mealy and (ev(—,b))* o fix(f) in Sf* implement
the same underlying functions in S. To define formally J over morphisms, one may thus exploit
this translation of fix, in Si* and the normal form given in Lemma [2.1.11 O

3J will turn out to be full.
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Objects

AB,---u=1|AXxB|X|» A|A~B with ¥ € FinSet

Morphisms
f:A—B g:B—=>C

id:A— A gof:A—=C

f:2—->T in FinSet
feiXw 5 Tw
ftA—B g:A—=C
<f,g>A4)BXC 7TiZA1XA24)Ai

f:Ax» B— B
next: A —p A fix(f): A— B

disty x : > (Ax B) —» Ax» B disty’, ;> Ax » B — » (A x B)
fiAxB—=C
ev,:(A=«B)xA— B AL(f): Ax» B— B «*C

Figure 7.1: An internal syntax for Sfi»

Now, conversely, we need to show that S embeds into Kar(Mealy).

Lemma 7.1.9. Conversely, there is a full and faithful functor F : St — Kar(Mealy) such that

P

Mealy ———— Kar(Mealy)

Proof. The functor F' is not canonical, in the sense that it will rely on a choice of a default
letter for each non-empty set A. Let us write ¢(A) € ¥ for this choice. The definition of F' is
further complicated by the fact that the structure of the pointwise exponential — — — cannot be
adequately represented in Kar(Mealy) in all generality, but only for objects coming from Sf*. The
definition of F' will thus occupy for the remainder of this section.

For objects, we have to define first an auxiliary map triple of maps (G, s, 7) where

- G :Sfi" — FinSet associate to every object of Si a non-empty alphabet.

- A sequence of maps 5 : 1 — A - G(A)¥ for all objects A of S, henceforth seen as a
sequence of maps S4,, : A, = G(A).

- ASmap7:1— G(A)¥ - A for all objects A of S, henceforth seen as a sequence of maps
Tan:G(A) — A,.

The basic idea is that § and 7 will then be regarded as section-retraction pair A — G(A)%, which
shall ultimately yield an idempotent in Mealy. The definition of the triple goes by recursion over
the object of Sfin:

- For an arbitrary alphabet X, we set Go(X¥) = ¥ and Tse = Syw = €xw to be the constant
word id¥ € (X*)~.

- If we have G(A) = ¥ and G(B) =T, we set G(A -+ B) =T'* and

gA—*B,n(f) = gB,nofo?A,n ?A—*B,n(f) = ?B,nofogA,n gA—*B,n(f) = gB,nofogB,n

- If we have G(A) =X and G(B) =T, we set G(A x B) =X x I" and 3,7 and € are obtained
functorially.
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- We set Go(» A) = Go(A). Setting a = €(Go(A)), we then have

Spa0(x) = a Teao(a’) = * epap(d) = a

SpAn+l = SAn TwAn+1 = TAn EpAntl = €A

By induction, we may easily check that, for every n € N, that the composite r4 , 054, is equal
to the identity. This implies that the word (€4, )nen = (54,,9€4 n)nen only has idempotent letters.
Then, one also checks that €4 is computable by a finite-state Mealy machine €4 : 1 — (G(A)FA)«

- if A =X, then ey is constantly equal to the identity; therefore it is given by a single-state
Mealy machine.

-if A=B =« (C, €4 =m¥ o (€p, ec) where m is the function

m: G(B)G(B) X G(C)G(C) — (G(B) x G(c))G(B)xG(C)
(f,9) = fxg

Note that in this case, it is crucial that we build some €4 : 1 — (G(A)¢4))¥ rather than the
corresponding idempotent e4 : G(A)¥Y — G(A)“.

-if A=BxC, eq =ep x e¢c and we can conclude since Mealy has cartesian products.

- if A=p B, then e4 = cons_,, g (p)) © ep and thus belongs to Mealy. Note that we need to
use one more state to implement e4 from epg.

At this juncture, we are almost ready to give F' on objects. Note that the morphism ev_, at
object ¢ is the lifting ev¥, where ev : £ x ¥ is the evaluation map in FinSet. F(A4) on objects
is then be given by the composite map ez

G(A)® =2 1¥ x G(A)¥ eaxid, (G(A)FM) % G(A) = (G(A)CW x G(A))* 25 G(A)~

which is easily seen to be finite-state an idempotent after the above discussion. The intermediate
step through ¢ is necessary because of the pointwise arrow — —« —, for which a direct inductive
definition of F' is not possible. The intuitive reason behind this is that, as mentioned in Remark|[6.1}
— —x — is not functorial over S and cannot even be extended to Kar(Mealy) in a reasonable way.
Now, let us define F' on morphisms. Some care is needed because of the inductive definition of
Sfin. Figurepresents a syntax for S, which is actually quotiented by the equalities arising from
its interpretation in S. To fix ideas, call (abusively) [A, Blgan—yn the set of syntactic terms from
object A to object B We first define a family of maps Ha g : [A, Blgan—syn — [G(A), G(B)] by

recursion over the syntax.

Mealy

- H should preserve composition and identities, so H(f o g) = H(f) o H(g) and H (id) = id.

- H is meant to preserve the cartesian product and all of the morphisms coming from the
inclusion FinSet. Hence, we set

H({f.9)) = (H(f),H(g))  H(f*)= [

- next : A —p» A is mapped to the causal map cons.g,(4) in Mealy

- The maps disty x > (A x B) —» Ax » B and disty » are mapped to the identity in

Kar(Mealy).

-If f: Ax » B — B is a S map, fix(f) : A — B is mapped to the causal map
fix (o)) (F(f))-

- We set H(ev.,) = ev¥, that is, the image evaluation map of FinSet by the inclusion

FinSet — Mealy.

- Finally, suppose that we have a map f: A x B — C for which H(f) is already defined to be
induced by a finite-state machine

M= (Q,q"8): 5 xT¥ = &%
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where G(A) =%, G(B) =T and G(C) = ©. We define H(A_.(f)) to be the causal function
induced by the following Mealy machine:

M = (1+Q xT,inl(x),d) : B¢ xT¥ — (@M~

where
m1(0'((a,b),inl(x))) (V') = m1(9((a, V'), q"))
™1 (9 ((a,b),inr(g, b)) = m1(9((a, V"), m2(0((a, V), ))))
7m2(0'((a,b),inl(x))) = |nr( ¢ )
729 ((a,b).inr(q. b)) = inr(ma(9((a, 1), 0)),b)

Writing [—] for the family of maps [A, Blgan-syn — [A, Blgan, the map H extends F' to a functor
if we show that:

- H is functorial: for any pair of terms (f, g) € [A, Blgan—syn X [B, Clgtn—syn, We have

H(go f) = H(g)o H(f) H(id) = id
- H is compatible with the quotient [—]: for every pair of terms f,g € [A, Blgau—syn
[f1=19] = H(f)=H(g)
- H sends terms to morphisms in Kar(Mealy): for every f € [A, Blgan-syn,

epo H(f)=H(f)=H(f)oea

The functoriality is obvious by definition of H. The latter two claims derive from the following
equality in S for every f € [A, Blgan—cyn:

H(f) = spoI([f])ora

which is proven by an easy induction on the structure of f. The first claim is then immediate and
the second follows from the equalities e = s4 074 and r4 0 s4 = id.

Finally, it is straightforward to check that F' o J = I: on objects, it maps the alphabet ¥ is
mapped by the identity on X* on both sides. On morphisms, this follows from O

The above proof is necessarily a bit tedious; while we use Kar(Mealy) as a convenient category
to embed Sf", it should once again be stressed that, as for the more convenient topos of trees T
with respect to S, there is no suitable notion of pointwise arrow — — — definable over Kar(Mealy).
Regarding all of these categories as subcategories of T, it is in fact easy to check that Kar(Mealy)
has objects which are not members of S, even up to isomorphism.

Example 7.1.10. The unique object (up to isomorphism) No, of T characterized by
Neo = 14+ » N

can be seen as the subobject of 2 defined as the codomain of an idempotent 2% — 2% defined
through the following finite-state machine

00

11

To sum up, we have the following diagram in €at where the vertical arrows are faithful functors
and horizontal arrows are full and faithful; this reflects that the first row corresponds morally to
f.s. causal functions while the second lifts the finite-state restriction.

Mealy ! Sfin ", Kar(Mealy)
S T
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7.2 Restricting the translation Dial> to Mealy

With the discussion of the previous section, we are now ready to discuss how to build a FOFIMLL-
fibration over the category Mealy provided an arbitrary boolean fibration p : E — Mealy. For our
purpose, it is helpful to think of p as arising from either the syntactic fibration of FOM, or the
standard model as described in Example [5.2.12

The first step is to move from p to a fibration over Si”. This can be done in two steps: first
by considering Kar(p), which is a fibration over Kar(Mealy) and then by change of base along the
inclusion functor F : §" — Kar(Mealy) defined in Lemma Call the fibration thus obtained
p : = F*(Kar(p)). Then one can consider a variant of the Dial® construction which operates
on fibrations over S, To do so, first notice that while object and strategies of DZ are made
up of general S-morphisms and objects as per Definition [6.2.1] there is no harm in restricting to
Sfin for the whole technical development up until Lemmas |6.2.4] and [6.2.5 This is reasonable as
those Lemmas are concerned with full exponentials, which we do not expect to have. Call DZg,
this category of zigzag games with finite-memory strategies. Using the definition of DZg, instead
of DZ, one may similarly alter the definition of indexed zigzag games (Definition and the
general Dial” construction (Definition . Similarly, call Dialf, the expected construction for
fibrations over Sfi". To finally obtain a fibration over Mealy, we may use the change of base along
the functor J : Mealy — Si* (Lemma to obtain the fibration J*(®ial%, (p)). This chain of
transformations is summarized in the following picture.

IE E/ E// E/// E////
lp = \LKar(p) = l/ﬁ — \L@ialgn(ﬁ) — \LJ*(@iaK;n(;E))
Mealy Kar(Mealy) Sfin Sfin Mealy

As mentioned above, it is rather straightforward to check that most of these maps preserve the
logical structure of the various fibrations involved, save for the middle map p — Dialf, (p).

Assuming that p is a boolean, cartesian-closed fibration with equalities and simple quantifica-
tions. In particular, (p,p,P) certainly has a structure of FOFIMELL-fibration where we take ® to
be the classical conjunction A (the fiberwise product in p), % to be the classical disjunction V (the
fiberwise coproduct in p) and the fibred functors p — P part of the adjunctions defining ! and ? to
be the identities. While Theorem [6.2.15|fails to apply, one can adapt Lemmas[6.2.14] [6.2.13] [6.2.12]
and to Dialf, (p) as those do not make use of the internal homsets of S. This may be
summarized in the following statement.

Lemma 7.2.1. The fibration Dialf, (p)
- has symmetric monoidal products ® and % with a distribution law 2@ (¥ HO) — (PRV)HO.
- is monoidal closed with respect to ®.
- has simple quantifications ¥V, and 3.
- has equalities Jsw;iq-

This accounts for the logical rules of LSFOM coming from full intuitionistic multiplicative
linear logic and first-order quantifications. The crucial difference with the higher-order setting is
that, while we still have fibred inclusion functors I, : Gum(p) — Dialf, (p) and I_ : Prod(p) —
Dialf, (p), they do not admit adjoints allowing to interpret the exponential modalities over all
Dial%, (p)-predicates. However, as the naming of the inclusion functors suggest, those fibrations
are tied to the polarity system of LSFOM. To take full advantage of this correspondence, let us
recall that we also have inclusion functors n®*™®) : 5 — SGum(p) (first defined in Section and
n¥eed(®) . 5 — Prod(p) sitting in the following commuting diagram in Fib(Sn).

Dialf, (p)

Sum(p) Prod(p)

M%

p

The intuition here is that the polarity of a formula of LSFOM will be ultimately interpreted
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- as a p-predicate if it is deterministic.
- as a Gum(p)-predicate if it is positive.
- as a Prod(p)-predicate if it is negative.

Ultimately, all these predicates can thus be interpreted as Dial%, (p)-predicates thanks to the
embeddings. However, the main purpose of this diagram is to account for the stabilities of posi-
tive/negative/deterministic predicates under various connectives and the definition of the restricted
exponential modalities.

For the second aspect, the restricted exponential modality ? : Sum(p) — Gum(p) arise
from the adjunction n®*™®) o 3P ocutlined in Lemma It remains to be checked that
I (Gum(p),®, L) — (p,V,L) is oplax monoidal. Recalling that p is necessarily preposetal
(so we do not have to care about coherence issues), this amounts to checking that for arbitrary
FOM predicates ¢(a,uY) and v (a,u""), we have

(Y pla,u)) Vv (FV.apla,v) = I(u,v)"V.e(a,u) V(a,v)

Thankfully, this always hold because the interpretation of every object of S, and a fortiori U and
V, are non-empty (i.e., there exists concrete morphisms 1 — A for every object A of S$i"). Dually,
it can also be shown that the adjunction ¥? 4 n¥t?®) can be enriched to a LNL-adjunction as
VP 1 (Prod(p), ®,I) — (P, A, 1) is lax monoidal. It should be stressed that it is only because the
base S has no non-empty sets of global objects that the maps making 3P and V7 respectively
oplax and lax monoidal may be defined at all, and that the associated coherence comes down to p
being posetal; either of these requirements is atypical when studying general fibrations.

Finally the stability under polarized connectives of the three subfibrations can be obtained as
straightforward computations, keeping in mind that an object (a : A,u : Uz : X, ¢(a,u,x)) is
equivalent to

- some I (®) if X ~ 1.
- some I_(®) if U ~ 1.
- some I, (n®um@) (D)) = [_(n¥e2@) (D)) if U ~ X ~ 1.

However, it is also interesting to note that this connectives also live at the level of the subfi-
bration p, Sum(p) and Prod(p) without necessarily needing to mention Dialf, (p).

- p features the propositional connectives A, V and = which are interpreted as ®, % and —o.
- Gum(p) features the monoidal products ® and 2%, as well as simple sums 3.
- Dually, Prod(p) has simple products V,; in addition to the monoidal products ® and %.

All of these connectives are preserved by the embedding functors n®4m™®) n¥to2®) 1 and I_. The
only polarized connective which is not accounted for by this discussion is the linear arrow —o. At
this juncture, it is only a functor Dialf, (p)°P x Dial}, (p) — Dialk, (p) which is readily seen to
restrict to maps of objects Prod(P)°P x Sum(p) — Sum(p) and Sum(p)°P x Prod(p) — Prod(p).
Contrary to the situation over Dialf, (p), there is no obvious characterization of these restrictions
as right adjoints to — ® ® due to a polarity mismatch. In this case, it is helpful to recall the
decomposition of the arrow & —o ¥ ~ (& —o L)%V of classical linear logic. While this isomorphism
does not hold for full intuitionistic linear logic, this will for poralized predicates. At the level of
semantics, this can be seen as arising from linear negation functors between Gum(p) and Prod(p).

Lemma 7.2.2. Suppose that p is a boolean fibration. There are linear negation functors
(—)* : Gum(p) — Prod(p)°P ()" : Prod(p) — Sum(p)°P

such that (—)*, ((=)1)°P are part of equivalence of categories between SGum(p) and Prod(p). Fur-
thermore I (®+) ~ I, (®) — L and [_(®+) = I_(P) —o L.

Proof. On objects, those functors are defined using by using the same objects for the witnesses/counterwitnesses
and negating the p predicates. Similarly, morphisms, which are in all cases pairs (f, a) of some Sfi»

map f: Ax U — V and some proof « : ¢ — 1 in P see formally little changes: the first component

stays the same and the second turns into a proof of the contrapositive =) — —p.

(=) Sum(p) - Prod(p)*?
(a:Au:U p(a,u)) — (a:Au:U —p(a,u))
< f:AXU—=V > . < f:AXU—=V )
a:p(a,u) = ¢(a, fa,u))) a:—p(a, fa,u)) = —p(a,u)
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Then, it is fairly easy to check that (a: A,u: U, p(a,u))t* = (a: A,u: U, —~~p(a,u)), and since p
is boolean, there is a unique isomorphism ——¢(a, u) ~ ¢(a,u) making both pairs ((—)*, ((=)*)°P)
part of equivalence of fibrations. O

With these functors, we can recover the polarized linear arrows (up to isomorphism) by con-
sidering the functor (—)* % — : Prod(p)°P x Sum(p) — SGum(p) and its dual. Summarizing
the discussion above, we obtain the following functors, with the embeddings I, I_,n®*™®) and
n¥ro2(?) preserve all the functors sharing the same notation (up to isomorphism).

» B % B Dial” (p)? —  Diall, (p)
Dialg, (p) Sum(p)? - Gum(p)
Prod(p)? - Prod(p)
I I P’ - p
— —o —: Dial} (p)°P x Dialk, (p) — Diall, (D)
~ Prod(p)P? x Gum(p) —  Gum(p)
Prod(p) Sum(p)°? x Proo(p) —  Prod(p)
PP xXp - p
El-rr : /'Dia[i:n(ﬁ)AxB - gla[ﬁ:ﬂ(p)A
pFred(®) 6um(]3)A><B — 6um(p)A
v7r : Qia[f:n(ﬁ)AxB — Qla[gn(T))A
Prod(D) 4 —  Prod(p) 4

With this discussion, it is now rather straightforward to interpret LSFOM. Furthermore, all of
the constructions presented here can be carried out very syntactically as we may pick the syntactic
fibration of FOM as p to build J*(®ial%,(p)). To ground the discussion, let us mention that this
can be seen as a purely syntactic translation. In this syntactic interpretation, a LSFOM formula
©(a””) over alphabet A is mapped to a triple

- an alphabet U, of P-moves.
- an alphabet X, of O-moves.
- a FOM-formula ¢p(uY%, %% ") over alphabet Uy, x X, x A.

The precise mapping is given in Figure[7.2] where ev_, is abusively used to denote term for a Mealy
machine implementing F'(ev_,) E[ It should come as no surprise that this latest translation is but
a restriction of the translation given in Figure [6.1] up to forgetting the linear structure via the
map |—]. Now proofs of entailments between LSFOM formulas ¢(a) — v(a) in J*(Dial}, (p)) can
be regarded as pairs (f, F) of f.s. causal functions such that

¥D (u’ F(aa U, y)v (L) F wD(f(aa U, COIISE(y)(y)), Y, a)

is derivable in FOI\/EI In particular, if ¢ and ¢ are both deterministic, we have pp = |¢] and
¥p = || by a straightforward induction and the entailment ¢ — v holds in J*(Dialf, (p)) if and
only if ¢ F % is derivable in FOM. As all the additional axioms of LSFOM on top of polarized
double linear negation elimination are deterministic and that their erasure correspond to FOM
axioms, this establishes that the interpretation of Figure[6.1]is sound with respect to LSFOM. This
is formalized through the following theorem.

Theorem 7.2.3. If p(a) F ¥(a) is derivable in LSFOM, then there exists a pair (f, F') of finite-
state causal functions such that op(u, F'(a,u,y),a) = ¥p(f(a,u, cons. v (y)),y,a) is derivable in
FOM.

4There is little noise coming from the change of bases between Sfi" and Mealy. This may be explained by the fact
that the » operator does not appear in the alphabets U, and X, although it plays a crucial rule when interpreting
the cut rules and proofs. This is why the direct definition of this interpretation given in [57] did not mention » for
types but crucially used the notion of eagerness when discussing proofs.

51t should be noted that, officially, not all such f : (A x U X Y)* — V* may be part of a J*(Dial%, (p))-proof

as they should be obtained as the image of some f: AY x U¥x » Y¥ — V¥ meaning that we should have
fo(id xid x epyw) = f. However, as epyw 0 cons.(y) = id by definition, this is not a limiting factor as any pair
(f, F) satisfying the entailment above may be safely replaced with f o (id X id X epyw, F')
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Upay Upny : = Uy, x Uy Xooy = Xymy 1= Xp X Xy
Up—oy = Ualpjw x X Xp—oy = Upx Xy
UELTB“" = U<p x B XamBW = Xga
Uy = Uf XyyBe = X,xB
Uup— = Uw— (’: 1) X'gp7 =1
Ui+ = Uy+ X+ = Xo+ (~1)
Uz i= Uy (1) KXo .
Uz o+ =1 Xop+ = X+ (~1)
(t(a) =u(a))p(*,*,a) = t(a)=n(a)
(p@¥)p((u,v),(z,y),a) = eplu,x a) Aep(v,y,a)
(@B Y)p((u,v),(z,y),a) = ¢pu,z,a)Vep(v,y,a)
(90 - w)D((fa F)a (u,y),a) = (pD(u eV—*( (U,y)), ) = @D(ev—*(f» u),y,a)
(Fb.p(a,b))p((u,b),x,a) = ¢p(u,z,(a, ))
(Vb'(to(av b))D(fa z, CL) = @D(ev*(f, )’ €T, (CL, b))
(o7 ) p(*,%,a) = Vz.o,(x,x,a)
(!¢+)D(uv *7a) = QOE(’LL, xa)
(P07 ) p(*,2,a) = ¢p(xz,a)
(2o p(k,x,a) = Fu.ph(u,*,a)

Figure 7.2: The syntactic interpretation of LSFOM in FOM.

It should be stressed that the interpretation of proofs underlying Theorem is computa-
tionally straightforward: terms for the pair of finite-state causal functions may be read off in linear
time from the proof tree in LSFOM. Of course, one should also keep in mind that the state space
of the underlying Mealy machine might not be linear in the size of the terms due to the use of
pairing and composition.

If we are interested in realizing a single formula with no free variables, the statement of
Theorem may be simplified. In such a case, by taking the antecedent to be I and con-
clusion ¢, the second component of the pair (f, F) is trivial while f : X*“ — U“ must sat-
isfy VX" op(f(cons,(x)(x)),r). But this is equivalent to having an eager f.s. causal function
g: X¥ — U% such that VoX"¢p(g(x),z): given f, g is obtained as f o cons,(x) and conversely,
for every eager g and letter x € X there exists f such that g = f o cons,. We therefore have the
following:

Corollary 7.2.4. For any LSFOM sentence ¢, if LSFOM F ¢, then there exists an eager f.s.
function f: Xg — Ug such that FOM k= Va.pp(f(x), ).

Theorem[7.2.3)is ultimately a syntactic version of Theorem[.3.4] whose proof we had postponed;
the latter is now easily derivable from the former by noticing that, for any LSFOM predicates ¢(a)
and v(a), we have [p(a)] IF [¢(a)] if and only if there exists a pair (f, F') of f.s. functions such
that op(u, F(a,u,y),a) = ¥p(f(a,u,cons.y)(y),y, a); this is proven by induction over the syntax
of ¢ and v by inspecting the translation into alternating uniform automata and FOM predicates.
Let us also note that thanks to this syntactic Dialectica-like interpretation, we could have also
derived soundness of LSFOM with respect to Church’s synthesis (Lemma without referring
to the alternating automata model of Chapter [4]

7.3 A complete extension of LSFOM

Now, as advertised in the introduction, we leverage the characterization theorem proved in Chap-
ter @to give an extension LSFOM™ of LSFOM which is sound with respect to J*(Dial}, (p) (as well
as the automata model of Chapter {4]) and complete. What this means can be understood in two
ways, which are equivalent via the Biichi-Landweber theorem (Theorem .

- For every sentence o, if ¢ is valid in J*(Dial%, (p), then LSFOM™ I o.
- For every sentence ¢, either LSFOM™ F ¢ or LSFOM™ F ¢ —o L.

We privilege the latter characterization in the sequel.
LSFOM™ is formally defined as the system
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Linear semi-intuitionistic principles (LSIP) (where a is not free in 1))

Va (¢~ (@) @y™)  —  (Vay (a) @y~
Va (¢~ (a) B 797)  —o (Va ¢ (a) B~
(3a ¢(a)) ¥ ¢ —o Ja (p(a) ¥ )
¢ —3ap(a))  —  3Ba(¢p —¢ (a))
(Vap*(a)) —¢*  —  3a(p*(a) —v*)

Linear synchronous axiom of choice (LSAC)

Vad’ 3bBY o(a,b) —  IFBN Vel p(a,ev_(f,q))

Figure 7.3: Additional axioms of LSFOM™

- whose formulas are the same as LSFOM (Figure
- whose basic deduction rules are the same as LSFOM (Figure {4.2))

- whose axioms are those of LSFOM (Figure augmented with the axioms of Figure
corresponding to suitable restrictions of the axioms LSIP and LSAC (given in Definition [6.3.1])

to the formulas of LSFOM. It should be noted that the suitable restriction to SDEXP and
PEXP clauses already appear in the axiomatization of LSFOM in the more general forms
ot —olpT and 7~ — ..

Given that the soundness of those additional axioms in the fibration J*(Dial}, (p)) may be
established by a straightforward adaptation of Theorem [6.3.2] we readily admit the following
extension of Corollary to LSFOM™.

Theorem 7.3.1. For any LSFOM sentence o, if LSFOM™ ¢, then there exists an eager f.s.
function f: Xg — Ug such that FOM FVz.op(f(z), ).

At this point, we can forget about the models and concentrate on proving completeness for
LSFOM™. To this end, we consider the translation of formulas outlined in Figure restricted to
the language of LSFOM™. We do not repeat the figure as our official definition for ¢p is nothing
but the (—)%-translation of the definition given in Flgure. Replaying the proof of Theoremm
to LSFOM™, we obtain the following characterization theorem.

Theorem 7.3.2. For any LSFOM formula ¢(a), LSFOM™ proves the linear equivalence
ola) oo Y VX" op(u,z,a)
where U = U, and X = X,,.

Noting in particular that ¢p = |@p]*, this latest theorem is the key statement that allow to
derive the completeness of LSFOM™ thanks to the Biichi-Landweber theorem. Before proceeding,
we first need to prove a couple of crucial properties. First and foremost, we show that LSFOM™
admits double linear negation elimination. This is not an official axiom of LSFOM™, although it is
valid in the models we considered (Theorem [6.2.16).

Theorem 7.3.3. For any formula ¢, LSFOM proves ((¢ —o L) —o 1) —o ¢.

Proof. We use Theorem [7.3.2] for the formula ((¢ — L) —o 1) —o . Thus, it suffices to show that
LSFOM™ derives

3(f, F)¥(h,z) (¢p(ev(h,ev_(F,(a,h,z))),ev(F, (a,h,z)),a) — @p(evL(f,(a,h)),z,a))

which is easy if there exists functions f : UX" — U and F : UX" x X — XU such that h(F(h,z)) =
f(h) and F(h,z) = z for every h and . Such functions are exhibited in the proof of Theorem[6.2.16
O

A corollary of Theorem is that derivation of classical linear logic are admissible in LSFOM™.
In particular, it means that we may dualize all of is theorems.
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Corollary 7.3.4. The following is derivable in LSFOM™ for any formula ¢(a,b)
Vf(BA)w.EIaAuxp(mevﬁk(f, a)) F 3a?" WP p(a,b)

Proof. Dualize the axiom LSAC thanks to Theorem [7.3.3} O

Lemma 7.3.5. For any formula ¢(a,b) and a term t(a) whose denotation is a eager f.s. function

A — B¥, the following is derivable in LSFOM™
Vot .p(a,t(a)) F I Vat" o(a,b)
Proof. Thanks to Corollary it suffices to show
vat” p(a,t(a)) F Vg(AB)W.EIbBw.gO(eV_*(g,b),b)
to conclude. Now consider the equation

h(g) = [t](ev-(g,h(9)))

for h a f.s. causal function (AP%)* — B“. Thanks to Lemma there is a unique h satisfying
this equation. Consider a term h(g) such that [b] = h. Then LSFOM proves that

47" n(g) = t(ev_.(g, h(g)))

Now assume that Va4” .¢(a, t(a)) holds and that fix g; it suffices to show that ¢(ev_.(g,h(g)),h(g))
holds. Instanciating our hypothesis with a = ev_.(g,h(g)), we have p(ev_.(g,h(g)), t(ev_(g,h(g))))
which is what we want up to the provable equation above. O

)

We are now ready to prove the completeness theorem.
Theorem 7.3.6. Let ¢ be a LSFOM sentence. Then either LSFOM™ F ¢ or LSFOMT ¢ —o L.

Proof. Let ¢ be a closed LSFOM-formula and ¢p (u, ) be the body of its Dialectica interpretation.
We apply Biichi-Landweber Theorem to the FOM-formula |¢p(u,x)]. There are two cases.

- Either there exists an eager term u(z) denoting an eager f.s. causal function X« — U* such
that (Vb)=|@p(u(b),b)] holds. We then proceed as follows.

FOM F o —ep(u(z),z)]

LSFOM  + |—¢p(u(z),z)]" By Lemma [£.1.6]

LSFOM  + op(u(z),z) — L Since |~p(u(z),z)|" = op(t(z), z)
LSFOM  + Vz.pp(u(z),z) V-right

LSFOM'  +  JuVz.op(u,x) By Lemma since t(z) is eager

LSFOMT F ¢ By Characterization (Theorem

- Otherwise, there exists a term x(u) denoting a f.s. causal function U¥ — X“ such that
(Vu™)=|¢p(u,x(u))] holds. Note that

“lep(u,x(w)] = lep(u,x(w) — L]

We then conclude as follows.

FOM F o lep(u,x(u)) — L|
LSFOM  +  |op(u,x(u)) — L]* By Lemma [£.1.6]
LSFOM  +  op(u,x(u)) — L Since |~¢p(u, x(u) | = op(u, x(u)) — L
LSFOM  + 3Jz.op(u,z) — L F-right
LSFOM  + Vu.3dz.pp(u,z) — 1) V-right
LSFOM™ +  3¢W™* vul*op(u,ev_(g,u)) — L By (LSAC)
LSFOM*  +  3gW™)° wul (o —o 1), (u, g)
LSFOMT + ¢ —o 1 By Characterization (Theorem
O

111



Part 11

Proof-theoretic strength of MSO(w)
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This part of the thesis is meant to take a complementary approach to the question of con-
structivity of MSO over w. While part [l was concerned with studying weak enough subsystems of
MSO(w) to obtain effective witnessing properties, this second part is concerned with the founda-
tional strength necessary to characterize the classical theory of MSO(w). To do so, we study the
decidability argument for MSO(w) through the lens of Reverse Mathematics, a research programme
launched by Friedman whose purpose is to classify the strength of various everyday mathematical
statement in terms of subsystems of second-order arithmetic.

Our findings are as follows: firstly, determinisation of infinite word automata is no stronger than
complementation, at least in the sense of implication over RCAg. Secondly, decidability of MSO
over (N, <) implies both complementation and determinisation. Finally, the use of Ramsey- or
Konig-like principles in proofs of Biichi’s theorem is mostly spurious in the sense that the versions
that are actually needed follow from a very limited set-existence principle, namely mathematical
induction for properties expressed by 9 formulae. More precisely, we prove:

Theorem 7.3.7. Over RCAy, the following statements are equivalent:
1. the principle of mathematical induction for ¥9 formulae (denoted £9-IND),
2. the Additive Ramsey Theorem over N (see Definition ,

3. complementation for Biichi automata: there exists an algorithm which for each nondetermin-
istic Bichi automaton A outputs a Bichi automaton B such that for every infinite word «,
B accepts a exactly if A does not accept a,

4. the decidability of the depth-n fragment of the MSO theory of (N, <) (where n > 5 is a natural
number).

Furthermore, each of [1} -} implies:

5. determinisation of Biichi automata: there exists an algorithm which for each nondeterministic
Biichi automaton A outputs a deterministic Rabin automaton B such that for every infinite
word «, B accepts o exactly if A accepts a.

Biichi’s decidability theorem admits several generalizations. The most important one, due to
Rabin [59] states that the MSO theory of the infinite binary tree is decidable. The proof goes
through a translation to tree automata. As in Bichi’s decidability theorem, the crucial step is
to show that tree automata may be effectively complemented. Similarly, while the proof yields a
complementation algorithm, the proof of soundness of this alogrithm is highly non-constructive:
it relies crucially on the the determinisation theorem (j5|above) and the positional determinacy of
parity games. As shown in [4I], Rabin’s theorem is much stronger than Biichi’s from the point
of view of Reverse Mathematics. This motivates the quest for intermediate cases: are there any
structure whose MSO theory

- interprets MSO over (N, <)
- is interpreted in MSO over the full binary tree
- whose decidability is not provable from Biichi’s theorem and does not prove Rabin’s theorem?

A class of natural candidates is given by countable linear orders. As all linear orders embedd into
Q, it is therefore natural to ask for the axiomatic strength of the decidability theorem for MSO
over Q. Although we do not settle the question, it exhibits lower bounds showing that proving the
decidability of MSO over countable orders require strictly more strength than Biichi’s decidability
theorem. We also investigate the additive Ramsey theorem over Q, a core ingredient in Shelah’s
deciability proof [63] of MSO over Q; we show it to be equivalent to the “shuffle lemma” from [I4]
and ¥3-IND. This also answers Question 5.5 raised in [24].

Chapter [§ gives a short introduction to Reverse Mathematics and the basic Ramsey-like prin-
ciples studied afterwards. The bulk of the material of this part is contained in Chapter [9] which
offers a rather precise Reverse Mathematical characterization of Biichi’s decidability theorem and
related automata-theoretic theorems. Finally Chapter discusses our preliminary investigation
into the axiomatic strength of MSO over the rationals and open questions.

This work was done in collaboration with Leszek Kotodziejczyck, Henryk Michalewski and
Michat Skrzypczak. Chapter |§| incorporates large parts of a joint paper [42].
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Chapter 8

Background on reverse
mathematics, finite semigroups
and Ramsey theory

8.1 Preliminaries related to Ramsey theory

8.1.1 Ordered Ramsey principle

Given a set X, write [X]? for the set of unordered pairs of X, that is, the subset of P(X) containing
sets of cardinalities exactly 2. When X is a subset of a totally ordered set such as N, we will
sometimes identify elements of [X]? with pairs (x,y) € X? such that x < y.

Definition 8.1.1. Ordered Ramsey’s Theorem for pairs states that if (P, =) is a finite partial
order and C': [N)> — P is a colouring such that for every i <j <k we have C(i,j) = C(i, k), then
there exists an infinite homogeneous set I C N, i.e. C(i,5) = C(i',5") for all (i,7), (i, 5') € [I]2.

8.1.2 Additive Ramsey principles

Ramsey-style principles play an important role in proofs of decidability of MSO over various infinite
structures. In the context of linear orders, we are interested mainly in the following two additive
Ramsey Theorems, which assumes a semigroup structure on the set of colours:

- the additive Ramsey Theorem over N (which easily generalizes to any countable ordinal),
postulating the existence of an unbounded homogeneous set,

- the additive Ramsey Theorem over Q (and other dense orders), postulating the existence of
an interval with a dense homogeneous subset.

In [42], we showed that additive Ramsey over N is equivalent to $9-IND, which is exactly
the principle needed to prove complementation for Biichi automata and thus the decidability of
each fixed-depth fragment of MSO over N. Below, we show that additive Ramsey over Q and a
related principle are also equivalent to X9-IND. This time, however, the equivalence will imply
that additive Ramsey over Q is much weaker than the axioms needed to prove decidability of MSO
over Q.

8.1.3 Additive Ramsey over N

Definition 8.1.2. Let (P,<p) be an order and (S,-) a finite semigroup. Let o : [P]> — S.
If e is the neutral element of S1, we extend « by setting a(x,x) = e for every x € P. The
colouring « is called additive if and only if for all x,y,z € P satisfying x <p y <p z we have

OL(I,y) : Oé(y,Z) = oz(x,z).

Note that if a set H C P has at least 2 elements and is homogeneous for an additive colouring
a, i.e. for some e € S we have a(x,y) = e for all (z,y) € [H]?, then e is an idempotent in the
semigroup S.
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Definition 8.1.3 (Additive Ramsey’s Theorem). Additive Ramsey’s Theorem is the following
statement: for every finite semigroup (S, *) and every colouring C: [N]?> — S such that for every
i<j<k we have C(i,j) x C(j, k) = C(i, k), there exists an infinite homogeneous set I C N. That
is, there is a fized colour a such that for every (i,j) € [I)?, C(i,j) = a.

8.1.4 Ramseyan principles over Q

In [63], one of the critical combinatorial lemmas in the proof of decidability of MSO over Q is
an additive Ramsey Theorem over Q. In [I4], that theorem does not make an appearance, but a
principle which we call the Shuffle Lemma takes its place.

Definition 8.1.4. The additive Ramsey Theorem over Q is the following statement (originally
proved in [63]): “for any finite semigroup S and any additive colouring « : [Q]?> — S, there exists
a homogeneous set H which is dense in |z, y[ for some z <y € Q”.

Given a linear order (P,<p) and a function o : P — ¥, we say that a value a € ¥ occurs
densely in « if for every z,y € P there exists z €]z, y[ such that a(z) = a. We call a a shuffle if
and only if for every a € X, either a is not in the image of « or a occurs densely in «. If the image
of « is some set X, we say that « is an X-shuffle. We say that a contains a shuffle if there exist
z,y € P with x < y such that O"]x,y[ is a shuffle.

Definition 8.1.5. The Shuffle Lemma is the following statement: “for every a: Q — ¥ with ¥
finite, o contains a shuffle.”

8.2 Basics of Reverse Mathematics

Reverse mathematics [68] is a framework for studying the strength of axioms needed to prove
theorems of countable mathematics, that is, the part of mathematics concerned with objects that
can be represented using no more than countably many bits of information. This typically means
integers, sets of integers and real numbers.

The basic idea of reverse mathematics is to analyse mathematical theorems in terms of sub-
systems of a strong axiomatic theory known as second-order arithmetic. The two-sorted language
of second-order arithmetic, Lo, contains first-order variables x,y, z,... (or 4, j,k,...), intended to
range over natural numbers, and second-order variables X,Y, Z, ..., intended to range over sets
of natural numbers. Lo includes the usual arithmetic functions and relations +,-,<,0,1 on the
first-order sort, and the € relation which has one first-order and one second-order argument.

The language Lo is very expressive: already in weak fragments of Z5, the first-order sort can be
used to encode arbitrary finite objects and the second-order sort can encode even such objects as
complete separable metric spaces, continuous functions between them, and Borel sets within them
(cf. [68, Chapters I1.5, I1.6, and V.3]). Moreover, the theory Z, is powerful enough to prove almost
all theorems from a typical undergraduate course that are expressible in Ly. In fact, the basic
observation underlying reverse mathematics [68] is that many important theorems are equivalent
to various fragments of Z,, where the equivalence is proved in some specific weaker fragment,
referred to as the base theory.

Remark. In this part, all models under consideration are Tarski models. A model for Ly is given
by a tuple (X,Y,+, x,0x,1x) where X interprets the natural numbers and Y C P(X) interprets
sets of natural numbers. The standard model of Ly is (w, P(w),+,-, <,0,1).

Notational convention. From this point onwards, we will use the letter N to denote the
natural numbers as formalised in second-order arithmetic, that is, the domain of the first-order
sort. On the other hand, the symbol w will stand for the concrete, or standard, natural numbers.
For instance, given a theory T and a formula ¢(x), “T proves ¢(n) for all n € w” will mean
“TF ¢(0), TF ¢(1),...7, which does not imply T F VzeN. p(x).

8.3 Full second-order arithmetic

Full second-order arithmetic, Z, has axioms of three types ([68][Definition 1.2.4]):
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1. axioms pertaining to the basic (in)equational properties of natural numbers, the operations
4+, - and the order.
n+1#0
n+l=m+1l=n=m
m+0=m
m+n+1)=(m+n)+1
m-0=0
m-(n+1)=(m-n)+m
-m <0
m<n+l=m=nVm<n

2. comprehension axioms for each () is an arbitrary formula of Ly not containing the variable
X but possibly other parameters; they state that there exists a set containing exactly the
numbers n € N such that p(n).

VY VGAX VY (z € X & o(z,Y,7)),

3. induction axioms for each ¢(z) (possibly with other parameters).
VY V5 0(0,Y,9) A (Vn (p(n,Y,5) = o(n+1,Y,5))) = Vnp(n,Y,y)

Quantifier hierarchies. Typical fragments of Z, are defined in terms of quantifier hierarchies
whose definitions we now recall. A formula is X0 if it has the form 3% VZs ... Q%,.%, where
the Z;’s are blocks of first-order variables, the shape of Q depends on the parity of n, and ¢ is
A, i.e. contains only bounded first/order quantifiers. A formula is I19 if it is the negation of
a ¥ formula. A formula is arithmetical if it contains only first-order quantifiers (second-order
parameters are allowed).

A formula is 3} if it has the form 3X1 VX5 ...QX,. 1, where the X;’s are blocks of second-
order variables, the shape of Q depends on the parity of n, and 1) is arithmetical. A formula is IT}
if it is the negation of a X1 formula.

In practice, we say that a formula is ¥¢ /TI¢ if it equivalent to a X¢ /II¢, formula in the axiomatic
theory we are working in at a given point.

The XV-IND scheme. In the sequel we study a extensions of RCAg obtained by strengthening
the induction scheme to formulae beyond 9. In general, for n € w, the axiom scheme X2-IND is
defined like X9-IND, but with the induction formula ¢ allowed to be ¥0 rather than just X9. For
each n, RCAg + X2-IND is equivalent to RCAg + IIY-IND, where the latter is defined in the natural
way, as well as to the least number principle for X9 or II? formulae (cf. [68, Chapter I1.3]).

Two important principles provable from X2-IND are 0 -collection:

VZVZ [ngtﬂy. go(x,y,Z,Z)] = JwVz<tIy<w.p(z,y,Z, %),

for  in B9, and bounded XY -comprehension:

VY VyVwIXVe(z e X @z <wAe(x,Y,y)),
for ¢ in X%, The combination of the two yields strong XU -collection:
VZVzEYt IwVr <t [Hy.go(%y, Z,%) = Jy<w. p(z,vy, Z,E)].

For each n, the theory RCAg + X9 ,-IND is strictly stronger than RCAg + X2-IND (cf. e.g.
[26, Theorem IV.1.29]). However, note that the minimal model (w, Dec) of RCA( satisfies RCAg +
YO_IND for all n, because an induction axiom is always true in a model with first-order universe
w.

Definition of RCAy. The usual base theory in reverse mathematics is RCAg, which guarantees
only the existence of decidable sets. RCA is defined by restricting the comprehension scheme to
AY-comprehension, which takes the form:

VYV [Va (e(z,Y,§) & (2,Y,7) = IX Ve (z € X © ¢(z,Y,9))]

where both ¢ and v are ¥Y and do not contain X. For technical reasons, it is necessary to
strengthen the induction axiom to X9-IND, that is, the axiom scheme consisting of the sentences

VY Vg [@(0,Y,9) AV (p(2,Y,9) = p(a+1,Y,7)) = V. o(z,Y, )]
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for ¢ in £Y. The scheme 9-IND makes it possible to define sequences by primitive recursion
(cf. [68, Theorem II.3.4]): given some z( and a function f: N — N, RCA( proves that there is a
unique sequence (z;);en such that z;11 = f(x;) for each i.

RCAy has a unique minimal model in the sense of embeddability. This minimal model is
(w, Dec), where Dec is the family of decidable subsets of w.

The big five Reverse Mathematics classifies the strength of theorems by comparing them
against the axiomatic power of subsystems of arithmetic. It turned out that plenty theorems of
mathematics formalized in second-order arithmetic happen to be equivalent, over the weak base
theory RCAg, one of five subsystems of arithmetic, the so-called big five, given here by order of
increasing strength:

- WKLy is RCA( extended with Weak Kinig’s Lemma, which states that every infinite bi-
nary tree admits an infinite branch. In particular, WKLy implies that there exists a non-
computable set.

- ACA( (Arithmetical Comprehension Aziom) extends RCAqy by allowing comprehension for
Y9 formulas. This imply in particular that comprehension and induction also hold for all
arithmetical formulas.

- ATRq (Arithmetical Transfinite Recursion) extends ACAg by allowing transfinite constructin
over well-orders; we dispense with giving the formal definition of ATRy as we shall not
encounter it again in the sequel.

- ITI}-CAj extends ACA( with the comprehension scheme for I} formulas.

Additive Ramsey and Bounded-width Ko6nig. Two prominent extensions of RCA( are
related to weak forms of important nonconstructive set existence principles: Koénig’s Lemma and
Ramsey’s Theorem.

Weak Konig’s Lemma is the statement: “for every k, every infinite tree contained in {0, 1,...,k}*
has an infinite branch”. The theory obtained by adding this statement to RCAq is known as WKL,.
This is the minimal theory supporting all sorts of “compactness arguments” in combinatorics,
topology, analysis, and elsewhere (cf. [68, Chapter IV]).

The theory RT% extends RCAg by an axiom expressing Ramsey’s Theorem for pairs and two
colour “for every 2-colouring of [N]? there exists an infinite homogeneous set”. RT% __ is defined
similarly but allowing k-colourings for each k£ € N.

Both RT% and RT2<<>O are known to be incomparable with WKLy in the sense of implication
over RCA, [30} @6]. WKLy, RT3, and RT2 _ are all false in the minimal model (w, Dec) of RCA,
see [37, [43]. Much more on these theories can be found in [29].

In this paper, we study specific restricted versions of RT2<OO and WKLy which play a role
in proofs of Biichi’s theorem. Recall that a semigroup is a set S with an associative operation
x: xS —= 8.

Definition 8.3.1 (Bounded-width Koénig’s Lemma). Bounded-width Kénig’s Lemma s the fol-
lowing statement: for every finite set Q and every graph G whose vertices belong to @ x N and
whose edges are all of the form ((q,4), (¢',i + 1)) for some q,q¢' € Q, i € N, if there are arbitrarily
long finite paths in G starting in some vertez (g,0), then there is an infinite path in G starting in

(¢,0).

Notice that Bounded-width Konig’s Lemma applied to a graph G is essentially the same as
Weak Konig’s Lemma applied to the tree obtained by the so-called unraveling of G (in particular,
Bounded-width Konig’s Lemma is provable in WKLy). However, we feel that the graph formulation
is more natural to express.

Some restrictions of Weak Konig’s Lemma equivalent to the Bounded-width version have been
independently studied in [69]

IBy [X]? we denote the set of unordered pairs of elements of X.
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Chapter 9

Biichi’s decidability theorem

We carry out a reverse-mathematical study of the results around Biichi’s theorem. We have two
main aims in mind. One is to compare complementation, determinisation and decidability of MSO
in terms of logical strength. The other aim is to clarify the role of Ramsey’s Theorem and Koénig’s
Lemma in proofs of Biichi’s theorem and the related facts about automata. This seems interesting
in light of the fact that the usual formulation of Ramsey’s Theorem for pairs and the so-called
Weak Konig’s Lemma (the form of Konig’s Lemma most commonly needed in practice) are known
to be incomparable over RCAq [30, 46].

Our findings are as follows: firstly, determinisation of infinite word automata is no stronger than
complementation, at least in the sense of implication over RCAg. Secondly, decidability of MSO
over (N, <) implies both complementation and determinisation. Finally, the use of Ramsey- or
Konig-like principles in proofs of Biichi’s theorem is mostly spurious in the sense that the versions
that are actually needed follow from a very limited set-existence principle, namely mathematical
induction for properties expressed by 9 formulae.

Theorem 7.3.7. Over RCAy, the following statements are equivalent:
1. the principle of mathematical induction for %9 formulae (denoted £9-IND),
2. the Additive Ramsey Theorem over N (see Definition ,

3. complementation for Biichi automata: there exists an algorithm which for each nondetermin-
istic Biichi automaton A outputs a Biichi automaton B such that for every infinite word «,
B accepts a exactly if A does not accept «,

4. the decidability of the depth-n fragment of the MSO theory of (N, <) (wheren > 5 is a natural
number).

Furthermore, each of [1} -} implies:

5. determinisation of Bilichi automata: there exists an algorithm which for each nondeterministic
Biichi automaton A outputs a deterministic Rabin automaton B such that for every infinite
word a, B accepts o exactly if A accepts a.

We also give a precise statement of the bounded-width form of Koénig’s Lemma often used in
proofs of Item [5], and show that it is implied by each of [I}-fd] Interestingly, it is not clear if
implies [1]-[dl over RCA: standard arguments used to complement deterministic automata with
acceptance conditions other than Biichi seem to involve $9-IND.

It follows from our results that Biichi’s theorem is unprovable in RCAq, but only barely: it is true
in computable mathematics, in the sense that the theorem remains valid if all the set quantifiers
are restricted to range over (exactly) the decidable subsets of N. This is in stark contrast to the
behaviour of Rabin’s theorem on the decidability of MSO on the infinite binary tree, which is known
to require the existence of extremely complicated noncomputable sets [41]. Also Additive Ramsey’s
Theorem and Bounded-width Koénig’s Lemma are true in computable mathematics—quite unlike
more general forms of Ramsey’s Theorem for pairs and Konig’s Lemma [37, [43].

To prove the implication of Theorem we come up with a family of MSO sentences
for which truth in (N, <) is undecidable if 33-IND fails. The other implications are proved by
formalising more or less standard arguments from automata theory. In some cases this is routine,
but especially the proof of is quite delicate: we have to check not only that ¥9-IND
implies Bounded-width Kénig’s Lemma, but also that constructing the objects to which we apply
the lemma is within the means of RCA,.
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Related work As mentioned above, this work may considered as a sequel to the analysis of
Rabin’s theorem in [4I], which assumed that Biichi’s theorem was provable in ACAq. This fact
is also used in A. Simpson’s analysis of cyclic arithmetic [67] : there it is shown that Peano’s
arithmetic extended with cyclic proofs is conservative over Peano’s arithmetic by exploiting the
conservativity of ACAg over first-order Peano’s arithmetic and the complementation theorem. Das
refined this result to subsystems with limited induction thanks to our finer-grained result in [20].
He also extended our work by showing that is not provable in RCAy. Some care is required
in formulating the result as the notion of Rabin acceptance is fragile in absence of ¥9-IND. Fur-
thermore, his result assumes that the determinization algorithm is given externally, i.e. as some
concrete code at the meta-level. These hypotheses are rather benign: this decisevely show that our
proof of [f] or any similar endeavour in adapting a known proof of soundness for a determinization
procedure cannot be carried out in RCA,.

Another study of the strength of Biichi’s theorem with respect to constructive logic was also
carried out in [45]. This paper is accompanied by a mechanization in the Coq proof assistant
whose metatheory is an extension of Martin-Lof type theory enjoying a strong extraction property.
In particular, it means that the standard interpretation of MSO(w) therein has no reason to be
the same as the classical theory of MSO(w) without requiring additional axioms, such as excluded
middle. One of the major contribution of [45] is establishing the equivalence between excluded
middle for MSO(w), the Additive Ramsey theorem and the complementation theorem for Biichi
automata in Coq. This results complements ours as the restriction on the metatheory of Coq and
RCA( are somewhat orthgonal to one another: RCAg admits all instances of excluded middle while
Coq rejects a XY instance. On the other hand, Coq admits induction for all formulas, while RCA,
is limited to X9-IND.

Finally, S. Simpson and Yokoyama [69] have independently studied various weak forms of Weak
Konig’s Lemma, including principles they call WKL(w-bd) and WKL(ext-bd) that can be seen to
be equivalent to Bounded-width Kénig’s Lemma over RCAg. They also prove that ¥9-IND implies
these principles, and have some results on circumstances under which the implication reverses (it
cannot reverse in general due to the incomparability of £9-IND and WKL,).

9.1 XJ-IND implies Additive Ramsey

The aim of this section is to prove the following proposition, which is implication [[] =2 of Theorem

37
Proposition 9.1.1. Over RCAq, ¥9-IND implies Additive Ramsey’s Theorem.

The proof of Proposition [9.1.1] consists of two steps. First, we prove another weakening of
Ramsey’s Theorem.

Definition 9.1.2. Ordered Ramsey’s Theorem for pairs states that if (P, =) is a finite partial
order and C': [N)> — P is a colouring such that for every i< j <k we have C(i,j) = C(i, k), then
there exists an infinite homogeneous set I C N, i.e. C(i,5) = C(i',5') for all (i,5),(i',5') € [I]?.

It will follow from Lemma below and the proof of Proposition [0.6.1] in Section [9.6] that
Ordered Ramsey’s Theorem is equivalent to its restriction to linear orders, and thus to the case
where P is {0,...,n} for some n € N and < is the usual ordering. Note also that the theorem
follows immediately from the so-called Stable Ramsey’s Theorem SRTZ . (cf. [29, Sections 6.4
and 6.8]), where the requirement on C' is only that C(i,-) should stabilise for each i.

Lemma 9.1.3. Over RCAg, X9-IND proves Ordered Ramsey’s Theorem.

Proof. We call a colour p € P recurring if Vi3k > j >i. C(j,k) = p. Notice that for each non-
recurring colour p there exists i, such that there is no occurrence of p to the right of i, (i.e. no
k > j > i, such that C(j,k) = p). By an application of strong ¥3-collection we obtain some i
such that for every non-recurring colour p and every k > j > ig we have C(j, k) # p. In particular,
there is a recurring colour. Moreover, being a recurring colour is a I1 property, so by X9-IND we
can find a <-minimal recurring colour py.

We now define a sequence (u;, v;);en by primitive recursion on i. Let (ug, vp) be some pair such
that ig < ug < vp and c(ug,vg) = po. Now assume that ug < vo < u3 < v1... < u; < v; have
been defined, {uq,...,u;} is homogeneous with colour pg, and C(u;,v;) = po. Let (u;y1,vi41) be
the smallest pair such v; < w;r1 < v;01 and C(ui11,vi41) = po- Such a pair exists because pq is
recurring. We know that C'(u;,u;+1) = po, since on the one hand C(u;,u;y1) = C(us,v;) = po,
and on the other hand u; > iy and thus C'(u;, u;4+1) is a recurring colour, so it cannot be =<-strictly
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smaller than py. Similarly, for j < ¢ we know that C(u;,u;+1) = po because C(u;, ui+1) =< po and
u;j > ig. Therefore, the set {u; | i € N} is homogeneous for C. O

Before proceeding to prove the additive version of Ramsey’s Theorem, we recall a few basic facts
about finite semigroups we shall use in our proof. The facts are proved by elementary combinatorial
arguments which readily formalise in RCAg. The proofs can be found for instance in [54].

Definition 9.1.4. Green preorders over a semigroup S are defined as follows
-s<gtifandonlyifs=torset*xS={txalac S}
-s<gtifand onlyifs=t orse S«xt={axt|a€ S},
-s<ytifand only if s <g t and s < t,

- <7 is the transitive closure of the union of <g and <.

The associated equivalence relations are written R, L, H, J; their equivalence classes are called
respectively R, L, H, and J-classes.

Lemma 9.1.5. For every finite semigroup S and s,t € S, s </t and s R t implies s H t.

Lemma 9.1.6 (|54, Proposition 2.4]). If (S, x) is a finite semigroup, H C S an H-class, and some
a,b € H satisfy axb € H then for some e € H we know that (H, *,e) is a group.

Now we can prove the main result of the section.

Proof of Proposition[9.1.1, Let a colouring C' take values in the finite semigroup (5, *) and satisfy
the additivity condition of Definition [8.1.3] For every position ¢ and every k > j > i, let us observe
that C(i,k) <g C(i,7). Let r be the function mapping every element of S to its R-class. The
function r o C is an ordered colouring with respect to <g; let us use Lemma to obtain a
homogeneous sequence (u;);en for ro C.

Since S is finite, we can use Y9-collection to prove that there is some colour a such that
C(ug,u;) = a for infinitely many ¢. This allows us to take a subsequence (v;);>0 of (u;);>0 such
that C(vg,v;) = a for each 1.

We now know that a = a * C(v;,v;) for every 0 < ¢ < j. In particular, a < C(v;,v;) by the
definition of <,. Since a and C(v;,v;) are R-equivalent, Lemma implies that C(v;,v;) H a.
Let H be the H-class of a. Since a * C(v;,v;) = a € H, we know by Lemma that (H,x*,e) is
a group for some e € H. Using this group structure and the equation a = a * C(v;,v;) we obtain
that C(v;,v;) = e. Hence, {v;41 | ¢ € N} is a homogeneous set for C' with the colour e. O

9.2 Additive Ramsey implies complementation

In this section, we sketch a proof of the following result, which is implication of Theorem
37

Proposition 9.2.1. Over RCAy, Additive Ramsey’s Theorem proves the correctness of the standard
complementation procedure for Biichi automata: given a Biichi automaton A over an alphabet X,
the procedure outputs a Biichi automaton B over the same alphabet such that for every o € LN we
have that A accepts « if and only if B does not accept a.

The proof of this result follows the usual construction of the automaton B [12]. The possible
transitions of a Biichi automaton over a particular letter a € ¥ can be encoded as a transition
matriz My: Q X Q — {0,1,%}, where M,(q,q') = 0 if (¢,a,¢') ¢ 0, otherwise M,(q,q") = * if
q € F, and otherwise M,(q,q’) = 1. Let [Q] be the set of all such functions M: Q x Q — {0,1, %}
The states of B are based on transition matrices of .A. The automaton B guesses a Ramseyan
decomposition of the given infinite word « with respect to a certain homomorphism into [@Q]; and
then verifies that the decomposition witnesses that there cannot be any accepting run of A over
Q.

Let us fix a Biichi automaton A = (Q, %, ¢, d, F). We will introduce a semigroup structure
on the set of all transition matrices of A. Let us define the natural operations of addition and
multiplication over {0, 1,%} as depicted on Figure The addition makes it possible to choose a
preferred run (i.e. an accepting transition is better than a non-accepting one) and the multiplication
corresponds to concatenation of runs.
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+10]1|~* * 10| 1]+
010 1]~ 0(0]0]0
1)1 |1|=* 1101 |*
* | x| x| % * | 0| x| *

Figure 9.1: Two operations on {0, 1,*} used to define multiplication on [Q].

Now, given two transition matrices M, N € [Q] we can naturally define the matrix M x N that
is obtained by the standard matrix multiplication formula. Notice that the mapping > > a —
M, € [Q] can be extended to a homomorphism h: ¥* — [Q]. Clearly, for a finite word u € 3* the
matrix h(u) represents possible runs of A over u, in analogy to the way in which M, represents
possible transitions over a.

We will say that a pair (N, M) € [Q] x [Q)] is rejecting if:

- N%M=N,
- MM =M,
- but there is no ¢ € @ such that N(¢*,q) € {1,x} and M(q,q) = *.

The structure of the automaton B is as follows: its set of states is ([Q])® U (|Q])? U [Q] U
{¢*}. Intuitively, the automaton needs to guess that a given infinite word admits a homogeneous
decomposition where the initial fragment has type N and the homogeneous colour is M, for a
rejecting pair (N, M). The initial state of the automaton is ¢*. The accepting states are those in
[Q]. The automaton has the following transitions (we write K % K for a transition (K, a, K') € 0):

- ¢ % (N, M, M,) for all rejecting pairs (N, M),

- (N,M,K) =% (N, M, K * M,),

- (N,M,K) % M, if KM, =N,

- M2 (M, M,),

- M3 Mif M, =M,

- (M,K) % (M, K * M,),

- (M,K) % M, if K%M, =M.

To complete the proof of Proposition [9.2.1] it remains to show the following.

Lemma 9.2.2. Over RCAy, Additive Ramsey’s Theorem implies that for every infinite word « the
automaton B described above accepts o if and only if the automaton A does not accept c.

Proof. First assume that both .4 and B accept an infinite word «. Let p be an accepting run of
A and let 7 be an accepting run of B. Let the state 7(1) be (N, M, K). Since 7 is accepting, we
know that 7 visits a state from [@Q] infinitely many times.

The only possible such state is M. Taking kg < ki < ... such that 7(k;) = M for each i,
we can decompose « as a = ugug ... where the length of ugu;...u; is k;. Then h(ug) = N and
h(u;) = M for all i« > 0. Our aim is to find a state ¢ such that for some j > i > 0 we have
p(k;) = p(k;) = q and there is some ¢ such that k;, < ¢ < k; and p(¢) € F. We can find such ¢
using the pigeonhole principle: first define £y = 1 and then let £; 11 be the smallest number such
that there is an accepting state in p between ky, and ko, ,. The sequence ({;)ien is defined by
primitive recursion, therefore it can be constructed in RCAg. By the (finite) pigeonhole principle,
there exist 0 < i < j < |Q| + 1 such that p(ks,) = p(ke;) = q. Since M * M = M and p has an
accepting state between kg, and kg, we know that M(q,q) = . Similarly, since N + M = N, we
know that N(q*, q) € {1,*}. It means that the pair (N, M) is not rejecting, which contradicts the
definition of the transitions of B.

Now assume that the automaton B rejects a given infinite word a. Consider a colouring C'
such that for i < j we have C(i,j) = h(a(i)a(i +1)---a(j — 1)). Since h is a homomorphism, we
know that C is additive. By Additive Ramsey’s Theorem, we can find kg < k1 < ... forming a
homogeneous set for C. Decomposing o = ugug ... with k; the length of ugu; ... u; as previously,
we have some N, M € [Q] such that M « M = M, h(ug) = N and h(u;) = M for all i > 0. by
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skipping the first element of the homogeneous set. If the pair (N, M) was rejecting, the automaton
B would accept a—we would be able to define using A{-comprehension an accepting run 7 of B
over « such that 7(k;) = M for all ¢ > 1. Therefore, there exists a state ¢ of the kind disallowed
by the definition of a rejecting pair. This state can be used to construct an accepting run p of
A over «, such that for every ¢ > 0 we have p(k;) = ¢q. As above, such a run can be defined by
AY-comprehension. O

9.3 Effective complementation implies decidability

The following gives implication [3] —[4] of Theorem [7.3.7]

Proposition 9.3.1. For each n € w, RCAqy proves: if there exists an algorithm for complementing
Biichi automata, then there exists an algorithm which, given an MSO formula ¢ of depth at most
n, outputs an automaton A, such that for every word o, the formula ¢ is satisfied by o if and only
if A, accepts a. As a consequence, the depth-n fragment of MSO(N, <) is decidable.

Remark. In fact, the algorithm producing A, on input ¢ is the same for each n. This is because
there is a standard procedure (in the terminology of computability theory, a Turing functional)
for converting algorithms for complementing Biichi automata into algorithms deciding MSO(N, <).
The proof of Proposition verifies that the algorithm obtained by this procedure is, provably in
RCAy, correct on depth-n sentences for each n € w.

The proof of Proposition [9.3.1] is based on the usual idea: given ¢, inductively construct
automata Ay corresponding to increasingly complicated subformulae ¢ of ¢. However, the formula
“Ay is equivalent to 1" as written is not ¥Y (not even arithmetical, as it quantifies over infinite
words), so induction for it is not available in RCAy. To deal with that, we make sure that for ¢
of depth n the algorithm only makes O(n) big steps, with a single big step corresponding to an
entire block of quantifiers/connectives at a given depth within ¢. In that way, we can reason by
induction of fixed length n, which is available in RCAg for formulae of arbitrary complexity.

Proof. We first note that w.l.o.g. we can restrict attention to depth-n MSO formulae of the form
1 or £ given by the following grammar:

b= VEAL G A4
€ = 3AX. Vi i |A[-A
A = Sing(X)|minX <minY | X CY

where Sing(X) means “X is a singleton” and min(X) < min(Y') means “either Y is empty or there
is an element of X less than or equal to the smallest element of Y. The reason is that provably
in RCA,, it is possible to perform the following operations on an MSO formula:

- replace each first-order variable x by a corresponding second-order variable X; translate
2z <y to min(X) < min(Y) and relativise quantifiers over X to Sing,

- push negations downwards to the level of atomic formulae,
- rearrange V’s and I's (respectively, A’s and V’s) lying at the same depth,

and obtain a formula of the same depth which is equivalent to the original one modulo the obvious
identification of x with {x}. The benefit of doing so is that we obtain formulae containing solely
second-order variables. We can then treat an assignment to the variables X1, ..., X} as an infinite
word over the alphabet {0, 1}*.

We also note that given an automaton A over {0, 1}’“7 it is easy to construct an automaton over
{0, 1}*** which behaves just like A and ignores the additional ¢ coordinates. For this reason, when
describing the automaton Ay assigned to a formula v, we can safely assume that the alphabet
of Ay has exactly as many coordinates as there are free variables in ¢; in the later steps of the
construction, extra coordinates can be added as needed.

The algorithm assigning automata to subformulae of ¢ works inductively as follows:

1. The base case is for atomic subformulae of the form Sing(X), min(X) < min(Y),and X C Y.
To these, the algorithm assigns the automata Aging, Amin, and Ac, respectively, pictured
in Figure @ It is straightforward to verify in RCAq that the only situation in which Ag;ng
accepts a word over {0,1} is if it encounters a single position labelled 1, switches to the
accepting state, and remains in that state by reading an infinite string of 0’s. This happens
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Figure 9.2: The automata Asing, Amin, and Ac. The initial states of the automata are indicated
by incoming arrows. The accepting states are marked by double circles. The transitions are
represented by arrows, labelled by the respective letters.

exactly if the word represents a singleton set X. Similarly, it is straightforward to verify that
a word over {0, 1}* representing two sets X, Y is accepted by A, (resp. Ac) exactly if it is
not the case that 1 appears on the second coordinate before it appears on the first coordinate
(resp. that 1 appears on the first coordinate with 0 on the second). This is just what is
needed to recognise the property Y'=0V min(X)<min(Y") (resp. the property X CY).

2. Automata corresponding to —Sing(X), -min(X) < min(Y’), and =X C Y are constructed
using the algorithm for complementation.

3. Given formulae 9;, 1 <i < k, and corresponding automata A; = (Q;, {0, 1}€,qq;, 0;, F3), the
automaton corresponding to \/; ., ¥ is \V/; A; == ({qo} UL; Qs {0, 1}, q0,8" UL, 60 L F)
where the set ¢’ is {(qo,a,q) | Ji < k. (g4, a,9) € Qi}. If a word «a is accepted by some
A; due to a run p then p’ defined as p’'(0) = ¢y and as p everywhere else is an accepting
run of \/; A; over a.. Conversely, if p € ({go} U |, @)Y is an accepting run of \/; A; over
a, then p(1) belongs to @; for some 7. Then for j > 0 each p(j) also belongs to @; and all
corresponding transitions agree with d;. Defining p’ by p’(0) = ¢+ and as p everywhere else
yields an accepting run of A; over a.

4. If the automaton A = (Q,{0,1}*+¢ ¢, 8, F) corresponding to 1(X,Y), then the automa-
ton corresponding to 3Y is A = (Q, {0, 1}k,q;,63,F> with 83 := {(q,(a1,...,ax),q") |
3b. (q, (ay,...,ap,b1,...,b),q) € §}. We argue that IA accepts a word « if and only if
there exists some 3 € ({0,1}¢)N such that A accepts a ® 3, where ® stands for (coordinate-
wise) concatenation of finite sequences. Indeed, suppose that « is accepted by 3A using an
accepting run p € QY. By the definition, this means that for every j there exists b € {0, 1}
such that (p(j),a(j) ® b, p(j + 1)) € §. Use A%-comprehension to define an infinite word 3
by picking a minimal such b as 3(j) for every j. Then p is an accepting run of A over o ® f3.
Conversely, it is clear that an accepting run p of A over a® § is an accepting run of 34 over
a.

5. Finally, the formula V.X. /\f=1 &, is equivalent to ~3X. \/f=1 —;. The automaton correspond-
ing to it is built by means of constructions 3 and 4 and two rounds of complementations
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Clearly, we can argue by induction on m < n that for all subformulae ¢ of ¢ at depth m, the
automaton A, is equivalent to 1. In particular, A, is equivalent to ¢.

It remains to deduce decidability of the depth-n fragment of MSO(N, <). Given an algorithm
transforming a depth-n MSO formula to an equivalent automaton, it suffices to show decidability
of the emptiness problem for Biichi automata: “given a nondeterministic Biichi automaton A, does
there exist an infinite word accepted by A7” As is well known, the answer is positive exactly if
A contains a state ¢ which is reachable from the initial state g; and has the property that ¢ can
be reached from ¢ via a path containing an accepting state. The standard argument proving this
formalises in RCA( in an unproblematic way. O

9.4 Decidability implies X9-IND
In this section we prove the following result.

Proposition 9.4.1. Over RCAg, the decidability of the depth/5 fragment of the theory MSO(N, <)
implies ¥3-IND.

This is, of course, implication [4] of Theorem The proof of the implication is based
on two observations which deserve to be stated as separate lemmas.

The first lemma explains one way in which the decidability of the MSO theory of some structure
can be used to derive some nontrivial principles. Basically, properties corresponding to families
of MSO sentences are decidable (in particular, %9), and therefore mathematical induction can be
applied to them.

Lemma 9.4.2. For every n € w, the following is provable in RCAg. Let (1;)ien be a sequence
of depth/n MSO sentences and let A be a structure such that the depth/n fragment of the theory
MSO(A) is decidable. If o € MSO(A) and if ¥; € MSO(A) implies ;41 € MSO(A) for each
i € N, then 1p; € MSO(A) for each i € N.

Proof. Tt is enough to note that the property “y»; € MSO(A)” can be expressed by a ¥¢ Lo-formula
©(4) (and, in fact, by a IT{ formula too), and X9-IND is available. O

The second lemma will provide us with a concrete MSO]expressible property to which the first
lemma can be applied.

Lemma 9.4.3. Let (i) be the 113 formula Vx 3y. (i, z,y), where §(i,xz,y) is AY, possibly with
parameters. Then RCAy proves that for every k € N, there exists a word a over the alphabet
{0,...,k+ 1} such that for each i < k and v € N the letter i + 1 appears in « at least v times if
and only if Ve <v3Jy.d(i,x,y). In particular, i + 1 appears in « infinitely many times if and only
if w(2) holds.

Proof. We reason in RCAg. Given some k € N, we define a function C' with domain {0,...,k} x N
by letting C(i,w) = max{v < w | Vo <v3y <w.d(i,z,y)} for i < k and w € N. Clearly the
function C' is computable and so exists by A%-comprehension.

Given some computable enumeratiorﬂ of pairs (-,-): N2 — N that is monotone with respect to
the coordinatewise order on N2, define the infinite word a by:

i+1 ifj= (@ w), i<k,
o) = and C(i,w) > [{w' < w|a((iw)) =i+ 1},
0 otherwise.

Again, a(j) is computable so « can be obtained by AY-comprehension. Note that a(i’, w) =i+ 1
implies ¢’ = 7 for any ,7'. We now verify that « satisfies the requirements of the lemma.

First assume that Vo <v Jy. (i, z,y) holds for some i < k and v € N. By X{-collection, there
exists some w such that Vo < v3y < w.d(i,z,y). Let £ = [{w' < w | a((i,w')) =i+ 1}]. If
£ > v then we are done. Assume the contrary and notice that C(i,w) > v. This means that for
w =w,w+1,...,w+v—£—1wehave a((i,w')) =i+ 1 (we use L-IND to prove this). In total
this gives us v positions of a that are labelled by ¢ + 1.

Now assume that there are at least v positions of « labelled by 7 + 1. Let wg be the minimal
position such that [{w’ < wo | a((i,w’)) =i+ 1}| = v. We know that a((i,wp)) =i + 1 and that
the set {w’ < wp | a({i,w’)) =i+ 1} has v — 1 elements. This means that C'(i,wg) > v. By the
definition of C(i,w), it follows that VY <wv Jy. d(4, z,y) holds. O

L(n, k) — M + k is a simple enough example.
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To complete the proof of Proposition we will use Lemma to show that if the depth/5
fragment of MSO(N, <) is decidable, then Lemma can be applied to a sequence of MSO
sentences (¢ )ren Where 9y basically says “II9 induction holds up to k™.

Proof of Proposition[9.4.1. For k € N, let 1, be the MSO sentence “for every infinite word over
the alphabet {0,...,k} there is a maximal letter i € {0,...,k} occurring infinitely often”. More
formally, ¢y, is defined to be the depth/5 sentence

VXoVXy ...VXy V2 [ \/zeXin N\ -~(zeXinzeX;)| =
i<k i<j<k

\/ VzIy>z.y € X;) A /\ (FzxVy>z.y ¢ X;)
i<k i<j<k

Clearly, RCA( proves that ¢9 € MSO(N, <) and for every k € N, if ¢y, € MSO(N, <), then
Yr+1 € MSO(N, <). So, by Lemma and the assumption on decidability of depth/5 MSO(N, <),
each sentence )y, is true in (N, <).

Now consider a I13 formula 7 (i), possibly with parameters. Let k& € N and assume that m(0)
but =7 (k). Let « be the word corresponding to 7 and k provided by Lemma Since the MSO
sentence 141 is true in (N, <), there is a maximal letter ¢ appearing in « infinitely often. Clearly
0<i<k+1and w(i —1) but =7 (4).

Since (i) was an arbitrary 119 formula, we have proved II3-IND and thus also $9-IND. O

9.5 Making complementation ineffective

The work of Sections proves the equivalence of items and [] of Theorem [7.3.7]
However, [3] concerning complementation of Biichi automata, contains an effectivity condition,
namely that there exists an algorithm that produces an automaton complementing any given
input automaton 4. It is natural to ask whether this effectivity condition can be dropped without
compromising the logical strength of the statement.

Below, we prove that the answer is positive, and therefore also item 4’ of Theorem is
equivalent to the others. Our argument relies on the ideas of Section and is similar in spirit
to the one used in the proof of [41 Theorem 3.1, (2) — (3)], though somewhat simpler. Clearly
implies 4". Hence, it is enough to show for instance that 4’ implies [T}

Proposition 9.5.1. Provably in RCAq, if for every nondeterministic Biichi automaton A there
exists a Biichi automaton B such that for every infinite word o, B accepts o exactly if A does not
accept o, then $9-IND holds.

Proof. Assume X9-IND fails and let 7(i) be a I1S formula such that 7(0) and (i) — m(i + 1) for
each i, but =7 (k) for some k. By Lemma [9.4.3) this means that there is a word a over the alphabet
{0,...,k+ 1} such that there is no maximal letter ¢ < k + 1 appearing infinitely often in a.

Consider the following Biichi automaton A working over {0,...,k + 1}: at some point, A
nondeterministically chooses a letter ¢ and verifies that from that point onwards, ¢ appears infinitely
many times but no j > ¢ appears at all. Apply complementation to obtain an automaton B which
accepts exactly if A rejects.

Note that A rejects the word «, because no matter when it makes its nondeterministic choice
and what letter i it chooses, either i will appear only finitely many times or some j > i will
appear after the choice is made. Therefore, B has an accepting run on some word, namely on «.
By a standard application of the (finite) pigeonhole principle £ + p, it chooses the maximal letter
occurring as one of 3(€),...,8(¢ +p—1). This contradicts the assumption that B accepts exactly
if A rejects. O

9.6 Additive Ramsey and Ordered Ramsey imply XI-IND

In this section, we give a direct proof showing that both Additive Ramsey’s Theorem and Ordered
Ramsey’s Theorem imply $9-IND. The implication from Additive Ramsey already follows from
Theorem [7.3.7] However, the argument below is very simple and establishes a direct link between
our Ramsey-theoretic statements and the induction scheme, without the detour through automata
and MSO; thus, we feel it is worth including.
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Proposition 9.6.1. Over RCAq, both Additive Ramsey’s Theorem and Ordered Ramsey’s Theorem
imply X9-IND.

Proof. By Lemma to derive L9-IND it is enough to show that for every k € N and every
infinite word a € {0, ..., k}Y, there is a maximal letter i appearing infinitely many times in a. Fix
k and o and consider the colouring C' with values in {0, ..., k} defined for i < j as follows:

C(i,7) = max{a(l) | i <L < j}.

The colouring C' can be viewed both as an additive colouring of [N]? by elements of the semigroup
({0,...,k},max), or as an ordered colouring w.r.t. the inverse of the usual order on {0,...,k}.
Thus, we can use either Additive Ramsey’s Theorem or Ordered Ramsey’s Theorem to obtain an
infinite homoneous set I for C. Let i € {0,...,k} be the colour of I. By the definition of C, i is
the largest colour that appears infinitely many times in a. O

9.7 X5-IND implies Bounded-width Konig

Theorem 9.7.1. Over RCAy, $9-IND implies Bounded-width Kinig’s Lemma (see Deﬁnitionm,

Proof of Theorem [9.7.1 Let us fix a graph G with vertices contained in @ x N for some finite
set . The usual way of proving Konig’s Lemma would start by defining the subset G’ of those
vertices v of G for which the subgraph under v is infinite. Having defined G’, we could inductively
pick any infinite path in G’ and—assuming G does in fact contain arbitrarily long finite paths
starting in Q X {0}—we are guaranteed not to get stuck. The issue is whether we can obtain G’
by Af-comprehension.

A TI9-definition of G’ is provided by a standard trick used in the context of WKLq. Notice that
for every fixed k there can be at most |Q| vertices of G of the form (g, k). Thus a vertex (g, k) is in
G’ if and only if it has the IT{ property that for every ¢ > k there exists a vertex (¢’,£) reachable
from (g, k) by a path in G; here the existential quantifier over (¢, ¢) is bounded in terms of ¢ and
QI

What remains is to give a ¥9-definition of G'.

Consider two numbers k < ¢ and a vertex v = (q,k) of G. We will say that v dies before £ if
there is no path in G from v that reaches a vertex of the form (¢’,¢). For i =0,1,...,|Q| we will
say that i vertices die infinitely many times if

Vj 3k > 73> k. there are at least i vertices of the form (g, k)
that die before /.

Notice that the property of i that i vertices die infinitely many times is 113. Clearly if i < ¢’
and i’ vertices die infinitely many times then i vertices die infinitely many times. By £9-IND we
can fix 79 as the maximal ¢ such that ¢ vertices die infinitely many times. By the definition, if
i > 1o then there exists j(4) such that for every £ > k > j(i) there are fewer than 4 vertices of the
form (gq, k) that die before . Notice that we can assume jo := j(ip + 1) to be an upper bound for
all j(i) where ¢ > 4g. This means that for £ > k > jo we have at most ig vertices of the form (g, k)
that die before ¢. Additionally, for infinitely many k there is ¢ > k such that exactly ig vertices
of the form (g, k) die before ¢. The following claim shows how one can find a witness that the
subgraph under a vertex v is infinite.

Claim. Assume that we are given £ > k > jo and a vertex v = (q, k) such that exactly iy vertices
of the form (¢', k) with ¢’ # q die before £. Then the subgraph under v is infinite.

Proof. Assume to the contrary that for some ¢ > £ there is no vertex of the form (¢’, ¢’) that can
be reached from (g, k) by a path in G. This means that (g, k) dies before ¢/. Therefore, there
are at least 49 + 1 vertices of the form (¢, k) that die before ¢'. This contradicts the way jo, was
chosen. O

Clearly, if for some £ > k and a vertex v = (g, k) we know that v dies before ¢ then the subgraph
of G under v is finite.

We shall now use Claim to give a X{-definition of G’. We will say that v = (g, k) belongs
to G’ if there exist £ > k' > max(k, jo) and ig vertices of the form (¢’, k) such that all of them die
before ¢ and some other vertex of the form (¢”, k') is reachable in G by a path from v. Clearly this
is a X0-definition. It remains to prove that it defines G’. First assume that v satisfies the above
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property and fix ¢, k', and (¢”,%’) as in the definition. By Claim we know that the subgraph
under (¢”, k') is infinite. Since (¢”, k') is reachable from v in G, this implies that also the subgraph
under v is infinite and thus v € G’. Now assume that v = (¢, k) € G’. By the choice of iy we know
that there exist ¢ > k" > max(k, jo) and exactly ig vertices of the form (¢’, k") that die before ¢.
Since the subgraph under v is infinite, we know that some vertex of the form (p,¢) is reachable
from v in G. Notice that any path connecting v and (p, £) needs to contain a vertex of the form
(¢",K'). Clearly (¢",k’) cannot be among the iy vertices that die before . Thus v satisfies the
above condition.

We have thus shown that the graph G’ is indeed AY-definable, so we can use it to complete the
proof. Let the vertex (g, 0) of G satisfy the hypothesis of Bounded-width Konig’s Lemma. Clearly,
(¢,0) € G'. Just as clearly, each v = (¢, k) € G’ is connected by an edge to some (¢, k+ 1) € G'.
This lets us define an infinite path in G’ by primitive recursion. Let 7(0) be (¢,0). If n(k) is
defined let w(k 4+ 1) = (¢, k + 1) for the minimal ¢’ € @ such that (¢’,k 4+ 1) € G’ and there is an
edge in G between 7(k) and (¢, k + 1). By the construction = is an infinite path in G’, and hence
in G, starting in (g, 0). O

9.8 X5-IND implies determinisation

The entirety of this section is devoted to a proof of the following theorem, which coincides with
implication [I] — 4’ of Theorem [7.3.7]

Theorem 9.8.1. Over RCA,, X9-IND implies the existence of an algorithm which, given a non-
deterministic Biichi automaton B over an alphabet X, outputs an equivalent deterministic Rabin
automaton A over the same alphabet such that for every o € ¥N we have

A accepts < B accepts a.

The proof scheme presented here is based on a determinisation procedure proposed in [52]
(see [2, 138] for similar arguments and a comparison of this determinisation method to the method
of Safra). Our exposition follows lecture notes of Bojaniczyk [9]. Although the general structure
of the argument is standard, we need to take additional care to ensure that the reasoning can be
conducted in RCAy using only X9-IND.

9.8.1 Transducers

The proof of Theorem [9.8.1] will be split into separate steps that will allow us to successively
simplify the objects under consideration. The steps typically take the form of lemmas stating the
existence of automata with certain properties. All the lemmas in the remainder of the section are
asserted to hold provably in RCAg + £9-IND. Moreover, all automata whose existence is claimed
can be obtained effectively given a nondeterministic Biichi automaton B over the alphabet 3 and
possibly other automata mentioned in the hypothesis of each particular lemma.

To merge the steps we will use the notion of a deterministic transducer that transforms one
infinite word into anotherl

Definition 9.8.2. A transducer is a deterministic finite automaton, without accepting states, where
each transition is additionally labelled by a letter from some output alphabet. More formally, a
transducer with an input alphabet ¥ and an output alphabet T is a tuple T = (Q, qo, d) where go € Q
s an initial state and 6: Q x X =T x Q.

A transducer naturally defines a function 7 : XN — I'N. Formally, such a function is a third-
order object and thus not available in second-order arithmetic. However, given a word «, we can
use AY-comprehension to obtain the unique infinite word produced by 7 on the input o. Whenever
we write T (), we have this word in mind.

It is easy to see that a transducer can be used to reduce the question of acceptance from one
deterministic automaton to another, as stated by the following lemma.

Lemma 9.8.3. For every deterministic Rabin automaton A with input alphabet T' and every
transducer T: £N — T'N, there exists a deterministic Rabin automaton Ao T which accepts an
infinite word o € XN if and only if A accepts T ().

2This is exactly the notion of Mealy machines given in Definition of Part [Il In order to keep Part
self-contained, all necessary information is recalled here.
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Figure 9.3: A Q-dag and a single letter from the alphabet [Q]. The accepting edges are represented
by solid lines, and non-accepting edges are dashed lines.

Figure 9.4: A tree-shaped @-dag.

Proof. Let the set of states of 4 o T be the product of the states of A and the states of 7. The
transition function of A o7 follows both the transitions of 7 and the transitions of A over letters
output by 7

547 (g%, 47),a) = (64(¢™,b),¢")  where 67 (q7,a) = (b,¢).

The Rabin acceptance condition of A4 o T is taken to be the acceptance of A, skipping the second
coordinate of the states. Clearly the first coordinate of the run of A4 o T over an infinite word «
equals the run of A over 7 (), so Ao T accepts « if and only if A accepts T (). O

9.8.2 (-dags

In the exposition below we will work with infinite words representing the set of all possible runs
of a nondeterministic automaton over a fixed infinite word. Let us define a ()-dag to be a directed
acyclic graph where the set of nodes is @ x N and every edge is of the form

((g, k), (p, k+1)) for some p,q € @Q and k € N.

Furthermore, every edge is coloured by one of the two colours: “accepting” or “non-accepting”. We
assume that there are no parallel edges. A path in a ()-dag is a finite or infinite sequence of nodes
connected by edges (either accepting or non-accepting). As we will see, we can assume that every
@-dag is rooted—there is a distinguished element ¢y € @) such that all the edges of the @)-dag lie
on a path that starts in the vertex (go,0). We call a vertex (g, k) reachable if there is a path from
(g0,0) to (g, k) in a. We say that an infinite path in a Q-dag is accepting if it starts in (go,0) and
contains infinitely many accepting edges.

Every @-dag can be naturally represented as an infinite word, where the k-th letter encodes
the set of edges of the form ((q, k), (¢’,k + 1)). The alphabet used for this purpose will be the
set of transition matrices [@] : @ x @ — {0,1,%}. An example of a Q-dag and a letter in [Q)] are
depicted on Figure (9.3

We will be particularly interested in )-dags that are tree-shaped. A Q-dag is tree-shaped if
every node (g, k) has at most one incoming edge (i.e. an edge from a node of the form (p,k — 1).
Notice that it makes sense to say that a letter M € [@Q] is tree-shaped and a Q-dag is tree-shaped
if and only if all of its letters are tree-shaped. Figure depicts a tree-shaped @Q-dag.

A Q-dag is infinite if for every k there exists a path connecting the root (qg,0) with a vertex
of the form (¢’, k). Similarly, a Q-dag is infinite under (¢, k) if for every k' > k there exists a path
connecting the vertex (g, k) with a vertex of the form (¢’, &’).

Lemma 9.8.4. Given a nondeterministic Biichi automaton B over an alphabet 3, there exists a
transducer Ty that takes as input an infinite word o € XN and outputs a Q-dag T (o) such that B
accepts a if and only if T1(a) contains an accepting path.

Proof. The transducer 7;, after reading a finite word w € ¥*, stores in its state the set of states
of B reachable from ¢f over w. The initial state of 7; is {go}. Given a state R C Q of T; and a
letter a, the transducer moves to the state

R ={d | (q,a,q') € 6°,q € R}
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and outputs a letter M € [Q] such that M(q,q') = M,(q,¢") if ¢ € R and M(q,q') =0 if ¢ ¢ R.
Clearly there is a computable bijection between the accepting runs of B over « and accepting paths
in the Q-dag T1(«). O

9.8.3 Reduction to tree-shaped ()-dags

The next lemma shows that one can use a transducer to reduce general ()-dags to tree-shaped
Q-dags.

Lemma 9.8.5. There exists a transducer To that takes as input a Q-dag o and outputs a tree-
shaped Q-dag Ta(a') such that o contains an accepting path if and only if Ta(a’) contains an
accepting path.

To prove this lemma we will use a lexicographic order on paths in a given @)-dag. A crucial
ingredient here is Bounded-width Kénig’s Lemma from Section [0.7] Additionally, we need to make
sure that the graph to which Bounded-width Ko6nig’s Lemma is applied can be obtained using
AY-comprehension. For this purpose we use ©9-IND once again.

In the proof we will use the following definition.

Definition 9.8.6 (Profiles). For a finite path w in a Q-dag, define its profile to be the word over
the alphabet {1,x} x Q? which is obtained by replacing each edge ((q,k), (¢, k+1)) inw by (z,q,q")
where © € {1, %} is the type of the edge (x for accepting and 1 for non-accepting). Let us fix any
linear order < on {1,x} x Q% such that (x,q,q') < (1,p,p’). Let < be the lexicographic order on
paths induced by the order < on their profiles. We call a path w optimal if it is lexicographically
minimal among all paths with the same source and target.

Lemma [9.8.5] follows from Claims [9.8.3] and [9.8.3

Claim. There is a transducer T: [Q]N — [Q]Y such that if the input is o then T () is tree-shaped
with the same reachable vertices as in o, and such that every finite path from the root in T () is
an optimal path in c.

Proof. We start with the following observation about the order <. Let w,w’,u,u’ be paths in a
@Q-dag « such that the target of w (resp. u) is the source of w’ (resp. v'); and w, u are of equal
length. Then ww' < uu’ if and only if w < w or w = u and w’ < u'.

Now let us define T («) by choosing, for every vertex reachable in «, an ingoing edge that
belongs to some optimal path. Putting all of these edges together will yield a tree-shaped @-dag
as in the statement of the claim. To produce such edges, after reading the first k letters, the
automaton keeps in its state a linear order on ) that corresponds to the lexicographic ordering on
the optimal paths leading from the root to the nodes at depth k. Updating the order on @ upon
reading a new letter from [Q)] is possible thanks to the observation above—thus, only finitely many
states that keep the current order on () are enough. O

Notice that the above proof is purely constructive and the statement of Claim [9.8.3] involves
only finite combinatorics, therefore it can be performed in RCA.

Claim. Let T be the transducer from Claim[9.8.3 If the input o to T contains an accepting path
then so does the output T ().

The rest of this subsection is devoted to a proof of Claim[0.8.3] Let a be an input to 7. Assume
that 7 € (Q x N)Y is a path that contains infinitely many accepting edges in a. A node v in the
Q-dag « is said to be m-merging if there exists a finite path in 7 («) that leads from v to a vertex
on 7. Our aim is to define the following set of vertices in @ x N:

t={v e @ xN|vis m-merging}.
The above definition is clearly a ¥9-definition of ¢.

Subclaim 9.8.7. There exists a 11§ predicate over vertices v equivalent to “v is m-merging”. As a
consequence, t is definable by AY-comprehension.

The proof of this subclaim makes essential use of ¥9-IND and is similar to the proof of Theo-
rem
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Proof. For i =0,1,...,|Q| we will say that i is m-merging infinitely often if
V4 3k > j. there are at least ¢ m-merging vertices of the form (¢, k) in 7 ().

The above property of i is clearly a I1J property. Let iy be the maximal i < |@| that is m-merging
infinitely often. Such ig exists by 39-IND. Clearly if i <’ and 4’ is 7m-merging infinitely often then
i is also m-merging infinitely often. By the definition, if ¢ > iy then there exists j(i) such that for
all k& > j(i) there are fewer than ¢ m-merging vertices of the form (g, %) in 7 («). Notice that we
can assume jo := j(ip + 1) to be an upper bound for all j(i) where ip < i < |Q|. This means that
if k > jo then there are at most iy m-merging vertices of the form (g, k) in T («).

We can now provide a I19-definition of ¢ (actually a %9-definition of the vertices outside ¢). A
vertex v = (g, k) does not belong to ¢ if (x): there exists k¥’ > max(k, jo) and iy vertices of the form
vo = (qo, k'), v1 = (q1, k'), ..., viy = (¢, k') such that:

- all the vertices vy, ..., v;, are m-merging in 7 (),

no path from v to any of v; for i =0,1,..., iy exists,
- there is no path in 7 («) from v to a vertex of the form (¢’,¢) that lies on 7 with £ < &’.

The latter two conditions are decidable, while the first one is £. In total, the condition (%) is 2.

We will now prove that the negation of (x) in fact defines ¢. First assume that v = (¢, k) ¢ ¢.
Recall that there are infinitely many &’ such that there are exactly ig w-merging vertices of the form
(¢’ k') in T (). In particular, there exists k' > max(k, jo) and ig vertices of the form vy = (go, k'),
v1 = (q1,k'), ..., viy = (Qi, k') such that all of them are m-merging. Since v is not m-merging,
there cannot be a path from v to any of the vertices v; for i = 1,2,...,4p. Similarly, there cannot
be a path from v to m. Therefore, v satisfies (x).

On the other hand, assume that v has the property (x) as witnessed by some k' and vertices
Vo, - - ., Vi, Assume to the contrary that v is m-merging. Let this be witnessed by a path w from
v to a vertex v/ = (¢, k") on m. By the last item of (x), we must have k" > k’. Let p € Q be
the state such that (p, k') lies on the path w. Clearly (p,k’) is m-merging so it needs to be one of
the vertices vy,...,v;,. But in that case this vertex can be reached from v by a path in 7 («), a
contradiction. O

We can now apply Bounded-width Koénig’s Lemma (see Definition to the graph with
set of vertices ¢ and with edges inherited from 7 («). This graph has arbitrarily long finite paths
starting in (go,0), because each vertex on 7 belongs to ¢t and is reachable from (go,0) by a path
in 7 (e) contained within ¢. We obtain an infinite path 7’ in 7 («) contained within ¢. Our aim is
to prove that 7’ contains infinitely many accepting edges. Assume to the contrary that for some
k € N there is no accepting edge of the form ((p,?),(p’,¢ + 1)) for £ > k on 7’. Let (p,k) be a
vertex that belongs to 7’ N @Q x {k}. Since 7’ is a path in ¢, we know that (p, k) is m-merging.
Let w be a path witnessing this fact and let (p’, k') be its final vertex, which lies on 7. Since 7 is
accepting, we know that it contains an accepting edge of the form ((r,¢), (', £ + 1)) with k < £.
Let (¢,€+ 1) be a vertex that belongs to 7' N Q x {£+ 1}. As in the case of (p, k), we have a path
w’ witnessing that (¢, ¢ + 1) is m-merging, which reaches 7 in a vertex (¢, ¢').

This means that in o there are two paths between (p, k) and (¢, ¢') (see Figure [0.5): the first
one follows w and 7, the second one follows 7’ and w’. Notice that the latter path is contained
in . This means that the profile of the path through 7’ and w’ is smaller than the profile of
the path through w and 7. By the definition of the order on profiles, since there is an accepting
edge on the respective fragment of 7, the corresponding fragment of the path 7’ needs to contain
an accepting edge. This contradicts the assumption that there is no accepting edge of the form
((p, k"), (p', K" +1)) for ¥ > k on 7.

This concludes the proof of Claim [9.8:3] and thus of Lemma [9.8.5]

9.8.4 Recognising accepting tree-shaped ()-dags
The proof of Theorem [9.8.1]is concluded by the following lemma and an application of Lemma|9.8.3

Lemma 9.8.8. There exists a deterministic Rabin automaton A over the alphabet [Q] that for
every tree-shaped Q-dag o' € [Q]N accepts it if and only if & contains an accepting path.

We will start by defining the states and transitions of the constructed Rabin automaton. Then
we will prove that it in fact verifies if a given infinite word that is a tree-shaped )-dag contains an
accepting path.
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Figure 9.5: An illustration to the proof of Claim The upper horizontal line is the path 7 in
« that may not be a path in 7 («). The paths w and w’ witness that (p, k) and (g, ¢+1) are both
m-merging. The boldfaced part of 7 is the chosen accepting edge that appears on 7. Among the
two paths from (p, k) to (¢’,¢'): one through w and the other through w’; the latter belongs to
T («). Therefore, it has to have smaller profile than the former, in particular it has to contain an
accepting edge in between the vertices (p, k) and (¢,€ + 1).
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Figure 9.6: A Q-scheme 7 (a state of .A4) and a tree-shaped letter M € [Q)] encountered by A. The
“non-accepting” edges in 7 are dashed. The leaves of 7 are arranged according to some fixed order
on ) in such a way as to match the layout of M € [Q]. To simplify the picture we do not include
the states in @ labeling the nodes of 7, using dots instead.

In general, the size of the constructed Rabin automaton is one of the crucial parameters of the
construction, as it influences the running time of the algorithms for verification and synthesis of
reactive systems. However, in this work we are mainly focused on the fact that an equivalent deter-
ministic automaton exists. Therefore, the relatively simple construction presented here will be far
from optimal. For a discussion on optimality of the constructions involved, see [19]. We conjecture
that soundness of more optimal determinization procedures, such as Safra’s construction [62], may
be proven in X9-IND.

Definition 9.8.9. Fiz a finite nonempty set Q. We will say that 7 is a Q-scheme if T is a finite
tree with:

- internal nodes labelled by Q,

- leaves uniquely labelled by @,

- edges uniquely labelled by {0,1,...,2-|Q|}, these labels are called identifiers,
- each edge additionally marked as either “accepting” or “non-accepting”.

Additionally, the root cannot be a leaf and every node of T that is neither the root nor a leaf has
to have at least two children.

Notice that we are not requiring a @)-scheme to be balanced as a tree. It is easy to see that since
the leaves of 7 are uniquely labelled by @, 7 has at most 2 - |Q| nodes. Therefore, the requirement
that the edge labels from {0, ...,2-|Q|} need to be pairwise distinct is not restrictive. Clearly the
number of @-schemes is finite (in fact exponential in |Q]). Let the set of states of A be the set of
all @-schemes. Let the initial state of A4 be the @-scheme consisting of two nodes: the root and its
only child, both labelled by qg. Let the edge between the root and the unique leaf be labelled by
the identifier 0 and be “non-accepting”.

We will now proceed to the definition of the transitions of A. Assume that the automaton is
in a state 7 and reads a tree-shaped letter M € [Q)], see Figure

The resulting state 7' is constructed by performing the following four steps depicted on Fig-
ure
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Figure 9.7: The successive transformations of the scheme 7 when performing steps 1 to 4 of a
transition of A.

Step 1. We append the new letter M to the @-scheme 7 obtaining a new tree. The identifiers on
the newly created edges are undefined and some nodes may have exactly one child. However,
all the nodes are labelled by states in @, either coming from 7 or from M.

Step 2. We eliminate paths that die out before reaching the target states of M. In the running
example, this means eliminating edges with identifiers 9 and 5.

Step 3. We eliminate unary nodes, thus joining several edges into a single edge. This means that
a path which only passes through nodes of degree one gets collapsed into a single edge, the
identifier for such an edge is inherited from the first (i.e. leftmost) edge on the path. The
newly created edge is “accepting” if and only if any of the collapsed edges were “accepting”.
In the running example, this means eliminating the unary nodes that are the targets of edges
with identifiers 2 and 7.

Step 4. Finally, if there are edges that do not have identifiers, these edges get assigned arbitrary
identifiers that are not currently used. In the running example we add identifiers 4, 5, 6, and
8.

This completes the definition of the state update function. We now define the acceptance
condition.

The acceptance condition. When executing a transition, the automaton described above goes
from one @-scheme to another )-scheme. For each identifier, a transition can have three possible
effects, described below:

Delete An edge can be deleted in Step 2 (it dies out) or in Step 3 (it is merged with a path to
the left). The identifier of such an edge is said to be deleted in the transition. The deleted
identifiers in the running example are 9, 5, and 6. Since we reuse identifiers, an identifier can
still be present after a transition that deletes it, because it has been added again in Step 4.
This happens to identifiers 5 and 6 in the running example.

Refresh In Step 3, an entire path with edges identified by e, es, -+ , ey is folded into its first
edge identified by e;. If any of the edges identified by eo,--- , e, was “accepting” then we
say that the identifier e; is refreshed. In the running example the refreshed identifiers are 2
and 7 (the edge identified by 2 was already “accepting” while the edge identified by 7 become
“accepting” because of the merging).

Nothing An identifier might be neither deleted nor refreshed. In the running example, this is the
case for identifiers 1 and 3.

The following lemma describes the key property of the above data structure.
Lemma 9.8.10. For every tree-shaped Q-dag o € [Q]Y, the following are equivalent:

1. « contains an accepting path,

2. some identifier is deleted only finitely often but refreshed infinitely often.

Before proving the above lemma, we show how it completes the proof of Lemma Clearly,
the second condition above can be expressed as a Rabin condition on transitions of A—the Rabin
pairs (E;, F;) range over the set of identifiers i = 1,...,2-|Q)|, a transition is in E; if an edge with
the identifier 7 is deleted and is in F; if the edge is refreshed.
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Proof of Lemma[9.8.10 First assume that o contains an accepting path m. Let p be the sequence
of states of A when reading «. Notice that for every k, the path 7 induces a path in the Q-scheme

p(k) that connects the root with a leaf labelled by a state g(k) such that w(k) = (¢(k), k). Let
eék), .. .,65.]2]1) be the identifiers of the edges on this path. Notice that j(k) < |@Q| because each
internal node of a Q-scheme has at least two children and leaves of @-schemes are uniquely labelled
by the states in Q. We will say that a position j = 0,1,...,|Q| is unstable if for infinitely many
k either j(k) < j or some identifier e;]f) for j/ < j is deleted in the k-th transition in p. Notice
that 0 is stable because we never delete the first edge of a @)-scheme. Let jo be the greatest stable
number; such a number exists by %9-IND.

By ¥9-collection we can find a number ko such that for k > ko we have j(k) > jo and no
identifier egk) with j' < jo is deleted in the k-th transition in p. Therefore, for every j' < jo and
k > ko we have

e;f/@) — ko).

€

Let i = eg-f). Clearly by the definition of j, we know that the identifier 7 is not deleted for
k > kg. It remains to prove that ¢ is refreshed infinitely many times. Assume to the contrary
that for some k; > ko and every k > k; the identifier ¢ is never refreshed in the k-th transition
in p. First notice that 7 contains an accepting edge of the form ((gq,k2 — 1), (¢, k2)) for some

ko > k1. The edge identified by ey(czi) is accepting in p(k2)—this is the last edge on the path
corresponding to 7w in the @-scheme obtained after reading the ks-th letter of a. There are two
cases. If j(ka) = jo, then i is refreshed in the ko-th transition, contradicting our assumption that

i is not refreshed beyond k;. Otherwise, j(k2) > jo + 1 and, by the definition of j, we know that

for some k3 > ko the identifier ey;j_)l is deleted in the ks3-th transition in p. Notice that since 7 is
an infinite path, this identifier cannot be deleted in Step 2 as it never dies out. Therefore, it must
be the case that 65»];3_)1 is deleted in Step 3 and that j(ks + 1) = jo. Let us prove by Z%-IND on

k=ko,ko+1,..., ks that either:
- the identifier ¢ is refreshed in the k’-th transition of p for some k' such that ko < &’ < k, or

- there exists an accepting edge in the Q-scheme p(k) that is identified by eglf) for some j' such
that jo < j" < j(k).

For k = ko the second possibility holds. The inductive step follows directly from the definition
of the transitions of A—an accepting edge propagates to the left, firing successive refreshes for the
merged identifiers. For k = k3 we know that there is no 5 such that jo < j' < j(n) thus the first
possibility needs to hold. This contradicts our assumption that there was no refresh on i after the
k1-th letter of a was read. This concludes the proof of the first implication in Lemma [9.8.10

Now assume that « is a tree-shaped @Q-dag accepted by the automaton A. Let us fix the run
p of A over o and assume that iy is an identifier that is deleted only finitely many times but
refreshed infinitely many times. Let ko be such that the identifier i¢ is never deleted after the
ko-th transition of A. Our aim is to prove that the -dag « contains an accepting path.

We start by noticing that for every £ > 0 and an edge identified by e in the @-scheme p(k),
this edge corresponds to a finite path wy . in the ()-dag «. For the newly created edges that are
assigned new identifiers in Step 4, the corresponding path is an edge (¢, k), (¢, k') from the letter
M. For edges that were assigned an identifier earlier, the path is defined inductively, by merging
the paths whenever we merge edges in Step 3. Using X9-IND we easily prove that a corresponding
edge is marked “accepting” if and only if the path contains an accepting edge in «. If an identifier
1 is refreshed then the path gets longer and contains at least one new accepting transition.

In this way, we can track the path corresponding to the edges identified by iy for k > k.
Since the identifier i is refreshed infinitely many times, the path corresponding to it is prolonged
infinitely many times. Notice that the source of the paths corresponding to i( is fixed and of the
form (q(ko), ko)—the identifier iy is never merged to the left. Clearly, to every k > ko we can
effectively assign a state ¢(k) such that for some k' > ko the path wy ;, passes through (q(k), k)—
such k' exists because i is refreshed infinitely many times. This gives us a A%-definition of an
infinite path 7 that starts in (g(ko), ko). We can append it to a path from (qg, 0) to (¢(ko), ko) and
obtain a path «’ starting in (go,0). Notice that each refresh of iy corresponds to a new accepting
edge on m, which means that 7’ is accepting. O
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Chapter 10

MSO over countable orders

10.1 Ramseyan principles over QQ

In [63], one of the critical combinatorial lemmas in the proof of decidability of MSO over Q is
an additive Ramsey Theorem over Q. In [I4], that theorem does not make an appearance, but a
principle which we call the Shuffle Lemma takes its place.

Definition 10.1.1. The additive Ramsey Theorem over Q is the following statement (originally
proved in [63]): “for any finite semigroup S and any additive colouring o : [Q]? — S, there ewists
a homogeneous set H which is dense in |x,y[ for some z <y € Q”

Given a linear order (P,<p) and a function o : P — ¥, we say that a value a € ¥ occurs
densely in « if for every z,y € P there exists z € |z, y[ such that a(z) = a. We call « a shuffle if
and only if for every a € X, either a is not in the image of « or a occurs densely in . If the image
of « is some set X, we say that « is an X -shuffle. We say that a contains a shuffle if there exist
x,y € P with x < y such that O"]m,y[ is a shuffle.

Definition 10.1.2. The Shuffle Lemma is the following statement: “for every o : Q — ¥ with ¥
finite, o contains a shuffle.”

Below we prove:
Theorem 10.1.3. The following statements are equivalent over RCAq:
1. the additive Ramsey Theorem over Q,

2. for any finite semigroup S and any additive colouring o : [Q]?> — S, there exist x,y € Q such
that |z, y[ is partitioned into finitely many dense homogeneous subsets,

3. the Shuffle Lemma,
4. £9-IND.
We establish Theorem [I0.1.3]in the following manner:
- we prove the Shuffle Lemma in RCAq + X3-IND (Lemma,

- we prove in RCAq that the Shuffle Lemma implies the strong form of the additive Ramsey
Theorem over Q formulated as item |2} (Lemma|10.1.7)),

- we then prove in RCAq that the usual form of the additive Ramsey Theorem over QQ implies

9-induction (Lemma [10.1.9)).
Lemma 10.1.4. RCAq + X9-IND proves the Shuffle Lemma.

Proof. Let a: Q — X be a function with ¥ finite. For any natural number n, consider the following
39 formula p(n): “there exists a finite set L C % of cardinality n and there exist u,v € Q with
u < v such that a(w) € L for every w € Ju, v[".

Since (|X]) is true, it follows from the 3 minimization principle that there exists a minimal
n such that ¢(n) holds. Consider u,v € Q and the set of colours L corresponding to this minimal
n.

Claim. a|]u o s a shuffle.
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Proof of Claim. Let a = «a(x) for some = € Ju,v[. We need to prove that a occurs densely in
Ju,v[. Consider arbitrary x,y € Ju,v[ with < y. We are done if we show that there exists some
w € Jz, y[ with a(w) = a.

Suppose that there is no such w. By bounded X9-comprehension, there exists a finite set L' C 2
consisting of exactly those b € ¥ which occur as values of a‘]m_y[. Clearly, ¢(]L']) holds. However,

L’ C L, and by assumption a ¢ L', so |L'| < n, contradicting the choice of n as the minimal
number such that ¢(n). O

O
A fact that we need later on is that X-shuffles exist for arbitrary non-empty X.

Lemma 10.1.5. Over RCAy, for any non-empty X C N there is an X -shuffle with domain ]0,1[N

Q.
Proof. Without loss of generality, it suffices to show the result for X = N. Define a : ]0,1[ — N
by a(%) = b where ¢ is written as an irreducible fraction. O

We now turn to the proof of the additive Ramsey theorem for pairs in Q. Much like the proof
for N, we use some basic resuts in Green theory to streamline the proof. In addition to [9.1.6] we
use the following elementary algebraic statement.

Lemma 10.1.6. For any pair of elements x,y € S a finite semigroup, if we have v <g y and x,y
J -equivalent, then x and y are also R-equivalent.

Lemma 10.1.7. Provably in RCAq, the Shuffle Lemma implies that for any finite semigroup S
and any additive colouring o : [Q]? — S, there ewist x,3y € Q such that |x,y| is partitioned into
finitely many dense homogeneous subsets.

Proof. Fix a finite semigroup (.9, ) and an additive colouring « : [Q]*> — S. We say that a colour
c occurs in X C Q if there exists {x,y} € [X]? such that a(z,y) = c.

We proceed in two stages: first, we find an interval Ju, v] such that all colours occurring in Ju, v[
are J-equivalent to one another. Then we find a subinterval of |u, v[ partitioned into finitely many
dense homogeneous sets.

Claim. There exists {u,v} € [Q]? such that all colours ofozhu o 07€ J -equivalent to one another.

Proof of Claim. Fix an enumeration (¢n)nen of the rationals. Consider the colouring §: Q — S
given by:
1

'n’_> ny 4dn 1 .
-

By the Shuffle Lemma, there exists some interval Iy in which every value of 8 occurs either
densely or not at all. There exists some k high enough such that, additionally, I :=]qx, qx + ﬁ[ C

Iy. Set ¢1 = a(qr, qrx + ﬁ)
Subclaim 10.1.8. For every {x,y} € [[1]? it holds that B(x,y) J c1.

Proof of Subclaim. Take {z,y} € [[1]* and ¢ = a(z,y). We have ¢; <7 ¢ since ¢; = a(g,z) - c-
oy, qx + k%rl) But, since ¢; occurs densely in |z, ””;ry [, there are infinitely many ¢ such that x <

qe < % and B(qe) = a(qe, qo + H%) = ¢;. We can choose such £ high enough that ]qs, qo + ZJ%I[ -
O

], y[, which gives ¢ <7 ¢; and so ¢ J ¢;.

O

Moving on to stage two of the proof, we want to look for a subinterval of I; = Ju,v[ from the
Claim partitioned into finitely many dense homogeneous sets. To this end, define the following
colouring v : I; — S%:

z = (a(u, 2), a(z,v)).

By the Shuffle Lemma, there exist x,y € I; with = < y such that every value of v either occurs
densely in ]z, y[ or not at all. For [,r € S, define H;, : = v *({({,7)}) C ]z,y[; note that this
is a set by bounded X9-comprehension. Clearly, all H;, are either empty or dense in |z, y[, with
e,y = Ul)r H, . Since there are finitely many pairs ({,r), all we have to prove is:

Claim. FEach non-empty H, , is homogeneous for o.
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Proof of Claim. Let ¢ = a(x,y) such that =,y € H;, with z < y. By additivity of o and the
definition of H ,,

cr = oz, y)a(y,v) = alz,v) =1 (10.1)

In particular r <x c. But we also have r J ¢, which gives » R ¢ by Lemma This shows
that all the colours occurring in H; , are R-equivalent to one another. A dual argument shows that
they are all L-equivalent, so they are all H-equivalent. Clearly, the assumptions of Lemma [9.1.6
are satisfied, so their H-class is actually a group.

All that remains to be proved is that any colour ¢ occurring in H; , is actually the (necessarily
unique) idempotent of this H-class. Since r R ¢, there exists a such that ¢ = ra. But then
by , cc = cra =ra = ¢, so ¢ is necessarily the idempotent.

Thus, H;, is homogeneous. O

O

Remark. The above method of proof is a Green relation-based take of Shelah’s proof in [63)].
This proof follows the same pattern as the proof of the additive Ramsey over w: first we isolate
the J-classes using an “ordered colouring”, and then one deals with the semigroup structure in a
similar way, using the Shuffle Lemma instead of the infinite pigeonhole principle.
We have a loose correspondence of the following three principles in the proofs of additive Ramsey
over N, arbitrary ordinals and Q: the infinite pigeonhole principle, the unboundedness principle

and the Shuffle Lemma.
Lemma 10.1.9. Provably in RCAq, the additive Ramsey Theorem implies $9-IND.

Proof. We work in RCAy and assume the Additive Ramsey principle. It is enough to prove that
given a IIJ formula ¢(j) and a number ¢, if there is any j < £ such that ¢(j), then there is a
maximal such j. By a standard normal form for 119 formulas, we may assume w.l.o.g. that ¢(3)
has the form

I°né(4,n) : =VYmIn > mé(j,n),

where ¢ is AJ. Moreover, modulo some simple manipulation, we may also assume that for each n
there is exactly one j < ¢ such that 6(j,n).

We will use ¢ to define a colouring over the dense linear order (D, <) of dyadic numbers, the
suborder of Q defined by D = {5 | m € Z,k € N}. Since RCAq knows that any two (countable)
dense linear orders without endpoints are isomorphic, the additive Ramsey Theorem holds over D
as well.

For x € D, let the rank of x, rk(x), be the least & € N such that x = i for some m € Z.
There are two simple but important facts to note about ranks. Firstly, for any interval |z, y[ C D
and any k € N, there are only finitely many elements of |z, y[ with rank < k, so there exists a
subinterval ]2’,3'[ C ]z, y[ which contains only elements of rank > k. Secondly, for any |z,y[ C D,
all but finitely many ranks occur in |z, y].

Define a: D — {0, ... £} by:

a(z) = 7 iff 0(5,rk(x)).

This is correctly defined by our assumptions on §. Moreover, by properties of rank, for any
]z, y[ C D, the colour j occurs densely in |z, y[ C D exactly if ¢(j) holds.
Now define 3 : [D]? — {0,...¢} by:

B(z,y) = max({a(z) : ¢ < z < y,rk(z) < max(rk(z),rk(y))}).

Since we are maximizing « over a finite set of z’s, the colouring § is computable and therefore
available in RCA,.

Apply the additive Ramsey Theorem to (3, obtaining a homogeneous set H dense in some
interval |z, y[ € D. Let j be the colour of H. It remains to prove that j is the maximal number
below ¢ satisfying ¢(j).

On the one hand, j has to occur densely in |z, y[ as a value of «, which means that ¢(j) holds.
On the other hand, assume that j < j/ < £ and that ©(j) holds. Let u € H. Since all but finitely
many ranks occur in |z, y[, there is some z € ]z, y[ such that 6(j’,rk(z)). W.l.o.g., u < z. Now, find
an interval I C ]z, y[ with no elements of rank < rk(z) and let v € I N H. Then, since u,v € H,
we have B(u,v) = j. However, since u < z < v and rk(z) < rk(v) but a(z) = j/, we also have
B(u,v) > j', which is a contradiction. O
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10.2 Consequences of decidability of MSO(Q)

In this section we establish so-called “reversals”, namely implications from the decidability of
MSO(Q) to principles axiomatizing strong fragments of second-order arithmetic. These implica-
tions can be viewed as proof-theoretical lower bounds for the decidability theorem. We prove two
kind such lower bounds:

- Firstly, much like in Proposition[9.4.1} we derive induction schemes from decidability of MSQO.
The hypothesis here is that we suppose that there exists some algorithm deciding the MSO
theory.

- Second, we give examples of statements which are expressible in MSO which are equivalent
to comprehension schemes. While this does not show that decidability of MSO requires
necessarily those axioms in the absolute, it shows that the soundness of the usual algorithm,
which can be shown to be correct in, say, ZF.

10.2.1 Preliminaries on linear orders

Before embarking in the proof of the reversals, we first make a few generalities on MSO and linear
orders. The syntax of MSO formulas over linear orders is given by:

- First-order logic with an atomic predicate for the underlying order <.

- Quantification over sets of elements, together with a set membership relation.

ppu=rs<ylreX|pAY|-p|3rp|IX p

Given an arbitrary (countable) order (X, <), the formulas are interpreted in the expected way.
Recall however that the satisfaction for MSO formulas is only defined up to an externally fixed
number of quantifier alternation at a time. Given a predicate variable X, one may define the
relativization (¢ [ X) of a formula ¢ with respect to the set X by recursion over ¢

(r <yl X) = <y

((zeY)X) = z€Y

(pAY)TX) = (pI X)A({TX)
((mp) T X) = (el X)
(Bzp)lX) = J@EeXA(plX))
(FY o) lX) = VY CXA(plX))

where Y C X is a shorthand for Vz.x € Y = x € X. With respect to truth, for an arbitrary order
(P, <), if given a subset Q C P, a MSO formula ¢ and a valuation p : FV(¢) — PNP(P), we have

(P7 <) >:p ¢ if and only (Q> <) FP,X%Q (o I X).
A first remark concerning Q is that it is universal among countable linear orders in the following
sense.

Lemma 10.2.1. We work in RCAq. For every countable linear order (X,<x), there exists an
order homomorphism i : (X, <) = (Q, <).

Proof sketch. The basic idea is to recall that elements of X may be seen as natural numbers build
1 by recursion as follow:

- If n ¢ X, then n is not in the domain of 7.
- Otherwise, consider the set I, = dom(¢) N [0,n — 1]. We then have three alternatives:

— Either n <x k for every k € I,,, in which case we set i(k) to be strictly less than all
elements of I,, according to the order over Q.

— We proceed similarly if k& <x n for every k € I,.

— Otherwise, there is a maximal k € I,, and minimal k' € I,, such that k <x n <x k.
We then set i(n) to be strictly between i(k) and i(k').

It is possible to write an algorithm computing ¢ and to show it sound with respect to the above
specification within RCAg. Then it is easily seen to be an order-homomorphism. O
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In [27], Hausdorff studied inductive decomposition of linear orders as lexicographic sums. A
crucial notion in this analysis is the notion of scattered and dense orders.

Definition 10.2.2. Let (L, <y,) be a linear order. X C L is dense in itself if and only if, for every
x,y € L, there exists z € X such that z € |z,y[ and X is non-empty. A linear order (L,<y) is
scattered if and only if no X C L is dense in itself.

Remark. Note that, up to isomorphism, there are only four dense in themselves countable linear
orders: Q and the variants of Q with endpoints (QU{+o0}, QU{—o0} and QU{—o0, +o0}). This
is provable by back-and-forth within RCAy.

Hausdorfl’s theorems give decomposition result for scattered and non-scattered linear orders
using the notion of lexicographic sum.

Definition 10.2.3. Let (I, <) be a linear order and (P;, <;)icr a family of countable linear orders
indexed over I. The lexicographic sum is the order (3, Pi, <iex) has for underlying set the set of
pairs (i,7) such thati € I and j € P; and for order the lexicographic order: we have (i,7) <jez (¢',5")
if either i <i' ori=14" and j <j'.

Lexicographic product of orders (I, <) and (J, <) are particular cases of lexicographic sum where
the family (P;, <;):cs is constat equal to (J, <). In the context of reverse mathematics where all
orders are countable and have for carrier a subset of N, RCA( shows that the lexicographic sum of
linear orders exist and are indeed linear orders.

Hausdorfl’s analysis, suitably restricted to countable orders, was studied from the point of
view of Reverse Mathematics in [I7] and [23]. Two theorems are of importance: the inductive
characterization of countable scattered orders and the decomposition of arbitrary countable orders
as a sum of scattered orders. As far as Reverse Mathematics are concerned, the following result of
Clote is going to be used to show that MSO over Q can express IT11-CA,.

Theorem 10.2.4 ([I7]). Over ACAy, the following are equivalent:
- II-CA,

- every linear order P is either scattered, or P ~ 3, Py where D is dense in itself and Py
are all scattered and non-empty.

10.2.2 Induction from decidability

We rely on a trick similar to the one employed in Theorem [0.4.1] There, we used the fact that
MSO over the naturals can express a Y.9-complete property to show that its decidability implies
¥9-IND. Here, we notice that MSO over Q can express a I1}-complete property: well-foundedness.

Theorem 10.2.5. Provably in ACAy, if there exists an algorithm deciding the depth-7 fragment
of the MSO theory of (Q, <), then I1{-IND holds.

Proof. Here, we use the fact that MSO over the rationals can express a II{-complete property to
show that its decidability implies ITI3-IND. For k € N, let v, be the MSO sentence

VX VX ... VX \V X; is well-ordered A\ (=X; is well-ordered )
—1<i<k+1 i<j<k

where “X is well-ordered” is an MSO formula stating in a natural way that each non-empty subset
of X has a smallest element (in the ordering of Q). Thus, ¢ essentially says that if at least one
of k+1 sets Xo, ..., X C Q is well-ordered, then there is a highest 7 for which X is well-ordered.
Intuitively, 1 says that IIi-induction holds up to k. Already RCAq proves that 1y € MSO(Q)
and for every k € N, if ¢, € MSO(Q), then v € MSO(Q). Moreover, each v, can be written
as a depth-7 sentence, so the existence of an algorithm deciding the depth-7 fragment of MSO(Q)
would imply that ¢, € MSO(Q) for all k¥ € N (since “¢p, € MSO(Q)” would then be a decidable
property of k, and RCAq has induction for decidable properties).

Now, assume ¥ € MSO(Q) for all k and let 7(z) be a II} property such that 7(0) but = (¢)
holds for some ¢ € N. We have to show that there is a maximal ¢ < ¢ such that m(i). ACAg proves
that 7(7) is equivalent to the well-ordering of the Kleene-Brouwer orderingKB(T;), where (T})i<s
is a sequence of trees definable by arithmetical comprehension. Define X; to be the range of a
computable embedding of KB(T;) into Q. For each i < ¢, w(i) holds exactly if X; is well-ordered
as a subset of Q. Since v, is in MSO(Q), there is a maximal ¢ < ¢ such that X; is well-ordered,
which is also the maximal ¢ < ¢ such that (7). O
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10.2.3 Comprehension as an MSO sentence

Now that we established that the mere decidability of MSO(Q) implies IT}-IND over ACA,, we show
that MSO(Q) can express a theorem Yrtca, equivalent to ITj-CAg over ACAg. A fixed algorithm
which can be shown to be sound in, say, ZF, deciding MSO(Q) should output “true” if taking
U’H}-CAO as input. For a fixed algorithm and a fixed sentence, this is witnessed by a concrete
computation which can be reflected withing RCAg; therefore, soundness of such an algorithm
readily implies IT3-CA,.

Lemma 10.2.6. There exists a sentence paca, of MSO over (N2, <;..) equivalent to ACAy over
RCA,.

Proof. The sentence under consideration states that, for every subset Z C N2, there exists a set
X C N2 such that:

- Z is included in X.
ZCX:=Vex(xeZ=>xeX)

- X is successor and predecessor-closed: if S(:c, y) holds and either x € X or y € X, then both
T,y € Z. _
C(X):=VeySx,yyAN(zeXVyeX)=reXAyeX

- X is the minimal such set.
Putting everything together, we obtain the following sentence
Y =VX 3Z (ZQX/\C(X)/\(VY(ZQYAC(Y) :>Z§Y)))

of quantifier depth less than 5. Now, suppose that (N?, <jx) =5 ¢ and let ¢(n) = 3Im §(n, m) be an
arbitrary X{ formula (with possibly other parameters beyond n). Since d is AJ, there exists Z C N2
such that (n,m) € Z if and only if §(n,m) holds. Then, since ¥ holds, we have some minimal
X closed under successor and predecessor containing Z. Then we show that ¢(n) & (n,0) € X
which suffices to conclude.

- If p(n) holds, then there exists m such that (n,m) € Z C X. But since C(X) holds, a A
induction over m shows that (n,m) € X = (n,0) € X.

- Conversely, assume that for every m, (n,m) ¢ Z. Define X = X \ {(n,m) | m € N}. It is

easy to check that C'(X) holds and that Z C X. Consequently, X C X and thus (n,0) ¢ X.
[

Theorem 10.2.7. There exists a true sentence Y1 _ca, of MSO over (Q, <) which is equivalent
to TI}-CAq over RCA,.

The first step towards proving Theorem110.2.7 is to first find a sentence of MSO(Q) which imply
ACA(. Thankfully, we may reuse Lemma [10.2.6] together with Lemma [10.2.1] as follows.

Lemma 10.2.8. There exists a true sentence Yaca, of MSO over (Q, <) which is equivalent to
ACAq over RCAy.

Proof. By Lemma [10.2.6] it suffices to find a sentence whose validity in Q is equivalent to the
validity of paca, in N2. To define ¢aca,, we first give a MSO sentence Iy2 which characterize
subsets of Q which are order-isomorphic to (N2, <jey). A first step is to give a similar sentence Iy
for orders isomorphic to (N, <).

In=32z Vyx<y)AVXz e XAWyzye X AS(y,2) =z X)=>Vzze X
I =3X.(In X)AVWY Tz yr e XANye XANVzzeY ox<zAz<y) A(InY)

The sentence ¥aca, is then
VY.(In2 [ Y) = (paca, 1Y)

where paca, is given in Lemma Note that RCAq proves that (N?, <) & Iye.

As every countable linear order embed into Q by Lemma so does N?; let Y C Q be the
corresponding subset of Q. If (Q, <) = ¥aca,, then (Y, <) = paca, and thus (N2, <) = @aca, and
ACA( holds. Conversely, it is not difficult to check that any order (P, <) such that (P, <) = In2 is
order-isomorphic to (NQ, <lex) In ACAOEL and that the converse thus holds. O

1However, A?-comprehension is not enough to show that $ is indeed a function encodable as a set.
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Then, we can safely reduce Theorem [10.2.7] to the following lemma.

Lemma 10.2.9. There exists a true sentence wﬁl_CAo of MSO over (Q, <) equivalent to I1}-CAg
1
over ACA,.

Proof. The statement ’(/J{_[}_C A, COmes from the following mild reformulation of Theorem [10.2.4
Claim. Over ACAy, the following are equivalent:

- T1}-CAq

- every linear order P is either scattered, or there exists Q C P such that

— @Q is dense in itself.
— for every convexr X C P disjoint from @, X is scattered.
— for every p € P, there exists a convez, scattered X C P such thatp € X and X NQ # (.

Proof. We use Theorem and show the equivalence with the second alternative. When P is
scattered, both direction are trivial, so, without loss of generality, assume that P is not scattered.

First, if P~ %, Py where D is dense in itself and Py are all scattered and non-empty. We
prove the result for ), Py, as it is rather straightforward to push through the order isomorphism
P ~3%",cp Py Since all Py are non-empty, we may define a computable function f : D — N such
that for every d, f(d) € P; (taking, for instance, the minimal element of P; when seen as a subset
of N). Call Q the graph of f. We now have three things to check:

- @ is order-isomorphic to D, so it is dense in itself.

- Now assume that X C Y, Py is convex and X NQ = (. Note that for every elements (d, z)
and (d',2) of Q, d’ = d; otherwise assume without loss of generality that d < d’. Since D is
dense, we have some d’ such that d < d” < d’, and thus (d,z) < (d’, f(d")) < (d',2'). As
X is convex, we should have (d”, f(d")) € X, which is impossible since X N @Q = (). Hence,
Q C P, for some d € D. As a subset of a scattered subset of ), Py, @ is thus scattered.

- Finally, for every (d,z) € > ., Pa, the set Py is scattered and intersect @ at f(d).

Conversely, assume that we have @ C P is dense in itself such that every X C P such that
X NQ = 0 is scattered and that for every p € P, we do have a convex scattered subset Y such that
p€Y and Y NQ # 0. Define the family (P;)qcq of subsets of P by arithmetical comprehension
as follows
re€P, & VieQ.({<q=d<x)Ng<qd =>z<{)

For every q € Q, ¢ € P,. Furthermore, P, is a partition of P into convex subsets:

- Every P, is convex: suppose that we have z < y with z,y € Q and z € [z, y] and an arbitrary
¢ € Q. Either ¢’ < ¢, in which case ¢/ < x < z,0r ¢ > qand z <y < ¢; thus z € Q.

- If ¢ # ¢, P;,N Py = 0: without loss of generality, assume that ¢ < ¢’ and x € P, N P;. Since
@ is dense in itself, there exists ¢” € |g,¢'[. By definition of P,, we have necessarily = < ¢”.
However, by definition of P, we have ¢ < z, a contradiction.

- Finally, let us show that every x € P belongs to some F,. By assumption, there exists a
convex scattered set Y containing x and intersecting (). Note that Y N @ is necessarily a
singleton. Otherwise, we would have ¢ < ¢’ € @ NY, and, since Y is convex, [¢,¢'] C Y, a
dense subset of Y. Thus, let ¢ be such that Y N Q = {¢}; we show that 2 € P,. To this end
suppose that we are given an arbitrary ¢’ € ). Suppose that ¢ < ¢’ (the symmetric case is
treated similarly). We then have to show that x < ¢’; by contradiction, suppose that ¢’ < x.
Since Y is convex, we have ¢ € Y, which contradicts |[Y N Q| = 1.

We thus readily have P ~ ) gc Par with @ dense. It remains to show that every P, is scattered
and non-empty; the latter is immediate since g € P, for every ¢ € ). As for scatteredness, define
the sets

Pr = {zeP/lz>q}

Py = {zePz<q}

Since the family (P;)4ecq is a partition and ¢ € P, we have P;fNQ = () and P, NQ = (). Therefore,
both PqJr and P, are scattered. Since P, = P~ U {q} U PqJr and scattered sets are closed under
finite unions, P, is therefore scattered. O
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With this claim, it then suffices to notice that since every countable order embeds into Q,
MSO(Q) allow to quantify over a single countable order and to formalize density and scatteredness

in MSO.
dense = (Fxyx <y AVzyr<y=Izaz<zAzAy)

scat = VX.—(dense | X)
Therefore ¢y, ¢, = VZ ((scat v 3Y ") [ Z) where ¢ is the conjunction
1

(dense [Y)A (VW.VNY =0 = (scat [ YV)) AVz JyV.ye VAy €Y Az €V A (scattered | V)

where V' NY = () formally stands for Vx =(zx € X Az € Y). O
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Conclusion

As announced in the introduction, we have studied constructive aspects of MSO theories, and
more specifically, MSO(w) from two complementary perspectives. While Part [If gave intuitionistic
counterparts to MSO(w) satisfying a Curry Howard correspondence for (finite-state) causal func-
tions, Part [[T| attempts to determine the metatheoretic assumptions required to make the classical
standard MSO theories true within second-order arithmetic.

Part [ starts by giving basic properties of Mealy machine in Chapter While Mealy ma-
chines are a natural object to consider in automata theory, simply because it is a useful tool for
intermediate constructions (see for instance Subsection of Part which is central to the
development of Part [[] as we make the choice to restrict our notion of realizer to only consider
causal functions. Most things are left unsaid about the general theory of Mealy machines as one
of the main focus is the guarded fixpoint construction, a crucial ingredient for the composition of
strategies in zigzag games in Chapter Although this does not serve in the rest of the thesis,
a concrete syntax for finite-state causal functions with a sound and complete equational theory
is given thanks to this fixpoint construction. Another preliminary move made in Chapter [2]is to
show the equivalence between MSO(w) and a first-order theory of streams FOM. This is rather
uncontroversial from a purely technical standpoint and justified by the term language of FOM
which includes all finite-state causal functions. As with parametric guarded fixpoints, this might
also be seen as preliminary setup for Chapter [7] which would make little sense if we were working
with natural base categories for (a fragment of) second-order arithmetic. Then, an intuitionistic
subsystem SFOM of FOM is introduced in Chapter [3] After establishing that it is as expressive
as FOM thanks to a simplified double-negation translation (amounting to Glivenko’s theorem), a
proof-relevant model of SFOM is given to justify extraction. The most interesting point, beyond
the formal soundness and completeness of SFOM with respect to extraction, is that the model
itself is based on a simple refinement of the usual translation of FOM formulasﬂ into automata: the
formulas are interpreted as automatas and the proof, instead of being mere witnesses of language
inclusion with no computational content, are interpreted as simulations. A similar approach is
taken in the subsequent Chapter [4] where a richer logic LSFOM based on intuitionistic linear logic
is studied. A linear translation from the classical theory FOM is given, and a proof-relevant model
for extraction is sketched. Once again, the main aesthetic advantage of the model is that it is based
on standard translations into automata at the level of formulas, while the interpretation of proofs
does no longer corresponds to inclusions of languages, but rather winning strategies in a simulation
game. The proof of soundness of extraction is postponed to later chapters, so while this is not
formally mentioned at that point, the guarded fixpoint construction over Mealy machines plays a
crucial rule to interpret the cut rule of LSFOM. While the presentation of the models of SFOM
and LSFOM as refinements of the usual automata-based interpretation of formulas is appealing
and theoretically allow for automatic verification algorithm to be applied to those automatas to
check, for instance, for the existence of simulations, it is also rather clear that the interpretation
of proofs do not require to compute the automata interpretation of the involved formulas. In a
sense, this hints at a crucial fact underlying the developments in latter chapters: the automata
are not essential part of these models, the simulation and games are. Thus, the latter chapter are
dedicated to giving categorical constructions allowing to recover equivalent models for FOM and
LSFOM syntactically. The starting point is Chapter [§] which, after giving a few preliminaries on
fibrations, recalls the Dialectica construction Dial over them. The reason for this development
is because the logical structure of Dial and LSFOM share some striking similarities. Mentioned
in passing is the Gum construction, which generalizes the simple fibration, and essentially corre-
sponds to building a syntactic model for SFOM when starting from the syntactical fibration for

21t is straightforward to check that the usual translation of formulas into infinite word automata can be carried
out in the same way for FOM as for MSO(w).
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the classical theory FOM. Then, after introducing a convenient category for higher-order (and
thus, not necessarily finite-state) causal functions S, Chapter |§| gives the explicit construction of a
category of simulation games, the zigzag games, and a construction Dial® over fibrations over S.
Roughly speaking, Dial” is a higher-order generalization of the model construction for LSFOM. Its
formal relationship with Dial is clarified and a similar characterization theorem is given. Finally
Chapter [7] adapts this material to work with finite-state causal functions and exploits the charac-
terization theorem of the previous chapter to give a reasonably nice complete axiomatization of
the proof-relevant model of LSFOM.

Part [[T] is less concerned with structural issues, but rather the foundational strength of MSO
theories. Its main contribution lies in Chapter [9] where Biichi’s decidability theorem for MSO(w),
together with relevant theorems from the theory of infinite word automata, are analyzed from the
point of view of Reverse mathematics. It turns out that over the weak base theory RCA(, the
decidability of MSO(w) (presented as a scheme for technical reasons), the existence of complement
of Biichi automata, the additive Ramsey theorem over N and the scheme of ¥9-induction are all
equivalent. Furthermore, the Muller-Schupp algorithm determinizing Biichi automata into Rabin
automata can be shown to be sound in ¥9-induction. Some of those proofs, such as determinization
from Y9-induction, are obtained by formalizing usual automata-theoretic proofs within second-
order arithmetic, although sometimes the argument needs to be substantially changed to fit our
weak theories. For instance, the additive Ramsey theorem can not be taken to be consequence of
the general Ramsey theorem for pairs which is unprovable in $9-IND, but requires a more refined
argument based on basic Green theory here. The proofs that these theorems imply £9-IND all
employ a similar trick based around the idea that Y9-complete sets may be encoded in MSO(w).
Chapter [L0[ contains preliminary steps towards a similar study for MSO(Q). It is centered around
the idea that it makes for interesting intermediate case lying between MSO(w) and MSO over
the infinite tree in terms of axiomatic strength. While we are nowhere close to having a crisp
characterization of the strength of MSO(Q) as for MSO(w), we first establish that the additional
additive Ramsey theorem over Q used in Shelah’s proof of decidability is also equivalent to X9-IND
and is thus rather elementary with respect to the logical complexity of MSO(Q). Indeed, we
then show that MSO(Q) can express I1}-complete statements, which allow to derive IT}-IND from
decidability of MSO(Q) and I1}-CA, from the soundness of the usual algotrithm deciding MSO(Q)
over RCAy.

All in all, while both parts of the thesis purports to study the constructivity of MSO, and
more specifically, MSO(w), there is little overlap between the two. While this might serve as an
illustration of the diverging interests of communities in foundational strength and those focussed
on Curry-Howard correspondences and intuitionistic logics, one should keep in mind that those
two aspects of logic still enjoy tight connexions that fall outside the scope of this thesis.

Further work

We collect below some ideas for further work. For Part [[j we give several problems which arise
as extension of the development above. For Part [[I, we focus on the open problems related to
MSO(Q) on which we are still working on at the time of writing.

Part [T

Axiomatization of FOM and its constructive counterparts FOM is a theory which is
equivalent to MSO(w) from the point of view of expressivity in classical logic and that we found
to be more pleasant from an aesthetic point of view when studying constructive aspects of the
theory of infinite word automata for various reasons. Classically, because it is essentially the same
as MSO(w), Siefkes’ axiomatization can be seemlessly lifted to FOM.

However, the appeal of Siefkes’ axiomatization of MSO(w) is also largely a matter of aesthetics
that gets largely lost in translation: it is the restriction of the usual axiomatization of second-order
Peano’s arithmetic restricted to the language of MSO(w). When lifted to FOM, the induction
and comprehension schemes get buried under cumbersome encodings for natural numbers, and an
ad-hoc axiom gets added to relate the translation of MSO(w) formulas to the atomic equalities of
FOM.

So a first informal question is the following;:
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Question. Does there exist a natural ariomatization of FOM based on stream equations rather
than encoding of the comprehension/induction axioms and natural numbers?

It is unclear at the moment if such an axiomatization would be easy to find, but this might be
an intersting first step towards finding more convincing axiomatizations of intuitionistic variants
of FOM. Indeed, the axiomatizations of SFOM and LSFOM suffer from the same defect as they
include negative/linear translation of those cumbersome axioms. This is to be constrasted with
the cleaner situation in arithmetic, where, for instance, the axioms of Heyting arithmetic are
aesthetically reasonable while still ensuring the soundness of the double-negation translation.

Axiomatization of equality in Mealy, S and its cartesian-closed extension We have
provided a term syntax for finite-state causal functions and a complete axiomatization of its equa-
tional theory in Chapter 2} The fact that there exists a semi-recursive axiomatization is obvious,
but once again, this particular axiomatization is rather pleasant because it fits neatly the syntactic
constructs of the term language we provided. However, during the proof of completeness, multi-
ple naturality conditions reminiscent of those required when defining trace operators in monoidal
categories [33] must be proved. This leads to the following question:

Question. Can the uniqueness axiom in the axiomatization of equalities between Mealy terms be
replaced by naturality conditions while retaining completeness?

If the answer is positive, this might possibly be straightforward to check by inspecting the proof
of completeness.

While this axiomatization was not used further in the thesis, this paved the way to the crucial
definition of the category Sfi" which serves as a stepping stone in definining DZg,. We did not
attempt to give a complete axiomatization of equalities between terms forming the morphisms Sfi*
along the same lines.

Question. Is there a natural axiomatization of the equality between morphisms of Sin?

We presume that the answer is positive and rather obvious. The axiomatization itself probably
mirrors the one given for Mealy, together with additional axioms pertaining to the pointwise arrow
(namely, the counterpart of Lemma together with some additional axioms arising from the
isomorphism (B4)* 2 A“ — B“). Presumably, material from Section could be leveraged to
this end.

A more interesting question is to consider the analogous situation for a term language extending
those coming from S to support general exponentials. This would roughly correspond to a
fragment of the guarded A-calculus where the most complex base type would essentially be streams.

Question. Is there a recursively enumerable aziomatization (complete) of the term language of
St qugmented with ev and A?

Note that this would be equivalent to the decidability of the equivalence of two terms, the set
of pairs of unequal terms is recursively enumerable. The question makes sense for any reasonable
inductively defined fragment of the topos of trees, so it might make sense to consider both re-
strictions and generalizations of ST augmented with exponentials. In any case, let us notice that
it does not take much to make the problem undecidable as it would be easy to simulate Minsky
machines if we further assume that a morphism 3% — (2¢)2” simulating a counter is definable in
addition to internal homsets and morphisms given by Mealy machines in our fragment of interest.

A complete extension of LSFOM with general exponentials As remarked when intro-
ducing LSFOM, while we have refrained from introducing general exponentials in the theory, it is
entirely possible to do so while retaining a perfectly consistent theory that allows extraction. While
Chapter [6] does so at the cost of introducing realizers which are not necessarily finite-state, it is
also possible to adapt the construction of the general exponential found in [6I] to our setting. De-
spite its structural defect, this latter construction ensures that this extension can be made without
affecting the soundness theorem with respect to Church’s synthesis and by keeping an automata-
theoretic interpretation. In particular, it means that there is a decidable complete extension of
LSFOM with full exponentials. Thus we may ask the following informal question:

Question. Is there a natural extension of LSFOM™ completely axiomatizing the model with full
exponentials?
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At the time of writing, we have no idea if there is an elegant way to do so. A first idea towards
attacking this problem would go as follows: first, note that parity uniform alternating automata
A : A may be encoded as a formula ¢ 4(a,u, ) in a straightforward way, so that LSFOM™ I A oo
Jx.Vu.p 4(a,u,xz). Then, one may try to check what basic axioms are required to show that, for
instance, Ju’.p14(a, v, ) F 1Fu.Var.o4(a,u, z) in the extension. Having axioms strong enough to
show this and the dual statement ?3u.Vz.p 4(a, u, x) - Va'.pr.4(a, *,2") would be sufficient.

Let us also note that having unrestricted exponential modalities allow for a straightforward
translation of MSO(w) extended with game quantifiers in our logic.

Kleene realizability and continuous functions While we have studied extraction for
synchronous functions here, nothing was said about the interpretation of the language of FOI\/E|
in general models for higher-order intuitionistic logic, such as the effective topos corresponding to
Kleene realizability or the sheaf topos based on continuous maps considered in [47, VI.9]. There,
the questions of axiomatizing and deciding the logics may be also be asked. These are much more
challenging as, beyond the myriad of settings to consider, they seem to lead away from the usual
basic automata-theoretic tools used to deal with MSO(w). Furthermore, as with the synchronous
case, interpreting all the connectives of first-order logic in those interpretation seems to require a
notion of higher-order realizers.

However, some modest goals in this direction may be within reach. A first step would be
to clarify the situation for simple logics based on SFOM which only feature a limited number of
connectives.

Question. What are the consistent extensions of SFOM based on realizability?

A first case do study would be the interepretation of SFOM formulas in Kleene’s realizability.
The situation looks quite simple because of the following fact: for any FOM formula if there
exists any continuous f : AY — B“ such that Va?” .¢(a, f(a)) holds classically, then there exists
k € N and a fs. k-Lipschitz function g : A — B“ such that Ya*".p(a, f(a)) holds classically.
This can be seen as a consequence of [39] or proven directly by a pumping argument on the
underlying automata. This essentially means that settings with continuous realizers coincide for
SFOM formulas, and that we obtain a decidable model by a reduction to Biichi-Landweber. It
would be interesting to seee if this result can be extended to cases where realizers f are A} and
AY functionals; if so, it might mean that there is a formal way of saying that there are essentially
three “interesting” proper extensions of SFOI\/ﬂ

The other natural extension of the case of continuous functions would be to see what happens
with higher-order continuous realizers and the interpretation of all connectives of first-order logic
that require them (namely, = and V). While it is rather clear how to systematically build models
as soon as we are given a cartesian closed category in which Mealy admits a (finite-limit preserving)
embedding by using Gum and change of base, it is unclear if it can be shown that they are all
equivalent for FOM formulas or not.

Part [I] : the proof-theoretic strength of MSO(Q) 7

Tt is likely that one would be able to prove decidability of MSO(Q) in H%—comprehensiorﬂ by simply
adapting the proof of decidability found in [I4]. The crucial property that seems to require a strong
comprehension axiom there is Proposition 1, which is proven using Zorn’s lemma. This proposition
is provable in IT13-CAg, and it might even be the case that a mild modification makes the proof
go through in Al-CAg. One should note that this axiom is strictly less powerful than Rabin’s
theorem in terms of axiomatic strength as [41] establishes that Rabin’s theorem is not provable in
A} comprehension. However, our investigations thus far hint at the existence of a tighter upper
bound. Note for instance that while we are able to derive II} induction from the decidability of
MSO(Q) (and that MSO(Q) is able to express theorems equivalent to I1}-CAy), it does not seem
possible to extend this result to the class of A} formulas. It is more likely that the true theory
of MSO(Q) may be shown to be decidable by a strenghthening of IT}-CAy that could be dubbed

finite I1}-recursion.

3We refrain from speaking about MSO(w), specifically because the absence or presence of primitive integers start
being quite significant. For instance, having a bijection between those streams z € 2% such that N () = 0¥ Az # 0¥
(as per Figure[2.4]) and the set of natural numbers implicitly relies on Markov’s principle!

4The “interesting” would cover technical restrictions, such as e.g. requiring that the theories of interest be
invariant under relativization over infinite domains. ..

5With the same caveat as in Theorem H%—CAO would only prove decidability of the depth-n fragment of
MSO(Q) for every fixed external n € w.
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Definition 10.2.10. Let T' be a class of formulas. Call the following axiom scheme, where
P(X,Y) €T (possibly with other parameters), finite I'-recursion:

Vn € N3X ((Vk < n o(Xe, X)) A o(0, Xo)

Note that for every standard n € w, I-recursion up to m can be done using n times I'-
comprehension. In particular, it means that for every model of L, with a standard first-order
part, finite I'-recursion holds if and only if I"-comprehension does. Our current conjecture regard-
ing the decidability of MSO(Q) is thus the following.

Conjecture 10.2.11. For every external n € w, Ii-finite recursion proves that the standard
algorithm deciding MSO(Q) is sound for the depth-n fragment.

Proving Conjecture is more challenging than merely adapting [14], as the impredicative
proof does not readily go through. At the time of writing, it is still unclear whether Conjec-
ture may be solved positively, although we believe that an analogue of Proposition 1
from [14] may be proven in finite ITi-recursion, based however on a more general notion of evalua-
tion tree. However, it is much less clear whether the soundness of the projection operation on the
underlying algebras is still provable in finite ITj-recursion (Lemma 3 in [14]).

Nevertheless, the mere definability of the (standard) truth value of formulas of MSO(Q) within
finite ITi-recursion would still be interesting in its own right. In particular, finite II}-recursion
seems to be equivalent, over RCAy, to the determinacy of weak parity games (over infinite arena)
of finite index (or equivalently, finite boolean combination of Iy by adapting [70] which proves
(lightface) AY determinacy using transfinite ITj-recursion. Making this connexion would suggest
that there might be a reasonable notion of alternating automata for countable words corresponding
to MSO(Q) with a weak parity acceptance condition, although one should remain cautious; to our
knowledge, only reasonable automata models for MSO over countable scattered linear orders have
appeared in the literature so far [I1].
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