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Thesis Abstract

Angiogenesis is the process through which new blood vessels are formed from pre-existing ones.

During angiogenesis, tumour cells secrete growth factors that activate the proliferation and migra-

tion of endothelial cells and stimulate over production of the vascular endothelial growth factor

(VEGF). The fundamental role of vascular supply in tumour growth and anti-cancer therapies

makes the evaluation of angiogenesis crucial in assessing the effect of anti-angiogenic therapies as

a promising anti-cancer therapy.

In this study, we establish a quantitative and qualitative panel to evaluate tumour blood vessels

structures on non-invasive fluorescence images and histopathological slide across the full tumour

to identify architectural features and quantitative measurements that are often associated with

prediction of therapeutic response.

We develop a Markov Random Field (MFRs) and Watershed framework to segment blood

vessel structures and tumour micro-enviroment components to assess quantitatively the effect of

the anti-angiogenic drug Pazopanib on the tumour vasculature and the tumour micro-enviroment

interaction.

The anti-angiogenesis agent Pazopanib was showing a direct effect on tumour network vascula-

ture via the endothelial cells crossing the whole tumour. Our results show a specific relationship

between apoptotic neovascularization and nucleus density in murine tumor treated by Pazopanib.

Then, qualitative evaluation of tumour blood vessels structures is performed in whole slide

images, known to be very heterogeneous. We develop a discriminative-generative neural network

model based on both learning driven model convolutional neural network (CNN), and rule-based

knowledge model Marked Point Process (MPP) to segment blood vessels in very heterogeneous
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images using very few annotated data comparing to the state of the art.

We detail the intuition and the design behind the discriminative-generative model, and we

analyze its similarity with Generative Adversarial Network (GAN). Finally, we evaluate the per-

formance of the proposed model on histopathology slide and synthetic data. The limits of this

promising framework as its perspectives are shown.



Résumé de la thèse

L’angiogenèse est le processus par lequel de nouveaux vaisseaux sanguins se forment à partir du

réseaux préexistant. Au cours de l’angiogenèse tumorale, les cellules tumorales sécrètent des facteurs

de croissance qui activent la prolifération et la migration des cellules endothéliales et stimulent

la surproduction du facteur de croissance endothélial vasculaire (VEGF). Le rôle fondamental

de l’approvisionnement vasculaire dans la croissance tumorale et le developement des thérapies

anticancéreuses rend l’évaluation de l’angiogenèse tumorale, cruciale dans l’évaluation de l’effet des

thérapies anti-angiogéniques, en tant que thérapie anticancéreuse prometteuse.

Dans cette étude, nous établissons un panel quantitatif et qualitatif pour évaluer les structures

des vaisseaux sanguins de la tumeur sur des images de fluorescence non invasives et des images

histopathologique sur toute la surface tumorale afin d’identifier les caractéristiques architecturales

et les mesures quantitatives souvent associées à la réponse thérapeutique ou prédictive de celle-ci.

Nous développons un pipeline formé de Markov Random Field (MFR) et Watershed pour seg-

menter les vaisseaux sanguins et les composants du micro-environnement tumoral afin d’évaluer

quantitativement l’effet du médicament anti-angiogénique Pazopanib sur le système vasculaire tu-

moral et l’interaction avec le micro-environnement de la tumeur.

Le pazopanib, agent anti-angiogénèse, a montré un effet direct sur le système vasculaire du

réseau tumoral via les cellules endothéliales. Nos résultats montrent une relation spécifique en-

tre la néovascularisation apoptotique et la densité de noyau dans une tumeur murine traitée par

Pazopanib.

Une évaluation qualitative des vaisseaux sanguins de la tumeur est réalisée dans la suite de

l’étude. Nous avons développé un modèle de réseau de neurone discriminant-générateur basé sur un
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modele d’apprentissage : réseau de neurones convolutionnels (CNN) et un modèle de connaissance

basé sur des règles Marked Point Process (MPP) permettant de segmenter les vaisseaux sanguins

sur des images très hétérogènes à l’aide de très peu de données annotées.

Nous détaillons l’intuition et la conception du modèle discriminatif-génératif, sa similarité avec

les Réseaux antagonistes génératifs (GAN) et nous évaluons ses performances sur des données

histopathologiques et synthétiques. Les limites et les perspectives de la méthode sont présentées à

la fin de notre étude.



Introduction

Cancer is a disease characterized by abnormal cell division (proliferation) leading to a functional

disorder of the human organ generating the disease. Globally, nearly 1 in 9 deaths are due to

cancer. In 2018, cancer was responsible for 9.6 million deaths around the world [1]. Most of the

present anti-cancer therapies are based on anti-angiogenic approach. It has been shown that solid

tumours are angiogenesis-dependent following the research of Folkman, as described by Ribatti et

al. [2].

Angiogenesis is the process through which new blood vessels are formed from existing ones.

During angiogenesis, tumour cells secrete growth factors that activate the proliferation and mi-

gration of endothelial cells and lead to capillary morphogenesis. Hypoxic tumour regions remain

despite neovascularization, which continue to stimulate over production of the vascular endothe-

lial growth factor, VEGF [3, 4]. Folkman hypothesized that tumours would wither and shrink by

blocking this factor. Therefore, the fundamental role of vascular supply in tumour growth and anti-

cancer therapies make the evaluation of angiogenesis crucial in assessing the effect of anti-angiogenic

therapies.

Since many years, such therapies are designed to inhibit the vascular endothelial growth factor

(VEGF), then, to increase the Progression Free Survival (PFS) and the Overall Survival rate (OS).

For example, pazopanib is an oral angiogenesis inhibitor targeting vascular endothelial growth

factor receptor (VEGF-R). In Metastatic Renal Cell Carcinoma (mRcc), single agent Pazopanib

was shown to extend the PFS in Sternberg’s work when inhibiting VEGF compared with placebo

[5, 6]. However, VEGF inhibition is not effective in all cancers. In Gianni’s work [5], anti-angiogenic

therapy showed no improvement in PFS and OS in metastatic first line Breast cancer as reported

in Vasudev and al. [5]. The same result is shown in Hecht’s work for metastatic first line colorectal
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cancer as reported in Mbeunkui review [7]. Therefore, we need a deeper understanding of how

the neo-angiogenic vasculature can be effectively targeted in tumours. The assessment of anti-

angiogenic therapy effect is required not only in VEGF production, but also in vasculogenesis.

Therefore, we need to develop metrics able to assess the effect of drugs on blood vessels within

tumour tissue. Since the amount of information in microscopy images slides represents a huge

amount of data for any computer algorithm, we first need to segment the blood vessels in these

images. On the other hand, in tumour microscopy images, blood vessel segmentation remains

a major challenge for current bio-medical imaging applications due to the heterogeneity of the

tumour’s architecture and the spatial distribution of the surrounding cells in the micro-environment.

Digital Pathology allows us to investigate the complexity of such environment.

The objective of this study is to develop a pipeline of image processing and machine vision tech-

niques, which use digitized slides of human tissue and mice cells to analyze and detect blood vessels

in tumour. The proposed algorithm should be configurable depending on the type of histopathology

images used. Hence, the aim is to overcome some flaws in the existing algorithms and to propose a

robust pipeline which pathologists can use to diagnose any type of cancer involving angiogenesis.

Quantitative evaluation of tumour blood vessels structures with histopathological precision

across the full tumour cross section, may ultimately contribute to the identification of architec-

tural features that are often associated with or predictive of therapeutic response.

Then, qualitative evaluation of tumour blood vessels structures is performed in whole slide

images which are known to be very heterogeneous. Although several papers have showed that pure

rule based knowledge driven model such as stochastic Marked Point Processes (MPP) or active

contours (AC) are promising tools for segmentation in histopathology images, this model fails with

very heterogeneous, complex and noisy images. On the other hand, pure learning data driven

models such as Convolutional Neural Networks (CNN) have been the mainstream approach in the

field of semantic segmentation since good performance was achieved for similar tasks in anticancer

therapies. However, CNN needs a large number of example to achieve good performances which is

not always the case in histopathology research and clinical workflow. We develop, a novel Neural

Network architecture combining a pure rule-based knowledge-driven (MPP) and a pure learning

data driven models (CNN) to overcome heterogeneity and labelling problems. We show that our

model is not only performing well in segmentation of blood vessel in very heterogeneous images
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with very few data (such as whole slide images), but can also be used as flexible pre-processing to

’clean up’ histopathology images for any segmentation method based on pure rule-based knowledge.

Proof of concept was done on Active contours method to enhance the ability of using our

method as a pre-processing stage on heterogeneous image allowing stochastic processes such as

Active Contours to perform on very heterogeneous images such as histopathology images on H&E

(Hematoxylin and Eosin stain).

This thesis is structured in four chapters (see figure .1). In chapter I, we give a definition of

cancer disease and types of cancer in which we are interested during our research. We emphasize the

importance of the microenviroment interaction as a target of a lot of anti-angiogenesis therapies.

Chapter II gives a comprehensive review on the main process behind the activation of tumour

growth : tumour angiogenesis. In this chapter we will emphasize the importance of assessing this

process and its implication in new anti-cancer therapies. We will highlight, the motivations and

background of our study.

Chapter III presents a framework proposed to assess tumour angiogenesis in preclinical histopathol-

ogy tissue with fluorescence imaging. First, we will describe in detail the experiment protocol

developed. We will, subsequently, propose a dedicated algorithm based on probabilistic approach

: Markov Random Field to segment endothelial cells, second we developed statistical method to

assess quantitatively the effect of anti-angiogenic drug Pazopanib on endothelial cells and thus the

other components of the microenviroment.

Chapter IV describes the assessment of tumour angiogenesis in clinical histopathology tissue.

We propose a novel method combining Neural Network and Marked Point Process for segmentation

of blood vessel in H&E staining. Essentially, we have developed a new architecture, capable of

segmenting blood vessel on very noisy images with very few annotated data for overcome two main

problems: from a histopathological point of view, we overcome the annotation of a large number

of data by a pathologist. From a computer science point of view, we establish a method able to

segment and ’clean up’ very heterogeneous images, using a combination of pure learning method

and pure rule based method. Then, we propose a proof of concept by, first, testing the algorithm on

synthetic data and second, by comparing with previous methods. Finally, We test our concept as a

pre-processing algorithm to enhance the performance of Active contours in histopathology images.





Chapter I

Cancer

Abstract of the chapter

In this chapter, we, first give an overview about cancer mechanism. We

detail, the importance of histopathology grading by Pathologists and its

implication in patient prognosis and therapies. We focus on both breast

cancer and colorectal cancer based on the alarming statistics reported re-

cently by WHO. Finally, we emphasis the role of blood vessel as a major

component of the tumour micro-environment matrix and its interaction

with other tumour micro-environment components.

I.1 Definition

The human body is made of 3.72×1013 of cells which grow by dividing process (mitosis) to form new

cells, thereby replacing damaged (via apoptosis) or old ones during a human life[8]. This dividing

process is activated and tightly controlled by genetic signal, coming from the genetic material of

the human body: the genome.

The genome is constantly being modified by several internal factors related to metabolism

and epigenetic regulation, or external factors such as environmental exogenous physical, chemical

agents including ultraviolet (UV) light, ionizing radiation (IR), air pollutants and others. Besides,

13



14 Chapter I. Cancer

biological exogenous dactors such as chemotherapeutic drugs and lifestyle (tobacco, stress and etc.)

can play a major role in this modification process [9].

Therefore, cells have evolved multiple DNA repair pathways to preserve the genome integrity

when damage arises, as described in details in Iyama et. al work reviewing the DNA repair mech-

anism in actively dividing cells [10]. However, prolonged DNA damage can induce mutagenesis.

Mutagenesis is a process by which the genome of an organism is changed by mutations [11]. Mu-

tagenesis includes substitution base pairs, insertion/deletions and chromosomal rearrangements,

by causing genomes instability, an essential step in unregulated cell growth and, therefore, the

development of cancer. Indeed, mutations in some genes allow cells to bypass the tightly regulated

checkpoint in mitosis (cell division), causing cells to grow uncontrollably [12]. We call these cells

cancer/tumour cells, which are different from normal cells because of their invasive behaviour. For

example, tumour cells are able to bypass the programmed apoptotic pathways (programmed cell

death). The apoptosis is crucial in maintaining a proper cells population as in removing DNA

damaged cells [13, 14, 15].

Benign tumours do not spread via metastasis, while other malignant tumours spread into sur-

rounding tissues through the lymphatic and blood system and form secondary tumour in other

organ [16]. This spreading behaviour is controlled by very complexes processes termed Epithe-

lial–mesenchymal transition (EMT) and angiogenesis which are 2 crucial tumor progressions. While

EMT is necessary for tumour cells progression, angiogenesis is the important part of the vascular

phase in tumour growth and metastasis. The main biomedical motivation behind our research is

the assessment of the tumour angiogenesis process.

Essential, cancer can originate from most, if not all tissues that are actively undergoing mitosis.

According to College of American Pathologists (CAP), there are more than 100 known types of

cancer in very diverse locations such as Breast DCIS, Adrenal Gland, Trophoblastic Tumors, Uterine

Sarcoma, Squamous Cell Carcinoma and many other types in different location in human body [17].

According to the World Health Organization (WHO), cancer is the second leading cause of death

in the world after cardiovascular diseases. In 2018, 18.1 million new cases have been recorded, and

cancer was responsible for 9.6 million deaths. Globally, nearly one in eight man and one in eleven

women deaths are due to cancer [1].
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Although this disease exists in all human populations, the International Agency for Research

and Cancer (IARC) reports a geographical diversity in its occurrence. In 2018, 57.3% of global

death caused by cancers occurred in Asia and 23.4% in Europe [1].

In Singapore, in 2018, 35 persons were diagnosed, everyday, with cancer [18]. The most common

cancers for men is colorectal Cancer (17.2%) (1 from 6 cancer diagnosis), lung cancer (14.8%) and

prostate cancer (13.00%). The most common cancers for women are breast cancer (29.1%) and

colorectal cancer (14.8%).

In France, according to the National Institute of Cancer (Institut National du Cancer - INC),

only for 2018, we estimate to 382000 the number of new incidences recorded and to 157400 the

number of deaths. The most common cancer for men are lung cancer with 27 500 cases and

colorectal Cancer with 21 500 cases. For women, breast cancer is ranked number 1 (29.1%) then

colorectal cancer (12.00%) [19].

Given the alarming statistics in breast and colorectal cancers, our study is focusing on these

ones. Therefore, we start by giving a brief introductory overview of breast and colon anatomy of

the corresponding cancers.

I.2 Breast Cancer

I.2.1 Anatomy

The breast is composed of glandular ducts, lobules, connective tissue, and adipose tissue (fat). Lob-

ules are the milk producing glands and they are connected to nipple by lactiferous ducts conducting

milk. These three main structures of the breast are protected by fatty and connective tissues.

There are many types of breast cancer. Most breast cancers arise from glandular ducts and

lobules [20]. Most breast cancers are carcinomas. Carcinomas are tumors that start in the epithelial

cells that line organs and tissues throughout the body. An even more specific term is often used.

For example, most breast cancers are a type of carcinoma called adenocarcinoma, which starts

in cells that make up glands (glandular tissue). Breast adenocarcinomas start in the ducts (the

milk ducts) - ductal carcinomas - or the lobules (milk-producing glands) - lobular carcinomas.
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Invasive lobular carcinoma spreads from the lobules to the ducts, on the other hand, invasive

ductal carcinoma spreads outside ducts to spread through the lymphatic system [21, 22]. In our

research, the available dataset for breast cancer tumour angiogenesis assessment concerns breast

carcinoma.

I.2.2 Grading

All breast cancer grades do not have the same agressivity. The anatomopathological exam of a

tumour sample is the one that allows to assess the exact type of cancer and define its grade.

Grading involves labeling of tissue regions into groups based on their morphologies. The speci-

men comes from biopsy, an invasive medical or surgical procedure performed by healthcare profes-

sional, and involving human cell tissue extraction to define the stage of cancer. Subsequently, the

pathologists characterize the breast cancer based on specific features which are architectural and

cytological features, nuclear grade and number of mitosis [23] to answer the following questions:

• How aggressive is the breast cancer: a low grade breast cancer tends to be less aggressive and

the spreading potential is less, however a high grade breast cancer tends to be very aggressive

with high chance of mitosis.

• How far the breast cancer has spread.

• How large is the tumour size.

All these elements are essential in patients prognosis and the chance recurrence. Therefore,

grading is a crucial part in breast cancer diagnosis, as it guides the Oncologist to select the most

appropriate anti-cancer therapeutic strategy for the patient. However, grading requires a label-

ing/annotation procedure as the Pathologist needs to extract precise features to properly evaluate

it. Indeed, in order to define the grade of cancer, Pathologists need to annotate the histopathol-

ogy images by hand to identify and characterize some features, crucial supporting their decision.

The complexity of the anatomy and the interaction between its different components make this

task very tedious, time consuming and sensitive to subjective human judgments. Although many

grading systems have been used in many cancers to reduce the inter-variability between different

pathologists decisions, those systems are still prone to human annotation, a subjective tedious task
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that computer-aided diagnosis could support.

In accordance with hospital protocol, pathologists may use different grading systems. In breast

cancer, the most known is the Nottingham Histologic Score system, or Elston-Ellis modification of

the Scarff-Bloom-Richardson [24]. Following this grading system, pathologists have to access the

glandular differentiation, nuclei pleomorphism and mitotic index and give a score for each element

from 1 to 3. The final grade is the sum of the three scores:

• In grade 1: tumour has a score of 3-5.

• In grade 2: tumour has score of 6-7.

• In grade 3: tumour has score of 8-9.

1. Glandular/Tubular Differentiation: Describes the capacity of the tumour to recreate a normal

glands as shown in figure I.1 - Score 1: > 75% of tumour area are forming glandular structure.

- Score 2: 10% to 75% of tumour area are forming glandular structure. - Score 3: < 10% of

tumour area are forming glandular structure.

2. Nuclear pleomorphism: Describes shape, size and color variability of cell nuclei. - Score

1: little increase of epithelial cells nuclei comparing to normal ones, little variation in size,

uniform chromatin - Score 2: moderate variability in size and shape, visible nucleoli. - Score

3: marked variation in size and shape with occasional very large forms.

3. Mitotic proliferation index: is a score indicating how much the tumour cells are divid-

ing(mitosis). It depends on the field diameter of the microscope used by the pathologist

when doing the biopsy. So the Pathologist counts how many mitotic cells are located in the

most dense 10 high power adjacent fields. - Score 1: less than or equal to 7 mitosis events of

mitotic cells - Score 2: 8-14 mitosis - Score 3: equal or greater then 15 mitosis
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Colorectal cancer stages 5 years age standardized Rela-
tive Survival (%)

1 98.9

2 84.6

3 71.0

4 10.3

Table I.1: 5 years Age-standardized Relative Survival for males. This ratio reflects the chances of
surviving assuming that cancer is the only possible cause of death [27].

Colorectal cancer stages 5 years age standardized Rela-
tive Survival (%)

1 94.1

2 89.2

3 64.5

4 9.9

Table I.2: 5 years Age-standardized Relative Survival for females. This ratio reflects the chances
of surviving assuming that cancer is the only possible cause of death

Fig. I.3 Example of colorectal adenocarcinoma in a fluorescence image of immuno-
stained specimen. The blue stain shows the nuclei, the green represents the endothelial
cells, pink color represents immune cells and the marked region of interest with green are
the lumen of the colon gland. Our pre-clinical data is similar to this type of images as
we are using a fluorescence imaging
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I.4 Tumour micro-environment

Tumors often become more aggressive in their behaviour and more "malignant" in their character-

istics during their life history, although the time course may be quite variable from one patient to

another in term of type of cancer and mechanisms of tumor progression.

In [28], Nowell stated the different factors playing major roles in tumour growth and progression.

Through this study, Nowel emphasis two main factors:

• Genetic instability of tumor cells: there is evidence that most neoplastic cells (tumour cells)

are more genetically unstable than comparable normal cells and this may be a major factor

contributing to the phenomenon of tumour growth.

• Host Factors: One must also consider those factors in the host environment including the im-

mune surveillance, specific tumor growth factors as tumour growth regulators and interaction

with tumour microenvironment components.

Indeed, it becomes well known that tumour growth is determined not only by the genome but

also by their interactions with the different components of the microenvironment which modulate

the malignancy of tumor growth [29]. Tumour inhabits a cellular environment composed of dif-

ferent components such as immune cells, collagen, adipose tissue (fat), blood network, lymphatic

network and many other cells types as shown in figure I.4. Together, these form the tumour

microenvironment (TME).

The interaction between tumour and TME impacts the tumour growth and the progression of

the disease. For this reason, important research has been carried out in order to improve knowledge

about the tumour behaviour according to its interaction with the microenvironment components

in order to treat tumour more effectively.

This knowledge forms the major thrust in the progress of cancer therapies in the last decade and

in recent transitional oncology that has been giving popularity which aims to translate laboratory

research into new anticancer therapies based on targeted anticancer therapy (TAT). Contrary to

conventional surgery, chemotherapy, and radiation therapy, target anticancer therapy refers to

systemic administration of drugs with particular mechanisms that specifically act on well-defined
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Fig. I.4 Illustration of the complexity of the tumor micro-environment (TME) [30]

targets or biologic pathways that, when activated or inactivated, may cause regression or destruction

of the tumour growth.

In figure I.5 a brief review listing currently known targeted anticancer therapies summarized by

Li et.al. [31]. Immunotherapy and anti-angiogenesis are two examples of TAT.

The tumour microenviroment affects the outcome of these two therapies substantially. In [32],

Smyth et. al. emphasize that the tumour microenvironment can help determine which immune

suppressive pathways become activated to restrain anti-tumour immunity to improve cancer im-

munotherapy which marks a turning point in cancer therapies in the last 10 years [33]. The

inflammatory microenviroment is known to have a great impact on the tumour behaviour [34]. Sig-

nificant correlation have been shown to exist between clinical outcome and immune cell presence,

relative abundance as well as spacial proximity of immune cells to invasive cancer cells. Same to

chemotherapy, Albini and et. al. [35] demonstrated that the tumour microenvironment can be

used as a target to improve chemo-prevention and reduce side effects after chemo-therapies.

However, anti-angiogenesis TAT is controlled by the main component in the human body and
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Chapter II

Tumour angiogenesis

Abstract of the chapter

In this chapter, we detail the mechanism of tumour angiogenesis and its

role in each phase of tumour growth. we describe the ’switch-on’ process

as the passage from the dormant to proliferative tumour. We present anti-

angiogenic therapies as a promising anti-cancer therapy. Finally, we explain

our motivations and background according to the angiogenesis assessment.

II.1 Introduction

A tumour is a cluster of mutated cells that are no longer sensitive to the regulation of cell division.

Therefore, each cell divides anarchically following the secretion of its own growth signals. During

tumour growth, an interaction starts between the tumor and its micro-environment. Over the past

decade, the discovery of tumor cells located near blood vessels has highlighted the existence of

functional interactions between blood vessels and tumor cells.

25
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II.2 Blood vessels mechanism in tumor

Like a normal tissue, the growth of tumor cells relies not only on the supply of oxygen and nutrients

but also the evacuation of metabolic waste and carbon dioxide. These needs are provided by the

blood vessels as one of the major components of the microenviroment. Cells requires oxygen and

nutrients for there survival. Diffusion of oxygen and nutrients happens within 100-200 micrometre

of the blood vessels. Blood vessels ensure that blood transport conveys necessary nutrients and

eliminates cells’ waste in all human organs. Cells are, thus, located 100-200 micrometres from

blood vessels. If the cells aggregation goes beyond this diameter, new blood vessels are created

from preexisting ones. This makes blood vessels a key element in the development of normal or

tumour cells in multi-cell organs [37]. The process of creating new blood vessels from preexisting

ones is called angiogenesis, vasculogenesis or neovascularization.

The wall of a blood vessel consists of 3 layers (figure II.1). These layers are well identified

and are defined: first Tunicia adventitia, second Tunicia media and third Tunicia intima [38]. The

adventitia, which represents the outer layer, consists of connective tissue, fibroblasts, macrophages,

nerve endings and vasa vasorum (for the supply of oxygen and nutrients). The media is the most

central layer of the blood vessel and is the thickest layer. The innermost layer is the intima. The

intima consists of an extra-cellular base of collagen, fibroblast and a monolayer of endothelial cells.

In addition to their exchange function, blood vessels actively contribute to tissue regeneration

and growth processes. The growth of solid tumors beyond 1 to 2 mm is dependent on the develop-

ment of a vascular network dedicated to them. Many studies [39, 40, 41, 42, 43] have shown that

the interaction between blood vessels and tumor growth are due to endothelial cells. In fact, the

entire process of angiogenesis in tumour has been attributed to the endothelial cells. In absence of

endothelial cells, necrosis or apoptosis of the tumor cells has been observed. Thus, the growth of

solid tumors is dependent on tumor neovascularization formed via angiogenesis process. We have

found 3 stages in the tumour growth which are highly dependent on the blood-vessel network as

shown in figure II.2: 1) a-vascular stage, 2) the vascular stage and 3) the metastatic invasion.
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II.2.1 Different stages of tumour growth

a) The a-vascular stage

At this stage, the tumor only measures up to a few millimeters. It is therefore content with the

contributions of nutrients and oxygen provided by the preexisting blood networks in its immediate

environment. Proliferative cells that are located on the surface of the tumor will not lack oxygen

and nutrients. They will, therefore, divide permanently . However, the proliferative cells that are

located more deeply in the tumor and are called quiescent cells can no longer divide due to lack

of oxygen and nutrients. From a certain size, the tumor becomes large. Proliferative cells are big

consumers of oxygen. They do not leave enough oxygen and nutrients for the quiescent cells. If the

tumor becomes larger, apoptotic areas appear in the heart of the tumor because of hypoxia. The

limit of oxygen and nutrient supply at the a-vascular stage may limit the size of the tumor.

b) The vascular stage

When the tumor consumes almost all the nutrients and oxygen in its environment, it will tend to

find other solutions to increase this intake in order to continue its growth. Therefore, the tumor

will encourage the body to create new blood vessels that will directly irrigate the tumor by the

angiogenesis process.

c) Metastatic invasion

Blocks of cells that are in contact with neoformed vessels can become detached from the tumor

and migrate through the lymphatic or blood network to other regions of the body to attach. By

settling on other regions, these clusters multiply in their turn anarchically and form a new tumor.

These new tumors are called metastases.

II.3 Tumour Angiogenesis activation

The passage of the tumor from a dormancy stage to an activation stage is conditioned by the

activation of angiogenesis. The absence of this process causes inactivity of the tumor as illustrated
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Fig. II.2 The stages of tumor angiogenesis [44].

in figure II.3. Therefore, the tumor remains benign. By definition angiogenesis is the formation of

new blood vessels from preexisting vessels [38]. This process includes the follows behaviour:

• a) Continuous activation of the proliferation signals.

• b) Insensitivity to processes inhibiting cell growth.

• c) Resistance to cell death.

• d) Activation of the processes of invasion and formation of metastases.

Angiogenesis of tumors is regulated by local balance in the activities of pro-angiogenic and

anti-angiogenic factors. Each angiogenic activating factor has its atiangiogenic inhibiting factors
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Angiogenic activators factors Antiangiogenic inhibators factors

Vascular endothelial growth factor (VEGF) Endostatin

Transforming growth factor-α/β Angiostatin

Platelet-derived endothelial cell growth factor Interferon-α/β

hypatocyte growth factor Interleukin-I2

Tumour necrosis factor-α Platelet factor 4 fragment

Epidermal growth factor Angiopoietin-2

Placental growth factor Human macrophage

Tissue factor Tissue inhibitor of metalloproteinase-1/2

Interleukin-6/8 Vascular endothelial growth inhibitor

Angiogenin Vasostatin

Angiopoietin-1 Anti-thrombin III fragment

Cyclooxygenase-2 Osteopontin fragment

Table II.1: Endogenous angiogenic and antiangiogenic factors.

migration and proliferation of endothelial cells, formation of a lumen and functional maturation of

new endothelium [37].

II.4 Efforts to prevent tumour angiogenesis

During tumour angiogenesis, tumor cells secrete growth factors that activate the proliferation and

migration of endothelial cells and allow capillary morphogenesis. As shown in figure II.4, the

endothelial cells form a one-cell thick layer wall called endothelium that lines all blood vessels such

as arteries, arterioles, venules, veins and capillaries. Hypoxic tumor regions remain despite this

neovascularization. Hypoxic zones continue to stimulate overproduction of vascular endothelial

growth factor, VEGF [45, 48, 4].

This mechanism has been noticed in vitro, but it is unclear which factors act in vivo. In vivo,

one may be VEGF as it is an endothelial-specific growth factor. By definition, antiangiogenic

agents block tumor angiogenesis by acting on VEGF or its receptors.

In 1971, Folkman proposed that since tumour growth and metastasis are angiogenesis depend,

blocking angiogenesis could be a good strategy to stop tumour growth [49]. This dependence is the

motivation behind targeting of angiogenic factors VEGF, with antiangiogenic therapy.

The relationship between anti-angiogenic and anti-tumor activity was first evaluated in studies

with chemotherapy. Chemotherapy refers to the administration of intravenous drugs for cancer
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Fig. II.5 Effect of the pazopanib anti-angiogenic treatment on the tumor.

inhibitors of angiogenesis (eg. angiostatin, endostatin). Therefore, many of these anti-angiogenic

agents have been approved in clinical trial to block VEGF. These agents react either by blocking

VEGF production by a tumor cell, by blocking its receptor, or by neutralizing VEGF itself. They

can be considered as “indirect” angiogenesis inhibitors, because they block a tumor cell product or

its receptor.

Many tumour angiogenic inhibitor agents have been approved by FDA. Although they have

the same mechanism, preclinical and clinical trails show that not all inhibitors are effective in all

cancers. In this context, we cite Pazopanib agent which is an oral angiogenesis inhibitor targeting

vascular endothelial growth factor receptor (VEGF-R) [5, 6]. In Metastatic Renal Cell Carcinoma

(mRcc), single agent Pazopanib compared with placebo was shown to extend Progression Free

Survival (PFS) in Sternberg and collaborator’s work [6]. However, Pazopanib VEGF inhibition is

not effective in all cancers[5]. Therefore, we need more understanding on how the neo-angiogenic

vasculature can be effectively targeted in tumors [7] in order to improve angiogenesis targeted

therapies.

II.5 Motivation

In the literature, several studies have been done by the national and international scientific com-

munities for the qualitative evaluation of tumour angiogenesis to optimize patient prognosis and

anti-angiogenic treatments [54, 55, 56].

As detailed previously, angiogenesis has a significant implication for the design of anti-angiogenic

therapy. Therefore, understanding its mechanism, in preclinical and clinical trail should help
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Generic name FDA-Approved Indication

Bevacizumab Colorectal, non-small-cell lung, and glioblastoma multiforme
Thalidomide Myeloma
Lenalidomide Myeloma (myelodysplastic syndrome (MDS))
Sorafenib Renal cell and hepatocellular carcinoma
Sunitinib Renal cell and gastrointestinal carcinoma
Temsirolimus Renal cell carcinoma
Axitinib Renal cell carcinoma
Pazopanib Renal cell carcinoma, kidney cancer, and advanced soft tissue sar-

coma
Cabozantinib Thyroid cancer
Everolimus Kidney cancer, advanced breast cancer, pancreatic neuroendocrine

tumors (PNETs), and subependymal giant cell astrocytoma
Ramucirumab Stomach cancer and gastroesophageal junction adenocarcinoma
Regorafenib Colorectal cancer and gastrointestinal stromal tumor
Vandetanib Thyroid cancer
Ziv-aflibercept Colorectal cancer

Table II.2: FDA-approved inhibitors. These angiogenesis inhibitors are being used in conjunction
with other anticancer chemo-therapeutics.

develop effective therapeutic anti-angiogenesis strategies. Assessment of anti-angiogenesis therapies

should be done qualitatively and quantitatively to have a specific overview. Both assessments

requires an accurate description of the behaviour of the new blood vessels formed in the tumour.

For this purpose, we first need a segmentation tasks. Indeed, we need to segment the blood

vessel first in order to characterize it. However, in contrast to normal vessels, tumour vasculature

is highly disorganized, vessels are tortuous and dilated, with different diameters and excessive

branching [57, 58]. These features make the segmentation of blood vessels in tumour images a

very challenging tasks. Tumour blood vessels are a part of a very complex matrix termed tumor

microenvironment (TME). In medical imaging, TME is well-known by its diverse morphological

profiles, with complex and various shapes, especially in malignant tumour.

Besides, a complex disease such as cancer requires an microscopic examination of the tissue that

pathologists cannot do by naked eye. The expanding field of digital pathology by adopting novel

acquisition methods, especially non invasive ones, such as fluorescence imaging and innovative

image analysis technologies such as image processing hence now opened up a new dimension to

address our purpose.

Recently, computerized image analysis techniques are highly required since they can expand

medical knowledge and provide accurate investigations, especially if these techniques allow to dis-
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cover new aspects of the disease that cannot be investigated by naked eyes. However, the most

novel computerized image analysis techniques such as neural network require histopathology anno-

tation on the images. Indeed, nowadays image processing network remains a useful tool in pattern

recognition and segmentation. However, this tool needs a large amount of annotated data to train

our model to ensure a good accuracy. It is common knowledge that the more annotated data a

neural network algorithm has access to, the more accurate it can be. This annotation task is a very

time-consuming and tedious task for the pathologists.

We are dealing, thus, with the problems stated below:

(a) Very heterogeneous and complex data.

(b) Very complex shapes for blood vessels in histopathology images.

(c) Annotating data is very time-consuming and tedious for Pathologists.

(d) histopathology sections are an invasive exam so that we usually have a limited amount of

data.

In this study, We define our challenges as follow:

1. Which Neural Network is able to segment blood vessels in very heterogeneous images using

only very few annotated data?

2. Which imaging model to use for analyzing angiogenesis in preclinical specimen?

3. Which imaging model to use for analyzing tumour angiogenesis in clinical specimen?

Despite their very important role in tumour growth, blood vessels in histopathology stained

images have not been widely studied due to their complexity and heterogeneity. To our knowledge,

only one study has been dedicated to segmenting blood vessels in histopathology slices precisely

in H&E images. This study was published in February 2018 by Faliu Yi and al [59]. Although

this study presents an automatic method based on neural network to segment blood vessels, no

quantitative assessment was performed. Moreover, the proposed method requires the pathologist

to annotate a large amount of data (350) by hand which is a very tedious and time consuming task.

In our study, we came up with a full panel to assess tumour angiogenesis process in both pre-

clinical and clinical specimen using automatic algorithms. Our panel includes both quantitative
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and qualitative assessment tools using multimodal invasive and non invasive imaging.

Our research reflects the multidisciplinary environment in which cancer research has developed

nowadays, and includes experiment design, image processing and statistical analysis. Our two main

contributions are:

1. Developing a quantitative technique to apply and assess tumour blood vessels and their in-

teraction with nuclei, apoptosis distribution across whole-slice histological sections of tumors,

by using noninvasive imaging techniques: fluorescence imaging.

2. Proposing a novel method in neural network which combines pure data driven learning model

and rule based knowledge driven model (Marked Point Process) as qualitative techniques

to assess tumour angiogenesis in H&E. This novel method overcomes two major problems:

segmentation of blood vessels in very heterogeneous and complex images and annotation, a

very tedious task for the Pathologist.

Considering our main biological contribution, we will try to investigate if there is any direct in-

teraction between anti-angiogenic therapies and tumour blood vessel formation. Indeed, all studies

dedicated to tumour angiogenesis have been investigating the effect of anti-angiogenic agents on

the pro-angiogenic protein (such as VEGF). To our knowledge, no study has been investigating the

direct interaction between anti-angiogenic agents and tumour blood vessels formation.

Therefore, we will try to answer the following questions:

(a) Do anti-angiogenic agents such that pazopanib have any direct effect on the endothelial cells

besides the inhibition of the pro-angiogenic protein?

(b) Do anti-angiogenic agents have any impact on the tumour cells?

We aim at developing a pipeline to assess angiogenesis with histopathological precision, to

contribute to the identification of architectural features that are often associated with therapeutic

responses. Blood vessel segmentation is the first important task to reach this objective.

To achieve this target, we structure the pipeline as detailed in figure II.6.
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Chapter III

immunochemistry for preclinical tumor an-

giogenesis assessment

Abstract of the chapter

Axio-scan 2D fluorescence imaging is a non-invasive imaging technique

allowing a faster and complete acquisition of immunochemistry staining.

We develop an experimental protocol to collect pre-clinical data (mice),

then we establish a automatic framework based on Markov Random field

and Watershed, in order to segment endothelial cells, apoptosis areas and

nuclei. In order to investigate the effect of the Pazopanib as anti-angiogenic

drug on tumour vasculature and the tumour micro-environment, we develop

a statistic framework to qualitatively assess the apoptotic percentage of

endothelial cells among the overall apoptotic area.

39
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III.1 Confocal fluorescence microscopy versus Conventional fluorescence

microscopy

During this study, our motivation is to assess experimentally if the anti-angiogenic drug Pazopanib

has a direct effect on blood vasculature and therefore on other components of the tumour micro-

environment. For that, we develop a bio-imaging framework including:

1. An experimental design on murine cells using fluorescence imaging,

2. A computer algorithm to segment endothelial cells (blood vessels),

3. Metrics for quantitative assessment of the drug effect on endothelial cells and nuclei.

The fluorescence microscopy imaging is based on acquiring fluorescence data from a sample,

such as biological tissue, to facilitate diagnosis of the presence or absence of disease or other

abnormality [60]. Several recent studies have shown the interest of fluorescent microscopy imaging

in drugs investigation [61, 62]. This kind of imaging can be an important tool which allows better

reproducibility than non-fluorescent immunostaining.

The fluorescence microscopy takes advantage of the phenomenon of fluorescence in addition

to conventional observation by reflection or absorption of artificial visible light in a microscope.

Immunofluorescent staining makes use of antibodies to locate and identify patterns of protein

expression in cells by a fluorescent microscope. Therefore, primary antibody binds to antigen

(figure III.1). Then antibody-antigen complex is bound by a secondary antibody conjugated to

a fluorochrome. Upon absorption of high energy light, the fluorochrome emits light at its own

characteristic wavelength (fluorescence) and thus allows detection of antigen-antibody complexes

as described in figure III.2 The fluorescent information is filtered out according to the wavelength.

Only specific structures at specific wavelength is detected by the filter and converted to pixel

intensity information in the image.

Fluorescent anti-bodies (FPs) have become valuable tools for investigating biological processes

in living cells. They represent suitable biochemical markers for a variety of biological applications,

non-invasive monitoring of gene expression as well as for studying subcellular localization and

dynamics of proteins [63].
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Confocal fluorescence microscopy VFM Axio 2D Zeiss

Makes use of antibodies Makes use of antibodies

Locate and identify patterns of VEGF
protein expression in cells

Locate and identify patterns of VEGF
protein expression in cells

Few Cross Talk Low possibility of Cross Talk

Very time consuming Fast and reliable slide scanner

Low axial resolution High resolution and precision

Partially automated systems Fully automated and boxed systems

Table III.1: VFM Axio 2D Zeiss versus Confocal fluorescence Microscopy

signal - the name "confocal" stems from this configuration. As only light produced by fluorescence

very close to the focal plane can be detected, the image’s optical resolution - particularly in the

sample depth direction -, is much better than that of wide-field microscopes. The CLSM achieves

a controlled and highly limited depth of focus.

III.2 Virtual Fluorescence microscopy Axio 2D

Although CLSM has been widely used in the last decade for developing drug trails for anti-cancer

therapies, it has its own drawbacks such as low resolution in the z-axis acquisition and photo

damage because of illuminating the tissue sample through entire z-axis, but the most important

one is the speed. Indeed, the acquisition is very slow as it scans the specimen point-by-point. For

that reason, to do one whole slide image acquisition, we need one full working day. If we try to

make it faster, we are compromising the resolution of the image.

In order to take advantage of the fluorescence concept and overcome the speed problem, we use

for our experiment, virtual fluorescence microscopy Axio 2D developed by Zeiss. This technology

allows scanning many whole slide images at once with very interesting speed as it scans the specimen

by field of view which is a fixed parameter by the user. Therefore, the acquisition time is limited

without compromising the resolution of the image. We detailed in table III.1 the advantage of

using the virtual fluorescence microscopy (VFM) Axio 2D Zeiss comparing to confocal fluorescence

microscopy.
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III.3 Database preparation

III.3.1 Cell culture and tumor model

CT26 is a murine colorectal carcinoma cell line from a Balb /c mouse which are an albino laboratory-

bred strain of the house mice which is the most widely used in animal experiment. Preclinically,

the murine CT26 colon carcinoma line has become a platform model for evaluating the potential of

drug combinations with immune checkpoint inhibitor antibodies, for studying the mechanisms of

tumor growth and metastasis and evaluating the effects of different drugs and therapies in animals.

To assess the pre-clinical tumour angiogenesis process, we establised a protocol for colon carci-

noma cell lines culture in "Animalerie Lab" in Sorbonne University in Paris, France.

This protocol was realised with the collaboration of ITD team (Développement d’imagerie et

de thérapie ciblée pour le cancer) under Laboratoire d’imagerie biomédicale (LIB) supervision as

part of a project with the Fondation pour la Recherche Médicale (FRM).

Murine colorectal tumor cells, CT26 (American Type Culture Collection, Virginia) were cultured

in a specific medium. Two thousand tumor cells in 100 µL of 2 × 10−6 cells/ml were then injected

subcutaneously on the left flanks of 3 Balb /c mice to generate first generation tumors: G1.

16 days after cell implantation, we consider that tumors are large enough to be used to make

a second generation of tumors: G2. Therefore, tumors were removed after euthanasia of the mice.

Excised tumors were dissected into 20 − 40mm3 fragments which were then implanted in the left

flanks of eight other Balb /c mice (n = 8) via a small incision that was closed with one or two

sutures. The date of fragment implantation is referred to as day zero (D0). We underline the need

to make G2 tumors because they are more reproducible.

Thereafter, ultrasound imaging was performed every 2 to 3 days to evaluate the tumor size

evolution. On Day 7, four mice, AA1, AA2, AA3 and AA4 were treated by gavage with anti-

angiogenic drug, Pazopanib, repeated day by day (2 mg diluted in 100 microL VOTRIENT R©).

Mice labeled P1, P2, P3 and P4, received placebo by the same route and administration schedule.

On Day 18, all mice were euthanized and tumors were removed carefully to conserve orientation

relative to the anterior surface (skin side) and the longitudinal axis (We kept this information
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Biomarkers Cellular event

KI-67 Assessment of the tumour proliferation activity
Phospho-histone-H3 Cell undergoing mitosis
CD31 Presence of endothelial cells in histological tissue
CASP3 protein Apoptotic cells
Diaminobenzidine (DAB) Detect fingerprints in blood
Feulgen To identify chromosomal material or DNA
Schiff To detect polysaccharides such as glycogen
Wright Differentiation of blood cell types.
Toluidine blue Tissues rich in DNA and RNA

Table III.2: IHC antibodies and their cellular activities

Triple labeling provides marking of the neovascularization, apoptosis and total nuclei across the

tumor surface such that the relative position of structures can be evaluated. Isolectin B4-A488 was

used to mark endothelial cell showing neovascularization area. Caspase 3 IgG antibodies followed

by a second anti-IgG antibody TRITC were used to mark apoptosis. 4’, 6-diamidino-2-phénylindole

(DAPI) was used to mark nuclei.

III.3.3 Automated multi-fluorescence scan imaging using VFM Axio 2D Zeiss

After labeling tumor slices, DP data was obtained using a 2D scanner, Zeiss Axioscan (Zeiss, France)

as shown in figure III.4. It allows for faster acquisition more than any fluorescence microscopy. The

scan is made field by field and assembled the high resolution fields into a whole slice image. The

system can record data for up to 3 separate labels by filtering for the fluorophore of each marker.

The RGB images obtained were recorded as .CZI files and visualized using the image processing

software ZEN.

The utility of this device is the ability to go up to 4 immunostains in histochemical analysis.

Indeed the acquisition of the images is done by filtering the different wavelengths reflected by the

stained specimen, so that each wavelength corresponds to a structure in the tumour microenviro-

ment, as shown in table III.3. At the device, there are 4 color filters (Dapi, GFP, Cy3, Cy5) that

can retrieve the information needed, according to the modification of the acquisition parameters.

Therefore, different structures of the tumor can be visualized separately . In our case we target the

nuclei, the endothelial cells and the apoptotic area. The 3 different images obtained by the 2D scan

are shown in figure III.5 As the scanner can filter up to 4 wavelength, we can see separately: the
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Fig. III.4 The Zeiss Axioscan blade scanner from the "Animalerie" at the Cordeliers
site, Sorbonne University, Paris, France. The scanner is equipped with a workstation
that allows you to view the images acquired by Zeiss.

nuclei in blue (figure III.5.a) as the DAPI marks the DNA tumour cells, DNA, and consequently

nuclei, the endothelial cells of the blood vessels in green (figure III.5.b) as isolectine marks the

endothelial cells and the apoptosis caused by the antiangiogenic drug Pazopanib as Trict marks the

apoptotic areas in Red (figure III.5.c).

Filters Excitation Emission

DAPI 342-388 420-470

GFP 450-490 500-550

Cy3 530-555 570-640

Cy5 625-645 665-715

Table III.3: Absorption Spectra of Fluors Commonly Conjugated to Secondary Antibodies.
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III.4 Markov Random Field for preclinical tumor angiogenesis assessment

III.4.1 Preprocessing

Quantification software was developed in house using Matlab (version 9.0) to evaluate the number

and density of structures based on the fluorescent microscope data. However, CZI files are not

a supported format in Matlab. Thus, files were exported in Tagged Image Filed Format (TIFF)

to preserve the best image quality possible. Our algorithm starts by obtaining 3 binary masks

of images for each of the 8 tumor sections. Regions of interests (ROIs) were extracted at 0.325

um/pixel resolution and stored in Tiles TIFF files with tiles size (1024*1024 pixels). This tile size

was fixed by our team biologist.

For each tumor’s slice, segmentation was performed on each tile (1024*1024) separately. To

contribute to the assessment of Pazopanib anti-angiogenic effect on vascular and cellular struc-

tures, quantification of the spatial distribution of nuclei cell, apoptotic area and neovascularization

apoptotic area (endothelial cell) was required.

We aim to get 3 binary masks of every tumor’s slice:

1. nuclei segmentation,

2. apoptotic area segmentation,

3. apoptotic neovascularization.

For each tumor slice, trained biologist has manually annotated the ground truth on the tiles using

Aperio Imagescope for final evaluation. One day of work was approximately needed for each slide

to be annotated.

III.4.2 Nuclei density maps

In the literature [67, 68, 69] one usually use a simple threshold method to separate the background

from pixels belonging to an object of interest. In our case, each one of the n connected groups of

pixels tagged as nuclei is analyzed, and then watershed segmentation was performed inside each

component to split it into individual nuclei. Euclidean distance was used to define connection.
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P (X|Y ) ∝ P (Y |X)P (X)

P (X) represents prior probability of one region xs and P (Y |X) is the conditional probability

density function of ys given the image region xs.

a) The prior probability

The prior probability is modeled by a Markov Random Field (MRFs). Local neighborhood between

pixels is taken into account. For an s location of a pixel y the conditional probability satisfies the

following equation:

p(Xx|Xr, s 6∈ r) = p(Xs|Xr, r ∈ Ns)

where Ns is a neighborhood of region s and r the neighbor region. Hammersley–Clifford theorem

shows that the probability of X is given by a Gibbs distribution according to the formula a):

p(X) ∝ exp[−
∑

c∈C

Vc(X)]

A subset c ⊆ Y is called a clique if every pair of pixels in this subset are neighbors and C

denotes the set of cliques. For each clique c in the image, we can assign a value Vc(X) which is the

clique potential of c. This clique potential is defined by equation a).

Vc(X) =















−γ, if Xs = Xr

γ, otherwise.

Neighboring pixels which have different classes will increase the energy, thus, lowering the prior

probability. This should be more likely for neighboring pixels to have the same class.
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b) The conditional probability

The conditional probability is also known as the likelihood. Here a Gaussian distribution P(Y|X)

is defined by X̂ = (ms, σ) the mean and standard deviation respectively. The aim is the estimate

the unknown parameters that maximize the log-likelihood function shown by equation b).

Xmax = argmax
x

{P (x ∈ X|y ∈ Y )}

To do so, we use Iterated Conditional Modes (ICM) algorithm. 40 iterations were enough for

ICM to reach a stable segmentation. The ICM requires an initial segmentation. K-mean method

was applied to initialize the ICM.

Apoptotic tumor area was calculated by multiplying the binary mask of total apoptotic cells by

the binary mask of Nuclei. Endothelial apoptotic areas were calculated by multiplying the binary

mask of endothelial cells by the mask of all apoptotic areas. Once all these results were obtained we

generated our maps. Then, we calculated the percentage of endothelial apoptotic cells as follows:

A% =
ANA

AA

Where A% is the percentage of endothelial apoptotic cell, ANA is apoptotic endothelial cell

area and AA is the apoptotic area.

III.4.4 Validation process

The F-score[75] is used to measure the segmentation accuracy of masks obtained from our method:

the apoptotic areas mask and the neovascularization mask. We consider a vascularization mask as

true positive if it 50% area coincides with ground truth, otherwise it is considered false positive.

The difference between the number of ground truth objects and the number of true positives is

the number of false negative. Equation III.4.4 defines F-score:
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F1score = 2 ·
precision · recall

precision + recall

TP, FP and FN denote respectively the number of true positives, false positives and false

negatives from all tiles given by the database.

III.4.5 Results

The percentage of apoptotic endothelial cells on the whole slice tumor relative to the total number

of apoptotic cells exceeded 50% for all sections from the 4 mice treated with anti-angiogenic agent

Pazopanib.

The highest percentage (up to 70%) was observed in tumor sections from AA1. The percentage

of apoptotic endothelial cells in whole slices from mice receiving placebo did not exceed 40% as

summarized in figure III.17.

The percentage of apoptotic cells on tumor area is mostly endothelial except for one aberrant

value considering P2. Although, we still don’t have a proof and this value needs to be more investi-

gated, we believe that the fluors interaction can lead to some bias. Our finding supports Kadambi’s

work [76] showing that blocking vascular endothelial growth factor (VEGF) or its receptor (VEGF-

R2) leads to apoptosis of endothelial cells. The anti-angiogenesis agent Pazopanib was showing a

direct effect on tumour network vasculature via the endothelial cells crossing the whole tumour.

Maps of the density of nuclei cells were calculated across each whole slide image. Overall, the

density values were higher for placebo mice as compared to mice receiving Pazopanib III.18. The

yellow color referring high nuclei density in the tumour sections was more frequently in tumour

sections coming from placebo. Regional variability of the cell density can also be observed on these

maps. The lowest density cells (blue color on the map) were detected in tumor slices presenting

the highest apoptotic endothelial areas.

Because of the few numbers of our database (8 mice), we cannot conclude about a correlation

between the apoptotic neovascularization and the nuclei density. Thus, we highlight the importance

of working on more slices. However, our result shows a specific relationship between apoptotic
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throughout the tumor sections. MRFs model was applied to resolve the endothelial cell and apop-

totic areas segmentation problem. Stochastic image processing methods were used because of

undefined structure of blood vessels and apoptotic cells in the image of our database.

During this first part of our research, we faced two challenges: First, because the Zeiss scanner

does not provide information about the Z dimension, thick or folded regions of tumor sections

were not fully interpretable. To minimize folding, sections were cut as thinly and carefully as

possible. Secondly, tears in the sections occurred in some cases. The need to work with thin

sections exacerbated the risk of tearing. The level of bias in quantification resulting from tears and

folds remains to be assessed in future work but this bias is not anticipated to be very strong based

on the relatively limited surface area involved with such artifacts in our sections.

Quantitative evaluation of tumor structures with histopathological precision across the full

tumor cross section may ultimately contribute to the identification of architectural features that

are often associated or predictive of therapeutic response. Data can also serve as valuable reference

information as non-invasive imaging techniques. Finally, we emphasize the need to collect more

data in order to conclude about a correlation between the apoptotic neovascularization caused by

anti-angiogenic agent Pazopanib and the nuclei density and to improve the acquisition quality in

order to reduce the fluors artifacts to minimize the bias in the measurements.

In order to complete the tumour angiogenesis assessment, we complement our study by a qual-

itative assessment using clinical data coming from a biopsy exam.
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Chapter IV

Digital pathology for tumour angiogenesis

assessment

Abstract of the chapter

In this chapter, we design a Discriminative-Generative model to seg-

ment tumour blood vessels from high-scale heterogeneous (H&E) images.

Our model is based on both data-driven model - Convolutional Neural

Network (CNN) - and rule-based knowledge model - Marked Point Process

(MPP). The main contribution of our algorithm is the ability to segment

very heterogeneous images using a Neural network model based on very

few annotated data, due to the knowledge coming from the MPP model (8

images of 512x512 pixels each). We describe the principle and the design

of the model and we test it on histopathology slide and synthetic data.

IV.1 Digital / Computational Pathology

Initial digital imaging framework in microscopy, Virtual Microscopy evolve, in the early 2000 (fig-

ure IV.1), into a technology framework termed "Digital Pathology" (DP), or more specifically,

"Computational Pathology" (CP), including - a large panel digital technologies related to image

63
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processing /analysis and to artificial intelligence. DP/CP represents the most important anato-

mopathology revolution, with a strong impact in medical education, clinical medicine and medical

research (see figure IV.2). This new technology, allows the acquisition, the management and the in-

terpretation of digital information in histopathology [77, 78]. besidess, healthcare professionals can

post, transfer and transmit digitized glass slide via computer networks [79]. Finally, the emergence

of DP/CP and the high-resolution of histopathology images, allow studying meaningful correlations

between these images and the OMICS (genomics, proteomics, transcriptomics, metabolomics) sig-

nature of relevant regions of interest (ROI) in the tissue, a bridge towards the Integrative Digital

Pathology. A European Society of Digital and Integrative Pathology (ESDIP1) has recently been

created to deal with these challenges, as to structure the sustainable support to European Con-

gresses on Digital Pathology (ECDP2).

In Medical education, DP changed the teaching from analogical to numerical field as the patho-

logical training was transformed from microscope-based to fully-digitized lessons where the number

of trainers is no more limited by the number of microscope. Moreover, DP allows to standardize the

teaching as the educational materials, including sets of digital images of microscopic specimens, are

the same for all students and pathologists. This is extremely beneficial, especially in rare diseases,

when the number of relevant biopsies is usually very limited [80].

For clinical medicine, DP makes the investigation of complex diseases (such as cancer) easier and

accessible, as it offers the flexibility of manipulating workload allocations of cases. Indeed, DP allows

fast cases transfer between different services and laboratories [81]. besidess, Interactions between

healthcare professional becomes more fluid, as DP allows departments to proactively interact and

share clinical repositories between each others. Indeed, as current medicine is evolving into a more

and more dynamic multidisciplinary environment, pathologist needs, nowadays, to share diagnosis

with other healthcare specialists such as clinicians, pathologists (second opinion is compulsory for

some specific cancer cases for example), radiologists, biologists, surgeons, ... for a better assessment

of complex diseases.

In medical research, anti-angiogenic trail requires a long term assessment on the outcome of

patients. This assessment involves a large groups of patients interchanged between different labs

1European Society of Digital and Integrative Pathology: https://digitalpathologysociety.org/
2European Congress on Digital Pathology: https://digitalpathologysociety.org/events/
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Fig. IV.1 Illustration of histopathology over time. Emergence of Digital Pathology in
early 2000s. Evolution towards Integrative Computational Pathology.

and platforms. In this case, DP offers the possibility of standardizing quantitative measurement of

immunohistochemical samples by applying standardized automated analysis of digital images. On

the other hand, this kind of trails often needs pathologist’s annotation which is practical when the

specimen is digitized [82].

IV.2 Whole slide imaging

The first Whole slide imaging (WSI) scanners were introduced in the late 1990s [83]. Prior to

this date, digital images in histopathology was just limited to the static acquisition by using a

microscope-mounted camera which limited research and clinical utility as it captured only specific

regions on the stain[84]. WSI, as illustrated in figure IV.3, capture the different regions of the stain,

with different resolutions, in a pyramidal pathway, with respect to supplement 145 (Whole Slide

Microscopic Image IOD and SOP Classes) of the Digital Imaging and Communications in Medicine

(DICOM).

IV.3 Histopathology

Histopathology is defined as the examination of a tissue specimen under a microscope by a pathol-

ogist, in order to assess the manifestation of the disease [85]. In the case of observing physiological

cancer symptoms, for example, the histopathological examination is prescribed for a patient, in or-

der to allow the observation and determination of cancer malignancy after a tissue sampleis removed
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from the suspected organ by biopsy or surgical resection. With the microtome, histopathology lab

operators can create very thin specimen slices to be stained and observed under a microscope.

This specimen undergoesa preparation procedure after which a pathologist grades the malig-

nancy of cancers by observing the architecture of the tissue, the distribution and the morphology of

the cell, in very fine details. This procedure allows the pathologists to diagnosis the severity of the

disease as it delivers rich visual content at the cellular level, featuring disease characteristics that

are not observable in other medical imaging modalities. However, histopathology exam requires a

very highly skilled expertise, as this exam is very important to decide about the treatment strategy

and therefore the patient prognostic. besidess, this exam is very time consuming and tedious due

to the biological complexity and heterogeneity of the human tissue. Histopathology is the golden

standard to detect, interpret and diagnose the disease.

IV.4 Hematoxyline and Eosine staining

In histopathology, staining refers to the fact of coloring a specimen to study the structure of its

components which allows a tissue based diagnosis. The most common staining used in pathologist’s

daily routine is hematoxyline and eosine (H&E). In contrast to other staining method, besides

it’s accessible cost, (H&E) staining allows an extensive tissue morphology study, together with

the detection of particular cell types as of the tissue structure and the interaction between its

components, which makes this staining termed as “routine staining” in histopathology [86].

The H&E stain uses a combination of two dyes: hematoxylin and eosin which stain different

tissue elements. Hematoxylin reacts like a basic dye, therefore, it stains acidic or basophilic struc-

tures such as cell nuclei as it contains DNA and nucleoprotein, endoplasmic reticulum ribosomes

as it contain RNA. On the other hand, eosin reacts like an acidic dye, therefore, it satins basic or

acidophilic structures such are cytoplasm, cell membranes and extarcellular fibers. Hematoxylin

dye appears with purplish blue color in histopathology images however eosin dye is typically reddish

or pink [87].
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IV.5 Computer aided diagnosis and pattern recognition in Digital pathol-

ogy

Looking at the characteristic features of the disease using the biopsy remains the gold standard

in diagnostics. Indeed, through this process, histopathologiststry to find the complex patterns

characterizing the disease as suggested by the grading systems. Due to the the advent of computer

vision and pattern recognition, active research tried to develop and improve automated system to

detect these pattern in order to help histopathologist with this challenging and time consuming

decision [88, 89, 90].

Analysis of histopathological images by pattern recognition poses a challenging computer vision

and artificial intelligence problem due to different dye concentration, uneven cuts, image acquisition

artifacts, dye artifacts and the complexity of the tissue shapes of the tumour microenviroment.

Automated image processing tool needs to overcome these handles to complement the work done

by the pathologist in a very accurate way, as this task directly concerns patients prognosis.

Many metrics have been developed to characterize nuclei and glands in tumour specimen as

many features reflect the presence of cancer condition. To our knowledge, no metric has been

developed for features related to blood vessel assessment (detection, segmentation, quantification)

in whole slide images (WSI).

The complexity of the morphology and the environment of the blood vessels, as the high-

resolution of the WSI used in DP makes this task very difficult to handle in a robust way, auto-

matically.

Deep neural networks (DNN) represent, nowadays, the most effective machine learning tech-

nology in biomedical domain, concerning areas of interest related to OMICS, BioImaging, Medical

Imaging, Brain and Body Machine Interface, as the Public and Medical Health Management [91].

Within the DNN family, the Convolutional Neural Networks (CNNs) were inspired by the neurobi-

ological model of the visual cortex, where the cells are sensitive to small regions of the visual field

[92, 93, 94].

Recent successes in DP challenges (i.e. Camelyon3) highlight the relevance of mixing DL archi-

3Camelyon challenge - breast cancer metastases in whole-slide images of histological lymph node sections: https:
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tectures with Bayesian models. In this context, in the next section, we give the background of the

discriminative – Deep Neural Networks (DNN) – and generative – Marked Point Process (MPP) –

pattern recognition approaches inspiring our blood vessels assessment pipeline. Indeed, the com-

bination of these families of pattern recognition methods presents an interesting complementary

advantage of probabilistic modelling of the blood vessels environment characteristics (MPP) and

the efficiency of the Deep Learning (DL) methods in a precise, framed context.

IV.5.1 Marked Point Process

a) Definition

In pattern recognition, the conditional probabilistic approach corresponds to estimating a variable

X knowing an observable variable Y. We define an energy model in variables space or functions

and optimize it such that the variable X represents the optimal guess. The energy model is usually

composed of two terms: an internal term and an external term. The internal term is a regularization

term which imposes conditions on X according to the desired structure. The external term, is the

data fidelity term or the likelihood term. We aim at estimating the variable X with a defined cost

function L where X̂ is the estimator as follows:

X̂ = Argmin[Eintern(X) + Eextern(X, Y )]

Eintern represents the internal term and Eextern is the external term. Image segmentation

can be simulated as probabilistic approaches, where we aim to assess a pixel i defined by its

features (generally pixels) to a class. Many probabilistic approaches have been introduced in image

segmentation and pattern recognition. One of the most widely used was Marked Point Process

(MPP) which was the main inspiration behind our approach.

b) Algorithm

As MPP is an object recognition algorithm which has to decide if there is any object of specificity

in a scene and determine its number and characteristic (shapes, size, location, spatial relationship),

//camelyon17.grand-challenge.org/
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it takes into consideration the geometry of the random set points (line, circle, ellipse, star etc.).

Let’s Ω = {ω1, ω2, ω3, ..., ωn} be a set of random objects, and Ωi all the possible realization of

ω. A marked point ωi is an object in Ω described by its position xi and its mark mi. The mark mi

represents the geometric definition of the object which can be a simple shape (line, circle, ellipse)

or a more complicated one (star-shape, sphere, ellipsoid).

Let’s denote Ω a set of random marked points in 2D dimension respecting a Gibbs distribution.

Each Marked Point is defined by xi position and mi mark where i ∈ {1, 2, 3, 4, 5...}. The object we

aim to detect is a circle where xi is the circle center and ri is a circle radius. Thus, the mark of

the object mi = (xi, ri) is following a Gibbs distribution:

P (w) =
1

Zβ

exp (−βU(w))

where U is the energy model and β = 1

T
,where T is the temperature of the energy model.

This temperature term defines the sensitivity of the probability of the different energy and

zβ =
∑

w∈W exp (−βU(w)) is a normalization constant. Such a problem represents an optimization

problem, in which we need to find w having the highest probability. This target is reached by

minimizing the energy model U, defined as follows:

U = γd
∑

i

Ud(wi) + γp
∑

i6=j

Up(wi, wj)

MPP algorithm is a rule based knowledge driven model based on the definition of a cost function.

Indeed, the assumption behind MPP algorithm is to detect the target object on the image by

predicting its prior shape within the minimization of a cost function. Thus, the algorithm sample

the process in order to extract the configuration of objects minimizing the energy through an

optimization method usually a dynamic of multiple births and deaths process or Monte Carlo

optimizer (MCMC). This optimizer decides if the simulated prior object in the configuration is

fitting the target object in the image, we keep it, otherwise we delete it and we test a new created

(set of) object(s).

Eventually, this dynamic lead to an estimation of the total number of target object present on
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the image. The density associated with the MPP is defined with respect to a Poisson measure.

The cost function consists of a regularization term, which introduces constraints on the objects and

their interactions and a second term of attachment to the data termed data fidelity, which makes

possible the location of the object to be detected on the image. The cost function is defined as

follows:

U(w) =
∑

i

Ud(wi) +
∑

i6=j

Up(wi, wj)

Where Up is the interaction term controlling the overlapping between detected object wi and its

neighbor wj of the configuration w and Ud is the data fidelity term which measures the relevance

between the configuration w and the image. The aim of the data fidelity is to evaluate that the

object is correctly placed. Indeed, an object wi correctly placed should give a low energy value

for Ud. In previous works, the metric defining the data fidelity term was configured according to

the characteristic of the structure of the object that ones aim to detect. For example, in [95], to

detect nuclei in H&E slides, Avenel et al. evaluated the data fidelity term using to the Bhat-

tacharya distance which quantifies the similarity between two probability distributions. Therefore

it measures the amount of the relevance between the configuration w and the nuclei in the H&E

image [96]. The authors make use of this metric because the equation used in the Bhattacharya

distance is highly adaptable with the characteristic of the nuclei in the image. Indeed, the nuclei

structure shows a good contrast between the inside of the nuclei and its borders. Therefore, to

correctly detect the nuclei, the authors define an inside region which is an ellipse corresponding to

the nuclei shape and a thick border (20 pixels) corresponding to the border of the nuclei. They call,

respectively the two regions: inside and outside region and they evaluate data fidelity by computing

the Bhattacharya distance metric given by the formula b):

db(Din, Dout) =
(µin − µout)

2

4
√

σ2
in + σ2

out

−
1

2
log

2σinσout

σ2
in + σ2

in

Where Din and Dout are respectively the inside and outside region and µin, µout, σin and σin

are respectively the mean and the standard deviation of the inside and outside defined region

distribution. To compute the Bhattacharyya distance, good contrast between the outside region
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Dout and the inside region Din of the object is highly recommended.

c) Marked Point Process (MPP) versus Markov Random Field (MRFs)

In the last decade, research has been shown that optimization models are a useful way to resolve

recognition and segmentation problem in images. The main advantage of MRFs models is that prior

information can be imposed locally [74]. Although MRFs model tends to preserve well the arbitrary

boundary information, it fails to consider the geometric property of the object contradictory to MPP

model which incorporates the geometric constraint. However, the main drawback of MPP is that

this algorithm is not able to describe the boundary information if shape does not fit a geometric

model exactly which is not the case of the blood vessels in histopathologist slides.

d) Sampling and optimization strategies in MPP algorithm

A numerical image can be considered as Markov chain as it satisfies the two conditions:

• Positivity: as all image pixels have a positive value.

• Neighbourhood: image acquisition creates a superposition in neighbours pixels values creating

thus a spacial dependency that can be modelled by clic in Markov Chain.

Therefore, two methods have been reported in the state of the art to optimize the energy model

in MPP algorithm.

d).1 Markov Chain Monte Carlo (MCMC) is a well-known method for obtaining informa-

tion about distributions, especially for estimating posterior distribution in Bayesian interface [97].

It allows one to characterize a distribution without knowing all of it’s mathematical properties by

randomly taking samples out of it. A particular strength of MCMC is that it can be used to draw

samples from distributions even when all that is known about distribution is how to calculate the

density for different samples. This property makes it so useful as an optimizer in MPP framework

[98]. MCMC methods have been around for almost as long as Monte Carlo techniques, even though

their impact on Statistics has not been realized until the early 1990s.
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d).2 Birth and death process is a stochastic process. This process is a homogeneous, irre-

ducible and continuous time Markov process. In MPP, state represents a current size of a popula-

tion and the transition is limited to a birth or death. This type of counting process is a simulated

annealing algorithm which allows to find the optimal solution wi to a given function f(wi).

Assume n is a population number at t=i. Two possibilities may occur at t=i+1:

• Birth step: the population increase +1

• Death step: the population decrease -1

We calculate the probability of the two transitions as follows:

Pr{Ni+1 = n + 1|Ni = n} =
λ(n)

λ(n) + µ(n)

Pr{Ni+1 = n − 1|Ni = n} =
µ(n)

λ(n) + µ(n)

The birth and death transition are independent from each other. The state called birth is when

the variables population of a set Ω increase by one so that the process goes from state n to state

n + 1. However State called death is when the variables population in the same set Ω decrease by

one. So the process goes from state n to state n−1. Although the two optimization methods stated

above showed good results in segmentation’s using MPP algorithm, they remain a heavy process

with a big computational time.

e) Biomedical Imaging application in histopathology and microscopy data

The strength and versatility of the MPP framework is demonstrated by the wide range of image

analysis tasks and application domains in which it has been incorporated. Comprehensive coverage

of early works and foundations of the methods can be found in the books [99, 100]. The MPP

framework can be disassociated for simplicity of tracing its evolution and applications into the

simulation mechanism and the energy function design components. The adaptation of the energy

functional is necessary for its application to various tasks depending on the patterns of interest and

data modality. The simulation and optimization of the energy function are strongly supported by

a mathematical framework which too is an active area of research. Majority of MPP applications
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begin with approximating the objects to be detected with a data energy modeling that should

be adaptable to the data type. In the following sections we will review several applications from

Biomedical Imaging application domain in histopathology and microscopy data.

Early biomedical models include coronary tree extraction [101]. Vasculature networks modeling

is a frequently encountered problem presenting a tree hierarchy relations among repeated units

of the model for which MPP framework offers an attractive unsupervised solution [102]. Other

similar applications are found in quantification of neuron morphology [103, 104, 105]. The MPP

framework is versatile for efficient adaptation to a varied template detection problems (automatic

dendrite spines detection, vascular system detection) applied to images from multiple modalities,

ranging from x-ray tomographies to 2-Photon microscopy images [106, 102].

Automatic dendrite spines detection from x-ray tomography volumes [106] it has beenadopted

in unsupervised vascular and neural network modeling [102].

f) Challenges of MPP framework

The two main struggles in adapting the MPP framework for a new application in-spite of its

versatility is in the estimation of its several categories of parameters and then the long time to

convergence for the MCMC simulation. besidess, the amount of various parameters that should be

fixed empirically to make the algorithm stable and ensure the convergence. The various parameters

of an MPP model can be organized into 3 categories: Parameters of objects corresponding to the

descriptive marks of the chosen objects are often application and data specific. Second, parameters

of Energy Model, are calibrated – in the literature – according to the model and the application data.

Finally, the parameters of Simulation which are the most critical parameters and the sensitivity of

the model to these parameters are very noticeable. Unless the birth intensity is initialized optimally,

there is little possibility of reaching close to the global optimum. It is generally set as an over

estimation of the expected number of objects. The critical parameters require initialization close

to the optimum. Otherwise, the simulation has no means of converging near the global optimum.

A general framework for a fully automatic approach for parameter estimation is, nevertheless, an

open and challenging problem.
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IV.5.2 Neural Network and deep learning

Deep learning (DL) is an ensemble of learning based algorithms. It allows a data representations

based on an intensity values of pixels in images [107]. In medical imaging, this family of algorithm

has dramatically improved the state-of-the art, especially in histopathology field [108, 109, 110, 111].

DL provides various algorithms for supervised and non supervised feature learning [112, 113]. These

efficient algorithms replace handcrafted features, as they provide an accurate feature extraction tool.

A Deep Neural Network (DNN) is composed of different layers connected to each other, each

layer being composed of different nodes. Each node is having its own weights and bias and their

interactions provide more extraction and composition of the image features. Therefore, in a DNN,

the number of layers, the size of each layer and the interaction between layers enables having

different type of features extraction.

With the phenomenal increase of the use of Deep learning for medical image analysis and quan-

tification, the research and the engineering have been more focused on developing new architecture

to learn the desired representations for a given task. in this area, many DNN architectures have

been used in medical imaging such that:

• Convolutional Neural Network (CNN) [114]

• Recurrent Neural Network (RNN) [115]

• Deep belief Neural Networks (DBN) [116]

a) Convolutional Neural Network (CNN)

The Convolutional Neural Network (CNN) is one of the widely used Neural Network. It takes

advantage of the fact that the input is an image which the pixels go through an ensemble of non-

linear computation to exact features according to a certain task. Many architectures have been

reported in state of art, the used architecture being related to the task we aim to realize. For

example, a simple CNN for binary classification can have the following architecture: an ensemble

of CONV layers followed by a RELU layer followed by POOL layer and finally a Fully Connected

layer (FC).
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CONV layers are composed of different nodes. Each node has its weights and biais. The CONV

layer will compute the output of nodes that are connected to local regions in the input. Assume

that the input image has the shape of 512x512x3 as an RGB image, and the kernel size is 1x1

pixels, thus the CONV layer computes the output of the dot product between the input image and

the kernel. If we decide to use 12 kernels (filters) and a stride = 1, the output of the CONV layer

is 512x512x12.

The RELU layer will apply an element-wise activation function, such as the max(0,x) threshold.

The unchanged volume will have dimensions 512x512x12.

The POOL layer is used to perform a down-sampling operation along the spatial dimension,

the output volume will be 128x128x12.

FC result in a volume of 1x1x2 (2 refers to the number of classes, as our example is a binary

classification, the number of classes is equal to two). The output of this layer is a class score, for

each class the FC computes the prediction score referring the among of each class according to the

number of our dataset.

The aim of this architecture is to transform each pixel in the input image into a final class

score. The weights and biases are going to be trained with an optimization algorithm which could

be Adam or stochastic gradient descend (SGD), through a back-propagation process.

In the CNN the cost function will control the optimization process as it compute the difference

between the CNN prediction and the ground truth given during the training process.

b) Fully Convolutional Network (FCN)

The fully convolutional network (FCN) or UNET is an NN made only by CONV layers as it is

specific for image segmentation. The output of the neural network is a segmented image with the

same size as the input image. This architecture shows good accuracy in segmentation task for

nuclei and gland in histopathology images on H&E whole slide images. FCN can take different

forms (with or without shortcut, number of layers in the down-sampling and up-sampling) but it

is usually split into two parts: first part in down-sampling when we go from simple to very deep

semantic presentation of the input image and we call usually this part of the neural network: the
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Fig. IV.4 The UNET architecture representing the two paths: the contracting path and
the expansive path. The contracting path is to go from a simple pixels representation
to a deep semantic representation. The expansive path is to end-up with a segmented
image having the same dimension as the input image

contracting path, and a second part of up-sampling to end with a segmented image with the same

size as the input image and we call this part of the neural network the expansive path. A shortcut

is computed between the down layer and corresponding up layer to improve the back-propagation

and resolve the vanishing gradient problem when the neural network is very deep. Figure IV.4

demonstrate the UNET architecture as an example of FCN.

IV.6 Data description

Our data has been collected from Switzerland as a part of our collaboration with the Swiss Institute

of Bioinformatics in Lausanne. The H&E data used is a subset of the data from Moor et al. [117].

Overall, there were two standard pathology haematoxylin-eosin-stained slides with breast tissue
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the morphology of cell nuclei in H&E whole slides [121, 95]. The well-defined nuclei borders

with the high contrast between the center and the border region of the nuclei make the use of

Bhattacharyya distance to control the data fidelity term, a very successful metric on which the

data fidelity energy loss is based.

In [126], Basu developed a pipeline using MPP to extract connected neuronal networks by fitting

special configuration of marked objects to the centreline of the neurite branches. Although, Basu

used an MPP model to achieve the segmentation, she emphasized the need to define a new energy

model as the Bhattacharyya metric failed in the 3D segmentation task especially when the image

is heterogeneous without well-defined border.

To our knowledge, no previous work has been published to test the MPP model in blood

vessel segmentation in digital pathology. In the works mentioned above, the shape is usually an

ellipse/ellipsoid as the nuclei has the similar appearance to ellipses. Unfortunately, this condition

is missing in our dataset. Although we are using the same type of data as in Avenel and Kulikova

works (H&E slides), the Bhattacharyya distance is not adaptable to our segmentation task because

of the specific structure of the blood vessel. Indeed, as described in figure IV.6, in addition to the

heterogeneity problem of the H&E, blood vessels have very complexes shapes. The border of the

blood vessel can be composed of collagen layers including nuclei (figure IV.9.c), a mix of nuclei,

blood cells and collagen tissue (figure IV.9.d) or, moreover, a mix of fat cells and nuclei such as

figure IV.9.a. The structure, thus, is not homogeneous in the border of blood vessels to make use

of Avenel’s and Kulikova’s methodology, in our case.

In order to deal with this problem, we need to adapt the Bhattacharya metric to our dataset

and design a new energy model with precise descriptors in the MPP model, so that we can get an

accurate segmentation of the blood vessel. Therefore, in reason of the complexity of the task of

blood vessels segmentation and of the rules setting in the model for very noisy and heterogeneous

data, pure learning data driven models are not the best solution to our task.

On the other hand, Neural network (NN) remains a useful tool in pattern recognition and

segmentation showing high accuracy in very complex tasks for nuclei segmentation. However, to

our knowledge, the only study using NN for blood vessel segmentation in H&E was published in

2018 by F. Yi et al. [59] as detailed in table IV.2
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Ref Organ year Stain Method Accuracy %

[127] skin 2017 dermoscopy FCRN 93.1
[128] skin 2017 dermoscopy FCRN 96.3
[129] skin 2017 dermoscopy U-net 71.5
[59] breast cancer 2018 H&E FCN 75

Table IV.2: A summary of state-of-art of blood vessel segmentation methods using pure discrimi-
native (learning-based) algorithm

Although this pure data driven model showed an accuracy of 0.77 (Jaccard index), it needed

350 images at size of 384x384 pixels and 35 images at size 1600x1600 pixels, a big amount of data

- usually difficult to accede.

It is common knowledge that the more data a NN algorithm has access for training, the more

accurate it is. However, data is usually restricted in histopathology due to the invasive procedure

that include a human specimen, the specific protocols which need to be accepted by the patients, as

to the important amount of work necessary for a proper protocol design, as to the data and labels

preparation. Indeed, to reach an interesting performance, DNN needs a large amount of annotated

data - a very tedious and time consuming task for Pathologists. Indeed, to properly train a DNN

model, Pathologists need to annotate by hand all the images of the data-set to compare the ground

truth with the NN predictions. This task is affected by the human judgment which can be very

variable from one Pathologist to another. For the reasons stated above, a pure learning data driven

model such DNN is not enough the resolve our task. Nevertheless, its ability to deal with very

complex tasks may be very useful in our case.

Concerning the segmentation of very complex shapes in very heterogeneous large scale and high

resolution images, both Discriminative (i.e. learning-based / data-driven) and Generative (i.e. rule-

based / knowledge-driven) models have, separately, their own drawbacks. However, combining both

of them in a end to end model is a promising idea, able to reduce each ones’ limits by. Indeed, as

MPP model has the advantage of modeling (using conditional probabilities, rules etc.) the available

knowledge (and therefore not using labeled data) and DNN has the advantage of resolving very

complex tasks in a data-driven approach, we aim at designing an end-to-end model to overcome

the problems detailed above, by taking advantages of both approaches (see figure IV.10).

We design a joint Discriminative-Generative approach trainable end-to-end that we call CNN-

MPP model where the relationship between the CNN and MPP is complementary. CNN helps
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1. On 512x512 matrix, we create circles Ci(xi, yi, r∗), as we are interested for now to the first

challenging case where the blood vessel is approximated/simulated by a circle.

• i ∈ (1, 2, 3, ...., N)

• (xi, yi) coordinates of the center of the circle Ci

• r∗ the radius of the circle - the same for all circles.

2. The distance between Ci(xi, yi, r∗) and Ci+1(xi+1, yi+1, r∗) is equal to a step size s=8 pixels.

The choice of Ci(xi, yi) affects the linear regression between the overlap and the contrast pre-

dictors. Indeed:

1. If the distance between the generated circles centers Ci(xi, yi) ∈ C and the GT (x∗, y∗) is big,

most JI values are going to be equal to zero.

2. If the distance between the generated circles centers Ci(xi, yi) ∈ C and the GT (x∗, y∗) is very

small, most JI value are going to be equal to 1.

3. If the number of all the possible distances (xi, yi) is roughly the same, we have a better

regression curves, as the model trains on all possible distances, generating a more accurate

output image.

To avoid the two first scenarios, We compute all JI values for all the generated inside-masks

and we pick up for each interval from [0,1] roughly the equivalent numbers of masks (45 masks in

total for each GT).

c) Design of the loss function

Let I(x, y) be the RGB input image of a size 512x512. Let U(xi, yi) be the output image of the

Neural Network, of a size 512x512 pixels. Let db be the Bhattacharyya value of the MPP model.

The conditions to be respected in our Loss function are the following:

1. db is calculated on Ui(xi, yi) image;

2. db is represented by the coordinates of the circle center (xi, yi), the radius r∗ and the output

of the Neural Network Ui(xi, yi);
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3. let x∗, y∗, r∗ be the correct location and radius, draw by hand, of the blood vessel (ground

truth);

4. db should have the highest value in the ground truth location x∗, y∗, r∗;

5. Around x∗, y∗, r∗, the deviation (ǫ) makes db value smaller in the neighborhood of the correct

location. Therefore, db should be high only in case of correct location, otherwise db is small;

The contrast predictor db should be high in correct location and small in the neighborhood

of correct location (and therefore, the overlap predictor). We thus define the loss function of the

neural network such that it minimizes the difference between the overlap predictor and the contrast

predictor. Thus, when the overlap is good, the contrast is correct, too.

Let’s G(db) be a transformation function of the contrast predictor db and K(JI) be the transfor-

mation function of the overlap predictor. While training the neural Network model, we minimize the

loss function through the epochs. Therefore, G and K should be defined such that both quantities

are in the same range.

By minimizing the loss function, we should make the Bhattacharyya value the highest possible

in the good location and the lowest possible otherwise. K values do not depend on the neural

network training. The loss function of our neural network will thus be:

Loss =
N

∑

i=1

(G(dbi) − K(JIi))
2

where N is the number of possible simulated masks.

Then, G(dbi) = exp(−dbi) and K(JIi) = 1 − JIi

Where i is the index of different possible masks with different location (xi, yi).

By minimizing G(dbi) through neural network training epochs, we maximize the Bhattacharyya

value to get the good location of the blood vessel. However, K(JIi) is a fix quantity as it is

calculated between the random possible masks and the ground truth of the input image. As K does

not depend on the neural network, through the optimization of the loss function, minimizing the

difference between K and G is going to make G low in good location (as K is low in good location)
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and high otherwise.

G(dbi) ∈ [0, 1]K(JIi) ∈ [0, 1]

While optimizing the neural network, and since K does not depend on the neural network

output, the lost function becomes:

Loss =
n

∑

i=1

(G(dbi(U)) − K(JIi))
2

∂Loss

∂w
=

n
∑

i=1

∂(G(dbi(U)) − K(JI)i)
2

∂w

= 2
n

∑

i=1

(G(dbi(U)) − K(JIi))
∂(G(dbi(U)) − Ki)

∂w

= 2
n

∑

i=1

(G(dbi(U)) − K(JIi))
∂G(dbi)

w

∂Loss

∂b
= 2

n
∑

i=1

(G(dbi(U)) − K(JIi))
∂G(dbi)

b

where w are the weights and b are the bias of the neural network. Figure IV.20 represents the

whole framework described above.

d) Configuration of the neural network

In literature, the only work reported according to segmentation of blood vessels in H&E slides was

using (FCN), therefore, we first tried to use this same architecture in our CNN-MPP model.

IV.7 Experiment

To train our model, we use only 8 RGB images with 512x512 pixels representing the 3 categories of

high density blood cells: surrounded by nuclei, surrounded by adipocyte and surrounded by collagen
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The parameters according to this experiment are the following:

• The kernel size for all the CONV layer is 3x3 pixels with padding operation.

• We use RELU as activation function.

• For the POOL operation, we use 2D Maxpooling with 2x2 pixels stride.

• Each bloc of CONV/POOL layer is followed by a batch normalization with a fixed momen-

tum=0.99 and epsilon=0.001.

• The number of channels in first layer is 8 channels then it is multiplied by 2 for each CONV

layer.

• Batch size is equal to 5.

• We use Adam as optimizer

a) Results

Although the training data was limited to 10, the loss function decreases progressively from 0.27

to reach zero after 1000 epochs (red curve for training in figure IV.29).

During the 1000 epochs, the relationship between the contrast predictor and the overlap pre-

dictor tends to fit the straight-line IV.30 during the training phase and during the testing phase

(figure IV.31).

IV.10CNN-MPP comparison with Active contours and FCN

IV.10.1Comparison of CNN-MPP model with pure learning driven model FCN

We compare the CNN-MPP algorithm with the only study reported in the literature using FCN.

Although the FCN model demonstrated a good accuracy using 350 images for training and 80 images

for testing, the FCN model over-fit when we try to train it on less data (8 data). Figure IV.32 shows

the difference on the performance between FCN model and CNN-MPP model. The loss function

decreases from 0.8 to reach zero after 500 epochs for both method for the training. However, for

the FCN the validation, loss did not decrease comparing to the CNN-MPP validation loss.
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Conclusions

We report in this manuscript the different investigations done to answer our objective which is the

tumour angiogenesis assessment in breast and colorectal cancer.

Our study started with a bibliography investigation to highlight the importance of a type of

transitional therapy – the anti-angiogenesis treatment – and its place as a promising anti-cancer

strategy. We introduced the importance of integrative computational pathology as a very useful

tool to answer histology’s requests according to investigation diagnosis and treatment of cancer

disease based on very heterogeneous, noisy and complex histopathology data.

Our research emphasizes the need to develop new methods to assess qualitative and quantitative

tumour angiogenesis parameters for the following reasons : first anti-angiogenis therapies was shown

to improve prognosis and was shown to extend Progression Free Survival (PFS) for patients with

cancer disease such as metastatic Renal Cell Carcinoma (mRcc); second, anti-angiogenesis therapies

need more investigations on the tumour network and its behaviour during treatment, for effective

personalized therapies. Third, those investigations are based on blood vessel network which is very

complex, random and hard to assess by naked eyes by histologists. Finally, the state-of-the-art

methods are either not accurate – because of the complexity of histology data – or they need a lot

of labeled data – which is a very time consuming and tedious task (practically impossible to handle

at a massive scale) for histopathologists.

Our work responds to the need of a multidisciplinary environment, in which cancer research is

growing, nowadays. Our contribution is twofold: medical – by assessing the drug effect and giving

statistic assessment – and computational – by developing new methods to help doctors in their

usual framework. We believe that both sides are important to improve the communication between

doctors and scientists, as to offer improved diagnosis, prognosis and care conditions to patients.

115
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Our assessment in composed by two main parts : a first study is using pre-clinical data, where

we quantitatively assess the tumour angiogenesis and a second study, using clinical data, where we

qualitatively assess the tumour angiogenesis.

The first study concerns the mouse model and fluorescence images of tumour. We developed,

an experimental protocol to collect pre-clinical data using a fast and non invasive whole slice image

acquisition based on fluorescence. Segmentation tasks based on MRF and watershed techniques

were performed to compute the statistical analysis using an information combination coming from

three fluorescent stains : nuclei, endothelial cells (blood vessels) and apoptotic cells (the drug

effect). Our proposed protocol aimed to quantify the ratio of apoptotic cells corresponding to

endothelial cells in order to evaluate the pazopanib effect as an anti-angiogenesis drug. The results

demonstrated a significant effect of the drug on the tumour blood vessels network. We confirm

thus our first hypothesis emphasizing that anti-angiogenic agent pazopanib is not only a VEGF

inhibitor but it has also a direct effect on the tumour blood vessel network which can be an

important element to improve and guide anti-angiogenesis therapies in future work. Besides, we

showed that the drug has an effect on the microenvirement components by reducing the cell density

on the tumour surface.

For individual patients, optimization of dose and schedule in anti-angiogenic therapies remains a

challenge. Specific phenotypic changes to be quantified during anti-angiogenic therapy are needed.

Biopsies can provide us this information; however, they are difficult to obtain. New imaging

technology such as fluorescence imaging can serve as reference measurements as non-invasive and

reproducible imaging techniques.

The second study is based on human sample from biopsy sections. We developed an original

neural network to assess qualitatively the tumour angiogenesis in very heterogeneous and complex

images. Our method joint discriminative and generative pattern recognition approaches. Our

algorithm shows a proof of concept to solve the data labelling problem in histopathology framework,

as it uses only few data for training to resolve very complex tasks. Besides, our algorithm is

useful for pure based knowledge driven model: the active contour, as a denoising pre-processing to

ensure better segmentation accuracy. To our knowledge, our work is the second in term of blood

vessels segmentation in histopathology images and the first work developing a new neural network

architecture based on both learning data driven and rule based knowledge driven using only limited
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data number. At this stage of the research, we aimed to develop a new idea and showing a proof

of concept. Although, the accuracy is debating the state of art, we believe that we need to test our

method on more data to conclude to the accuracy of this new architecture.

Our two studies are complementary as they correspond to pre-clinical and clinical cases using

both non invasive image acquisition (fluorescence scan) and invasive techniques (biopsy).
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neural network based language model»; dans «Eleventh annual conference of the international

speech communication association», (2010).

[116] H. Lee, R. Grosse, R. Ranganath & A. Y. Ng; «Convolutional deep belief networks for

scalable unsupervised learning of hierarchical representations»; dans «Proceedings of the 26th

annual international conference on machine learning», p. 609–616 (ACM) (2009).

[117] A. Moor, C. Guevara, H. Altermatt, R. Warth, R. Jaggi & S. Aebi; «PRO_10–A

new tissue-based prognostic multigene marker in patients with early estrogen receptor-positive

breast cancer»; Pathobiology 78, p. 140–148 (2011).

[118] G. D. Finlayson & G. Y. Tian; «Color normalization for color object recognition»; Inter-

national Journal of Pattern Recognition and Artificial Intelligence 13, p. 1271–1285 (1999).

[119] M. Veta, P. J. Van Diest, R. Kornegoor, A. Huisman, M. A. Viergever & J. P. Pluim;

«Automatic nuclei segmentation in H&E stained breast cancer histopathology images»; PloS

one 8, p. e70 221 (2013).

[120] S. Wienert, D. Heim, K. Saeger, A. Stenzinger, M. Beil, P. Hufnagl, M. Dietel,

C. Denkert & F. Klauschen; «Detection and segmentation of cell nuclei in virtual mi-

croscopy images: a minimum-model approach»; Scientific reports 2, p. 503 (2012).

[121] M. Kulikova, A. Veillard, L. Roux & D. Racoceanu; «Nuclei extraction from

histopathological images using a marked point process approach»; dans «Medical Imaging

2012: Image Processing», , tome 8314p. 831428 (International Society for Optics and Pho-

tonics) (2012).

[122] P. Kharazmi, M. I. AlJasser, H. Lui, Z. J. Wang & T. K. Lee; «Automated detection and

segmentation of vascular structures of skin lesions seen in dermoscopy, with an application to

basal cell carcinoma classification»; IEEE journal of biomedical and health informatics 21,

p. 1675–1684 (2017).



BIBLIOGRAPHY 131

[123] Y. Liang, F. Wang, D. Treanor, D. Magee, G. Teodoro, Y. Zhu & J. Kong; «Liver

whole slide image analysis for 3D vessel reconstruction»; dans «2015 IEEE 12th International

Symposium on Biomedical Imaging (ISBI)», p. 182–185 (IEEE) (2015).

[124] C.-H. Tsou, Y.-C. Lu, A. Yuan, Y.-C. Chang & C.-M. Chen; «A heuristic framework

for image filtering and segmentation: application to blood vessel immunohistochemistry»;

Analytical Cellular Pathology 2015 (2015).

[125] J. N. Kather, A. Marx, C. C. Reyes-Aldasoro, L. R. Schad, F. G. Zöllner & C.-A.

Weis; «Continuous representation of tumor microvessel density and detection of angiogenic

hotspots in histological whole-slide images»; Oncotarget 6, p. 19 163 (2015).

[126] S. Basu, W. T. Ooi & D. Racoceanu; «Neurite tracing with object process»; IEEE trans-

actions on medical imaging 35, p. 1443–1451 (2016).

[127] L. Yu, H. Chen, Q. Dou, J. Qin & P.-A. Heng; «Automated melanoma recognition in

dermoscopy images via very deep residual networks»; IEEE transactions on medical imaging

36, p. 994–1004 (2017).

[128] Y. Yuan, M. Chao & Y.-C. Lo; «Automatic skin lesion segmentation using deep fully

convolutional networks with jaccard distance»; IEEE transactions on medical imaging 36, p.

1876–1886 (2017).

[129] N. C. Codella, Q.-B. Nguyen, S. Pankanti, D. Gutman, B. Helba, A. Halpern &

J. R. Smith; «Deep learning ensembles for melanoma recognition in dermoscopy images»;

IBM Journal of Research and Development 61, p. 5–1 (2017).

[130] R. Real & J. M. Vargas; «The probabilistic basis of Jaccard’s index of similarity»; Sys-

tematic biology 45, p. 380–385 (1996).

[131] M. Kass, A. Witkin & D. Terzopoulos; «Snakes: Active contour models»; International

journal of computer vision 1, p. 321–331 (1988).

[132] A. Yezzi, S. Kichenassamy, A. Kumar, P. Olver & A. Tannenbaum; «A geometric

snake model for segmentation of medical imagery»; IEEE Transactions on medical imaging

16, p. 199–209 (1997).



132 BIBLIOGRAPHY

[133] L. He, Z. Peng, B. Everding, X. Wang, C. Y. Han, K. L. Weiss & W. G. Wee; «A

comparative study of deformable contour methods on medical image segmentation»; Image

and vision computing 26, p. 141–163 (2008).


	Acknowledgement
	Abbreviations
	Thesis Abstract
	Resumé de la Thèse
	Introduction
	Cancer
	Definition
	Breast Cancer
	Anatomy
	Grading

	Colorectal cancer
	Anatomy
	Grading

	Tumour micro-environment 

	Tumour angiogenesis
	Introduction
	Blood vessels mechanism in tumor
	Different stages of tumour growth
	The a-vascular stage
	The vascular stage
	Metastatic invasion


	Tumour Angiogenesis activation
	Efforts to prevent tumour angiogenesis
	Motivation

	immunochemistry for preclinical tumor angiogenesis assessment
	Confocal fluorescence microscopy versus Conventional fluorescence microscopy
	Virtual Fluorescence microscopy Axio 2D
	Database preparation
	Cell culture and tumor model
	Immunohistochemistry labeling (IHC)
	Automated multi-fluorescence scan imaging using VFM Axio 2D Zeiss

	Markov Random Field for preclinical tumor angiogenesis assessment
	Preprocessing
	Nuclei density maps
	Apoptotic endothelial cell assessment
	The prior probability
	The conditional probability

	Validation process
	Results

	Conclusion

	Digital pathology for tumour angiogenesis assessment
	Digital / Computational Pathology
	Whole slide imaging
	Histopathology
	Hematoxyline and Eosine staining
	Computer aided diagnosis and pattern recognition in Digital pathology 
	Marked Point Process
	Definition
	Algorithm
	Marked Point Process (MPP) versus Markov Random Field (MRFs)
	Sampling and optimization strategies in MPP algorithm
	Biomedical Imaging application in histopathology and microscopy data
	Challenges of MPP framework

	Neural Network and deep learning
	Convolutional Neural Network (CNN)
	Fully Convolutional Network (FCN)


	Data description
	Challenges
	Model design
	Design of the contrast predictor G
	Design of the overlap predictor
	Design of the loss function
	Configuration of the neural network


	Experiment
	Results
	Proof of concept of CNN-MPP model on synthetic data-set
	Experiment
	Results


	CNN-MPP comparison with Active contours and FCN
	Comparison of CNN-MPP model with pure learning driven model FCN
	Comparison of CNN-MPP model with pure based-knowledge driven model Active contours (AC)
	Discussion of the CNN-MPP algorithm
	Limits
	Generative Adversarial Networks (GANs) versus CNN-MPP Networks

	Conclusion


	Conclusions
	Bibliography

