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Résumé

Aux futurs collisionneurs linéaires et circulaires, la présence d’un halo autour du faisceau est
susceptible de fortement limiter les performances, et peut également activer, voire endommager,
les composants de l’accélérateur. Le halo doit par conséquent est contrôlé par un système de
collimateurs efficace. Pour évaluer l’impact sur les expériences de physique des particules
ainsi que les efficacités de collimation, une bonne compréhension des mécanismes physiques
générateurs de halo est essentielle, pour par exemple prédire les distributions de probabilité de
manière fiable. Pour ce faire, une investigation systématique ont été menée à l’Accelerator Test
Facility (ATF) du KEK dans le cadre de cette thèse, d’abord à travers une analyse théorique des
principales sources de halo dans ATF, puis moyennant le développement et l’implémentation de
diagnostiques dédiés aux mesures du halo, dont les résultat sont ensuite présentés et comparés
aux prédictions théoriques.

Le halo produit par la diffusion des particules du faisceau sur les noyaux des molécules
du gaz résiduel dans la chambre à vide (« Beam Gas Scattering » - BGS) est d’abord estimé
analytiquement, avec certaines approximations, puis moyennant une simulation Monte-Carlo.
Un nombre considérable de particules de halo BGS est prédit, ainsi qu’une dépendance dans
la pression de gaz résiduel. Pour étudier la possible formation d’un halo par le mécanisme de
diffusion intra-paquet à grand angle dit de « Touschek » en présence d’une dispersion optique
résiduelle, le taux de cette diffusion a été estimé en fonction de plusieurs paramètres faisceau
pertinents. Une simulation Monte-Carlo de la diffusion intra-faisceau à petit angle (IBS) et de «
Touschek » est aussi en cours de développement.

Pour tester les prédictions théoriques, les performances d’un détecteur de halo déjà existant
basé sur un capteur diamant ont été améliorées moyennant une technique de repondération qui
a permis d’en augmenter la gamme dynamique jusqu’à 105. Afin de disposer d’un instrument
complémentaire pour mesurer le halo, un moniteur YAG/OTR a aussi été conçu, construit et
installé dans la ligne d’extraction d’ATF. Il a pu être montré que la gamme dynamique et la
résolution de ce moniteur YAG-OTR sont, respectivement, autour de 105 et inférieure à 10 µm.

Grâce aux diagnostiques développés pour mesurer le halo du faisceau d’ATF, les distributions
transverses et en énergie ont pu être étudiées. L’accord satisfaisant obtenu entre les prédictions
théoriques et les mesures, ainsi qu’une dépendance importante dans la pression de gaz résiduel,
ont permis de montrer que la distribution verticale du halo est dominée par le mécanisme BGS.
Par contre, la distribution horizontale est bien supérieure aux prédictions BGS, et est par ailleurs
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asymétrique. L’asymétrie observée peut être en partie reliée à la qualité du champ de l’élément
pulsé servant à l’extraction du faisceau d’ATF, ainsi qu’à certaines aberrations dans le transport
optique. La distribution de probabilité du halo en fonction de l’énergie a par ailleurs pu être
mesurée, grâce à une technique nouvelle d’ajustement de la dispersion optique dans le plan
vertical, et a été trouvée compatible qualitativement avec le mécanisme de diffusion « Touschek
». Un scénario plausible de génération du halo dans le plan horizontal a ainsi pu être suggéré.

Mots-clés : Halo du faisceau, diffusion du faisceau sur le gaz résiduel, diffusion « Touschek
», capteur diamant, moniteur YAG/OTR, queue de distribution en énergie



Abstract

At future linear and circular colliders, beam halo can strongly limit machine performances, cause
as well component damage and activation, and should, therefore, be controlled by an efficient
collimation system. To evaluate the impact on particle physics experiments and collimation
efficiencies, a clear understanding of beam halo formation mechanisms is essential, e.g., to
predict halo distribution reliably. For this purpose, systematic investigations have been carried
out at the Accelerator Test Facility (ATF) of KEK. In this dissertation, the theoretical analysis
of the primary halo sources at ATF and the development of dedicated halo diagnostics are
presented. Measurements of beam halo at ATF are also described and compared with the
theoretical predictions.

Beam halo arising from Beam-Gas Scattering (BGS) in the damping ring was firstly estimated
through analytical approximations and a Monte Carlo simulation. A considerable amount of
halo particles generated by BGS and the corresponding vacuum dependence have been predicted.
To explore the probability of beam halo formation from Touschek scattering in the presence of
dispersion, the Touschek scattering rate was estimated with respect to relevant beam parameters.
Furthermore, a Monte Carlo simulation of Intra-Beam Scattering (IBS) and Touschek scattering
is under development.

To probe the theoretical predictions, the performance of an already existing diamond sensor
detector was optimized via a data rescaling technique to increase the dynamic range to 1×105.
For a complementary diagnostics of beam halo, a YAG/OTR monitor was also designed and
installed in the extraction section of ATF2. The dynamic range and resolution of the YAG/OTR
monitor have been shown to be around 1×105 and less than 10 µm, respectively.

Thanks to the halo monitors developed at ATF2, the transverse halo and momentum tail have
been studied. Satisfactory agreement between numerical predictions and measurements as well
as a significant vacuum dependence indicate that the BGS process dominates the vertical halo.
On the other hand, the horizontal halo appeared to be higher than the prediction from BGS, and
moreover asymmetric. The observed asymmetry was shown to be related to the quality of the
extraction kicker field and optical aberration. Finally, the momentum tail was for the first time
observed by implementing a novel scheme of vertical dispersion adjustment and was found to
be qualitatively consistent with the presence of Touschek scattering. A possible scenario for
horizontal beam halo formation from Touschek scattering was also suggested.
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Chapter 1

Introduction

1.1 Future linear colliders

Since the 1960s, high energy accelerators have played essential roles in the field of the particle
physics [1–3]. The Large Hadron Collider (LHC), for instance, the world’s largest (circumference
27 km) and highest energy (14 TeV, center-of-mass energy) accelerator with a record luminosity
of 2.06×1034 cm−2s−1 [4, 5], has been continuously devoted to the production and investigation
of new particles, discovering the Higgs boson, probing its properties [6] and exploring the
unsolved problems beyond the Standard Model [7–10]. At the energy frontier of experimental
particle physics, high energy colliders have been among the most powerful tools to discover
new particles and verify the theoretical models for new physics. The great discoveries of the
subatomic particles thanks to the development of accelerators and colliders contain: the Xi
or "cascade" baryon discovered at Brookhaven National Laboratory in 1964 [11], the partons
observed at the Stanford Linear Collider (SLC) in 1969 [12, 13], the J/Ψ meson demonstrating
the existence of the charm quark discovered at the Stanford Positron Electron Accelerating Ring
(SPEAR) in 1974 [14, 15], the tau lepton discovered at SPEAR in 1975 [16], the upsilon meson
demonstrating the existence of the bottom quark at the Fermilab Proton Center Laboratory in
1977 [17], the indirect observation of the evidence of gluons at the Positron Elektron Tandem
Ring Anlage (PETRA) in 1979 [18], the W and Z bosons found at the CERN Proton-Antiproton
collider in 1983, the top quark discovered at the Fermilab Tevatron in 1995 [19] and, again, the
Higgs boson discovered at LHC in 2012 [10]. Until now, all the elementary particles predicted
by the Standard Model have been discovered or confirmed, as shown in Fig. 1.1.

However, it is believed that the Standard model is an effective theory valid only up to some
energy scale. Beyond this scale, some new physics is expected that can’t be well explained in the
context of the Standard Model. Unsolved fundamental questions in particle physics include the
origin of mass, the properties of gravity, dark matter and dark energy, the asymmetry between
matter and anti-matter, etc. To explain these questions, many theories have been proposed,
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Fig. 1.1 The elementary particles in the Standard Model. Taken from Ref. [20]

e.g., string theories, supersymmetry and extra dimensions. What’s more, the experimental
observations at particle colliders have also made great progress.

Beyond the colliders in operation, e.g., LHC, Relativistic Heavy Ion Collider (RHIC) and
SuperKEKB [21], several ambitious future colliders have been proposed including the Interna-
tional Linear Collider (ILC), the Compact Linear Collider (CLIC), the Future Circular Collider
(FCC), the Circular Electron-Positron Collider (CEPC) and so on [22–25]. Compared with a
hadron machine, a lepton collider has a significant advantage in the precise measurement of
the interaction between elementary particles with well-defined initial conditions. Moreover,
collisions between leptons do not involve the strong-force and can therefore provide a cleaner
background environment which is favoured by the particle physicists. For the precise measure-
ments of the physical properties of elementary particles, such as the top quark or the Higgs
boson, as well as the further yet to be discovered weakly interacting particles, a lepton collider
has definitely some important advantages. In the framework of lepton colliders, there are two
categories: the electron-positron collider and the muon collider. Although the muon collider is
normally featured by the higher cross section of the generation of Higgs boson and negligible
synchrotron radiation and Bremsstrahlung, the production, acceleration and storage of muons
are still critical challenges. On the other hand, an electron-positron collider is more feasible in
the aspects of the technology and cost.

There are two approaches for developing electron-positron colliders, the linear collider and
the circular collider. Even though the tunnel of a circular collider can in principle be re-used for
an upgraded or completely new machine, as the case of the Large Electron-Positron Collider
(LEP) which was followed by the LHC, the maximum energy of a circular electron-positron
collider is limited by the enormous energy losses due to the synchrotron radiation, which scale
like the energy to the fourth power. In contrast, linear electron-positron colliders avoid this
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problem and are thought to be a favorable and efficient technology for detailed measurements of
Higgs boson properties and the exploration of many related unsolved fundamental questions in
particle physics. For a linear collider, the precisely tunable energy from 91 GeV to 1 TeV [26]
with luminosities higher than 1034 cm−2s−1 is required to achieve the required flexibility and
precision to tackle these physics questions. Higgs production cross sections are shown as a
function of center of mass energy in Fig. 1.2

Fig. 1.2 Cross sections for Higgs production at an electron-positron collider. Taken from Ref. [27]

Regarding the accelerator part of a linear collider, the most important challenges are to
achieve stable and economically affordable high gradient acceleration and high luminosity in
the range of 1034 −1035 cm−2s−1. For a Gaussian beam distribution, the luminosity of a linear
collider can be expressed as [28]

L=
N2nb frep

2πσ∗
x σ∗

y
F (1.1)

where N is the number of particles per bunch, nb the number of bunches per bunch train, frep

the repetition rate, σ∗
x and σ∗

y the horizontal and vertical rms beam sizes at the Interaction Point
(IP), respectively, and F the reduction factor due to the beam-beam [29–31] and hourglass
effects [30, 32]. To achieve an extremely high luminosity, it is essential to focus the beam to
ultra-small sizes at the IP with low beam emittances and ultra-low beta functions.

In general, a linear collider mainly consists of the electron and positron sources, the damping
rings, the main linacs, the Beam Delivery Systems (BDS) and the detector. Particles from the
sources are bunched, pre-accelerated and then injected into the damping ring with an energy of
the order of GeV. In the damping rings, beam emittances can be damped to very small values
within a short storage time (< 1 s) and then, in the main linacs, the beam energy is boosted to the
desired value. Finally, the beam is focused down to hundreds of nanometers horizontally and a
few nanometers vertically at the IP in the Final Focus System (FFS), which is the last part of the
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BDS [33]. Besides, important beam diagnostics and collimation are also performed in the BDS.
To obtain a high luminosity, i.e., low emittance beam and low β -function at the IP, the damping
ring and the final focus system are of great importance.

Currently, two linear collider projects are under discussion: the ILC in Japan and the CLIC
led by CERN. Both are pursued by large international collaborations of institutes and universities
all over the world.

Fig. 1.3 Schematic of the ILC project. Taken from Ref. [27]

The ILC has a nominal center of mass energy of 250 GeV with the potential to be upgraded
to 500 GeV [22]. The accelerator section of ILC contains the polarized electron and positron
sources, two damping rings, each 3.2 km long and operating at 5 GeV, for the electrons and
positrons, respectively, transport beam lines from the damping rings to the 11 km long main
linacs and the 2.2 km long beam delivery systems, as shown in Fig. 1.3. In the main linac, the
beam is accelerated based on the SuperConducting Radio-Frequency (SCRF) technology, with
an accelerating gradient of 31.5 MV/m using the 9-cell SCRF niobium cavities [34]. Such a SC
accelerating scheme has been demonstrated at the European XFEL at DESY and the present
effort is devoted to reduce costs. To validate the low emittance damping ring technology and the
compact final focus scheme, the Accelerator Test Facility (ATF&ATF2) has been constructed
and opreated at KEK [35, 36].

The CLIC project has an initial phase of operation at 380 GeV followed by two possible
stages at 1.5 TeV and 3 TeV [23] (see Fig. 1.4). Comparing to the ILC, CLIC will use an
accelerating gradient of 72 MV/m (for the first stage), based on the innovative two-beam
acceleration scheme [37, 38]. The feasibility of this advanced two-beam acceleration scheme has
been addressed at the CLIC Test Facility (CTF3) at CERN [39, 40]. Besides, the demonstration
of the CLIC final focus system is also being carried out at ATF2 [41–43]. Detailed description
of the CLIC project could be found in Ref. [23].
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Fig. 1.4 Schematic of CLIC 380 GeV machine. Taken from Ref. [44]

In the ILC and CLIC BDS, a collimation system is always needed in order to reduce the
background by removing the halo particles with large betatron amplitudes or large momen-
tum deviations [45]. Also, the collimation system can provide a necessary protection for the
downstream components in case of a sub-system failure.

A sufficient collimation system must fulfill many specific requirements [46, 47]: high
cleaning efficiency, high mechanical robustness and low wakefield (impedance) effect [48]. To
meet the above requirements, a conventional collimation system, consisting of spoilers and
absorbers downstream, is usually considered [49]. Besides, some innovative halo collimation
concepts have been proposed and demonstrated [50–52]. No matter which kind of collimator
scheme is applied, an accurate modeling of beam halo (betatron and momentum halo) based on
an existing machine is doubtless of critical importance. As pointed out in Ref. [53], a serious
issue in the design of a robust collimation system is the lack of a precise model of the beam
halo. For the linear collider, the primary mechanisms of beam halo formation can be typically
summarized in several categories:

• Physical particle processes, including elastic beam-gas scattering [54], beam-gas Bremsstr-
ahlung [55], Touschek scattering [56], scattering off thermal photons [57] and beam-beam
interaction [58]

• Optical related mechanisms, for instance, mismatch [59, 60], misalignment [61, 62],
dispersion [63], non-linearity [64] and resonance [65]

• Other processes, including wakefields [66], dark current [67] and secondary emission [68]
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Cs2Te Photo-injector
714 MHz RF Module

ATF2 Beam line

Fig. 1.5 Schematic of ATF accelerator complex. Notice that the old extraction line has been
replaced by a new extended extraction line: ATF2.

1.2 Accelerator Test Facility at KEK

The Accelerator Test Facility at KEK has been construted to study the feasibility of producing
the low-emittance beam required at a linear collider as well as supply a high-quality beam for the
R&D activivities on beam instrumentation and control technologies needed at linear colliders. It
contains an electron source based on a Cs2Te photo-cathode RF gun, a 1.3 GeV injector linac, a
Damping Ring (DR), and an extraction line, in which the ATF2 beam line was later built [69]
(see Fig. 1.5).

The ATF DR is a race-track type storage ring with a circumference of 138.6 m. In the arc
sections, there are 36 FOBO cells, where B represents the combined-function bending magnet.
Such bending magnets can provide a horizontally defocusing field and reduce the horizontal
dispersion function in arc sections. The phase advances per FOBO cell are π/2<νx<5π/6 and
π/6<νy<π/3, horizontally and vertically, respectively, and can be adjusted using two independent
quadrupoles in the cell [36]. A RF cavity operated at a frequency of 714 MHz and a cavity-gap
voltage around 300 kV has been integrated to compensate the energy loss due to synchrotron
radiation. The critical parameters of the ATF DR, as well as those of the ILC and CLIC DR, are
outlined in Tab. 1.1.

The smallest vertical emittance of 4 pm, γεy = 1.1× 10−8 m, was achieved at low beam
intensity around 1×109 e/bunch [73, 74]. Tuning of the low-emittance beam was realized
through iterating a series of corrections: the Closed-Orbit Distortion (COD) correction, vertical
COD correction + vertical dispersion correction, and xy coupling correction. Thanks to such
well-developed tuning techniques, the vertical emittance can be typically be maintained at the
level of 12 pm, about 1% of the horizontal emittance, during the daily operation at ATF.

To address the feasibility of focusing the electron beam to a small beam size (tens of
nanometers), vertically, and provide beam orbit stabilization at the nanometer (nm) level at the IP,
a prototype FFS based on the local chromaticity correction principle [75] has been constructed
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Table 1.1 Lattice parameters of the ATF damping ring, the ILC damping ring in the low-power
mode (5 Hz) and the CLIC damping ring [27, 36, 70–72].

ATF DR
ILC DR CLIC DR

5 Hz mode 2 GHz 1 GHz
Energy [GeV] 1.3 5 2.86
Particles/bunch [1010] <2 2 0.41
Number of bunches <10 1312 312 156
Repetation rate [Hz] 3.12 5 50
Circumference [m] 138.6 3238 427.5
Momentum compaction factor 2.14×10−3 3.3×10−4 1.3×10−4

Damping time (x/y/s) [ms] 17/27/20 24/24/12 2/2/1
Storage time [ms] 200 100 20
Normalized natural horizontal emittance [µm] 2.8 57 53.9
Natural energy spread 5.6×10−4 0.1% 0.1%
Natural chromaticity (ξx/ξy) 29.6/20.6 -51.3/-43.3 -18.99/-22.85
Natural bunch length [mm] 5.3 6.02 1.6 1.8
Energy loss per turn [MeV] 0.044 4.5 4.0
RF frequency [GHz] 0.714 0.65 2 1
Total RF voltage [MV] 0.28-0.33 14 10

Lattice type FOBO FODO
TME (arc)

FODO (straight)

at ATF. This extensive extraction line is the so-called ATF2. As an energy-scaled version of the
compact final focusing optics for the ILC, ATF2 consists of an extraction section for dispersion
and coupling correction, a β -matching section and a Final Focus (FF) section to demagnify the
transverse beam optics at the IP [76]. The schematic of the ATF2 beam line and the corresponding
betatron and dispersion functions are presented in Fig. 1.6.

In front of the FF section, the beam is first extracted from the ATF damping ring through a
pulsed kicker magnet, followed by three successive septum magnets, and then enters a "dogleg"
type inflector, as shown in Fig. 1.7. The optics in the inflector consists of a "pseudo-I" transfor-
mation (∆ux=π/2 and R21 ̸= 0) between the kicker magnet and the second kicker "KEX2"1. The
maximum horizontal dispersion in the inflector does not exceed 600 mm at the QF1X and QF6X
quadrupoles, close to which two additional skew quadrupoles (QS1X, QS2X) have been installed
for dispersion correction and coupling correction. After the inflector, an ILC-style coupling
correction module, consisting of four skew quadrupoles QK1–QK4, enables the orthonormal
correction of all transverse couplings [78]. The multi-OTR system, composed of four OTR
monitors, is then used to provide fast single-shot emittance measurements, as well as the xy
tilt imaging before and after coupling correction [79]. After the diagnostic section, six bipolar

1The second kicker KEX2, paired to the first kicker with a goal of achieving a partial cancellation of the
corresponding jitter was later replaced by a regular dipole [77].
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quadrupoles (QM16–QM11) are used for optics matching (beta functions) between the extraction
section and FF section.

The FFS of ATF2 is based on the local chromaticity correction scheme, which can compensate
the chromaticity and other optical aberrations locally, using as few elements as possible. The final
doublet (QD0 and QF1) focus the beam at the IP and the predominant chromaticity generated by
this strong final doublet is cancelled thanks to the two sextupoles (SD0 and SF1), placed adjacent
to the final doublet ,and the three dipoles (B1FF, B2FF and B5FF) upstream to generate the
necessary horizontal dispersion [81–83]. The accompanying second-order dispersion is canceled
by additional chromaticity generated upstream. Three additional sextupoles (SD4, SF5 and SF6)
plus an appropriate adjustment of the optical transfer matrices further compensate higher order
geometric and chromogeometric aberrations generated in the FFS system, as shown in Fig. 1.8.
Notice that the phase advance between sextupoles and the IP is (n+ 1

2)π . To loosen the tolerance
to multipole field errors and to enable second-order aberration corrections, four skew sextupoles
(SK1–SK4) have also been installed in the FF section. However, tuning of the small beam size
is still extremely complicated in the real machine because of both expected and unexpected
imperfections, e.g., the wakefield, beam jitters, misalignments and ground motion.

To measure a beam size less than a hundred nanometers with enough accuracy, a Shintake
monitor [84–86] has been installed at the IP. Two paths of a laser are focused at the IP to form a
vertically-orientated interference fringe pattern. The phase of the interference pattern is scanned
by adjusting the path length of one incident laser beams relative to the electron beam, as shown
in Fig. 1.9 (a). The beam size is then inferred from the modulation depth (Md) in the rate of
photons resulting from the Compton scattering of the beam electrons, as collected by a photon
detector consisting of a CsI(Tl) calorimeter. The relation between the vertical beam size and the
modulation depth can be expressed as [78]

σy =
d

2π

√
2log

(C|cosθ |
Md

)
(1.2)

with
d =

λ

2sin(θ/2)

where d is the fringe pitch, θ the crossing angle, C the reduction factor and λ the laser wavelength.
The reduction factor represents the contrast reduction of the laser fringe pattern from the laser
profile distortion, mismatching in the laser overlap and other possible sources. The Shintake
monitor can be operated in three modes, by adjusting the crossing angle: 2◦– 8◦ mode, 30◦ mode
and 174◦ mode. It can cover a beam size from several microns down to a minimum of 20 nm by
switching the operational mode remotely, as shown in Fig. 1.9 (b).

The modulation depth can also be significantly reduced due to background photons at the
Post-IP, which is considered as a systematic error of the modulation measurement. The undesired
background predominantly comes from halo particles lost in the final doublet and bending
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Fig. 1.6 Upper: Schematic of the extraction line, β -matching section and the final focus section
of ATF2 (from the ending of the inflector). Taken from Ref. [80]. Bottom: beta functions and
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y optics.
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Fig. 1.7 Schematic of the ATF2 extraction section and β -matching section.

Fig. 1.8 Schematic of the ATF2 FFS. Taken from Ref. [80]

magnet behind the IP. To suppress the background, cone-shape collimators have been placed
in front of the photon detector [85]. Moreover, a vertical collimator has been installed in the
FF section to remove the vertical betatron halo. Measurements of the modulation depth as a
function of the collimator aperture indicate a considerable influence of the background induced
by particles lost near the IP, as shown in Fig. 1.10. In terms of small size tuning and measurement,
it is definitely crucial to have a reliable beam halo model at ATF2 and establish an efficient
collimation system.

(a) (b)

Fig. 1.9 Schematic of the Shintake monitor at ATF (a) and the relation between beam size and
modulation depth in different modes (b). Figures are taken from Ref. [86].
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Fig. 1.10 Dependence of the modulation depth on collimator aperture. Notice that the Shintake
monitor is in 30◦ mode and the beam intensity is stablized at 7×109 e/pulse. The figure is
reproduced from Ref. [87]

1.3 Halo diagnostics

The issue of beam halo commonly exists in all accelerators but a general definition of "halo"
is complicated because it should be with respect to the requirements of each specific machine,
including its required beam physics investigations. In the workshop on Beam Halo Dynamics,
Diagnostics, and Collimation (HALO’03), a common statement was given, i.e., "... a general
definition of ’beam halo’ could not be given, because of the very different requirements in
different machines, and because of the differing perspectives of instrumentation specialists and
accelerator physicists... from the diagnostic point of view, one thing is certainly clear – by
definition halo is low density and therefore difficult to measure..." [88]. In some literature, the
beam profile is therefore divided into three parts referring to beam center: beam core, beam tail
and beam halo. However, the difference between tail and halo is typically ambiguous. As a
consequence, in this dissertation, "halo" stands for both tail and halo parts if there is no additional
specification.

Diagnostics of beam halo are of great importance for the mitigation of halo particles through
the optimization of machine conditions and an efficient collimation system. Typically, halo
diagnostics can be classified into three categories [89]: 1) direct measurements of halo and
its evolution, e.g., Wire Scanners (WS) [90, 91], optical methods based monitors [92–96] and
diamond detectors [97, 98]; 2) measurements of the effects of halo particles, e.g., beam loss
monitor [55]; 3) diagnostics of machine condition stimulated halo particles, e.g., the tune
measurement system [99]. Different from the ordinary beam profile measurements, diagnostics
of beam halo require a dynamic range of at least 105 for the simultaneous measurement of beam
core and beam halo, in order to appropriately probe the theoretical predictions [100, 68]. In this
section, an overview of various kinds of halo monitors in the above categories, developed in the
past decades, is presented.



12 Introduction

For the direct detection of halo particles, a primary example is the WS. To ensure a satis-
factory dynamic range, several upgraded versions of the WS have been reported, e.g., the halo
scraper/wire scanner [90, 101], the wire scanner with the varying Photomultiplier Tube (PMT)
voltage [102] and the vibrating wire scanner [103–106]. The scraper/wire scanner uses a thin
wire to measure beam core and a paddle type structure (scraper) to measure beam tail/halo.
The scraper data is then normalized to the wire core data by matching two sets of data in the
overlapping regions. A dynamic range of around 105 can be achieved via the combination of
wire scanner and halo scraper [107]. Besides, to extend the dynamic range of the WS, diag-
nostics of core and halo particles could be performed with varying PMT voltage and then by
normalizing core and halo distributions in the overlaps between measurements. Experiments at
ATF2 have demonstrated a dynamic range of 104 in this method [102]. Using multiple wires of
different diameters, an extremely high dynamic range of 108 has been achieved after applying a
coincidence technique at the Continuous Electron Beam Accelerator Facility (CEBAF) [108], as
shown in Fig. 1.11. In their case, four PMTs were placed around the beam (top, bottom, left and
right) to count the Cerenkov or scintillation light from halo particles striking the quartz window
and the scintillator+quartz window.
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Fig. 1.11 Horizontal beam profile by combining data of the 25 µm and 1 mm Iron (Fe) wires.
Figure is reproduced from Ref. [108]

In addition to the conventional WS measuring the beam profile by counting the secondary
radiation due to particles going through the wire, a vibrating wire scanner has been proposed and
proved to have a dynamic range over 105. The principle of the vibrating wire scanner can be
summarized as: the interaction between beam and wire heats the wire and results in a temperature
increase. As a result, the frequency of the natural oscillation of the wire is changed, and the
beam profile information can be obtained from that change, using the analytic expressions [105]

∆ f =−0.25
f0EαsTm

σ
(1.3)
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with
f0 =

1
2l

√
σ/ρ

(
1+

d
2l

√
E/σ

)
(1.4)

where f0 is the frequency of the first harmonic of the wire oscillations, E the modulus of elasticity,
αs the coefficient of thermal expansion, Tm the temperature change due to the incident particles
with respect to the temperature of the environment, σ the stress of the wire for a length of l, ρ

the density of the wire material and d the diameter of the wire. The natural oscillation is excited
by the interaction of an alternating current through the wire immersed in a permanent magnetic
field. An advanced design of such a vibrating wire scanner employs two mechanically coupled
wires. One acts as the vibrating wire to measure the strain of the other wire (target wire) which
interacts with the halo particles [106], as shown in Fig. 1.12 (a). The dynamic range of this
improved vibrating wire scanner is around 105, as shown in Fig. 1.12 (b).

(a) (b)

Fig. 1.12 Schematic of the desgin of two mechanically coupled wires (a) and the halo distribution
measured by this vibrating wire scanner (b). Figures are reproduced/taken from Ref. [106]

Halo measurements through optical methods are usually hampered by the dynamic range
of the camera sensor (typically, 16 bit) and the "blooming" effect, i.e., the enhancement of the
actual halo distribution due to scattered/coupled light from the bright core. To overcome these
limitations, several remarkable methods have been developed, for instance, data acquisition using
a cooled Charge Injection Device (CID) [96], observation using a coronagraph [109, 110], a
masking method based on a Digital Micromirror-array Device (DMD) [94] and a combination of
OTR and fluorescence screens [111].

The commercial CID has an excellent dynamic range exceeding 106 thanks to its capacity
for non-destructive pixel readout, i.e., the photon-generated charge may be transferred in each
individually addressable pixel and provide a signal without destroying the charge signal [112].
Light detection with a CID camera has been demonstrated at CTF3 using a pulsed diode light
source to approach the Optical Transision Radiation (OTR) light from the electron beam [96].
Measurements using an 8-bit CCD camera, a PMT set up and a CID camera (SpectraCAMTM84)
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indicate that the highest dynamic range (> 105) is achieved with the CID camera [93], as shown
in Fig. 1.13. However, the poor radiation hardness and the high price of CID camera might limit
its applications in accelerator beam diagnostics.
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Fig. 1.13 Schematic of the pixel configuration of the CID imager (a) and the intensity distributions
measured by an 8-bit CCD camera, a set of PMT and a CID camera at CTF3. Figures are
taken/reproduced from Ref. [93]

(a)
(b)

Fig. 1.14 Layout of the optical system of a coronagraph (a) and an example of the beam halo
observed using the coronagraph at the PF storage ring (b). Figures are taken from Ref. [113]

Motivated by the coronagraph to observe the corona of the sun via artificial eclipse, halo
diagnostics based on the concept of coronagraph have been developed. The observing system
with a coronagraph is merged in a synchrotron radiation beam profile monitor to allow the
non-invasive diagnostics of beam core and beam halo. To suppress the light from the beam core,
an opaque disk is placed in the image plane to filter out the glare of the beam image. Besides, a
re-diffraction system with a mask (Lyot stop) is inserted before the objective lens to eliminate
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the diffraction finger, as shown in Fig. 1.14 (a). A signal to background ratio of 1.7×106 has
been achieved with a well-polished objective lens at the Photon Factory (PF) [113]. An example
of the halo image with the opaque disk is shown in Fig. 1.14 (b).

An alternative technique to suppress the light scattered or diffracted from the bright core is to
generate a "core block" using the DMD array. Each pixel of the DMD array can be individually
controlled and rotated about its diagonal, which makes the DMD become a programmable spatial
filter (see Fig. 1.15 (a)). This filtering function leads to a significant improvement of the dynamic
range (up to 105) as demonstrated at the University of Maryland Electron Ring (UMER) and
the JLAB 100 MeV Energy Recovery Linac with an 8-bit CCD camera [114], as shown in
Fig. 1.15. What’s more, an optical observation system based on a DMD can produce a core block
with arbitrary shape and size, and is, therefore, suitable for any incoherent radiation source, for
example, OTR light and fluorescence light.

(a) (b)

Fig. 1.15 Schematic of the optical imaging system with a DMD (a) and an example of the
reconstructed 2D beam profile given by a DMD based halo monitor at the UMER (b). Figures
are taken from Ref. [94]

Besides, an OTR screen with a hole bored in the center has been used to measure both beam
core and beam halo at the ELSA linac [115, 116]. The beam is steered towards the hole to
make most of the core particles pass through, and only halo particles hit the screen. Hence,
the influence from the bright core is suppressed. The dynamic range based on this scheme has
been demonstrated to be about 104 [115], mainly restricted by the low photon production of the
OTR screen. To handle this issue, measurements of beam core and beam halo using OTR and
fluorescence screens, respectively, have been carried out at J-PARC [111]. By combining the
OTR and fluorescence images with respect to the light yield abilities of two screens, a dynamic
range of 106 has been achieved for the projected 1D beam distribution, as shown in Fig. 1.16.

Thanks to the excellent radiation hardness, heat resistance and small leakage current, the
diamond-based beam profile monitors have been used in several machines, e.g., LHC [117],
SPring-8 Angstrom Compact free electron LAser (SACLA) [97, 98] and KEK-ATF [118]. The
dynamic range of the diamond-based monitor is typically around 104 limited by the pick-up
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(a) (b)

Fig. 1.16 Examples of a 2D beam profile (a) and its projection in the horizontal plane (b) acquired
by the OTR/fluorescence screens at J-PARC. Figures are taken from Ref. [111]

signal (induction current) and the charge-collection saturation. The diamond-based beam halo
monitor at SACLA, for example, employed the Chemical Vapor Deposition (CVD) diamond to
monitor halo particles and provide information to protect undulator permanent magnets, as shown
in Fig. 1.17 (a). The dynamic range of the improved detector reaches 104 after adopting the RF
fingers and the necessary shielding of the electronic circuit using a microstrip line structure to
reduce the pick-up signal [98], as shown in Fig. 1.17 (b).

(a)
(b)

Fig. 1.17 Schematic of the diamond-based detector at SACLA (a), and the charge collection
versus the vertical position of the finger edge (distance from beam center) before and after the
lasing of the free-electron laser (b). Notice that only the bottom of the diamond sensor, 10 mm×1
mm× 0.3 mm dimension, is active. Figures are taken from Ref. [98]

Besides, tail/halo scanning with the collimator jaw has been proposed at LEP. The loss
rate, which is proportional to the population of halo particles, for different collimator apertures
is recorded by a PIN-diode-type beam loss monitor attached to the collimator, as shown in
Fig. 1.18 (a). Measurements of horizontal beam halo indicate a dynamic range about 104,
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as shown in Fig. 1.18 (b). Unfortunately, it is not easily possible to measure the beam core
distribution with this technique.

(a) (b)

Fig. 1.18 A collimator with PIN-diode-type loss monitors and scintillators on both sides (a) and
the measured horizontal beam halo distribution at LEP (b). Figures are taken from Ref. [55]

Non-invasive diagnostics can supply on-line measurements of beam halo while maintain-
ing stable beam operation. Devices developed for non-destructive halo monitoring include
the coronagraph, the Ionization beam Profile Monitor (IPM) [119–121], the ultra-thin gas jet
monitor [122], the scattered electron based monitor [123] and so on. The IPM typically consists
of electrodes to generate external electric fields, magnets to generate a deflecting magnetic field
and Microchannel Plates (MCPs) for the detection of the produced ions and electrons. Ions
and electrons generated due to interactions between beam and gas atoms are deflected in the
electric/magnetic field and projected on the MCPs, as shown in Fig. 1.19 (a). However, the
dynamic range for beam distributions reconstructed from the MCP signal does not exceed 103 for
most IPMs. The ultra-thin gas jet beam profile monitor, which works similar to the wire scanner
but is non-interceptive, has been proposed for CLIC. The configuration of a thin gas jet monitor
is like that of the IPM, but the scattering rate can be enhanced using a dense gas jet, as shown in
Fig. 1.19 (b). Finally, beam halo observation using the scattered electrons from the interaction
between ions and electron beams in an electron lens has been proposed at RHIC [123]. The
feasibility and dynamic range of halo diagnostics with these last two monitors are expected to be
demonstrated soon.

In conclusion, various methods have been developed to enable a sufficient dynamic range,
typically over 105, for beam halo studies. These methods need to overcome two main issues: the
probing of few particles with an adequate signal-noise ratio and the capability to simultaneously
measure beam core and beam halo. A common feature of all the measurements is the relatively
complex diagnostic system and data analysis. Some diagnostics could image the whole beam
profile while some devices are dedicated to beam halo measurement. However, for the investiga-
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(a)

(b)

Fig. 1.19 Schematics of an IPM at J-PARC (a) and a gas jet scanner at Cockcroft Institute (b).

tion of halo dynamics, a valid and precise measurement of beam halo plus the information of
the beam core are always desirable. For the future high repetition and high energy machines,
non-invasive diagnostics of beam halo would be tremendously advantageous.

1.4 Halo studies at ATF

Explorations of the halo distribution and its generation have been sustained for many years
at ATF. Previous investigations, including the theoretical estimations and experimental mea-
surements, have indicated a significant halo at the extraction line. Furthermore, a preliminary
parameterization of the halo distribution has been obtained based on these measurements.

Theoretically, an approximation to the halo distribution from stochastic processes has been
given firstly by K. Hirata and adapted to the ATF damping ring in 1992 [124]. Meanwhile,
T. Raubenheimer has also derived analytical approximations for the beam profile distortion in
the presence of elastic beam-gas scattering and intra-beam scattering [125]. These theoretical
models predicted a considerable beam halo resulting from elastic beam-gas scattering in the
damping ring (see Chap. 2 for the details). Moreover, D. Wang has tried to extend Hirata’s
model more generally for elastic/inelastic beam-gas scattering or intra-beam scattering [126].
Unfortunately, the above theoretical approximations have not been entirely validated through
systematic experimental measurements.

Experimental study of beam halo at ATF/ATF2 were much delayed because of the lack of
a high dynamic-range halo monitor. In 2005, the first beam halo measurement at ATF was
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performed using the wire scanners in the original extraction line [127]. With a dynamic range of
about 104, the systematic measurements enabled defining a realistic beam halo model, based on
the parameterization

f (x) = Λ(x/σx)
−3.5, x > 3σx

f (y) =





Λ(y/σy)
−3.5, 3σy < y ≤ 6σy

3.7Λ

22 (y/σy)
−2.5, y > 6σy

(1.5)

where Λ is a factor related to the beam intensity, and σx and σy are the horizontal and verti-
cal beam sizes, respectively. The measured profile has a clear Gaussian beam core with an
exponential beam tail/halo, as shown in Fig. 1.20 (a).
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(b)

Fig. 1.20 Examples of beam halo measured by the WS at ATF. (a): the horizontal beam profile at
the old extraction line, reproduced from Ref. [127]; (b): the vertical beam profile at the Post-IP,
taken from Ref. [102].

After, the old extraction line and the wire scanners were removed, and another wire scanner
was installed after the virtual IP of ATF2, to allow transverse beam profile measurements
reflecting the beam angular divergence at the IP. Recently, beam core and beam halo have been
scanned with varying voltages for the PMT. Then, the readout was corrected taking into account
the resulting different PMT gains [102]. The dynamic range of these measurements is around
104, limited by the sensitivity of the PMT as well as unwanted background noise presented at the
Post-IP location, as shown in Fig. 1.20 (b).

To probe the halo particles and the Compton recoil electrons, a set of in-vacuum single
crystal Chemical Vapor Deposition (sCVD) Diamond Sensor (DS) detectors have been installed
at ATF2 (behind the WS) [128]. A linear dynamic range around 104 has been demonstrated for
these DS detectors. Cuts of the transverse beam profile due to a tight beam pipe and the vacuum
dependence of vertical and horizontal halo have been observed using these DS detectors [118].
Details and further investigations are presented in Chap. 3.



20 Introduction

Additionally, halo observation using Cerium-doped Yttrium Aluminium Garnet(Ce:YAG)
screen, which has a high photon yield and radiation hardness, were also successfully pursued at
ATF [129]. To reduce the blooming effect, two vertical YAG pads with a 1 mm center slit were
attached on a support, as shown in Fig. 1.21 (a). When performing beam halo measurements,
core particles pass through the slit without hitting the scintillator and the influence from the
brilliant beam core can be significantly reduced. The preliminary experimental measurements,
using an 8-bit CCD camera, show clearly the vacuum dependence of the vertical beam halo and
confirm that such a YAG monitor is adequate for halo diagnostics, as shown in Fig. 1.21 (b).
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Fig. 1.21 Two vertical YAG screens attached on the support with a 1 mm slit in the center [129]
(a) and the observed vacuum dependence of the vertical beam halo (b). One can see the "flat"
beam core, which is mainly caused by the saturation of the 8-bit CCD camera.

Significant efforts were devoted to beam halo investigations at ATF. However, a precise
model for the beam halo distribution or a clear understanding of the beam halo formation were
not yet achieved. As essential complement to the evaluations based on analytical approximations,
systematic simulations of beam distortion in the presence of elastic/inelastic beam-gas scattering
and intra-beam scattering are essential. Regarding the halo diagnostic, further improvements of
the DS detector and upgrading of the YAG monitor were needed to meet the required dynamic
range of at least 105. Motivated by these aspects, numerical predictions of beam halo formation,
development of more advanced halo diagnostics, and careful measurements of the transverse
beam halo and momentum tail of the ATF beam have been carried out and are presented in this
dissertation.



Chapter 2

Theoretical studies of beam halo formation
at ATF

2.1 Transverse motion

Betatron motion describes the transverse motion around a closed orbit. Typically, the amplitude
of betatron motion is small and Hill’s equation can govern the linear betatron motion

y′′+Ky(s)y = 0 (2.1)

where y and y′ represent either the horizontal or the vertical phase space coordinates, Ky(s) is
the focusing function satisfying the periodic condition Ky(s+L) = Ky(s) with L the length of a
periodic structure. Using the Floquet transformation, the general solution of Hill’s equation can
be given by [130]

y(s) = aw(s)e−iψ(s) (2.2)

where a is a constant, w(s) and ψ(s) are the amplitude and phase functions, respectively. The
betatron amplitude equation and betatron phase equation are in the form of

w′′+K(s)w−1/w3 = 0

ψ
′ = 1/w3

(2.3)

The transformation matrix from s1 to s2 is then expressed as

M(s2|s1) =

( w2
w1

cosψ −w2w′
1 sinψ w1w2 sinψ

−1+w1w′
1w2w′

2
w1w2

sinψ −
(

w′
1

w2
− w′

2
w1

)
cosψ

w1
w2

cosψ +w1w′
2 sinψ

)
(2.4)
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where ψ = ψ(s2)−ψ(s1) is the betatron phase advance. Let s2 − s1 = L, the periodic boundary
conditions are w1 = w2 = w, w′

1 = w′
2 = w′ and ψ(s+L)−ψ(s) = Φ. Typically, the transfer

matrix M has a common expression in the form of the Courant-Snyder parameters (Twiss
parameters), i.e., α , β and γ [131]

M =

(
cosΦ+α sinΦ β sinΦ

−γ sinΦ cosΦ−α sinΦ

)
(2.5)

Equating Eq. (2.4) and Eq. (2.5), we obtain the expressions of Twiss parameters as

β = w2

α =− dβ

2ds

γ =
1+α2

β

(2.6)

where β (s) is the betatron amplitude function representing the amplitude of the betatron motion
and α(s) is related to the slope of the betatron amplitude function. The solutions of Hill’s
equation are then given by

y(s) = a
√

β (s)cos(ψ(s)+ψ0)

y′(s) =−a
√

β (s)(α cos(ψ(s)+ψ0)+ sin(ψ(s)+ψ0))
(2.7)

The transfer matrix from s1 to s2 can be further derived as

M(s2|s1) =




√
β2
β1
(cosψ +α1 sinψ)

√
β1β2 sinψ

−1+α1α2√
β1β2

sinψ + α1−α2√
β1β2

cosψ

√
β1
β2
(cosψ −α2 sinψ)




= B(s2)

(
cosψ sinψ

−sinψ cosψ

)
B−1(s1)

(2.8)

and

B(s) =



√

β (s) 0
− α(s)√

β (s)
1√
β (s)


 (2.9)

where B(s) is the betatron amplitude matrix. Notice that the linear betatron motion reduces to a
pure rotation after the normalization using the betatron amplitude matrix. From Eq. (2.7), an
invariant for the betatron motion can be defined by [130]

Hy = γy2 +2αyy′+βy′2 (2.10)
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The area of the ellipse enclosed by the trace of the particle motion is constant and equal to πε ,
where ε is often incorrectly called "emittance". Furthermore, we introduce the action-angle
variables (Jy, ψ) to simplify the analysis of particle motion. The action Jy is defined as

Jy =
1

2β
[y2 +(αy+βy′)2] (2.11)

and ψ is the phase factor, equal to the phase advance. It is apparent that the Courant-Snyder
invariant is twice the betatron action, Hy = 2Jy. As shown in the later section, the Courant-
Snyder invariant and betatron action will be frequently used for analytical estimations of the
perturbations from field errors, synchrotron radiation and collective effects [132–134]. The
betatron oscillation of a particle in terms of the betatron action Jy becomes

y(s) =
√

2Jyβ (s)cos(ψ(s)+ψ0)

y′(s) =−
√

2Jy

β
[sin(ψ(s)+ψ0)+α cos(ψ(s)+ψ0)]

(2.12)

For a particle "travelling" along the beam line, the shape of the phase-space ellipse keeps varying
but the area occupied by the ellipse is constant. The average of the betatron action of particles
in the bunched beam gives the rms emittance εrms. Concerning a normalized distribution of the
particles,

∫
ρ(y,y′)dydy′ = 1, the rms emittance is defined as

εrms =⟨Jy⟩

=
√

σ2
y σ2

y′ −σ2
yy′

(2.13)

with

σ
2
y =

∫
(y−⟨y⟩)2

ρ(y,y′)dydy′

σ
2
y′ =

∫
(y′−⟨y′⟩)2

ρ(y,y′)dydy′

σyy′ =
∫
(y−⟨y⟩)(y′−⟨y′⟩)ρ(y,y′)dydy′

(2.14)

where σy and σy′ are the rms beam size and the rms divergence, respectively, σyy′ the correlation
between y and y′, ⟨y⟩= ∫ yρ(y,y′)dydy′ and ⟨y′⟩= ∫ y′ρ(y,y′)dydy′. With the Liouville theorem,
the rms emittance is a constant during the beam transport. The rms beam size and rms beam
divergence can be expressed as σy =

√
εrmsβ (s) and σy′ =

√
εrmsγ(s), respectively, as shown in

Fig. 2.1. The variation of the rms emittance due to synchrotron radiation and beam instabilities
will be presented in the following section.

The off-momentum particle has an off-momentum closed orbit around the reference orbit.
This off-momentum orbit is proportional to the fractional momentum deviation in the first-order
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√
εβ

√
εγ

tan 2ϕ = 2α(γ − β)

ϕ

y

y ′

A=πε

Fig. 2.1 The ellipse with ε = εrms in the phase space. α , β and γ are the Twiss parameters. The
rms beam size and the rms divergence are

√
εβ and

√
εγ .

approximation. To characterize this difference, we define the dispersion function as the derivative
of the off-momentum orbit with respect to the fractional momentum deviation. The coordinates
of a particle in the phase space are then expressed as

y(s) =yβ (s)+ηy(s)δ

y′(s) =y′
β
(s)+η

′
y(s)δ

(2.15)

where yβ (s) denotes the betatron amplitude, ηy(s) the dispersion function, η ′
y = dηy/ds and

δ = ∆p/p0 the momentum deviation. The dispersion function arises whenever there is a non-zero
dipole component. It can be propagated along the beam line, similar to the transformation of the
Twiss parameters. The 3×3 transfer matrix of dispersion function from s1 to s2 can be expressed
as 


ηy(s2)

η ′
y(s2)

1


=

(
M(s2|s1) f⃗

0 1

)


ηy(s1)

η ′
y(s1)

1


 (2.16)

where M(s2|s1) is the transfer matrix of the betatron motion, f⃗ represents the particular solutions.
In the presence of a non-zero dispersion, the path length of the off-momentum closed orbit and
the revolution time are longer than those of the reference particle for beam energies above the
transition energy. Moreover, momentum fluctuations arising for instance from the emission
of the synchrotron radiation photons or from intra-beam scattering can get coupled into the
transverse planes through non-zero dispersion. This is a part of the effect responsible for the
finite transverse emittances of the beams in a storage ring. In the beam transport system/section
of a storage ring or a linear machine, the dispersion has to be properly matched by applying
the dispersion suppression units or the achromatic modules. This is extremely important for
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modern low-emittance storage rings and the circular colliders. A large dispersion in a specific
section, on the other hand, allows the diagnostic of the energy spectrum via the measurement
of the transverse distribution [135]. Similar to the Courant-Snyder invariant, we can define the
dispersion Hy-function as

Hy =
1
β
[η2

y +(αηy +βη
′
y)

2] (2.17)

The Hy-function is an invariant in the dipole-free region and satisfies the homogeneous equation
of betatron motion. Moreover, the dispersion action Jη can also be defined in the normalized
dispersion phase space and satisfies Jη =Hy/2.

Beyond the dispersion function, the chromatic aberrations due to momentum errors also play
an important role in transverse beam dynamic. Such kinds of chromatic effects are analogous to
that of the corresponding magnet field error. The respective quadrupole gradient errors ∆Kx and
∆Ky can be approximated (to the first order) by

∆Kx =
[
− 2

ρ2 +K(s)
]
δ +O(δ 2)≈−Kxδ

∆Ky =−K(s)δ +O(δ 2)≈−Kyδ

(2.18)

In a circular machine, the chromaticity is defined as the variation of the betatron tune with
respect to the momentum deviation. First, we define the betatron tune as the number of betatron
oscillation over one revolution, that is

vx,y =
1

2π

∮

c

ds
β (s)

(2.19)

And, the betatron tune shift due to the chromatic effect is given by

∆vx,y =
1

4π

∮
βx,y∆Kx,yds (2.20)

Then, the chromaticities ξx,y are defined as

ξx,y =
d(∆vx,y)

dδ
(2.21)

The chromaticity determined by the focusing terms (quadrupole) is called the natural chromaticity.
It is by convention always negative, i.e., less effective focusing for particles with larger momenta.
For the chromaticity correction, sets of sextupoles in the dispersive region are used. These
sextupoles can provide a focusing force with respect to the momentum deviation in the presence
of off-momentum orbits. Notice that sextupoles also induce additional non-linearity which might
affect the dynamic aperture [36, 136].

In a transport beam line, the chromaticity changes the focusing length of quadrupoles and
enlarges the beam size. The respective characterization of chromaticity is different from that in
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a ring. In a final focus system, for instance, the change of focus length with respect to particle
energy is called the chromaticity of the final focus. It can be coumpulted by [53]

ξy =
L∗

β ∗
y
=− 1

β ∗
y

∫
dsKq(s)R2

34(s) (2.22)

where R34 is the (3, 4) term of the transfer matrix and Kq = K0(1−δ ) is the normalized focus
strength of the quadrupole. Moreover, there are other aberrations disturbing the beam delivery
and causing beam instability. Taking into account all the non-linear elements, the transformation
of particle coordinates can be further expressed in a general formalism [137, 138]

X⃗i(s2) =
6

∑
j=1

Ri j(s2|s1)X⃗ j(s1)+
6

∑
j=1

6

∑
k=1

Ti jk(s2|s1)X⃗ j(s1)X⃗k(s1)+ · · · (2.23)

where X⃗ = (x,x′,y,y′,βc∆t,δ )T , the 2×2 diagonal matrices with the indices of 1, 2 and 3, 4 are
the horizontal and vertical transfer matrix, R13, R14, R23 and R24 terms represent the betatron
cross-plane coupling, and Ri6 (i =1, 2, 3, 4) the dispersion function related terms. The longitudinal
motion in the frame (βc∆t,δ ) is described by 2×2 diagonal matrices with (5, 6) indices. T126

and T346 represent the linear chromaticities, T166 is the second order dispersion and other terms
of the T matrix are additional aberrations.

2.2 Synchrotron motion

For the discussion of the synchrotron motion in a circular machine, the momentum compaction
factor and the phase-slip factor have to be defined. With a non-zero dispersion function, the
closed orbit for an off-momentum particle is different from the reference orbit. This path length
difference can be expressed as

∆C = δ

∮
ηx(s)

ρ
ds (2.24)

To be simple, we assume the vertical dispersion is small, ηy(s)≈ 0. Dependence of the circum-
ference on the momentum deviation can be described by the momentum compaction factor αc,
which is given by

αc =
1
C

d∆C
dδ

(2.25)

It is apparent that the revolution period, T = C/βc, depends on the momentum deviation.
Consequently, the off-momentum particle has a different arriving time and energy gain at the
accelerating field (RF cavity).

∆T
T0

= (αc −
1
γ2 )δ = ηcδ (2.26)
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and
ηc = αc −

1
γ2 =

1
γ2

t
− 1

γ2 (2.27)

where ηc is the phase-slip factor and γt is the transition energy. Below the transition energy, a
particle with δ > 0 has a shorter revolution period than that of the synchronous particle. Above
the transition energy, it is the opposite, with the particles appearing to have a "negative" mass1.
Usually, the beam energy is above the transition energy in electron/positron storage rings, e.g.,
the ATF damping ring, αc ≈ 0.0021, γ ≫ γt .

In a synchrotron or a storage ring, the accelerating section consists of one or several RF
cavities supplying an accelerating voltage of

V =V0 sin(φs +ωrfT ) (2.28)

where V0 is the amplitude of the RF voltage, φs the synchrotron phase, ωrf = hω0 the angular
frequency of the RF cavity with h the harmonic number and ω0 the angular revolution frequency.
Here, we have ignored the higher-order harmonic components of the RF cavity. Using the phase
and momentum deviation (φ , δ ) as the longitudinal phase space coordinates and the time t as the
argument, equations of motion are in the form of

dδ

dt
=

eV ω0

2πβ 2E
[sinφ − sinφs]

dφ

dt
= hω0ηδ

(2.29)

where β =
√

1−1/γ2 and η = −∆ω/(ω0δ ). Assuming a weak acceleration or the case of a
beam stored in a ring, the motion can be approximated in terms of an adiabatic synchrotron
motion. The trace of a particle in the phase space can be described by

δ
2 +

eV
πβ 2Ehη

[cosφ − cosφ0 +φ sinφs −φ0 sinφs] = 0 (2.30)

where we assume the trace passes through the point (φ0, 0). Remarkably, there are two points
(φs, 0) and (π −φs, 0) where φ̇ = 0 and δ̇ = 0. The former is called the stable point, around
which the particle performs stable small-amplitude oscillations. The latter is the unstable point
beyond which the motion becomes unstable and the particle will get lost. The trace at the border
of the stable and unstable regions defines the separatrix (RF bucket). The bucket height or the
maximum momentum height is given by

δmax =

√
− eV

πβ 2Ehη
[1+ cos(π −φs)− (π −φs)sin(π −φs)] (2.31)

1In a medium energy synchrotron, e.g., the PS at CERN, the particle energy can be boosted across the transition
energy. The synchrotron phase then has to shift from φs to π −φs within a short time [130, 139, 140].
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Particles with a large momentum deviation exceeding the bucket height, caused by the beam gas
Bremsstrahlung, Touschek scattering or synchrotron radiation, will get lost in the beam line and
result in beam current decay.
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Fig. 2.2 Evolution of the cosφ + φ sinφs term in Eq. (2.30) (a) and phase-space diagram for
particles above the transition energy with the synchrotron phase φs = 171◦ (b). φ0,max = π −φs
and φ1,max define the maximum stable phases. The black line denotes the separatrix.

Particles inside the separatrix execute quasi-harmonic motion. For small-amplitude oscilla-
tions of particles around the stable point, the motion is similar as the transverse betatron motion,
while for large-amplitude motion it will be much more complicated. Typically, synchrotron
motion is slow and a Taylor series can expand the accelerating voltage at φ = φs. The phase
equation can be derived to be

ϕ̈ +Ω
2
ϕ = 0 (2.32)

where ϕ = φ −φs and Ω is the small-amplitude synchrotron tune

Ω
2 =−eV hη cosφs

2πEβ 2 (2.33)

The synchrotron tune is defined as v2
s = −eV hη/2πEβ 2 and is equal to the small-amplitude

synchrotron tune if cosφs = 1 [141]. The stability condition for the synchrotron motion is
ηc cosφs < 0 which means the synchrotron phase should be: φs ∈(0, π/2) for γ < γt and φs ∈
(π/2,π) for γ > γt . Solutions of Eq. (2.32) are given by

ϕ = φ̂ cos(Ωt +χ)

δ =− Ω

hηc
φ̂ sin(Ωt +χ)

(2.34)
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where φ̂ is the maximum phase difference. With the coordinates (ϕ,δ ), it is difficult to obtain a
similar expression as for the transverse betatron motion2. However, an action for the longitudinal
small-amplitude oscillation can be defined as

Js =
1
2

(
βLϕ

2 +
1

βL
δ

2
)

(2.35)

where βL =
Ω

hη
. The area enclosed by the ellipse in the phase space is 2πJs and particles oscillate

on this ellipse with a angular frequency Ωω0.
For the large-amplitude oscillation, the trace of a particle in the phase space characterized

by Eq. (2.30) is not anymore a standard ellipse but with a periodic distortion. Moreover, the
synchrotron tune may diffuse for particles with large synchrotron amplitude such that particles
will spread out in the longitudinal phase space and result in a dilution of the particle distribution.

2.3 Equilibrium beam distribution in a storage ring

2.3.1 Radiation damping and quantum excitation

The instantaneous power of synchrotron radiation from a relativistic particle of energy E is [130]

Pr =
1

2π
e2c3CrE2B2 (2.36)

where c is the velocity of light in the vacuum, Cr =
4πre

3mec2 = 8.85×10−5 m·GeV−3 and B is the
transverse magnetic field strength. In an isomagnetic ring, the average radiation power emitted
by an electron is given by3

⟨Pr⟩=
cCrE4

2πRρ
(2.37)

where R is the average radius of the ring and ρ is the bending radius. The radiation energy
spectrum is continuous with a critical photon energy uc

I(ω) =
Pr

ωc
S
(

ω

ωc

)

uc = h̄ωc = 0.665E2B [GeV ·T]
(2.38)

2With the coordinates (∆t,δ ), the small-amplitude motion can be described similarly to the betatron motion by
means of a longitudinal betatron amplitude function βs =

2πeV0c2 cosφs
hβηλ 2(cp0)

.
3We consider only the radiation in bending magnet and ignore for the moment the radiation in quadrupole.
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with

S
(

ω

ωc

)
=

9
√

3
8π

(
ω

ωc

)∫ ∞

ω/ωc

K5/3(ς)dς

ωc =
3γ2c
2ρ

(2.39)

The radiation flux increases with frequency as (ω/ωc)
3/2 for ω ≪ ωc, reaches its maximum

near ωc, and drops exponentially for ω ≫ ωc, as shown in Fig. 2.3. In the orbital plane, the high-
frequency photons are in an angular cone 1/γ and the low-frequency photons have large angles
with respect to the beam direction. The emitted photons are linearly polarized in the orbital plane
and elliptically polarized away from the orbital plane [142]. This polarized high-frequency light
collimated in the forward direction offers a powerful tool to investigate the atomic and molecular
properties of materials [143, 144], opening the era of the modern synchrotron radiation light
source.
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Fig. 2.3 Synchrotron radiation power spectrum of electron (ATF beam).

Synchrotron radiation is a quantum process with discrete photon emissions of energy h̄ω .
The photon emission follows a Gaussian probability distribution function with respect to the
momenta. The mean photon energies are

⟨u⟩= 8
15
√

3
uc

⟨u2⟩= 11
27

u2
c

(2.40)

In the presence of synchrotron radiation, the longitudinal motion is determined by both
synchrotron motion and radiation energy loss. The mapping equation over one revolution period
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is given by

δi+1 = δi +
Eg

E
− U0

E
ti+1 = ti −δi+1T0αc

(2.41)

where Eg is the energy gain from the longitudinal electrical field of the RF cavity, U0 the
synchrotron radiation energy loss per revolution, T0 the revolution period and αc the momentum
compaction factor. Since the radiated power per revolution is proportional to E2, U0 =

∮ ⟨Pr⟩ds ∝

E2, the high energy particle loses more energy and the amplitude of the synchrotron motion will
be damped with a damping coefficient defined as

αs =
1

2T0

dU0

dE
=

U0

2T0E
(2+D) (2.42)

where D is the damping partition number[145]

D =





αcR
ρ
, separate-function dipoles

2− αcR
ρ
, combined-function dipoles

(2.43)

In the case of the ATF damping ring, the filamentation and damping of beam injected from linac
is predicted using Eq. (2.41), as shown in Fig. 2.4.

When a particle emits a photon, the momentum of the particle will have a small perturbation
∆p⃗ parallel to the forward direction. In this process, coordinates in the transverse phase space, as
well as the particle trajectory, do not change. However, the particle will later gain energy from
the RF cavity and the vertical momentum will decrease by an amount of ∆y =−y′ u

E while the
instantaneous position does not change simultaneously. As a result, the vertical action is reduced
by

δ (2Jy) =− 2U0

E
[−2Jyα cos(φs +φ)(α cos(φs +φ)+ sin(φs +φ))

+2Jy(α
2 cos2(φs +φ)+2α cos(φs +φ)sin(φs +φ)+ sin2(φs +φ))]

(2.44)

where α is the vertical Twiss parameter. Averaging over all particles, the time evolution of the
vertical action is in the form of

d(2Jy)

dt
=−2JyU0

T0E
(2.45)

which indicates a damping effect for the vertical motion. In terms of the amplitude of the vertical
betatron motion, the damping coefficient is given by

αy =
U0

2T0E
(2.46)
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 2.4 Filamentation and damping of the longitudinal phase space distribution after beam
being injected into the ATF damping ring for 0, 20, 50, 100, 200, 500, 1000 and 2000 turns (a) –
(h).
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In the horizontal plane, the betatron motion in the presence of synchrotron radiation is
determined by: damping of the betatron oscillation at the RF cavity and an increase of betatron
amplitude due to the discrete photon energy in terms of non-zero horizontal dispersion. The
variation of the horizontal action is

d(2Jx)

dt
=−(1−D)

2JxU0

T0E
(2.47)

and the horizontal damping coefficient is then given by

αx =−(1−D)
U0

2T0E
(2.48)

Notice that the nominal vertical and horizontal damping coefficients are half of those for
the vertical and horizontal actions, respectively. From the definition of αx,αy and αs, we can
deduce that the damping rate can be shortened by increasing the radiation power per revolution
(e.g., with a damping wiggler) and adjusting the damping partition number D by means of
a Robinson wiggler [130]. On the other hand, the photon emission is discontinuous which
excites perturbations to the energy oscillations. The competition between radiation damping
and quantum excitation, as well as other diffusive processes, dominates the beam dynamics
in a storage ring and determines the equilibrium parameters as a balance between the two.
The synchrotron radiation process is similar to random noise and result in equilibrium beam
distribution functions which are Gaussians, consistent with the central limit theorem [146].

2.3.2 Equilibrium beam distribution

To compute the equilibrium distribution function, we follow the derivation introduced in
Ref. [142] by solving the Fokker-Planck equation in the presence of stochastic processes. For
large, statistically significant numbers of particles with a slowly varying density distribution in
phase space, we use the density distribution function ψ⃗ (⃗x, t) to characterize its evolution in time.
Here, we use x, x′ to represent coordinates in the 2D phase space. To be simple, we would like to
restrict our discussion to the 2D normalized coordinates (u,u′), defined as

u = x/
√

βx

u′ = du/dψ =
1√
βx

(αxx+βxx′)
(2.49)

where βx and αx are Twiss parameters and ψ is the phase advance. Taking into account the
radiation damping and quantum excitation, the Fokker-Planck equation in the normalized frame
can be expressed as

∂ψ

∂ t
+ fu

∂ψ

∂u
+gu

∂ψ

∂u′
= 2αuψ +Dε

∂ 2ψ

∂u2 +Dπ

∂ 2ψ

∂u′2
(2.50)
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where fu and gu are the changes of u and u′ in the interval t → t +∆t

fu =
du
dt

gu =
du′

dt

(2.51)

Dε and Dπ are diffusion coefficients with respect to the instantaneous statistical change of u and
u′, and αu is the damping coefficient

αu =−1
2
(∂ fu

∂u
+

∂gu

∂u′
)

(2.52)

In the presence of damping effects, Eq. (2.50) has a unique stationary solution. In the action-angle
frame (r, θ ) with r2 = u2 +u′2 and φ ∈ [0,2π), the Fokker-Planck equation can be expressed as

∂ψ

∂ t
= 2αuψ +(αur+

D
r
)
∂ψ

∂ r
+D

∂ 2ψ

∂ r2 (2.53)

where D = (Dε +Dπ)/2. The stationary distribution function satisfying the above differential
equation is in the form of

ψ(r, t) = ∑
n>0

CnGn(r) ∝ exp(−αu

2D
r2) (2.54)

After the normalization, we obtain a Gaussian distribution function

ψ(r) =
1√

2πσr
e
− r2

2σ2r

σr =
√

D/αu

(2.55)

In the physical phase space (x,x′), the density distributions are described by

ψ(x,x′) =
βx

2πσ2
x

exp
[
− x2 +(αxx+βxx′)2

2σ2
x

]
(2.56)

ψ(x) =
1√

2πσx
exp
(
− x2

2σ2
x

)
(2.57)

ψ(x′) =
1√

2πσx′
exp
(
− x′2

2σ2
x′

)
(2.58)

where σx =
√

βx
√

Dx/αx and σ ′
x =

√
γx
√

Dx/αx are the equilibrium beam size and diver-
gence, respectively, Dx the horizontal diffusion coefficient and αx the horizontal damping rate.
Eq. (2.55)–Eq. (2.56) are also valid for the vertical distribution.

Regarding the synchrotron motion, the stationary distribution can be given using a similar
method as that applied for the transverse motion. Distribution functions in the (δ , t) coordinate
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system are given by

ψ(δ ) =
1√

2πσδ

exp
(
− δ 2

2σ2
δ

)

ψ(t) =
1√

2πσt
exp
(
− t2

2σ2
t

) (2.59)

with

σδ =
√

τεDε

σt =
|αc|
Ωs

√
τεDε

(2.60)

where τε = 1/αε is the longitudinal damping time, Dε the diffusion coefficient, αc the momentum
compaction factor and Ωs the synchrotron oscillation frequency, that is

Ω
2
s =

2πcαceV0 cosφs

λ 2hβ 2 p0
(2.61)

where λ is the wavelength of the RF field. Here, we have preliminarily shown that the distribution
for each degree of freedom in the 6D phase space is Gaussian. However, to determine the true
equilibrium beam size and distribution, the knowledge of the practical lattice and storage ring
configuration is further required.

2.3.3 Equilibrium emittance

The diffusion coefficient of particle oscillations due to emissions of energy Eγ is

Dx =
1

2E0

〈
N⟨E2

γ ⟩Hx
〉

(2.62)

where ⟨...⟩ denotes the average over the ring, E0 the beam energy, N the number of photons
emitted per unit time and Hx = βxη ′2

x +2αxηxη ′
x + γxη2

x the dispersion invariant. Let’s say the
synchrotron radiation is only at the bending magnet, and the radiation at other elements, e.g.,
wigglers and quadrupoles, is treated as additional perturbation. The diffusion coefficient can
then be further expressed as

Dx =
55

48
√

3

⟨Pγ h̄ωcHx⟩
E2

0
(2.63)

where Pγ is the instantaneous power of the photon emission and h̄ωc is the photon energy.
The damping rate in the three degrees of freedom is typically in the form of

αi = Jiα0 = Ji
Pγ

2E0
(2.64)
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where Ji (i = x,y,ε) is the damping partition number which satisfies the Robinson theorem

Jx +Jy +Jε = 4 (2.65)

Then, the horizontal equilibrium emittance becomes

εx = σ
2
x /βx =

〈
N⟨E2

γ ⟩Hx
〉

2E0Jx⟨Pγ⟩βx
(2.66)

Using the expression of the synchrotron radiation power in Eq. (2.37), the horizontal beam
emittance can be further simplified as

εx =Cqγ
2 ⟨Hx/|ρ3|⟩

Jx⟨1/ρ2⟩ (2.67)

where Cq is the quantum excitation constant:

Cq =
55

32
√

3
h̄c

m0c2 (2.68)

The vertical emittance is mainly determined by residual dispersion in the vertical plane and xy
betatron coupling, both of which mainly arise from imperfections, and therefore we can express
the vertical equilibrium emittance as

εy = σ
2
y /βy =Cqγ

2 ⟨Hy/|ρ3|⟩
Jy⟨1/ρ2⟩ +

κ

1+κ
εx (2.69)

where Hy is the vertical dispersion invariant and κ is the coupling coefficient. In the longitudinal
plane, the equilibrium energy spread and bunch length in time could also be derived as

σ
2
δ
=Cqγ

2 ⟨|1/ρ3|⟩
Jε⟨1/ρ2⟩ and σ

2
τ =

α2
c

Ω2
s

σ
2
δ

(2.70)

Furthermore, we introduce the synchrotron radiation integrals:

I1 =
∫

ηx

ρ
ds

I2 =
∫ 1

ρ2 ds

I3 =
∫ 1

|ρ3|ds

I4 =
∫

ηx

ρ
(

1
ρ
+2k1)ds, k1 =

1
(Bρ)

∂By

∂x

I5 =
∫ Hx

|ρ3|ds

(2.71)
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Expressions of the equilibrium beam size and emittance in terms of the synchrotron radiation
integrals are

αc =
I1

C0

Jx = 1− I4

I2
, Jy = 1, Jε = 2+

I4

I2

εx =Cqγ
2 I5

I2 − I4

σ
2
δ
=Cqγ

2 I3

2I2 + I4

στ =
αc

ωs
σδ

(2.72)

However, these formulas in the form of radiation integrals provide only a rough approximation of
the equilibrium beam distribution. For a more complicated lattice with system errors, which is the
case of most modern low-emittance storage ring, the equilibrium emittances could be computed
with the help of numerical codes based on different algebraic methods, e.g., the radiation integral
in the normal mode[134], Chao’s method[147] and the "envelop" method[148].

2.4 Evaluation of beam halo from beam-gas scattering

2.4.1 Coulomb scattering between particles and nuclei of gas atoms

The interactions between a particle and an atom of the residual gas are of two principal categories:
the elastic scattering and the inelastic scattering. In the former case, the particle is deflected
transversely due to the electrical field of the nucleus of the residual gas atom. In the latter case,
the momentum of the particle is reduced through photon emission due to the interaction with
the nucleus or electron of an atom. Both could result in particle loss when exceeding either the
physical aperture or the dynamic aperture, which determines a vacuum lifetime.

The elastic scattering between a particle and the point-like nucleus of a residual gas atom can
be characterized in terms of Rutherford scattering with the screening effect. Within the small
angle approximation, the cross section for Rutherford scattering is given by [149]

dσ

dΩ
=
( 2Ze2

γmec2

)2 1
θ 4 (2.73)

where θ is the deflection angle with respect to the forward direction. Corrections are needed for
two extreme cases, ultra-small scattering angles where the screening effect from the surrounding
electrons of the nucleus is dominant, and large scattering angles where the influence of the finite
size of the nucleus has to be taken into account. The modified expression of the cross section
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Fig. 2.5 Schematic of the elastic scattering for an electron passing the nucleus of a gas atom (a)
and a comparison of the cross section with/without screening effect (b).

becomes[150]

dσ

dΩ
=
( 2Ze2

γmec2

)2 1
(θ 2 +θ 2

m)
2

=
(2Zre

γ

)2 1
(θ 2 +θ 2

m)
2

(2.74)

where Z is the charge multiplicity of the particle, θm = Z1/3α/γ the minimum angle due to the
screening effect and re = e2/mec2 the classical electron radius. The total cross section with a
scattering angle less than θmax is

σ =
4πZ2r2

e
γ2

( 1
θ 2

m
+

1
θ 2

m +θ 2
max

)
(2.75)

The inelastic scattering contains two processes: the Bremsstrahlung scattering where a photon
is emitted and the excitation of an atom where the incident particle’s momentum is transferred to
the electron of an atom. The cross sections for the two types of scattering are

dσ

du

∣∣∣
1
=

4α0Z2r2
e

u

[(4
3
(1− u

E
)+

u2

E2

)(
ϕ1(0)

4
− logZ

3

)
+

1
9
(1− u

E
)
]

dσ

du

∣∣∣
2
=

4α0Zr2
e

u

[(4
3
(1− u

E
)+

u2

E2

)(
ψ1(0)

4
− 2logZ

3

)
+

1
9
(1− u

E
)
] (2.76)

where u is the momentum transfer, α0 the fine structure constant, ϕ1(0) and ψ1(0) are the
screening functions. The total cross section of the inelastic scattering is approximated as

σ ≈ 4αr2
e

[
C
(4

3
log(E/um)−

5
6

)
+

1
9
(Z2 +Z)(log(E/um)−1)

]
(2.77)
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with
C = Z2 ln

( 183
Z1/3

)
+Z ln

(1194
Z2/3

)
(2.78)

where um is the lower limit of the momentum transformation (um ≪ E).

2.4.2 Theoretical estimation

We follow the approach developed by K. Hirata [124] for the description of particle redistribution
in the presence of stochastic processes. The transverse motion in a ring or transport beam line
can be perturbed by stochastic processes such as synchrotron radiation, BGS or IBS. It can be
described by the diffusion equation

d⃗x
ds

=−[H (⃗x,s), x⃗]+ξ (⃗x,s) (2.79)

where x⃗ is the 6D phase space coordinate, H (⃗x,s) the Hamiltonian representing the symplectic
part of the motion and ξ (⃗x,s) contains the diffusion effects. The solution to the equation of
motion can be expressed in terms of a linear map plus the integrated perturbation of the stochastic
process

x⃗(s) = M(s,s0)⃗x0 +
∫ s

s0

M(s,s′)ξ̃ (s)ds′ (2.80)

with
M(s,s0) = M0 exp[

∫ s

s0

[sH̃(s′′)−D(s′′)]ds′′] (2.81)

where M0 is the symplectic matrix representing the linear transformation, H̃ a symmetric 6×6
matrix and D the damping matrix which contains the radiation damping [148]. Here we describe
only the transverse motion (in the horizontal plane for example) and we consider only the
betatron motion, radiation damping, quantum excitation and diffusion from BGS, ignoring
betatron coupling. In normalized coordinates u = x/

√
β and u′ = du/dφ , Eq. (2.80) can be

written as
u⃗(s) = R(s,s0)⃗u(s0)exp(−α

c

∫ s

s0

ds)+δ u⃗ (2.82)

where u⃗ = (u,u′)T , R(s,s0) represents a pure rotation, α is the damping rate and δ u⃗ the perturba-
tion, expressed as

R(s,s0) =

(
cos(∆φ) sin(∆φ)

−sin(∆φ) cos(∆φ)

)
(2.83)

δ u⃗ = R(s,s0)

(
0√
βθx

)
exp(−α

c
∫ s

s0
ds) (2.84)

where ∆φ =
∫ s

s0
ds

β (s) is the phase advance, β the betatron function, θx the transverse kick angle
at s0 and c the velocity of light in the vacuum. We can further specify the perturbation term in



40 Theoretical studies of beam halo formation at ATF

Eq. (2.82) in terms of the transformation in presence of radiation damping, diffusion due to the
quantum excitation, δ u⃗qe, and the external perturbation due to BGS, δ u⃗ex

u⃗(s) = R(s,s0)⃗u(s0)exp(−α

c

∫ s

s0

ds)+δ u⃗qe +δ u⃗ex (2.85)

The stationary distribution is determined by the integral of all stochastic processes. Since
particle distributions under the influence of radiation damping and quantum excitation have been
well understood, it is convenient to express the distribution function ψ(u) as

ψ(u) =
1

2π

∫
eiωu

ψ̃t(ω)ψ̃ f (ω)dω (2.86)

where ψ̃t(ω) is the characteristic function in the presence of radiation damping and quantum
excitation

ψ̃t(ω) = exp(−ω
2
σ

2
t /2) (2.87)

and σt is the beam size in absence of external perturbation. The characteristic function ψ̃ f (ω)

has been derived in Ref. [124] and Ref. [125], thanks to Campbell’s theorem [151]. Here, we
use the formalism in Ref. [124] where the stochastic perturbation is treated over many betatron
oscillation periods. Approximating β by its average value over the ring, β̄ , the characteristic
function ψ̃ f (ω) can be written as

ψ̃ f (ω) = exp(
Ns

α
f̂ (ω
√

β̄ )) (2.88)

where

f̂ (ω̃) =
2
π

∫ 1

0
dζ

ℜ[ f̃ (ω̃ζ )]−1
ζ

cos−1
ζ (2.89)

and
f̃ (ω̃) =

∫
dθx f (θx)cos(ω̃θx) (2.90)

The factor Ns is the scattering rate of a test particle, ℜ[ f̃ (ω̃ζ )] the real part of f̃ (ω̃ζ ) and f (θx)

is the probability distribution for a deflection angle θx. The final distribution function can be
expressed as

ψ(u) =
1

2π

∫
∞

−∞

eiωu exp(−ω2σ2
t

2
+

N
α

f̂ (ω
√

β̄ ))dω (2.91)

This characteristic function is an even function, so only the cosine part remains after performing
the integration

ψ(u) =
1
π

∫
∞

0
cos(ωu)exp(−ω2σ2

t
2

+
N
α

f̂ (ω
√

β̄ ))dω (2.92)
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The transverse distribution in x can be described by

ψ(xi) =
1
π

∫
∞

0
cos(ωxi)exp(−ω2σ2

xi

2
+

N
α

f̂ (ω
√

β̄βi))dω (2.93)

where xi is the horizontal coordinate at position i, σxi the equilibrium horizontal beam size
in presence of radiation damping and quantum excitation, and βi is the beta function at the
observation point.

To obtain the numerical form of the distribution function ψ(u) or ψ(x), we have to first
evaluate f̃ (ω̃) in the presence of BGS. Treating BGS as the classical Rutherford scattering
process and considering the screening effect, the cross section in the CGS system of units is
given by

dσ

dΩ
= (

2Zre

γ
)2 1
(θ 2 +θ 2

m)
2 (2.94)

Subsequently, the transverse deflection angle θ can be further specified as

θ
2 = θ

2
x +θ

2
y (2.95)

Note that θx ∈ [−θx,max,θx,max] and the same for θy. The differential dσ/dθx can be obtained by
integration of Eq. (2.94) over the vertical deflection angle θy.

dσ

dθx
=
∫ dσ

dΩ
dθy

=
(2Zre

γ

)2 ∫ dθy

(θ 2
x +θ 2

y +θ 2
m)

2

=
(2Zre

γ

)2[ θy

2(θ 2
x +θ 2

m)(θ
2
x +θ 2

y +θ 2
m)

+
arctan(θy/

√
θ 2

x +θ 2
m)

2(θ 2
x +θ 2

m)
3/2

]∣∣∣∣
θy,max

−θy,max

(2.96)

where θy,max is the maximum scattering angle in the y direction. If we assumeθy,max ≫
√

θ 2
x +θ 2

m,
Eq. (2.96) can be approximated by

dσ

dθx
≈ π

2
(
2Zre

γ
)2 1
(θ 2

x +θ 2
m)

3/2 (2.97)

Then the total cross section σtot , the probability function f (θx) and the scattering rate N become

σtot =
∫

θx,max

−θx,max

dσ

dθx
dθx =

4πZ2r2
e

γ2θ 2
m

(2.98)

f (θx) =
1

σtot

dσ

dθx
=

θ 2
m

2(θ 2
x +θ 2

m)
3/2 (2.99)

N = ρvσtotc (2.100)
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Fig. 2.6 Horizontal and vertical normalized beam profiles in the presence of radiation damping,
quantum excitation and the elastic BGS.

where ρv is the volume density of the residual gas atoms. Following the derivation in Ref. [124],
functions f̃ (ω̃) and f̂ (ω̃) are finally expressed as

f̃ (ω̃) = ω̃K1(ω̃)

f̂ (ω̃) =
2
π

∫ 1

0
dζ

ω̃ζ K1(ω̃ζ )−1
ζ

cos−1
ζ

(2.101)

where K1 is the modified Bessel function of first order. Estimates of the beam profile using
Eq. (2.93) for the ATF damping ring are shown in Fig. 2.6. Here, we assume horizontal and
vertical damping times of 20 ms and 27 ms, and averaged betatron amplitude functions of 4.3 m
and 4.6 m, vertically and horizontally, respectively. Besides, the residual gas is considered to
have Z =

√
50 and two atoms per molecule, to approximate air or CO.

2.4.3 Monte Carlo simulation

To clarify the analytical estimation of the beam profile distortion in the presence of BGS, tracking
of the scattered particle in presence of radiation damping and quantum excitation was considered.
Generation and tracking of core particles and scattered particles were performed through a script
developed in SAD [152], a program used for optical matching and Closed-Orbit Distortion (COD)
correction during beam operation. The equilibrium vertical emittance εy is mainly determined
by the residual vertical dispersion ηy and cross-plane betatron coupling, both of which strongly
depend on the magnet alignment errors and the resulting COD [36, 153]. The vertical emittance
can be modeled by introducing random vertical displacements to quadrupoles and sextupoles
(20µm, rms), and rotations of quadrupoles (2 mrad, rms). The equilibrium emittance εy obtained
in this way for various seeds ranges from 5 pm to 30 pm. Alternatively, the actual COD measured
by Beam Position Monitors (BPMs) can be modeled by local orbit bumps using steering magnets,
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as shown in Fig. 2.7. Obtained equilibrium emittances are 12 pm and 1.2 nm, vertically and
horizontally, respectively, for a realistic COD. The latter can better represent the realistic orbit
and beam parameters, and is therefore used in our BGS simulations. The emittances and beam
sizes considered here and in the following are evaluated by Gaussian fits to the beam core
distributions.
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Fig. 2.7 Horizontal (a) and vertical (b) COD measured by BPMs in January 2017 and approached
by local-orbit bumps.

Fig. 2.8 Schematic of the simulation of BGS in the ATF damping ring.

Tracking of both scattered and non-scattered particles is performed element by element
utilizing the beam parameters at injection, as sketched in Fig. 2.8. The simulation of scattered
particles is performed as follows [154]. First, in each turn, the number of scattering events
and their perturbations are generated randomly according to the residual gas pressure and the
cross section. Second, perturbations in the 6D phase space of particles are implemented at
random longitudinal positions to simulate particle scattering. The location of particle scattering
is approximated to be at the closest element, which determines the local Twiss parameters and
orbit. Third, the scattered particles in the present turn are transported to the observation point (at
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Fig. 2.9 Percentage of the scattered particles as a function of gas pressure and storage time (a).
The orbit distortion in the extraction region (b). The red blocks represent the septum magnets.

the location of the extraction kicker), to be combined with the scattered particles accumulated
from the previous turns. The above process is then repeated until beam extraction. In addition,
the possibility of multi-BGS, which is highly probable for a high gas pressure and a long storage
time, has been taken into account. The percentage of the scattered particles depends on both the
vacuum pressure and the storage time, as shown in Fig. 2.9 (a).

To estimate the beam profile in ATF2, stored particles are extracted and transported to
diagnostic devices. Initial Twiss parameters of the ATF2 lattice are well matched with the
damping ring lattice at the extraction kicker. Orbit distortion of the extracted beam in the
kicker-septum region can be represented by a coordinate transformation, as shown in Fig. 2.9 (b).

Benchmarking of Monte Carlo simulations

Estimates of the vacuum lifetime τv, which depends directly on the gas pressure, supply bench-
marks for the simulations. The vacuum lifetime can be determined in two methods: analytical
evaluation according to the acceptance and cross section, and through tracking simulation. Here,
we say that the vacuum lifetime is driven by the elastic and inelastic BGS.

The elastic scattering between a particle and atomic nucleus of the residual gas induces a
transverse kick θ to the particle. The amplitude of the betatron motion will be enlarged and
result in beam loss due to finite physical aperture if the deflection angle is large enough. The
transverse offset of the particle is increased by

∆x = θi
√

β1β2sin(ψ2 −ψ1) (2.102)

where θi is the scattering angle, β2,β1 the betatron amplitude functions at an arbitrary location
and the location of scattering, and ψ2,ψ1 the phases of the betatron oscillations at these two
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locations. The minimum deflection angle for particles to go beyond the physical aperture is given
by

θc =
A/2√
βmaxβi

(2.103)

where A is the physical aperture. For a random scattering event along the beam line, θc could be
represented by its average over the ring β̄ . The minimum deflection angle resulting in particle
loss is expressed as

θc = Min
( Ax/2√

βx,maxβ̄x

,
Ay/2√
βy,maxβ̄y

)
(2.104)

Adapting the cross section of elastic BGS derived in Eq. (2.74), the total cross section of the
large angle elastic BGS events can be expressed as

σ1 =
4πZ2r2

e
γ2

( 1
θ 2

c
− 1

θ 2
max

)
(2.105)

Lifetime resulting from the elastic BGS is defined as

1
τ1

=− 1
N

dN
dt

= ρv ·σ1 ·βc (2.106)

where N is the number of particles per bunch and ρv the volume density of the residual gas
atoms.

For the beam-gas Bremsstrahlung and the scattering off electrons of the residual gas atoms, the
total cross section depends on the dynamic aperture and the physical aperture and is characterized
by Eq. (2.77). The minimum momentum determined by the momentum acceptance is expressed
as

um1 = E

√
2U0

παckE

(√
V 2 −1− arccos(1/V )

)
(2.107)

where U0 is the energy loss per revolution, αc the momentum compression factor and V the
RF voltage. Besides, the maximum acceptance of the instantaneous orbit, which is mainly
determined by the physical aperture, sets an additional limitation to the minimum momentum

um2 =
Ax/2

ηx
E (2.108)

where we assume the amplitude of vertical betatron oscillations is much smaller than that of
horizontal ones. Then, the vacuum lifetime due to inelastic BGS becomes

1
τ2

=− 1
N

dN
dt

= ρv ·σinel(um1,um2) ·βc (2.109)
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The total vacuum lifetime is given by

1
τv

=
1
τ1

+
1
τ2

(2.110)

We assume Z =
√

50 and two atoms per molecule, which approximates air or CO [124], to
represent the residual gas. For an average gas pressure of 1×10−6 Pa, the calculated value of τv

is 83 minutes [155]. Meanwhile, the simulated value is 87 minutes using the equilibrium beam
parameters and realistic physical apertures. Simulation of vacuum lifetime follows a similar
procedure as that described above. The vacuum lifetime mainly depends on the elastic BGS
process and particle loss in the straight section where the betatron amplitude function is large.
Meanwhile, the inelastically scattered particles are mainly lost at the entrance of two arc sections
where the horizontal dispersion becomes large, as shown in Fig. 2.10.
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Fig. 2.10 Loss map of the elastic and inelastic BGS particles in the ATF damping ring (a) and the
corresponding betatron amplitude function and dispersion (b) in the presence of a realistic COD.

Assuming Touschek scattering and elastic BGS dominate the beam lifetime, the time depen-
dence of the beam intensity can be described by

n(t) = 1−α

∫ t

0
dt ′P(t ′)n(t ′)− 1

τTous(κ)

∫ t

0
n2(t ′)dt ′ (2.111)

where n(t) = N(t)/N0 is the normalized beam intensity, α = 1/(τvP) a coefficient related to the
vacuum lifetime τv and gas pressure P, and τTous is the Touschek lifetime. The decay of the beam
current and the variation of the average gas pressure are shown in Fig. 2.11 for different vertical
emittances. The coefficient α is measured as around 1000 Pa−1·s−1, and τv ≈ 16 minutes, as
determined by fitting the current decay with Eq. (2.111). Such a reduction in the experimentally
measured vacuum lifetime has also been reported in Ref. [156] and Ref. [157], which suggest
the probable beam loss channels: 1) existence of a larger horizontal beam halo induced by
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other mechanisms; 2) reduction of the dynamic aperture due to sextupole components at the
entrance/exit of the combined function bending magnets.
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Fig. 2.11 Evolution of the average gas pressure (a) and current decay of the stored beam (b) in
the ATF damping ring. The fitting factor α and the Touschek lifetime as a function of beam
intensity (c, d).

Evolution of beam profile from BGS

The cross section of elastic BGS is inversely proportional to θ 2 and therefore the large-angle
events are infrequent. Thus, we set an upper bound on the scattering angle at 100θm, which
is much larger than the rms divergence of core particles. Note that the minimum angle θm

for the ATF beam is 5.5 µrad. To acquire sufficient statistics, the number of accumulated
particle scattering events can be as many as 2×107. The simulations indicate that at least
twice the damping time is essential to reach the equilibrium distribution in the ATF damping
ring. For the typical vacuum level of 5×10−7 Pa, satisfactory agreement between the analytical
calculation using Eq. (2.93) and the simulation is observed (see Fig. 2.12), where the distribution
is normalized to the core beam size. After such a normalization, the horizontal tail/halo appears



48 Theoretical studies of beam halo formation at ATF

lower than the vertical halo by around two orders of magnitude, due to the flat aspect ratio of the
ATF beam, the horizontal beam size being typically ten times larger than the vertical.
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Fig. 2.12 Comparison of the vertical (a) and horizontal (b) beam distortion between analytic
approximation and simulation. A tracking time of more than two damping times is essential
before reaching an equilibrium.

In the analytic calculation, while radiation damping and quantum excitation have been
considered to reach a quasi equilibrium, the distribution function contains no assumption whether
or not equilibrium has been reached, and Eq. (2.93) can in principle also be used for calculations
of the profiles during the damping process. Subsequently, beam profiles predicted analytically
and by simulation were compared at different times, showing a reasonable qualitative agreement,
see Fig. 2.13.
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Fig. 2.13 Beam profiles visualized at different moments, vertically (a, symbol: simulation and
line: analytic calculation) and horizontally (b, with εx in equilibrium).

The probability of BGS depends on the density of residual molecules, and therefore, the beam
halo can increase for a higher vacuum pressure in the ring. Presently, the average gas pressure
obtained in the normal operation is 2×10−7 Pa, which can be adjusted by turning off some of
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the Sputter Ion Pumps (SIPs). Simulations have been performed for three different pressure
levels which were achieved in operation. Significant increases of the beam tail/halo can be
observed for higher vacuum pressure, as shown in Fig. 2.14. The vacuum dependence, together
with the distribution predicted by simulation, indicates a convenient method to determine if BGS
dominates beam halo or not.
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Fig. 2.14 Dependence of vertical (a) and horizontal (b) beam profiles on vacuum pressure.

Beam halo from BGS mainly depends on the accumulated effect of the stochastic transverse
kicks, whereas equilibrium emittance determines beam size (beam core). Therefore, different be-
haviors of core and halo parts of beam profile in the presence of different equilibrium emittances
are expected. In the physical coordinate system, the beam core is broadened for an increased
initial emittance, while the halo distribution is not affected. An enhancement of beam tail/halo
as a function of emittance is however observed in the normalized coordinate, see Fig. 2.15. Here,
only the evolution with varying εy is considered since εy is ultra small (pm level), and halo from
BGS is more significant in the vertical plane. If BGS dominates the vertical halo formation,
the correlation between emittance and beam tail/halo could supply an alternative method for
vertical ultra-small emittance measurement, without a knowledge of the β function or scanning
the betatron phase.

Large-angle scattering events are rare but can induce large betatron oscillation amplitudes,
which drive particles into the halo region. Small-angle scattering events have a higher probability
and will act analogously to quantum excitation. They can dilute the core particle distribution and
cause emittance growth.

For normal vacuum pressures (10−7 ∼ 10−6 Pa) at ATF, vertical emittance dilution is eval-
uated concerning the beam distribution function derived in Sec. 2.4.2 and using Monte Carlo
simulation. We assume that the worst vacuum pressure is 5×10−6 Pa and the equilibrium vertical
emittance (without BGS and IBS) is 12.8 pm. This value is increased to 18.4 pm and 18.9 pm, as
predicted by the analytic approximation and Monte Carlo simulation, respectively (see Fig. 2.16).
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Fig. 2.15 Vertical beam profile with different emittances, in the physical frame (a) and the
normalized coordinate (b). The averaged gas pressure is assumed to be 1×10−6 Pa.
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Fig. 2.16 Emittance growth as a function of vacuum pressure predicted by analytic calculation
and Monte Carlo simulation.

2.5 Halo/tail induced by Touschek scattering

Coulomb scattering of charged particles inside a bunch causes the momentum exchange between
the transverse and longitudinal motion. The multiple small-angle Coulomb scattering, called
Intra-Beam Scattering (IBS) [158], causes diffusion of the particle distribution and leads to the
emittance growth which is of critical importance for the state-of-art low-emittance storage rings.
The large angle Coulomb scattering, named Touschek scattering [159], can transfer transverse
momentum to the longitudinal, which can be boosted by a Lorentz factor γ for the relativistic
beam. The dispersed particles will get lost if the momentum deviation after collision exceeds
the momentum acceptance or the transverse acceptance in the dispersive regions. The IBS is a
multiple scattering process leading to the beam diffusion and dilution of the emittances. The
Touschek effect, however, is a single scattering which may result in particle loss and beam
intensity decay. Analytical estimation of Touschek scattering is best done considering only the
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transfer of horizontal momenta to longitudinal momenta [160]. For the small-angle scattering,
on the other hand, we normally assume the momentum transfer is comparable with the natural
momentum spread.

The theoretical analysis of IBS and Touschek scattering have been described in many
publications [158, 161–168]. The basic IBS theory established by Piwinski and developed by
other authors gives a detailed description of the kinematics of the interaction process involved
in multiple Coulomb scattering in a storage ring [158]. Then, J. Bjorken and S. Mtingwa
(BM) proposed an approximation based on the scattering matrix formalism from quantum
electrodynamics which is suitable for strong-focusing machines [162]. Both approximations
consider the two-body collision for a Gaussian, uncoupled beam. The result of the BM theory is
typically thought to be more general and then was followed by K. Kubo and K. Oide who derived
a formalism for an arbitrary coupling [167], which has been implemented in the computer code
SAD. The early Touschek theory has been investigated as soon as the Touschek effect was
first observed in the ADA storage ring [159]. Le Duff derived the formalism considering the
transfer of horizontal momentum to the longitudinal motion in the presence of dispersion [161].
Using the same method as that in the IBS theory, Piwinski has developed a theory to estimate
the Touschek scattering rate and Touschek lifetime, which treats the transfer of the transverse
momentum to the longitudinal motion considering the transverse betatron oscillation, dispersion
and the evolution of the beam envelope [160]. Piwinski’s theory is basic and easy to grasp and
therefore is used in the later discussion of two-body Coulomb scattering for the relativistic beam.
Emittance growth from IBS diffusion is calculated in SAD based on Kubo’s theory and verified
using a Monte-Carlo simulation.

The Touschek scattering theory focuses on the particle loss due to significant momentum
deviation but not the diffusion of beam distributions. Therefore the scattering rate of large
momentum transfer is highly weighted without considering later transverse and longitudinal
motion in the presence of synchrotron radiation. However, our interest is mainly on the Coulomb
scattering which induces the "large" momentum deviations with particles still stable (within the
RF bucket in the longitudinal phase space).

2.5.1 Momentum change from Coulomb scattering

The momenta of particles before collision in the laboratory (LAB) coordinate system (s, x, y) are
given by

p⃗1,2 =




ps1,2

px1,2

py1,2




ŝ,x̂,ŷ

(2.112)

where ŝ, x̂ and ŷ represent the longitudinal, horizontal and vertical unit vector parallel to the s, x
and y coordinate axes. We then define a new coordinate system in the LAB frame with the unit



52 Theoretical studies of beam halo formation at ATF

vectors (û, v̂, ŵ) which satisfies

û =
p⃗1 + p⃗2

|p⃗1 + p⃗2|
, v̂ =

p⃗1 × p⃗2

|p⃗1 × p⃗2|
, ŵ = û× v̂ (2.113)

and the momenta becomes

p⃗1,2 = p1,2




cos χ1,2

0
±sin χ1,2




û,v̂,ŵ

(2.114)

where χ1,2 is the angle between p⃗1,2 and û, as sketched in Fig. 2.17 (a). Applying a Lorentz
transformation parallel to û , we obtain the expression of the momenta in the center-of-mass
(COM) coordinate system (ũ, ṽ, w̃) as

⃗̃p1,2 = p1,2




γt(cos χ1,2 − βt
β1,2

)

0
±sin χ1,2




ˆ̃u, ˆ̃v, ˆ̃w

=




p̄s

0
±p⊥




ˆ̃u, ˆ̃v, ˆ̃w

(2.115)

where βt is the relative velocity of the (ũ, ṽ, w̃) coordinate system and β1,2 are the relative

(a)
(b)

Fig. 2.17 Definition of (u, v, w) coordinate system in the laboratory frame (a) and the schematic
of Coulomb scattering in (ũ, ṽ, w̃) coordinate system (b). Notices the dotted circle in the right
figure is in parallel to the ũw̃ plane. We assumed that the two colliding particles have the same
spatial coordinate.

velocities of the two particles in the laboratory frame.

βt =
|p⃗1 + p⃗2|c
E1 +E2

=
β1γ1 cos χ1 +β2γ2 cos χ2

γ1 + γ2
(2.116)

and the Lorentz factor of the transformation is

γ
2
t =

1
1−β 2

t
≈ γ2

1+β 2γ2χ2 (2.117)
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Moreover, the particle energy in the COM frame is given by

Ẽ1,2 =
E1 +E2

2γt
(2.118)

In the COM frame, the Coulomb scattering changes the direction of the momenta but not the
absolute values. Then, we define two angles ϕ̃ and φ̃ , where ϕ̃ is the polar angle between
the momentum ⃗̃p′1 and the ṽ-axis and φ̃ is the azimuthal angle in the ṽx̃ plane, the axis x̃ is
perpendicular to ⃗̃p1 in the ũw̃ plane, as shown in Fig. 2.17. The momenta after collision become

⃗̃p′1,2 =±




p̄s cos ϕ̃ + p⊥ sin ϕ̃ cos φ̃

|p̃1,2|sin ϕ̃ sin φ̃

p⊥ cos ϕ̃ − p̄s sin ϕ̃ cos φ̃




ˆ̃u, ˆ̃v, ˆ̃w

(2.119)

Transferring to the LAB frame by the inverse Lorentz transformation, we obtain

p⃗′1,2 =±




γt(p′ũ1,2 + vt Ẽ/c2)

p′ṽ1,2

p′w̃1,2




û,v̂,ŵ

=±




γt(p̄s cos ϕ̃ + p⊥ sin ϕ̃ cos φ̃)+ γtvt Ẽ
c2

|p̃1,2|sin ϕ̃ sin φ̃

p⊥ cos ϕ̃ − p̄s sin ϕ̃ cos φ̃




û,v̂,ŵ

(2.120)

Concerning the definitions of p̄s and p⊥ in Eq. (2.115), the momenta after collision are further
expressed as

p⃗′1,2 =±p1,2




γt [γt(cos χ1,2 −βt/β1,2)cos ϕ̃ + sin χ sin ϕ̃ cos φ̃ ]+ γtβt Ẽ
cp1,2√

γ2
t (cos χ1,2 −βt/β1,2)2 + sin2

χ sin ϕ̃ sin φ̃

sin χ cos ϕ̃ − γt(cos χ1,2 −βt/β1,2)sin ϕ̃ cos φ̃




û,v̂,ŵ

(2.121)

The change of momentum in the (u, v, w) coordinate system is

p⃗′1,2 − p⃗1,2 =±p1,2




γt [γt(cos χ1,2 −βt/β1,2)cos ϕ̃ + sin χ sin ϕ̃ cos φ̃ ]− γt p̄s/p1,2√
γ2

t (cos χ1,2 −βt/β1,2)2 + sin2
χ sin ϕ̃ sin φ̃

sin χ(cos ϕ̃ −1)− γt(cos χ1,2 −βt/β1,2)sin ϕ̃ cos φ̃




û,v̂,ŵ
(2.122)

We assume the transverse momentum is small, that is ps1,2 ≈ p1,2, p2
x1,2 ≪ 1, p2

y1,2 ≪ 1 and
sin χ ≈ χ ≪ 1. Concerning the relations of p⃗1 and p⃗2 in the LAB frame

p⃗1 p⃗2 = p1 p2 cos(χ1 +χ2)

p1 sin χ1 = p2 sin χ2
(2.123)
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we obtain
(px1 − px2)

p2 +
(py1 − py2)

p2 = 4χ
2 (2.124)

Following Piwinski’s derivation [158, 160], we define4

ξ =
p1 − p2

γ p
, θ =

px1 − px2

p
, ζ =

py1 − py2

p

4χ
2 = θ

2 +ζ
2, ρ

2 = ξ
2(1+ γ

2
χ

2)+4χ
2

(2.125)

where p is the mean momentum (of all the particles). Then, Eq. (2.115) is simplified to

⃗̃p1,2 =± p
2




ξ
√

1+ γ2χ2

0
2χ


 (2.126)

which indicates p̄s =
p
2 ξ
√

1+ γ2χ2. And, Eq. (2.122) can be further expressed as

p⃗′1,2 − p⃗1,2 =± p
2




γ[ξ cos ϕ̃ +2χ sin ϕ̃ cos φ̃ ]−ξ γ

ρ sin ϕ̃ cos φ̃

2χ(cos ϕ̃ −1)−ξ sin ϕ̃ cos φ̃




û,v̂,ŵ

(2.127)

Note that, for convenience’s sake, we assume |p1| ≈ |p2| ≈ p and γ ≈ γt
√

1+ γ2χ2. The
momentum change in (s, x, y) coordinate system is then given by

∆p⃗1,2

p
=




1 0 0
0 ζ/2χ θ/2χ

0 −θ/2χ ζ/2χ


 ·
( p⃗′1,2 − p⃗1,2

p

)
û,v̂,ŵ

=±1
2




γ[ξ (cos ϕ̃ −1)+2χ sin ϕ̃ cos φ̃ ]
ζ

2χ
ρ sin ϕ̃ sin φ̃ + θ

2χ
[2χ(cos ϕ̃ −1)−ξ sin ϕ̃ cos φ̃ ]

− θ

2χ
ρ sin ϕ̃ sin φ̃ + ζ

2χ
[2χ(cos ϕ̃ −1)−ξ sin ϕ̃ cos φ̃ ]




ŝ,x̂,ŷ

(2.128)

For the Touscheck scattering which induces a large momentum deviation larger than the rms
momentum deviation, we further assume that the initial longitudinal projection is small in the (ũ,
ṽ, w̃) coordinate system

ξ

√
1+ γ2χ2 ≪ 2χ (2.129)

4In Ref. [158], γχ ≪ 1 is adapted for the discussion of small angle collision and ρ2 = ξ 2 +4χ2.
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Fig. 2.18 Schematic of momenta transfer from the transverse plane to the longitudinal direction
in the COM frame.

and the momenta are approximated as

⃗̃p1,2 =




0
0

±p⊥




ˆ̃u, ˆ̃v, ˆ̃w

=± p
2




0
0

2χ




ˆ̃u, ˆ̃v, ˆ̃w

(2.130)

The relative velocity of the (ũ, ṽ, w̃) coordinate system is given by

βt = β cos χ (2.131)

where β is a function of the mean momenta p. The Touschek effect concerns mainly the amount
of transverse momentum coupled into the longitudinal direction. Therefore, we define two angles:
the polar angle ϕ̄ between p⃗′1,2 and ũ-axis, and the azimuthal angle φ̄ between the projection of
p⃗′1,2 on the ũw̃ plane and the ṽ-axis, as shown in Fig. 2.18. With such definitions, the calculation
of the cross section, as well as the magnitude of the momentum transfered into the longitudinal
direction, becomes easier. The momenta after a large angle collision in the COM frame become

⃗̃p′1,2 = pχ




cos ϕ̄

sin ϕ̄ cos φ̄

sin ϕ̄ sin φ̄




ˆ̃u, ˆ̃v, ˆ̃w

(2.132)

In the (u, v, w) coordinate system, the momenta of particles after collision are

p⃗′1,2 =




pχ cos ϕ̄γt + γtβt Ẽ/c
pχ sin ϕ̄ cos φ̄

pχ sin ϕ̄ sin φ̄




û,v̂,ŵ

(2.133)



56 Theoretical studies of beam halo formation at ATF

Then, the momentum change due to a two-body collision is

p⃗′1,2 − p⃗1,2 = pχ




γt cos ϕ̄

sin ϕ̄ cos φ̄

sin ϕ̄ sin φ̄ −1




û,v̂,ŵ

(2.134)

Finally, we get the momentum change in the (s, x, y) coordinate system as

∆p⃗1,2

p
=




χγt cos ϕ̄

ζ

2χ
sin ϕ̄ cos φ̄ + θ

2χ
(sin ϕ̄ sin φ̄ −1)

− θ

2χ
sin ϕ̄ cos φ̄ + ζ

2χ
(sin ϕ̄ sin φ̄ −1)




ŝ,x̂,ŷ

(2.135)

where ϕ̄ ∈ (0, ϕ̄m)
5 and φ̄ ∈ (0,2π). ϕ̄m depends on the momentum acceptance:

ϕ̄m = cos−1(δm/γt χ) (2.136)

In a dispersive region (ηx ̸= 0,ηy = 0), perturbations to the kinetic invariant are

δ (2Jx) =−2[γxxβ ηx +αxxβ η
′
x + x′

β
η̃x]

δ p
p

+
η2

x + η̃2
x

βx

(
δ p
p

)2

+2(x′
β
+

αx

βx
xβ )

δ px

p
+
(

δ px

p

)2
− 2η̃x

βx

δ px

p
δ p
p

δ (2Jy) =βy

(
δ py

p

)2
+2(αyyβ +βy′

β
)
(

δ py

p

)

δ (2Js) =
hηc

Ωs

[
2

δ p
p

∆p
p

+
(

δ p
p

)2]

(2.137)

In the presence of the non-zero horizontal dispersion and zero xy coupling, the vertical invariant
is only affected via the transverse heating while the horizontal invariant 2Jx could be enlarged due
to the transverse heating and the diffusion coupled through the horizontal Hx function. In fact,
the transverse heating is the analogue of the transverse kicks due to the synchrotron radiation
emitted at a small angle to the forward direction. Typically, the enlargement of the invariant of
the betatron motion from this opening angle of the radiation is extremely small.

2.5.2 Emittance growth due to intra beam scattering

The dilution of the equilibrium emittance from IBS can be estimated employing various self-
consistent methods. First, we try to introduce the fundamental process of the analytical calcula-
tion following the method developed by K. Kubo.

5ϕ̄ ∈ (π − ϕ̄m,π) for the second particle.
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In SAD, the equilibrium parameters are extracted in the context of the beam-envelope
formalism [148, 152]. IBS, as well as quantum excitation, are treated as a momentum diffusion
process, which can be described by the diffusion equation in Eq. (2.79). The 6×6 beam-envelope
matrix is in the form of

R(s) = M(s,s0)R(s0)MT (s,s0)+ B̄(s,s0) (2.138)

where M(s,s0) is the transfer matrix, and B̄(s,s0) represents the integrated diffusions

B̄(s,s)) =
∫ s

s0

M(s,s0)B(s0)MT (s,s0) (2.139)

where B is the diffusion matrix in the presence of quantum excitation6 and IBS diffusion. The
diffusion matrix for IBS can be evaluated from the rate of the momentum diffusion, which is
a function of bunch charge and beam emittances. The momentum diffusion rate is in the form
of [167]

∆⟨pi p j⟩
∆t

=
3

∑
k=1

RikR jk
∆⟨w2

k⟩
∆t

(2.140)

where R is an orthogonal matrix and w is the "normal momentum". ∆⟨w2
k⟩/∆t can be understood

as the heating of the temperature in the direction of k. The heating term is relevant to the
temperature difference between the two directions.

∆⟨w2
k⟩

∆t
= cI(gi +g j −2gk) (2.141)

where

cI =
r2

eN(log)
4πγ3ε1ε2ε3

(2.142)

and

g1 =
∫

π/2

0

2u1 sin2
ψ cosψ√

(sin2
ψ + u1

u2
cos2 ψ)(sin2

ψ + u1
u3

cos2 ψ)

g2 =
∫

π/2

0

2u2 sin2
ψ cosψ√

(sin2
ψ + u2

u1
cos2 ψ)(sin2

ψ + u2
u3

cos2 ψ)

g3 =
∫

π/2

0

2u3 sin2
ψ cosψ√

(sin2
ψ + u3

u1
cos2 ψ)(sin2

ψ + u3
u2

cos2 ψ)

(2.143)

6The diffusion matrix for quantum excitation can be found in Ref. [148]
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where N is the number of particles, (log) the Coulomb logarithm, ε1,ε2,ε3 the emittances in the
normal mode and u1,u2,u3 the terms along the diagonal of the diagonalization matrix G

G = RFR =




u1 0 0
0 u2 0
0 0 u3


 (2.144)

where F is the local average of the momentum matrix and R the orthogonal matrix, the same
as that in Eq. (2.140). We do not aim to reproduce the whole complicated derivation of the
diffusion rate from the small-angle collisions. However, we note that the derivation is under the
assumption of Gaussian beam distributions in 6D phase space, that is

ρ(x,ρ) =
N
Γ

e−S(x,p) (2.145)

with

S(x, p) =
3

∑
i, j=1

(1
2

Ai jδ piδ p j +Bi jδ piδ p j +
1
2

Ci jδxiδx j

)

Γ =
∫

e−S(x,p)d3xd3 p

(2.146)

where δ p⃗ and δ x⃗ are the momentum and displacement with respect to the beam energy and the
reference orbit, respectively, and e−S(x,p) represents a Gaussian phase space distribution.

The Coulomb logarithm (log), in a COM coordinate system, is defined as7

(log) =
1
2

∫ cosθmin

cosθmax

d(cosθ)

1− cosθ

= log
( bmin

bmax

) (2.147)

where θ is the scattering angle (assuming classical Rutherford scattering) and b is the impact
parameter. The values of bmin and bmax are given by

bmin =max
(√2mα0

⟨δ p2⟩ ,

√
1

π⟨ρ⟩max(τ1,τ2,τ3)

)

bmax =min(⟨ρ⟩3,
√

ν1,
√

ν2,
√

ν3)

(2.148)

where m is the electron mass, α0 the fine-structure constant, ⟨ρ⟩ the mean particle density, τ1,2,3

the damping time in the COM frame and ν1,2,3 the eigenvalues of the spatial beam matrix.

7The value of the Coulomb logarithm is fixed at 20 in Ref. [162]. Ref. [169] gives another expression of the
logarithm and the corresponding criteria to compute it.
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On the other hand, the predictions of the emittance growth, as well as the potential momentum
tail from Coulomb scattering, requires more precise tracking simulation. The Zenkevich IBS
Monte Carlo simulation method by means of a binary collision model (BCM) provides a
convenient routine [170]. The BCM stimulates the collision between two macro-particles in
the same cell with a scattering angle relevant to the time step ∆t. After collision, the change of
momenta and invariant is adapted following the formalism derived by Piwinski. A. Vivoli has
developed a tracking code "Software for Intra-beam scattering and Radiation Effects" (SIRE)
taking into account radiation damping, quantum excitation and IBS based on the BCM [171, 172].
We have added some modification into SIRE in order to adapt it to our purpose of emittance
growth predictions and momentum tail simulation. In this section, our discussion of particle
tracking and IBS diffusion is concentrated on our modified SIRE code.

To be simple, we ignore the non-linear beam dynamic in the element-by-element particle
tracking. Linear beam transport between two elements is governed by the new invariants Hx, Hy

and Hs

Hx = βxx
′2
β
+2αxxβ x′

β
+ γxx2

β

Hy = βyy
′2
β
+2αyyβ y′

β
+ γyy2

β

Hs = δ
2 +

1
Ω2

s
z2

(2.149)

where Ωs =
ηcC
2πνs

and z = βc∆t is the longitudinal position deviation. Horizontal and vertical
phase advances are generated randomly at each element taking into account the local Twiss
parameters. As a result, the single particle dynamics cannot be studied in the present SIRE code.
The Twiss parameters are imported from an external piece of software, e.g., MAD-X or SAD,
using the self-defined functions. The one-turn mapping equation including the perturbation from
radiation damping and quantum excitation is computed and applied each turn. Considering the
average energy loss per revolution due to synchrotron radiation, the one-turn mapping equation
for the energy deviation is in the form of

δ j+1 = δ j +
Eg

E
− U0

E
(2.150)

where j denotes the j-th turn and the high-order harmonics of the RF-cavity has been ignored.
In the presence of radiation damping and quantum excitation, the one-turn mapping equation for
synchrotron motion (above the transition energy) is given by

δ p′i+1 =δ pi+1e−2T0/τs +σp,eq
√

4T0/τs ·hi

zi+1 =zi −δ p′i+1T0αcc
(2.151)
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and the one-turn map of the horizontal motion (x, x′) is

Jx,i+1 = Jx,ie−2T0/τx

xi+1 = xi +
√

εx,eqβx(1− e−2T0/τx) ·hi

x′i+1 = x′i +
√

εx,eqβx(1− e−2T0/τx)(1−αx)/βx ·hi

(2.152)

where T0 is the revolution period, τs,x,y the longitudinal/horizontal/vertical damping time, σp,eq

the natural equilibrium energy spread, hi a random number following the Gaussian distribution
function with unit standard deviation, εx,eq the natural horizontal emittance and αx,βx the Twiss
parameters. The mapping equation for the vertical motion is in the same form as Eq. (2.152).
The one-turn map of the radiation damping and quantum excitation is applied at the location of
the RF cavity.

The kernel of the IBS simulation employs the Zenkevich-Bolshakov approach based on
the macro-particle algorithm BCM. The BCM resolves the continuous IBS process through a
discrete step "mapping" in the phase space. The change of momenta (invariants) in a discrete
time step ∆t, which is sufficiently small with respect to the IBS growth time, depends on the
initial state of the local particle spatial distribution. The primary stages in the BCM could be
summarized as follows:

1. Divide the spatial space into h× l×w cells and group the macro-particles at each cell with
respect to its spatial coordinates;

2. Determine particle pairs ready for binary collision in a cell. For an odd number of particle
in a cell, a pair of three particles is considered;

3. Calculate the Coulomb scattering angle according to the local particle density in a cell;

4. Apply the momentum changes using Eq. (2.128) and update particle invariants after
collision;

The first two steps are sketched in Fig. 2.19. In step 3, the scattering angle is generated randomly
following the normalized distribution with a variance of [173]

⟨ ϕ̃2

2
⟩=





2πr2
e ρ̃v∆̃t(log)/β̃ 3, 2-particle pair

πr2
e ρ̃v∆̃t(log)/β̃ 3, 3-particle pair

(2.153)

where ρ̃v is the particle density in the COM frame, ∆̃t the time period between two adjacent
elements in the COM frame and β̃ the velocity of the COM coordinate system. The Coulomb
logarithm in the COM frame is given by

(log) = log
(2β̃ 2b̃max

re

)
(2.154)
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Fig. 2.19 Schematic of the determination of particles in cell and particle pairs in a cell

where bmax is the maximum impact parameter which gives a cut-off angle for ϕ̃ . As suggested
in Ref. [158] and Ref. [167], bmax can be half of the beam height or else determined using
Eq. (2.148). In fact, the choice of bmax is ambiguous and we follow the suggestions in Ref. [167]
for the theoretical estimation, similar to the equilibrium-emittance calculation in SAD.

In the case of the ATF damping ring, the Twiss parameters imported into SIRE are from a
lattice with residual COD and non-zero vertical dispersion which give a natural vertical emittance
around 12 pm. To speed up the simulation, the number of elements in the ATF lattice has been
shortened from around 880 to 250. Decreasing of the number of elements has a feeble influence
on the prediction of emittance dilution from IBS, as has been checked by simulations. The
initial beam parameters, e.g., emittances, energy spread and bunch length, take the values in the
absence of IBS. The number of macro-particles per bunch is 2×104 in the single-bunch mode.
Particles are allocated to 100×100×100 cells at each element. The (log) factor is evaluated
corresponding to the (vertical) beam size at each element. An average of the (log) factor for the
simulation is 10–15 which is in good agreement with the analytical estimations in Ref. [167], as
shown in Fig. 2.20. At the same time, the time dependence of the emittances suggests that the
IBS rise time is less than 40 ms (with the vertical rise time being longer than the longitudinal
and horizontal ones).

Furthermore, the emittance growth from IBS has been estimated through analytical formulas
developed by K. Kubo and built in to SAD, and also using Monte Carlo simulation. Figure 2.21
shows the comparison of the emittance growth and "equilibrium" distributions. The emittance
growth predicted by the two methods are in good agreement for beam intensities from 5×108–
1× 1010 e/pulse. Moreover, the Gaussian shape of the beam profile is preserved under the
action of IBS diffusion. The scattering angle is drawn from a normalized distribution function
dedicated to the small-angle Coulomb interaction. Consequently, there is no significant tail
arising from these collision processes. This result validates the assumption of Gaussian beam
core distributions in the phase space with coordinates (x, x′, y, y′, z, δ ). It is of great important
for the further numerical evaluations of large-angle Coulomb scattering.
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Fig. 2.20 Prediction of emittance growth in SIRE code for 3 different (log) factors. Beam
intensity is set to 1×1010 e/pulse.

2.5.3 Momentum tail resulted from large-angle Coulomb scattering

Momentum deviation from large-angle Coulomb scattering can be evaluated in two ways: a
preliminary estimation of the scattering rate which characterizes the advent of large momentum
deviation particles and Monte Carlo simulation of the generation and evolution of these particles.

The calculation of the scattering rate of the large-angle events adapts the method given by
Piwinski, which is suitable for an arbitrary ratio of beam height to beam width and takes into
account the variation of the beam envelops. For collisions resulting in a momentum deviation
within the momentum acceptance, transfer of momentum from the transverse plane to the
longitudinal motion follows the same formalism as that for Touschek scattering. The probability
of Coulomb scattering in the (ũ, ṽ, w̃) coordinate system is represented by the Moller scattering
cross section [174]

dσ̃

dΩ̃
=

r2
e

4γ̃

[(
1+

1
β̃ 2

)2( 4
sin4

Φ̃
+

3
sin2

Φ̃

)
+

4
sin2

Φ̃
+1
]

(2.155)
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Fig. 2.21 Intensity dependence of the horizontal, vertical and longitudinal emittances and the
evolution of beam profiles in the presence of radiation damping, quantum excitation and IBS.
The beam profile estimations shown here are for a beam intensity of 6×109 e/pulse.
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where γ̃ = γ/γt , Φ̃ is the angle between the momenta ⃗̃p1 and ⃗̃p′1. Relative velocity β̃ is defined as

β̃
2 =

p̃2c2

Ẽ2 =
β 2γ2χ2

1+β 2γ2χ2 (2.156)

Notice that the relation between Φ̃, ϕ̄ and φ̄ follows

p̃′w̃1,2 = p̃1,2 cosΦ̃ = p̃1,2 sin ϕ̄ cos φ̄ (2.157)

Using Eq. (2.136), Eq. (2.156) and Eq. (2.157), the total cross section in the COM frame is given
by [160]

σ̃ =
r2

e
4γ̃

∫
ϕ̄m

0

∫ 2π

0

[(
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)2( 4
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sin ϕ̄dφ̄dϕ̄
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(
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β̃ 2

)2 γ2
t χ2 −δ 2

m
δ 2

m
− δ 2

m
γt χ

+1
] (2.158)

which is a function of the minimum momentum deviation δm and the transverse momentum χ in
the COM frame. The total cross section is then transformed into the rest coordinate system by

σ =
σ̃

γt
(2.159)

In the case of the ATF damping ring, where we assume δm = 1.2%, the cross section reaches a
maximum near χ =6 µrad and then decreases for larger χ , as shown in Fig. 2.22 (a).

We obtain the scattering rate, which is an integral over all the particles, as

(dNsc

dt

)
= 2βc

∫
ρ

2
v σ sin χdV (2.160)

where ρv is the particle density given by

ρ
2
v = N2

e fs(δ1,z1)fs(δ2,z2)f⊥(xβ1,x
′
β1,yβ1,y

′
β1)f⊥(xβ2,x

′
β2,yβ2,y

′
β2) (2.161)

with

fs(δ ,z) =
1

2πσδ σz
exp
[
− δ 2

2σ2
δ

− z2

2σ2
z

]
(2.162)

f⊥(xβ ,x
′
β
,yβ ,y

′
β
) =

βxβy

4π2σ2
xβ

σ2
yβ

exp
[
−

x2
β
+ x̃2

β

2σ2
xβ

−
y2

β
+ ỹ2

β

2σyβ

]
(2.163)

where x̃β = αxxβ +βxx′
β

, and σδ ,σz,σxβ and σyβ are rms beam sizes. Following the derivation
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Fig. 2.22 Evaluation of large-angle scattering for the ATF damping ring: (a) dependence of the
total cross section on the χ for a momentum acceptance of 1.2 %; (b) Touschek lifetime estimated
using Pinwinski formulas and SAD where only the momentum acceptance was considered.

in Ref. [160], the integration can be further expressed as
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and
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where I0 is the modified Bessel function of the first kind and τm = β 2δ 2
m gives the lower limit of

the integration. It is apparent that Eq. (2.164) describes the rate of large-angle scattering events
which could induce momentum deviations larger than δm. In the case of δm = δacc, where δacc is
the momentum acceptance, the Touschek lifetime has the definition of

1
τTous

=
1

Ne

(dNsc

dt

)
δm=δacc

(2.166)
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For a beam intensity of 3×109 e/pulse, the Touschek lifetime as a function of the momentum
acceptance has been evaluated using Eq. (2.164)–Eq. (2.166), as shown in Fig. 2.22 (b). The
numerical estimations define a Touschek lifetime around 330 s which is of the same magnitude
as the experimental measurements [157, 175].

The growth rate of particles with a momentum deviation of δm1 < |δ |< δm2 is given by

R(δm1,δm2) =
(dNsc

dt

)
δm1

−
(dNsc

dt

)
δm2

(2.167)

Assuming the excited momentum deviation is from 5σδ to δacc, the growth rate, in other words,
the scattering rate as a function of resulting momentum deviation, has been calculated and is
shown in Fig. 2.23.
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Fig. 2.23 The growth rate of large momentum deviations for different beam intensities. The
growth rate has been normalized to the beam intensity.

The growth rate of the "potential" momentum tail from Coulomb scattering depends on the
beam intensity, transverse beam sizes, energy spread and bunch length. To define an effective
method to experimentally characterize a potential momentum tail at ATF, we estimated the
growth rate of the excited momentum deviation as a function of the vertical emittance and beam
intensity. Assuming a beam intensity of 3×109 e/pulse and taking into account the interplay of
beam emittances, the scattering rate is reduced by 32 % for a vertical emittance growth from 8
pm to 44 pm, as shown in Fig. 2.24 (a). For a natural vertical emittance of 12 pm in the presence
of a realistic COD achieved by local orbit bumps, the dependence of the growth rate of the
large momentum deviation particles on the beam intensity has been evaluated. The growth rate
does not increase proportionally to the square of the beam intensity because of the emittance
dilution due to IBS diffusion. Normalizing the growth rate to the respective beam intensity,
the normalized growth rate blows up faster for lower beam intensity, as shown in Fig. 2.24 (b).
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Comparing with the dependence on the vertical emittance, the intensity dependence is more
significant and can be further used to characterize the observed the momentum distribution.
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Fig. 2.24 Dependence of the normalized growth rate of momentum deviations ranging from
5σδ to δacc on the vertical emittance and beam intensity. The vertical emittance is controlled by
adjusting the xy coupling, artificially.

The generation and evolution of a momentum tail can be predicted through Monte Carlo
simulation in SIRE. Moreover, bunch lengthening from potential well distortion is comparable
with the increment resulting from IBS diffusion and can further reduce the large-angle scattering
rate. These aspects are currently under investigation using the Monte Carlo simulation. To probe
the prediction of momentum tail, no matter where is it comes from, experimental measurements
are the most important. For precise measurements of beam halo and momentum tail, two kinds
of instrumentations have been developed and presented in Chapter 3. Then, measurements and
characterization of beam halo and momentum tails are described in Chapter 4.





Chapter 3

Experimental setup for halo diagnostics

Several kinds of beam halo diagnostics have been installed at ATF2, e.g., the WS and the DS
detector, but the desired effective dynamic range (105) was unfortunately not fully met. To enable
probing the theoretical predictions of beam halo, we have optimized the performance of the
present DS detector. Furthermore, to acquire fast and complementary measurements upstream of
the final focus section of ATF2, an OTR/YAG monitor has also been developed.

3.1 Optimization of the in-vacuum DS detector

3.1.1 Present state of the DS detector

To probe the halo particles and the Compton recoil electrons, two sets of DS detector have been
constructed and installed at the Post-IP in 2014. Each diamond sensor is 500 µm thick, with
the metallization arranged in four strips, two broad ones with dimensions of 1.5×4 mm2 and
two narrow ones of 0.1×4 mm2. All the strips are biased at –400 V by a programmable power
supply in order to collect the electron-hole pairs which are generated due to the ionization when
particles hit the diamond crystal [176]. To suppress the high-frequency noise on the supplied
bias voltage and to provide a sufficient reserve of charge for the largest signals, a low pass filter
together with charging capacitors are mounted on the backside of the Printed Circuit Board
(PCB) (see Fig. 3.1). The diamond strips are connected to an oscilloscope (Agilent 6104) with
long coaxial cables (∼25 m) and 50 Ω resistors converting the current signal to voltage output.
The sampling rate of the Aligent oscilloscope is 4 GSample/s with an analog bandwidth of 1
GHz. To keep the amplitude of the signal within the range of the oscilloscope, four –30 dB
attenuators are used when measuring the beam core.

Analogous to the WS, the vertical and horizontal distributions are obtained through one-
dimensional (1D) scans of the DS detector across the beam. Since the length of the DS strip
(4 mm) is comparable to the transverse beam size, an offset between the DS and the beam
center in the perpendicular plane will reduce the particle collection and registered signals [177].
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Fig. 3.1 Schematic of the DS detector at ATF2.

Distortions of the measured beam profile due to such misalignment errors are shown in Fig. 3.2
where we assumed a beam size of 2 mm and 1 mm, vertically and horizontally, respectively.
Therefore, before performing the scanning either vertically or horizontally, the DS has to be
carefully aligned in the direction perpendicular to the scanning. The DS has only one degree
of freedom, and thus we align the beam against the DS center by moving the upstream two
quadrupoles QD0 and QF1, vertically and horizontally, respectively. Correlations between the
vertical and horizontal beam positions at the DS detectors and displacements of QD0 and QF1
have been determined to be

∆yDS = 5.4×∆yQD0

∆xDS = 11.0×∆xQF1
(3.1)

where ∆yQD0 and ∆xQF1 are displacements of QD0 and QF1, respectively.

−20 −10 0 10 20
y [mm]

100

101

102

103

104

In
te

ns
ity

[a
rb

.
un

it]

∆x= 0 mm
∆x= 1 mm
∆x= 2 mm
∆x= 3 mm

(a)

−40 −20 0 20 40
y [mm]

10−3

10−2

10−1

100

101

102

C
ha

rg
e

[n
C

]

w/o misalignment
w/ misalignment

(b)

Fig. 3.2 Predictions (a) and measurements (b) of the profile distortion due to the horizontal
misalignment of the DS strip with respect to the beam center.
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For a DS in the air, the output charge signal increases linearly with the number of the incident
electrons, from a single electron to more than 107 [118]. The charge generated in a single crystal
diamond has been estimated to be 2.88 fC per electron for a Charge Collection Efficiency (CCE)
of 100 % [178]. Diamond crystal having a band gap as large as 5.5 eV, a small leakage current
and a high singal-to-noise ratio (SNR) make it suitable for the detection of signals from small
numbers of incident electrons. The capability for detecting single electron using the sCVD DS
has been demonstrated at LAL [179] where a diamond sample was placed outside of the beam
pipe of the PHoto-Injecteur at LAL (PHIL) accelerator to prevent undesired induction currents
when beam passes the diamond. However, the DS strip detectors used at ATF2 and the related
circuitry on the PCB were placed in the vacuum chamber, connected to the acquisition system
outside via in-vacuum coaxial cables. Hence, a transverse closed circuit with a considerable
size is formed around the PCB. Any sudden change of the electromagnetic field passing through
this closed circuit will induce a current signal, according to Faraday’s law of electromagnetic
induction. In the frequency domain, the main components of this pick-up signal were found
to be around 0.3 GHz, 0.7–0.9 GHz and 1.3 GHz. Using two low-pass filters (30 MHz and 80
MHz), the shape of the waveform is improved significantly, but the integrated charge signal from
this pickup noise remains unchanged, as shown in Fig. 3.3. The lower limit for detecting signals
in the presence of this background noise, that is, the smallest level of this pick-up signal, was
measured to be around 0.3 pC, corresponding to a charge signal of about 100 incident electrons.
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Fig. 3.3 Pick-up signal in the time domain (a) and frequency domain (b).

Moreover, the jitter and the expected deformation of DS waveforms produce additional
systematic errors, as shown in Fig. 3.4. Unfortunately, the physical mechanism for the waveform
deformation has not been fully understood and needs further investigation. To summarize, the
background noise level of the DS mainly depends on the pick-up signal, the signal jitter and the
waveform deformation. As a consequence, the minimum charge signal which can be detected is
estimated to be 1–2 pC, corresponding approximately to 700 incident electrons.
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Fig. 3.4 Output signal of the vertical DS on the top (a) and bottom (b) sides, and of the horizontal
DS on the left (c) and right (d) sides. The DS strip was kept in the halo region for these
measurements.
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When the DS strip moves into the core region, the total number of incident electrons reaches
108, and the output signal can be significantly distorted due to the space-charge effect inside the
diamond crystal bulk and the instantaneous voltage drop at the 50 Ω resistor, as shown in Fig. 3.5.
Due to energetic electrons penetrating the DS bulk, a large amount of electron-hole pairs are
created and then move in opposite direction with a drift velocity of about 6×104 m/s [180] in the
presence of an external electric field. Meanwhile, the space charge force, induced by carriers
accumulating near the metallised surfaces of the DS crystal, will slow down the drift velocity
of subsequent carriers and lead to a longer charge collection time. If the number of charge
carriers is large enough, the drift velocity of later carriers can be reduced significantly and inhibit
later charge collection. The drift velocity of the charge carriers in the diamond crystal can be
approximated by

vdr =
µE

1+µE/vs
(3.2)

where µ is the mobility of electron-hole pairs, E the electric field strength, vs the maximum drift
velocity relevant to the energy loss in the crystal lattice through the emission of optical phonons
and from scattering processes [181]. Furthermore, the dependence of the instantaneous current
signal on the drift velocity of the carriers can be written as

I =
∑i qivdr,i

d
(3.3)

where qi is the charge of a carrier and d is the thickness of the DS bulk. For 2×107 incident
electrons, the maximum instantaneous current is as much as 7 A and the instantaneous voltage
on the two sides of the 50 Ω resistor rapidly increases to 350 V. Then, the bias voltage on
the DS strip drops to 50 V which will decrease the drift velocity of the carrier and increase
the probability of carriers loss through recombination. Due to the space-charge effect and the
instantaneous voltage drop, the maximum integrated charge signal is about 200 nC for 2×109

incident electrons, which is much less than the 5.76 µC that would be expected from simple
linear scaling. The linear dynamic range of the DS was found to be around 104, from a minimum
of 700 to about 2×107 electrons. To have a good SNR for the halo measurements, the lower limit
of the dynamic range should be about 1000 electrons, which is the case in spite of the pick-up
noise generated by the beam passage. Therefore, we have put more emphasis on how to extend
the upper limit of the dynamic range. It is complicated and beyond the scope of this dissertation
to quantitatively model the physical mechanisms associated with the saturation of the signal
collection at high incident charge. On the other hand, a feasible and effective compensation
scheme has been established to ensure sufficient dynamic range to measure both the core and
halo parts.
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3.1.2 Reconstruction of the measured core profile

In Ref. [182], a method to estimate the output waveform has been proposed based on a theoretical
charge current model which includes the space charge limitation and the instantaneous voltage
drop on the DS strip. By solving the drift-diffusion equation, the instantaneous evolution of
carriers density and the instantaneous current could be predicted analytically. However, it is
difficult to obtain an accurate model of charge collection which can be used for quantative
comparisons with measurements, as the waveforms are affected by many other processes [181].

The charge signal integral corresponding to a given number of incident electrons has been
instead determined through an experimental calibration procedure. The number of incident
electrons on the DS strip can be controlled by varying the beam intensity and adjusting the DS
strip against the beam center. Additionally, the beam size growth due to the strong IBS effect
in the damping ring needs to be estimated in advance and taken into account. Evaluation of
the expected charge signal integral is based on two assumptions: a charge generation of 2.88
fC/e and a Gaussian distribution of beam core. The saturation of the charge collection is clearly
observed for a number of incident electrons larger than 107, and the CCE is found to be less than
15% for a number of incident electrons exceeding 2×108, as shown in Fig. 3.6 (a). Computing
the ratio of the expected charge generation Qgen and the charge signal readout Qread, the vertical
beam profile can be rescaled. Although such a correction can improve the profile, the resulting
shape remains inconsistent with the predicted beam profile in the presence of the BGS, radiation
damping and quantum excitation, as shown in Fig. 3.6 (b).
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Fig. 3.6 Calibration of the charge signal as a function of the number of incident electrons (a) and
the rescaled beam profile based on the calibration (b).

Reliably calibrating the integrated charge of the DS output versus the number of incident
electrons requires a precise alignment of the DS to beam center, and an accurate prediction of
the number of incident electrons, that can be influenced by orbit jitter, beam energy jitter and
the systematic errors of the beam size measured by the DS. In addition, the non-Gaussian beam
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distribution results in a considerable error on the calibration. These might be reasons why the
rescaled profile is different from the prediction in Fig. 3.6 (b).

An alternative "self-calibration" method was proposed and validated to more accurately
correlate the integrated charge collection with the number of incident electrons. The beam core
distribution was measured by the WS located 2.89 m upstream and propagated to the DS to
predict the number of electrons striking each strip according to its position with respect to the
beam center. Subsequently, the charge Qexp which would be collected in the absence of saturation
was computed based on the known electron-hole pairs generation and CCE measured at low
incident charge [118]. The rescaling factor κ was then defined as the ratio of Qexp to the charge
signal readout and applied to rescale the DS data within beam core. After such rescaling based
on "self-calibration", the linear dynamic range could be extended beyond 105 for the populations
of collected electrons ranging from 1×103 to more than 5×108. The reconstructed beam profile
appears to be in excellent agreement with the theoretical evaluation, thereby confirming the
validity of the above reconstruction scheme (see Fig. 3.7).
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Fig. 3.7 Ideal and actual charge collections on the DS strip as a function of incident electron
population for the evaluation of rescaling factor (a) and a comparison of vertical beam profile
before and after correction (b).

3.2 Design of a high dynamic-range YAG/OTR monitor

3.2.1 Ce:YAG scintillation and OTR

The favourable scintillating properties, mechanical rigidity and radiation hardness have made
the scintillator material an excellent candidate for direct two-dimensional (2D) imaging devices,
nowadays widely used for diagnostics of energetic particles and photons, especially for low-
energy beams [183–186]. Previous investigations have demonstrated a high photon emission
and a fast decay time for most scintillators. The photon-emission spectrum in the visible light
region allows usage of conventional low-cost observation systems. Some important properties of
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the most popular scintillators are presented in Tab. 3.1, where the photon yield (PhY) is defined
as the number of photons emitted per MeV of energy deposition, and τγ , λpeak, ρ and neh are
the decay time constant, the dominating peak of the light emission spectrum, the density of the
scintillator and the efficiency of electron-hole production, respectively.

Table 3.1 Properties of common scintillators [187]

Type Ce:YAG CsI(TI) BGO GSO Ce:YAP
PhY [ph/MeV] 20300 51800 8200 11500 19700
τγ [ns] 88 900 300 43 31
λpeak [nm] 550 560 480 430 380
ρ [g/cm3] 4.55 4.51 7.13 6.70 5.35
neh [eh/MeV] 15000 39000 6150 6320 6000

To put it simply, the generation of the scintillation light inside inorganic scintillating material,
for instance, Cesium (Ce) doped YAG, can be characterized by the following 3-step process:

1. Generation of electron-hole (e-h) pairs through ionization processes. Particles or high
energy photons strike the scintillator and excite the valence electrons through Coulomb
scattering into the conductance band, inducing electron-hole pairs;

2. Thermalization of e-h pairs, being transported and trapped at activators (Ce ions);

3. Photon emission at activators through transitions from the f to the d energy level.

For the diagnostics of beam halo, one of the most important parameters is the photon-emission
efficiency, that is, the number of photons emitted per electron, which is given by [188]

nph =
( Ed

β0Egap

)
ηcapηQE (3.4)

where Ed is the energy deposition, β0 a constant, Egap the bandgap energy (7 eV for YAG), ηcap

the efficiency of transferring energy from e-h pairs to activators and ηQE the quantum efficiency
(QE) of photon emission. The yield of e-h pairs through the ionization process is a function
of the energy deposited, which depends on the energy of the primary particles, the generation
of secondary particles and the energy dissipation. Past studies have shown that the efficiency
of the e-h pair production is about 6×104 eh/MeV for Ce:YAG [189, 190]. Also, the photon
yield is related to the efficiency of the e-h pair generation and the energy transport/capture
efficiency, which is affected by the recombination of electrons and holes at activators, the exciton-
exciton annihilation and non-radiative decay [188]. Normally, the carrier capture efficiency is
approximatly 1/3 [191]. The QE of the photon emission process has been evaluated to be around
100% [192]. Therefore, the photon yield of Ce:YAG is expected to be about 2×104 ph/MeV
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and the photon-emission efficiency can be approximated as

nph ≈
6×104[MeV−1]

3
Ed (3.5)

To quantify the photon-emission efficiency, we further express the energy deposition in the
scintillator through ionization and Bremsstrahlung processes by

Ed = ς
(dEi

dς
+κ

dEbr

dς

)
(3.6)

where ς is the scintillator thickness, dEi/dς the ionization energy deposition and κ the fraction
of Bremsstrahlung radiation energy (Ebr) stopped in the scintillator.

The scintillation light from Ce:YAG has a very fast rise time (about 5 ns) and a two-component
decay with decay time constants of 88 and 300 ns, respectively. The whole time distribution
spectrum can be characterized by

I(t)≈−I0 exp(−t/tr)+ I1 exp(−t/t f )+ I2 exp(−t/ts) (3.7)

where tr is the rise time constant of the fast component, and t f and ts the decay time constants
of the fast and slow components, respectively [187, 193]. Such a short decay time is favorable
for diagnostics using short exposure time (from microsecond to millisecond) to reduce the
background noise.

Both crystal and ceramic Ce:YAG are excellent host materials featuring high transmission
for the scintillating light, with a peak within 525–550 nm [187, 189]. To compare the resolution
of crystal and ceramic Ce:YAG screens, experiments with 50 and 100 µm thickness ceramic
Ce:YAG and 50 µm thickness crystal Ce:YAG have been performed at ATF. Experimental
results suggest that crystal Ce:YAG has the best resolution, although the difference between
measurements using both types of 50 µm thickness YAG screens is small [195]. Considering
requirements on the photon-emission efficiency and resolution for beam halo diagnostics, 0.5
mol% ceramic Ce:YAG manufactured by Konoshima Chemical Company, Ltd., Japan, has been
used. The optical emission and transmission spectra near the visible-light region are represented
in Fig. 3.8 (a, b). The scintillating light spectrum is centered near 525 nm with a transparency
of about 80% (almost 100% for a wavelength larger than 550 nm). The decay time constants
for the fast and slow components are 78 and 294 ns, respectively, as shown in Fig. 3.8 (c). The
PhY of the 0.5 mol% ceramic YAG was found to be 0.37% of that of the CsI(TI) scintillator,
i.e., about 2×104 ph/MeV, which is consistent with the nominal value. The measurements also
suggest that the PhY of ceramic Ce:YAG is similar for different Ce concentrations from 0.05
mol% to 1 mol%, as shown in Fig. 3.8 (d).

For a precise and reliable diagnostic of beam halo, one of the biggest challenges for the
Ce:YAG is to ensure a sufficient dynamic range while preserving a high SNR. Even though
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Fig. 3.8 The optical emission spectrum (a), transparency (b), time distribution of light pulse (c)
and normalized PhY ability of the ceramic Ce:YAG screen (d). Reproduced from Ref. [194].

the 0.5 mol% ceramic Ce:YAG has an excellent PhY, the lower limit of the dynamic range
is somehow determined by the competition between the photon-emission efficiency and the
background noise level. On the other hand, the upper limit of the dynamic range is restricted by
the scintillation saturation, which results in a non-linear response to beam density (the so-called
saturation effect), as shown in Fig. 3.9. This saturation effect may induce undesired beam profile
distortions and has to be well eliminated or compensated.

To compensate beam profile distortions due to scintillation saturation, an OTR screen has
been mounted on the screen holder. This design aims at providing simultaneous and saturation-
free measurements of core and halo in the presence of a high beam intensity. OTR is a kind of
electromagnetic radiation emitted by charged particles passing through a boundary between two
media with different dielectric constants (here the vacuum-metal interface). The mechanism
of OTR emission is similar to the sudden change of charge of primary particles and mirror
charge [196]. When the charged particles hit the surface of the foil, the sudden neutralization
between the charge of the primary particles and its mirror charge on the surface will result in a
backward radiation emission along the direction of specular reflection, as shown in Fig. 3.10 (a).
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Fig. 3.9 Non-proportionality of the light yield versus the number of incident electrons.

The forward emission is produced when particles exit the material, which is analogous to the
sudden appearance of primary particles charges. The direction of the forward emission is
always along the beam trajectory. The angular distribution has a maximum at θmax = 1/γ and is
symmetric in the azimuthal direction, as shown in Fig. 3.10 (b).
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Fig. 3.10 Schematic of OTR emission when a particle crosses a vacuum-metal interface (a) and
the corresponding angular distribution (b). Notice that the amplitudes of the curves in (b) have
been artificially matched.

In the case of a relativistic electron crossing the boundary surface between vacuum and foil,
the angular distribution of OTR can be expressed as [197]

d2W
dωdΩ

=
e2

4π2ε0c0

β 2 sin2
θ

(1−β 2 cos2 θ)2 (3.8)

where W is the radiated power, ω the frequency of the light, dΩ the solid angle, ε0 the vacuum
permittivity, c0 the velocity of light in vacuum, β the relativistic velocity and θ the angle between
the observation and the specular reflection directions. The angle-integrated spectral power of
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OTR can be approximated by

dW
dω

≈ e2

4π2ε0c0
(log4γ

2 −1) (3.9)

which indicates that the OTR has a very wide spectrum. Since the spectral response of conven-
tional camera sensors is around the visible-light region, the number of photons in this region is
more important and can be analytically estimated by

n(ω1,ω2) =
α0

π
(log4γ

2 −1) log
(ω2

ω1

)
(3.10)

where ω1,2 represent the minimum and maximum of the frequency range.
For a relativistic beam, the cone angle of OTR is normally very tight, e.g., less than 0.5 mrad

for the ATF beam energy. This is smaller than the acceptance angle of typical imaging lenses,
and most of the OTR can be collected and focused on the camera sensor. The fraction of the
OTR photons received by an optical observation system can be derived as

η =
log[1+4γ2 tan2(θ0/2)]+ cosθ0

1+γ2 sin2
θ0
−1

log4γ2 −1
(3.11)

where θ0 is the acceptance angle. In a tiny portion of the spectrum, the number of the OTR
photons arriving at the camera sensor is given by

ncoll(ω1,ω2) = ηn(ω1,ω2) (3.12)

which amounts to about 0.011–0.014 ph/e for a beam energy of 1.3 GeV and a collection angle
of 0.112 rad. The fraction of OTR collected by the observation system as a function of beam
energy is illustrated in Fig. 3.11.
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Fig. 3.11 The efficiency of OTR collection as a function of beam energy for three differential
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Comparing with the Ce:YAG screen, one significant advantage of the OTR is the linear
response with respect to the population of incident particles, in other words, it is saturation-
free. Besides, a resolution of 2 µm has been demonstrated by the existing OTR systems at
the ATF2 extraction line [198]. These are reasons why an OTR screen has been considered
as a complementary diagnostic for the dense beam core. Furthermore, the resolution and PhY
of Ce:YAG and OTR screens have been estimated, analytically and experimentally, and are
presented in the following sections.

3.2.2 Mechanical and optical design

The design of the YAG/OTR monitor has benefited from the experience accumulated on the
prototype YAG monitor and the OTR monitors at ATF/ATF2. The mechanical design includes
the arrangement of the YAG/OTR screens on the holder with respect to their luminescence
properties, the upgrade of the automatic manipulator and the optimization of the target chamber.
The optical observation system is oriented toward the 2D image of the beam, (σx, σy) ∼ (100
µm, >30 µm), with a good resolution (several microns) and SNR (>3).

This detector mainly consists of four YAG screens and an OTR target on a holder, a ma-
nipulator, neutral-density (ND) and band-pass (BP) filters, a microscope lens and a scientific
Complementary Metal Oxide Semiconductor (sCMOS) camera, as shown in Fig. 3.12. To reduce
the cost, some components were reused from discarded instrumentations at ATF.

Fig. 3.12 Schematic of the YAG/OTR screen monitor.

To mitigate the "blooming" effect due to the bright core, four YAG screens were assembled
on a holder with a square opening in the center (with dimensions 4×2.4 mm2). The size of YAG
pads is 4×6×0.1 mm3. For beam halo measurements, the central opening allows core particles to
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pass through without hitting the screen. Moreover, an aluminized Kapton 2 µm thick OTR target
has been seated in a titanium conical receptacle with an exposed screen diameter of 7 mm. YAG
screens are placed at 45◦ to the beam trajectory and the observation is perpendicular to them, at
135◦, horizontally. To probe the backward OTR emission using the same observation system, the
OTR target was placed at 67.5◦. In addition, a rectangular opening that is broader than the gap
between YAG screens has been drilled on the holder in order to suppress the scintillating light
reflected from the holder surface (which has been found to blur the image significantly).
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Fig. 3.13 A picture of the manipulator (a) and measurements of the linearity (b), backlash (c)
and readout error (d).

The holder to accommodate the screens is actuated by a four-dimensional (⃗x, y⃗, s⃗ and the
rotation around s⃗-axis) manipulator refurbished from the one used by the Laser Wire (LW)
monitor [199, 200]. The linearity of the manipulator movement has been calibrated using an
additional laser. The calibration curves are presented in Fig. 3.13 (b) and indicate a good linearity.
Besides, the backlash and readout accuracies of the manipulator have been studied and were
found to be around 13.5 µm and less than 0.2 µm, respectively, as shown in Fig. 3.13. To control
the manipulator remotely, an interface has been developed in Python and implanted in the ATF
server.
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The target chamber was designed taking into account the size and moving range of the holder,
the aperture of the conventional beam pipe (φ24 mm) and flexibility for observing the light. The
mechanical drawing of the chamber is represented in Fig. 3.14. Diameters of the section across
the beam pipe and an extended section, between the former and the manipulator, are 22 and 35
mm, respectively. The screen holder is placed in these sections and connected to the actuator.
The scintillation light and OTR are extracted through a fused silica viewport which has been
machined to accept an indium seal to preserve a low vacuum pressure.

Fig. 3.14 The model of the YAG/OTR target chamber.

The observation system is composed of a set of ND filters (10%, 1% and 0.1%) and BP
filters (550±10 nm), an aluminum coated plane mirror, an objective lens and a highly sensitive
(QE∼70%) cooled sCMOS camera (pco.edge 4.2 L) with 6.5 µm square pixels, as sketched in
Fig. 3.12.

Two commercial microscope zoom lenses with focal lengths of 132 mm and 170 mm have
been used to focus the image on the sCMOS sensor. The nominal magnification factor of
the microscope lens is 0.38–4 to allow either full viewing of the screens or high-resolution
observation. The main parameters of the two lenses are listed in Tab. 3.2. The magnification
factor is determined either by recording the position shift of the holder edge at the camera sensor
as a function of the manipulator readout or by comparing the size of the YAG pad imaged on the
sensor with the actual size. Typically, a magnification factor of 2.5–3.0 was used, as shown in
Fig. 3.15.

Table 3.2 Summary of some parameters for the microscope lenses [201]

N/D Magnification WD F number (obj.) F number (img.) NA (obj.)
TS-93006 0.5x–4.0x 132 19.0 – 5.9 9.5 – 24.0 0.026 – 0.084
TS-93022 0.38x–3.0x 170 25.0 – 8.9 9.5 – 26.6 0.020 – 0.056

The sCMOS camera was placed 30 mm above the beam line in order to reduce the background
noise due to synchrotron radiation upstream. The camera was mounted on a movable mechanical
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Fig. 3.15 An example of magnification factor calibration.

support, remotely and automatically controlled with a home-made software. The noise level of
the sCMOS sensor is of great importance and is related to the temperature of the sensor, the
exposure time and the choice of shutter mode. The temperature of the sensor is stabilized at 10
◦C thanks to an accompanying cooling system. The exposure time varies from 1 ms to several
seconds according to specific requirements. The camera has two shutter modes: rolling shutter
mode offering an excellent low-noise performance, and global shutter mode providing a very
short exposure time. The technical data sheet of this camera is presented in Tab. 3.3.

Table 3.3 Parameters of the sCMOS camera [202]

Resolution Pixel size Spectral range Quantum efficiency
2048×2048 6.5 µm×6.5 µm 300–1100 nm >70% (peak)
Readout noise A/D conversion DNR A/D Frame rate
1.3rms e- 0.46 e-/count 16 bit 40 fps

The measured 2D background images are shown in Fig. 3.16. They exhibit non-uniform
distributions, in other words, the noise level varies for each pixel. The rms background noise
level was demonstrated to be less than 1 digital count, in either rolling or global shutter mode
with an exposure time of 10 ms. Evaluation of the background noise as a function of the exposure
time shows only small variations in the measured background level for an exposure time of 10
ms, as shown in Fig. 3.16. From these results, we could conclude that the sCMOS camera has a
low readout noise and sufficient sensitivity for relatively low light intensities.

One may notice that the readout per pixel has a constant offset which has been designed to
ensure a low readout noise. To obtain the absolute count versus the number of photons, this
offset has to be accurately determined and subtracted. One solution is to subtract the offset
and background using a 2D background image taken under the same conditions. However, the
fluctuation of the readout per pixel always exists, even for an average over 20 frames, and it is
not easily possible to identify the offset level for each pixel precisely. On the other hand, we
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Fig. 3.16 Images of the background noise (a, b) and histograms of readout per pixels (c, d) in the
rolling and the global shutter mode, respectively. Mean and standard deviation of the readout as
a function of the exposure time (e, f).
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use a universal readout value, for instance, the mean of readouts over all pixels, to represent the
offset plus the background noise. After such subtraction, the sum of counts over row or column,
e.g., 600 pixels, is typically less than 300 counts (see Fig. 3.17) which implies a residual readout
error/noise of about 0.5 count/pixel.
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Fig. 3.17 Integral of readout over row (a) and column (b) after subtracting the offset and
background. Figures were taken with an interval of one minute.

3.2.3 Estimation of wakefield effects

The wakefields induced by irregular pipes, cavities and target chambers along the ATF2 beam line
have been found to be a severe issue for the ultra-small beam size tuning [203, 204]. Typically,
the wakefield excited by particles, for example, by the head of a bunched beam, will result in
transverse kicks to the following particles and cause orbit distortions and beam size growth
downstream. To quantify the wakefield induced by the YAG/OTR monitor system, detailed
numerical simulations have been performed using CST PS [205] for a beam intensity of 3×109

e/pulse and a bunch length of 7 mm. The target chamber and holder accommodating the different
screens are shown with realistic sizes in Fig. 3.14. The transverse wakefield is characterized
in terms of a transverse wake potential with respect to the bunch displacement acting on a
longitudinal particle distribution [206, 207]. For the sake of simplicity, the wakefield impact at
the IP has been estimated analytically based on linear transfer matrix.

To describe the kick angle, we define the mean wake and the mean square wake, considering
only the dipole component of the wakefield and for a small beam offset at the wakefield
source [204]

aw =
∫

∞

−∞

wp(s)ρ(s)ds/Q

aw2 =
∫

∞

−∞

w2
p(s)ρ(s)ds/Q

(3.13)
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Fig. 3.18 Wake potential functions evaluated by CST PS (a, b), and the resulting orbit and beam
size distortions at the IP (c, d), vertically and horizontally, respectively.

where wp(s) is the wake potential, ρ(s) the longitudinal distribution function and Q the bunch
charge. Then, the kick angle induced on a particle near the bunch center can be obtained as

aθ =
eQ∆y

E
aw

aθ 2 =
e2Q2∆2

y

E2 aw2

(3.14)

where E is the beam energy and ∆y the vertical displacement at the source point. Downstream,
the orbit distortion and beam size increase can be expressed as

∆ȳ = R34
eQ∆y

E
aw

∆σ
2
y = R2

34

(eQ∆y

E

)2
σ

2
w

(3.15)
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where R34 represents the linear transport from the wakefield source to the examination point and
σ2

w = aw2 −a2
w the rms of the wake potential.

Simulations with CTS PS plus the above analytic estimations show that: for a vertical
displacement of 5 mm, the amplitude of the wake potential is less than 0.05 V/pC which can
cause an orbit distortion of 0.9 nm and a growth of the vertical beam size of 0.5 nm at the IP, as
shown in Fig. 3.18 (a, b); for a horizontal offset of 5 mm at the YAG chamber, the amplitude
of the wake potential is smaller than 0.4 V/pC which leads to an orbit distortion of 0.29 µm
and a horizontal beam size dilution of 0.13 µm at the IP, as shown in Fig. 3.18 (c, d). After
implementing the orbit correction scheme, the beam offset at the YAG/OTR monitor is typically
less than 1 mm and influence on the small beam size tuning is thus expected to be negligible.

3.2.4 Efficiencies of photon emission and collection

In addition to the noise level of the sCMOS sensor, the photon emission and the photon collection
(PhC) efficiencies1 of Ce:YAG also contribute to determine the lower limit of the dynamic range.
The photon emission efficiency is a function of the PhY and the energy deposition (in the absence
of scintillation saturation). The PhC efficiency depends also on the configuration of optical
system and transparency of screens and viewport.

The PhY of the ceramic 0.5 mol% Ce:YAG has been presented at the beginning of this section.
The energy deposition has been estimated both analytically, based on a standard stopping power
database, e.g., the ESTAR database [208], and through a Monte Carlo simulation. Considering
the collision stopping power (about 1.95 MeV·cm2/g) and omitting the energy deposition due
to Bremsstrahlung, as shown in Fig. 3.19 (a), the total energy deposition in the YAG screen is
about 0.125 MeV per electron for an effective thickness of 141 µm. Monte Carlo simulation
using the MCNPX code [209] gives a maximum energy deposition of 0.1 MeV per electron for a
beam energy of 1.3 GeV, which is rather close (see Fig. 3.19 (b)). Hence, the photon emission
efficiency of the ceramic Ce:YAG has been further evaluated as about 2000–2500 ph/e using
Eq. (3.5).

For the estimation of the PhC efficiency of Ce:YAG, we first make some assumptions: A)
the scintillation light is mainly concentrated in a range from 500 nm to 600 nm, as shown in
Fig. 3.8 (a); B) the transparency of the ceramic 0.5 mol% Ce:YAG is 80%; C) the transmission
of the scintillation light through the viewport and the optical system is about 85%. Notice that
the refraction of the exiting scintillation light further reduces the PhC efficiency, as shown in
Fig. 3.20. As a consequence, the effective angle aperture for the YAG scintillating light decreases
from 0.112 rad to 0.062 rad for a magnification factor of 3. The scintillation light is spatially
homogeneous, and the PhC efficiency is finally estimated to be about 0.32–0.4 ph/e.

1We define the PhC efficiency as the number of photons collected on the camera sensor per incident electron.
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Fig. 3.19 The stopping power of YAG according to the ESTAR database (a) and the energy
deposition spectrum evaluated with MCNPX (b).

Fig. 3.20 Schematic illustrating the reduction of the observation angle due to refraction when
light exits the YAG. The effective observation angle decreases to θ ′ = arcsin(n1/n2 sinθ) where
n1 = 1 and n2 = 1.82 are the refractive indexes of vacuum and YAG material, respectively.

Using the above assumptions, we have also evaluated the PhC efficiency of the OTR in
the visible-light range to be around 6.3×10−3–7.5×10−3 ph/e. It is much less than the PhC
efficiency of the YAG screen, which implies that the latter is superior for halo diagnostics.

3.2.5 Dynamic range

Our measurements of the beam halo at ATF2 have used only the YAG screens and the estimation
of the dynamic range is dedicated to this case. The lower limit to the dynamic range is related to
the photon collection efficiency of the Ce:YAG monitor, the sensitivity and noise level of the
sCMOS sensor, and the background noise from the environment. Through the above analytical
evaluations, a PhC efficiency of 0.32–0.4 ph/e and a residual rms fluctuation of 0.5 count/pixel
have been obtained. To ensure reliable signal detection, a SNR of more than 3 is required. As a
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result, the minimum reliable readout per pixel is set as 2, which corresponds to a particle density
of 4 electrons over one pixel size on the screen.

On the other hand, the upper limit of the dynamic range is determined by the scintillation
saturation. The physical mechanism of scintillating saturation is very complex and beyond our
consideration. In this dissertation, scintillation saturation is only evaluated analytically and
then examined through experimental measurements. Assuming a transport efficiency β = 1 in
the extreme conditions, the maximum particle density without saturation is determined by the
concentration of Ce ions and can be estimated by

ρe,max =
ρCe3+

βnehEd
(3.16)

where ρCe3+ is the density of the doped Ce ions (Ce3+ for instance), and neh is the density of the
generated e-h pairs. For 0.5 mol% Ce:YAG, a top limit of the "saturation threshold" is about 100
fC/µm2. For a magnification factor of 3, the scintillating process is saturated if the number of
electrons over pixel size exceeds 2.94×106. These estimations indicate a maximum dynamic
range of about 1×106, i.e., from 4 electrons to 2.94 ×106 electrons per pixel size, for the 2D
images. However, the measured saturation level of Ce:YAG scintillator is typically much less
than the theoretical prediction (10–100 fC/µm2) [189, 210–212], and therefore, experimental
determination will be of great importance.

To further increase the dynamic range, the combination of beam core acquired with the OTR
screen and beam halo measured by YAG screens has been proposed. Some critical questions
including the difference between the OTR image and the YAG measurement and how to match
the images from OTR and YAG screens are still under investigation.

3.2.6 Spatial resolution

The spatial resolution of the YAG screen is mainly determined by the optical diffraction limitation,
the finite thickness of the crystal, the pixel size and the saturation effect. The optical diffraction
limitation to the resolution can be characterized by the Point Spread Function (PSF): the source
distribution generated by a single particle and projected by the optical system on the image plane
(see Fig. 3.21). In the case of a relativistic beam, the scintillating light can be treated as an ideal
isotropic point source, and the PSF is

E(r) ∝
4J2

1(krθ0)

(krθ0)2 (3.17)

where J1 is the Bessel function of the first kind, k the wave number, r the transverse coordinate on
the image plane from the center and θ0 the angular acceptance. Furthermore, an approximation
of the resolution from optical diffraction can be obtained through a Gaussian fitting of the PSF



3.2 Design of a high dynamic-range YAG/OTR monitor 91

0 5 10 15 20 25 30
Coordinate [µm]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

In
te

ns
ity

[a
rb

.
un

it]

YAG
OTR

(a)

0 50 100 150 200
Input σx [µm]

50

52

54

56

58

60

σ
y

[µ
m

]

0

50

100

150

200

σ
x

[µ
m

]

(b)

Fig. 3.21 The calculated PSF of the YAG scintillation light and OTR (a), and simulations of the
measured horizontal beam size as a function of actual horizontal beam size (b). Notice that the
fitting of the beam size becomes inaccurate for values smaller than 100 µm.

function [213]
σdiff ≈ 0.61λ/θ0 (3.18)

The resolution associated with the thickness of the scintillator can be approximated by [189]

σ f =
d
n2

tan(θ0/2) (3.19)

where d is the thickness of the scintillator and n2 is the refraction index. Numerical simulations
have suggested an approximation of the finite thickness associated resolution as σ f = 0.3σpx/M,
where σpx is the pixel size and M is the magnification [214]. In the absence of the saturation of
the scintillation light, the resolution of vertical measurements is then

σres,y ≈
√

σ2
diff +σ2

f +σ2
px (3.20)

For a magnification factor of 3, the vertical resolution has been estimated to be about 2.08 µm.
However, the horizontal resolution is further degraded by the overlap of scintillation light emitted
at different depth, because YAG screens are inserted horizontally at 45◦ to the beam trajectory.
Preliminary numerical simulations have been carried out with the following assumptions: a
2D Gaussian beam distribution and a threshold for the saturation of the scintillation light of 16
fC/µm2. For a constant vertical beam size of 50 µm, the measured horizontal beam size appears
larger than it should for values less than 100 µm, as shown in Fig. 3.21 (b).

The resolution of measurements using OTR screen is generally defined as the rms of the PSF,
while it is also limited by the optical system. The OTR PSF has been theoretically estimated
as [213, 214]

E(r) =
(1− J0(rθ0/λ )

rθ0/λ

)2
(3.21)
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and, the approximated diffraction limited resolution is further expressed as

σdiff ≈ 2.1λ/θ0 (3.22)

The resolution for the OTR measurements in this dissertation is evaluated in the range from 5.38
µm to 8.38 µm using Eq. (3.20) and for the most commonly used observation systems. Here, we
take into account the light in the 450–700 nm range with respect to the QE of the sCMOS sensor.

Preliminary analytical estimations indicate that the resolution of the YAG/OTR monitor is
less than 10 µm and is sufficient to measure a beam size of (σy, σx) ∼ (>30 µm, 100 µm).
In practice, the optical chromaticity and aberration, imperfect focusing and misalignment of
the observation system may also degrade the resolution. Also, measurements of the micron
size beam using YAG screens may also suffer from saturation effects, such that the practical
resolution has to be demonstrated experimentally.

3.3 Performance studies of the YAG/OTR monitor with beam

3.3.1 Efficiencies of photon emission and collection

To study the PhC efficiency and saturation threshold of the 0.5 mol% Ce:YAG, the number of
collected photons as a function of the transverse beam size has been measured. The standard
PhC efficiency and PhY could be quantified when beam sizes are large, and the saturation
threshold could be extrapolated from the maximum particle density when the photon collection
begins to decrease for the case of a smaller beam size. This method can avoid both the lengthy
tuning involved in working with high intensity beams and the uncertainty of the beam intensity
measurements in the lower range (< 1×109 e/pulse).
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Fig. 3.22 Vertical and horizontal beam sizes (a) and the number of collected photons (b) as a
function of the QD20 current.
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With a beam intensity of 3×109 e/pulse, we adjusted beam sizes at the YAG/OTR monitor
using a quadrupole (QD20) upstream, as shown in Fig. 3.22 (a). The flux of YAG scintillation
tends to be constant when beam sizes are large enough and the measurement is free of saturation,
as shown in Fig. 3.22 (b). A maximum number of photons of about 1.2 ×109, corresponding to
a PhC efficiency of 0.37–0.4 ph/e, can be clearly seen from the results. Taking into account the
reduction of the observation angle and losses of light inside the YAG screen and optical lenses,
the photon emission efficiency of the YAG screen was estimated to be about 2300-2500 ph/e,
which is consistent with the predictions.

Besides, one may see that the photon collection significantly decreases when focusing the
beam down to 40 µm vertically. The maximum charge density can approximate the threshold of
scintillating saturation at the transition to saturation (for a QD20 current of 5 A or 75 A). In this
way, a lower limit of the saturation threshold is found to be 16 fC/µm2.

The PhC efficiency of OTR is sensitive to the angle between the observation and backward
emission, as shown in Fig. 3.23 (a). Therefore, the OTR screen has been cautiously adjusted to
maximize the number of photons on the sensor, before performing beam observations. Measure-
ments have been carried out for varying beam intensities. The results indicate a PhC efficiency
of about 8×10−3 ph/e in the 450–700 nm region which is slightly larger than the analytical
predictions, as shown in Fig. 3.23 (b). What’s more, a linear response to the number of incident
electrons has been clearly observed.
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Fig. 3.23 Dependence of the PhC on the rotation angle of the OTR target (a) and the beam
intensity (b, the rotation angle is 12.5◦).

3.3.2 Dynamic range

Rather than the foreseen combination of measured profiles from the YAG and OTR screens,
which is rather complicated, we have demonstrated the feasibility of solely using the YAG
screens with a satisfactory dynamic range and without saturation. After subtracting the offset
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and background noise, the lower limit of the dynamic range has been estimated to be 4 electrons
per pixel size on the YAG screen. The upper limit is determined by the saturation level of
Ce:YAG, which has been measured as 16 fC/µm2. Assuming a magnification factor of 2.5, the
effective particle density on the YAG screen is 4–4.8×105 e in a 2.6×2.6 µm2 area. These 2D
distributions, measured by the profile scanning vertically and horizontally, exhibit a maximum
pixel readout of about 2×105 (corresponding to ∼ 4×105 e), implying a dynamic range of about
1×105, as shown in Fig. 3.24. Such a wide DNR is in a good agreement with the prediction and
satisfies the requirements for beam halo diagnostics.
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Fig. 3.24 2D beam profiles measured through vertical (a) and horizontal (b) scanning. The
maximum readout per pixel is above 1×105 without saturation.

3.3.3 Spatial Resolution

To characterize the resolution of the YAG/OTR monitor, we first matched the ATF2 optics to the
10β ∗

x 1β ∗
y at the IP, and corrected the vertical dispersion and xy coupling using the corresponding

knobs in the extraction line. Since the vertical beam size can be reduced to several microns at the
location of the YAG/OTR monitor, the corresponding resolution could be demonstrated directly
by focusing the beam vertically.

Due to the different horizontal tilts of the OTR target and YAG screen, the observation system
should be carefully adapted immediately after switching screens. If not, the measured beam size
will be enlarged, especially for OTR measurements, as shown in Fig. 3.25.

The minimum vertical beam size has been found to be around 9.3 µm using the YAG screen,
including either a 10% ND filter or the 550±10 nm BP filter, as shown in Fig. 3.26 (a, b).
However, the minimum vertical beam size measured by the OTR screen is about 10.2 µm with
the 550±10 nm BP filter to suppress the optical chromaticity and aberration of the observation
lenses, as shown in Fig. 3.26 (c, d). The discrepancy of beam sizes measured by the two screens
might be due to the optical diffraction and optical aberrations.
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Fig. 3.25 Evolution of beam sizes for OTR measurements due to the blurring effect caused by a
change of the optical path (a) and horizontal translation of the holder (b).

By comparing measurements with the OTR and YAG screens, the influence of scintillation
saturation on the horizontal beam size measurement can also be observed (see Fig. 3.26 (d)).
Increasing the current of QD20 magnet from 35 A to 70 A, horizontal beam sizes measured
by YAG screen are significantly larger than that given by OTR screen. Meanwhile, similar
vertical beam sizes of less than 25 µm have been obtained using two screens. It is apparent that
the scintillating process is saturated in the beam core region for such small beam sizes. The
difference between observations using YAG and OTR screens is maximum when the vertical
beam size reduces to the minimum value. The influence of scintillation saturation becomes
insignificant when the vertical beam size is increased to more than 30 µm with the horizontal
beam size remaining above 150 µm. One may see that the scintillation saturation also enlarges
the observed vertical beam size and therefore the actual smallest beam size might be less than
9.3 µm. From these measurements, we conclude that the resolution of the YAG/OTR monitor is
below ten microns, which accomplishes our design goals.

3.4 Halo diagnostics using the YAG/OTR monitor

The dynamic range and the resolution of the YAG/OTR monitor have been demonstrated to be
more than 1×105 for 2D images and less than 10 µm, respectively. Thanks to such excellent
performances, the YAG/OTR monitor is not only appropriate for beam halo diagnostics but also
suitable for fast observations of the transverse beam profile (core) as well as for the dark current.

To reduce the systematic errors, a multi-frame imaging scheme has been implemented,
requiring however excellent stability of both the beam position and beam size at the YAG/OTR
monitor. For large beam sizes, the beam position and size have been recorded by capturing the
beam profile images over 100 shots. Measurements indicate that the standard deviation of the
beam position and core beam size fluctuations are less than 10% and 2% of the core beam size,
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Fig. 3.26 Vertical and horizontal beam sizes as a function of the QD20 current measured by the
YAG (a, b) and OTR (c, d) screens.

respectively, as shown in Fig. 3.27. Moreover, quality cuts were applied removing images with
unreasonably large deviation from the expectation, e.g., a sudden drop of intensity or a large
jitter.

Considering the layout of four YAG pads (top, bottom, left and right, see Fig. 3.12), measure-
ments of the vertical or horizontal beam distributions (halo) have been performed in the following
manner. In the vertical plane, for instance, the holder is first adjusted to get clear images of
bottom halo particles using the bottom YAG pad. In this case, the intensity of scintillation
light is weak and the blooming effect from the brilliant core region is eliminated. However, the
distribution near the edge of the YAG pad is found to be strongly distorted due to the reflection
on the imperfect/unpolished edge. Therefore, a "boundary" is defined about 50–100 µm below
the edge (the largest slope of the horizontally projected profile), and only the part below this
"boundary" is taken as an effective slice of the whole beam profile. Then, the bottom YAG pad
is moved up with a small step to obtain images of more halo particles. A new "boundary" is
determined following the above criteria, and the part below the new "boundary" and above the
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Fig. 3.27 Beam position (a) and beam size (b) shot by shot fluctuations at the YAG/OTR monitor.

last "boundary" is then recorded and combined with previous slices. Such scanning is repeated
until entering the core region and then one moves to the top YAG pad to acquire the upper
half of the beam profile. The 10% and 1% ND filters are inserted when the intensity of the
scintillation light is high (near/in the core region). Finally, the whole beam profile is assembled
by combining all the sliced images with respect to the attenuations, as shown in Fig. 3.28.
Applying such a horizontal/vertical scanning method, the dynamic range of the reconstructed
2D beam distribution reaches 1×105. However, measurements with such vertical scanning only
properly reconstruct the vertical halo because the horizontal halo parts are no longer reliable
when merging slices with different attenuation.

After subtracting the constant offset and background noise, 2D beam distributions are
projected to the vertical or horizontal plane and then compared with theoretical predictions. Ex-
amples of the vertical and horizontal distributions are presented in Fig. 3.29. The 1D distribution
was integrated over about 700 pixels, and therefore the residual noise level is about 300–400
counts (about 0.5 count/pixel). As can be seen, the effective dynamic range for 1D distributions
is also about 1×105.

In addition, it is interesting to highlight the observation of dark current using the YAG screen
thanks to its excellent PhY ability. Interrupting the beam operation by blocking the drive laser in
the photo-cathode RF gun, a low-intensity image can be clearly observed on the YAG screen with
a repetition rate of 3.12 Hz, as shown in Fig. 3.30. Considering the measured PhY and photon
collection efficiency, the intensity of the dark current in the extraction line could be estimated as
77 fC, i.e., 4.8×105 electrons. Such a low-intensity bunch experiences the common acceleration,
storage and extraction as an ordinary beam. As a result, evaluations of natural emittances and
the energy spread from distributions of dark current could be foreseen in the near future.
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Fig. 3.28 Illustration of 2D beam profile reconstruction from sliced YAG images.
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Fig. 3.29 Vertical (a) and horizontal (b) profiles measured with the YAG screen.
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Fig. 3.30 The dark current image captured by the YAG screen.





Chapter 4

Measurements of beam halo at ATF

4.1 Beam halo from beam gas scattering

4.1.1 Halo distribution and its vacuum dependence

To probe the predictions of beam halo in the presence of elastic BGS, measurements have been
carried out using both the DS detector and the YAG/OTR monitor. Beam intensity was stabilized
at 3×109 e/pulse in order to reduce beam tuning time and influence of other effects related to
beam intensity. The average vacuum pressure in the ring is calculated based on readouts of Cold
Cathode Gauges (CCGs) and taking into account the distance between adjacent CCGs [215]. The
vacuum pressure is about 2×10−7 Pa and can be increased to 1×10−6–2×10−6 Pa by switching
off Sputter Ion Pumps (SIPs), as shown in Fig. 4.1. The vertical emittance of the beam in the
ring is around 12 pm by applying the standard tuning techniques [153].

10
-7

10
-6

10
-5

 0  5  10  15  20  25  30  35

R
e
a
d
o
u
t 
o
f 
C

C
G

 [
P

a
]

Serial number of CCG

2e-7 Pa

6e-7 Pa

1.2e-7 Pa

Fig. 4.1 Readouts of CCGs distributed around ATF damping ring for the gas pressures of 2×10−7

Pa, 6×10−7 Pa and 1.2×10−6 Pa.

Measurements using the diamond sensor (DS) detector were typically in the 10β ∗
x 1β ∗

y optics
for the ATF2 beam line. Before performing the measurement (scanning), the alignment of the
DS strips with respect to the beam in the perpencular direction has to be executed [54]. This
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process was achieved by moving QD0 or QF1 magnets transversely. To reconstruct the measured
beam profiles, both the vertical and the horizontal beam sizes were measured in advance using
the Wire Scanner (WS) located just after the IP.

Diagnostics using the YAG screens require a low particle density on the screen in order
to avoid the scintillation saturation. Comparing with the DS scanner, the xy coupling at the
YAG/OTR monitor can be corrected using QK1–QK4 skew quadrupoles and confirmed by the
2D images on screens.

As can seen in Fig. 4.2, vertical beam halo distributions measured by the DS detector after
implementing the rescaling correction described in Chap. 3 and by the YAG/OTR monitor are
in good agreement with the numerical predictions presented in Chap. 2, for different vacuum
pressures in the damping ring. Moreover, the increase of the vertical halo for degraded vacuum
pressures is clearly observed. This good agreement between simulations and measurements
together with the clear pressure dependence indicates that the dominant mechanism for vertical
halo formation is the elastic BGS process.
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Fig. 4.2 Vertical beam profiles measured by the DS detector (a) and the YAG/OTR monitor (b).
The measurements were performed on different days but the beam conditions were similar. Even
though the DS measurement is up to ±20σy we reject data beyond ±10σy because of the narrow
aperture (∼15σy) of the beam pipe in the huge bending magnet behind the IP.

Horizontal beam profiles measured by the DS detector and YAG/OTR monitor suggest a
higher halo level than predicted from the BGS process. This is shown in Fig. 4.3. Asymmetrical
distributions are also observed with more halo particles on the right side (high-energy side).
In addition, the vacuum dependence of the horizontal halo was found to be insignificant. The
horizontal dispersion at the YAG/OTR monitor can be well corrected but that at the DS detector
is always large (around 1 m) due to the large horizontal bending magnet upstream. A potential
non-Gaussian momentum distribution may mix with the horizontal betatron distribution and
complicate the horizontal halo measurement using the DS detector. These measurements indicate
that the elastic BGS does not dominate the horizontal halo and that other processes must play
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more important roles. They stimulate further experimental investigations of the asymmetry of
the horizontal distribution and of a potential momentum tail from Touschek scattering.
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Fig. 4.3 Horizontal beam profiles measured by the DS detector (a) and the YAG/OTR monitor
(b). For a reasonable SNR, measurements were typically restricted within ±10σx.

4.1.2 Vertical emittance growth

In addition to the generation of beam halo, vertical emittance growth was also expected according
to the numerical investigations. Presently, there are two devices to measure the vertical emittances:
the X-ray Synchrotron Radiation (XSR) beam profile monitor [216] in the damping ring and the
multi-OTR system in the ATF2 beam line [79]. The emittance growth in the extraction kicker
region may complicate the measurements, and therefore only the XSR monitor was used in our
experiments [217].

The XSR monitor receives the X-ray light radiated by the electron beam passing a bending
magnet (BH1R.27) located at the exit of the western arc section. The bending radius is 5.4 m
for a beam energy of 1.3 GeV, and the critical energy of the SR light is 0.816 keV. The XSR
monitor contains a monochromator, two Fresnel Zone Plates (FZPs) and an X-ray 16-bit CCD
camera, as shown in Fig. 4.4. The SR light is monochromatized to a photon energy of 3.225 keV
(0.38 nm), and the beam image is magnified by a factor of 20 using the FZPs [218] before being
collected on the CCD sensor (HAMAMATSU C4742-98-KWD). The spatial resolution of the
XSR monitor has been demonstrated to be less than 1 µm which is sufficient to measure a vertical
emittance around 8.6 pm with a rms deviation around 10%. A software has been developed for
data acquisition and image display in real time, as shown in Fig. 4.4 (a). The vertical emittance is
determined using the defining expression, εy = σ2

y /βy, where βy is the β -function at the source
point of the radiation, extrapolated from a fitting of β -functions at five quadrupoles around the
XSR monitor, as shown in Fig. 4.4 (b). The β -functions at the quadrupoles are obtained from the
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Fig. 4.4 Schematic of the XSR monitor (a), an example of XSR image (b) and the fitting of the
β -function near the source point (c). Figure (a) is taken from Ref. [216].

respective strength dependencies of the betatron tune, using a script implemented in the ATF
server (see Fig. 4.4 (c)).

To probe the numerical predictions of vertical emittance growth, measurements have been
carried out for vacuum pressures ranging from 2.5×10−7 Pa to 1.75×10−6 Pa. The measured
vertical emittance increases from 12.6±0.5 pm to 16.0±1.0 pm, which is higher than the
simulation result, see Fig. 4.5 (a). This difference might be caused by the uncertainty in the
vacuum pressure measurement, systematic errors in the XSR monitor or some other physical
process contributing to emittance growth [219]. After resetting the SIPs, the vertical beam size
monitored by the XSR reduced from 7.02 µm to 6.2 µm while the vacuum pressure decreased
from 1.75×10−6 Pa to 2.5×10−7 Pa. Agreement between simulations and measurements
indicates that, for typical vacuum pressures in the ATF damping ring, halo formation and
emittance growth due to BGS are both measurable and significant. These aspects should be taken
into account in the design of future low-emittance storage rings.
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Fig. 4.5 Vertical emittance growth as a function of the average vacuum pressure (a) and the time
evolution of the vertical beam size measured by the XSR when all the SIPs were reset at t=0 (b).
The green band showing the simulation results represents a ±10% uncertainty in the vertical
natural emittance.

Although the vertical beam halo has been demonstrated to be driven by the BGS process, the
physical origin of the horizontal halo and the possible impact of a non-Gaussian momentum tail
are still open questions.

As part of our investigation of potential sources for the horizontal beam halo, we have also
estimated the possible enhancement and distortion of the horizontal halo in the ATF2 beam line.

4.2 Enhancements of beam halo along ATF2

ATF2’s nominal optics is dedicated to the nanometer-scale beam size at the virtual IP, based
on the local chromaticity correction scheme. The horizontal halo distributions at the Post-IP
locations can on occasion be affected by the imperfections and errors in the presence of the
chromaticity and aberrations, the extraction kicker field and secondary particles generated in the
FF section. These effects might induce significant horizontal beam halo or have influence on the
performance of diagnostics, and should be carefully evaluated.

4.2.1 Optical aberration

Residual chromaticity and aberration in the FF section could in principle induce extra beam halo
at the DS. In the 10β ∗

x 1β ∗
y optics, the propagation of particle distribution including tails from

BGS indicates that there are more particles on the right side in the horizontal distribution, with
very large amplitudes of betatron oscillation (see plot (a) in Fig. 4.6), if the physical aperture is
not considered. However, once the aperture is considered, these particles are stopped in the large
βy and large ηx regions, i.e., around QM12–QD10 and BDUMP, see plot (b) of Fig. 4.6. In this
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study, the distribution in the longitudinal phase-space was assumed to be Gaussian. The strengths
of sextupoles in the FF were set to the realistic values representative of the beam operation.
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Fig. 4.6 Simulated horizontal profile at the DS detector with/without physical aperture (a) and
the corresponding loss map (b). Beam profiles are obtained by tracking particles, exported from
the BGS simulations described in Sec. 2.4.3, to the DS detector in the 10β ∗

x 1β ∗
y optics.

To understand the asymmetry of the horizontal profile at the Post-IP, we first propagate
particles in the 10β ∗

x 100β ∗
y optics in which case the vertical β -function, chromaticity and

aberration in the FF section are small. As a consequence, beam loss along ATF2 is reduced by
around 60% in the 100β ∗

y optics (see Fig. 4.6 (b)) but the horizontal halo in the Post-IP seems
changeless, as shown in Fig. 4.7 (a). These results may indicate the enhanced horizontal halo
is from the upstream and not due to the chromaticity in the FF section. Concerning the initial
distribution of the lost particles, we found that the vertical betatron actions of these particles are
much larger than the those defining the vertical emittance, as can be seen in Fig. 4.7 (b). The
particle with a large vertical betatron action presumably get lost in the high βy region, which is
consistent with the estimated loss map.

In the 10β ∗
x 1β ∗

y optics, particles with large vertical action might survive thanks to an orbit
distortion in the FF section. Rather than the complex simulations with a realistic optics and orbit,
we performed and compared experimental measurements in 10β ∗

x 1β ∗
y and 10β ∗

x 100β ∗
y optics.

Horizontal profiles measured by the DS detector are shown in Fig. 4.8. They imply that the
distribution in the 100β ∗

y optics has a higher halo level than that in the 1β ∗
y optics. This difference

further verifies the above prediction: the influence from the chromaticity and aberration in the
FF section is small, while the higher horizontal halo level with 100β ∗

y optics might be due to a
combination of survived particles with large amplitudes in the action-angle phase space, more
incident particles on the DS strip for a smaller vertical beam size or the impact of a potential
momentum tail.

The chromaticity and aberration in the FF section does not affect the beam at the YAG/OTR
monitor. However, the optical aberration from the upstream extraction section may cause some
distortion. Since the optical aberrations depend on the phase advance between the possible
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Fig. 4.7 Horizontal profiles in the 10β ∗
x 1β ∗

y and 10β ∗
x 100β ∗

y optics (a) and a histogram of the
vertical betatron action of the lost particles (b).
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Fig. 4.8 Horizontal distributions measured by two broad DS strips in the 10β ∗
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y and
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x 100β ∗
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sources and the diagnostic point, measurements of the horizontal distribution with different
strengths of QF21 quadrupole have been carried out. The halo part was found to be not very
sensitive to the strength of QF21, but behaviors of the left and right halos were not the same, as
shown in Fig. 4.9. The observed asymmetry and the slight overall enhancement may be due to
optical aberrations in the extraction section .
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Fig. 4.9 Beam images for the QF21 currents of 20 A, 40 A and 60 A (a–c) and their projections
on the horizontal plane (d).

4.2.2 Secondary emission

Not only the particles with large vertical action can result in extra horizontal halo at the DS
detector, but also secondary particles generated in the FF section. To investigate this possibility,
measurements with a reduced beam loss at the BDUMP controlled by a vertical collimator
located in the large βy region have been carried out.

This vertical collimator has been developed for a purpose of mitigating the undesired back-
ground in the Shintake monitor [85, 220] for the nanometer beam size measurement at the IP.
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Fig. 4.10 Vertical beam profiles measured by the DS detector for collimator apertures of 12 mm
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The collimator was placed between QM11 and QD10 magnets where the βy is large (≈7000 m)
and has been confirmed to be effective to collimate the vertical halo (see Fig. 4.10) and reduce
the background at the Post-IP [221]. For two different half apertures of the vertical collimator,
12 mm and 3 mm, the horizontal halo was measured using the DS detector on March 11, 2016
and June 23, 2017. As shown in Fig. 4.11, the earlier measurements indicate a slight decrease of
the horizontal halo when the collimator was closed, however the more recent measurements do
not reproduce such a reduction, making it hard to draw very strong conclusions on the role of
secondary particles to explain the observed horizontal tails.
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Fig. 4.11 Horizontal beam profiles obtained by the DS detector when the collimator was opened
and closed to 3 mm. (a): measurements performed on March 11, 2016; (b): data acquired on
June 23, 2017. The latter is without the rescaling correction.

Further simulations would be needed to fully understand the potential contribution of sec-
ondary particle emission in the FF section to the horizontal halo distribution at the Post-IP.
Avoiding the possible perturbation from beam loss in the FF section was one of the motiva-
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tions for developing and installing the new YAG/OTR monitor in front of the matching section
(QM16–QM11).

4.2.3 Imperfect Extraction

In the extraction section, the electron beam is deflected by around 4.6 mrad using a pulsed kicker
magnet and then arrives in three septum magnets where it is again bent successively by 28, 75
and 235 mrad [36, 222]. Before entering the septum magnets, the kicked beam passes through
two quadrupoles, QM6 and QM7, with a horizontal orbit displacement of 8 mm and 22.5 mm,
respectively, as shown in Fig. 4.12. Notably, at QM7 magnet, the beam orbit is very close to the
magnet bore, and the higher order component might be significant.

Fig. 4.12 Beam orbit in the extraction kicker region

To prevent the possible emittance growth due to the coupling from the sextupole component
of the field near the magnet bore of QM7, the old QM7 magnet has been replaced by a magnet
named TOKIN 3581, which has a large bore aperture. Simulations and measurements suggest
that the sextupole component of the TOKIN 3581 is small, i.e., K2L = 1 m−2 [77, 223], for a
nominal off-center orbit. Concerning the possible errors of the magnetic field, the horizontal
distributions at the YAG/OTR monitor and the DS detector seem insensitive to the orbit distortion
at QM7 (see Fig. 4.13).

However, the quadrupole and sextupole components of the extraction kicker pulsed magnet
are not negligible [77], e.g., a sextupole component of K2L = −15.3 m−2 which can induce
vertical emittance growth and perhaps generate additional beam halo. To check this point,
particles were propagated through the extraction kicker magnet with a horizontal orbit offset
and to the diagnostic points. In the 10β ∗

x 1β ∗
y optics, beam profiles at the YAG/OTR monitor

were found to be insensitive to the horizontal orbit displacements at the extraction kicker while
distributions at the DS detector are enlarged for a large horizontal orbit displacement, as shown
in Fig. 4.14.
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Fig. 4.13 Simulated horizontal profiles at the YAG/OTR monitor (a) and the DS detector (b) with
respect to the K2 component of QM7.
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Fig. 4.14 Horizontal beam profiles at the YAG/OTR monitor (a) and the DS detector (b) as a
function of the horizontal displacement at the kicker pulsed magnet.
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Fig. 4.15 Shape of the extraction kicker pulse (a) and the corresponding horizontal beam profiles
at the YAG/OTR monitor (b). The red circles indicate the moment of beam extraction.

To ensure an efficient beam extraction, the strength of the kicker pulse magnet has to be
stabilized around the designed value. Beam orbit displacement at the extraction kicker was
typically corrected (∆x < 1 mm). To illustrate the influence from the extraction kicker, horizontal
beam distributions for different kicker timings have been measured using the YAG/OTR monitor.
In this process, the change of kicker field strength is small to guarantee an efficient beam
extraction, as shown in Fig. 4.15 (a). Beam halo for the different extraction timings are seen at a
similar level, but asymmetric profiles were sometimes observed, as shown in Fig. 4.15 (b). These
results indicate that the higher order components of the kicker magnet may also play a role in
enhancing the horizontal halo and generating asymmetric horizontal distributions.

4.3 Momentum tail measurements

For an efficient diagnostic of the momentum distribution (energy spectrum), the optical dispersion
at the diagnostic point has to be enlarged to dominate horizontal or vertical distribution. To
characterize the resolution of the momentum visualization, a minimum distinguishable energy
spread can be defined as [142]

δm,sep = 2
√

εx,yβx,y/ηx,y (4.1)

which indicates that the energy resolution can be improved by minimizing
√

β/η . This can
be realized through rematching the optics of the extraction line. Actually, since the vertical
emittance is around 1% of the horizontal emittance, measurements in the vertical plane are easier.
Thanks to the two skew quadrupoles (QS1X and QS2X) in the inflector, a method to manipulate
the vertical dispersion while preserving a small β -function at the diagnostic point has been
proposed. With an enlarged vertical dispersion at the location of the YAG/OTR monitor, it has
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been possible to isolate and measure the tails of the momentum distribution, and uncover the
interplay between momentum tail and Touschek scattering.

4.3.1 Experimental design

In the design of the ATF2 beam line, the vertical dispersion in the extraction line is zero. A
feasible way to generate a considerable vertical dispersion at the location of the diagnostic, i.e.,
the YAG/OTR monitor, has to be established. A brute force method would consist in generating
the dispersion using a bending magnet, requiring presumably an extra beam line dedicated to
energy spectrum measurements. It is however not feasible at ATF.

Fig. 4.16 Optical functions in the inflector. The red dashed lines indicate the locations of the
QS1X and QS2X. Taken from Ref. [77].

In the inflector, the optics has been designed to be symmetric about its midpoint with the
maximum horizontal dispersion around QF1X and QF6X but of opposite sign. Near these two
quadrupoles, two skew quadrupoles (QS1X and QS2X) are placed with ∆ux = 2π and ∆uy = π ,
as shown in Fig. 4.16. This pair of skew quadrupoles can work in the ∑-knob mode and the
∆-knob mode, for dispersion correction and xy coupling correction, respectively. In principle,
the ∆-knob can also be used to generate the pure vertical dispersion with only very small residual
xy coupling. In reality, the actual optics implemented in the inflector departs somewhat from
the ideal design. Hence the ∑-knob might also induce undesired xy coupling and some further
optimization is required. Assuming a zero vertical dispersion at the entrance of QS1X, the
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propagation of a dispersion vector from QS1X to the entrance of QS2X is governed by1

η⃗2a = M ·R1X · η⃗1a + η⃗∆ (4.2)

with

R1X =




1 l 0 0
0 1 −1/ f1 0
0 0 1 l

−1/ f1 0 0 1


 (4.3)

where η⃗=(ηx, η ′
x, ηy, η ′

y)T , η⃗1a and η⃗2a dispersion functions at the entrance of QS1X and QS2X,
respectively, M the 4×4 transfer matrix from the exit of QS1X to the entrance of QS2X, R1X

the transfer matrix of QS1X, η⃗∆ the particular solution, f1 the focal length of QS1X and l the
thickness of QS1X and QS2X. From QS1X to QS2X, η⃗∆ is in the form of

η⃗∆ = (d,d′,0,0)T (4.4)

where d and d′ are because of the horizontal bending magnets between two skew quadrupoles.
Assuming the difference of the horizontal dispersions at QS1X and QS2X is small, we obtain

η⃗2a =




−ηx0

η ′
x,QS2X

−M34ηx0/ f1

−M44ηx0/ f1




(4.5)

where ηx0 is the horizontal dispersion at the entrance of QS1X, ηx0 ≈ ηx,max. Then, the vertical
dispersion downstream of QS2X is given by

η⃗s2 = N ·R2X · η⃗2a (4.6)

where N represents the 4×4 transfer matrix from the exit of QS2X to a point s2 downstream,
R2X the transfer matrix of QS2X, which can be expressed as

R2X =




1 l 0 0
0 1 −1/ f2 0
0 0 1 l

−1/ f2 0 0 1


 (4.7)

1To be simple, the transformation of the dispersion function has been reduced to 4 dimensions. Meanwhile, the
particular solution is represented by η⃗∆.
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where f2 is the focal length of QS2X. The vertical dispersion function at s2 can be written as

η⃗y,s2 = ηx0

(
−M34N33

f1
+ N34

f2
− M44(lN33+N34)

f1
−M34N43

f1
+ N44

f2
− M44(lN43+N44)

f1

)
(4.8)

In the thin-lens approximation with l → 0, we obtain

η⃗y,s2 = ηx0

(
M34N33

f1
− N34

f2
− M44N34

f1
−M34N43

f1
− N44

f2
− M44N44

f1

)
(4.9)

The transformation of the coordinates (x, x′, y, y′)T from the entrance of QS1X to s2 can be
expressed as

X⃗s2 = N ·R2X ·M ·R1X · X⃗0 (4.10)

where X⃗0 and X⃗s2 represent the coordinates in the transverse phase space at the entrance of QS1X
and s2, respectively. The change of the vertical coordinate at s2 due to QS1X and QS2X is

∆ys2 =−M12N34

f2
x′0 −

(M11N34

f2
+

M34N33 +M44N34

f1

)
x0 +

M12N34

f1 f2
y0 (4.11)

Typically the skew quadrupoles are weak, i.e., f1 f2 → ∞, the above expression can thus be
simplified as

∆ys2 =−M12N34

f2
x′0 −

(M11N34

f2
+

M34N33 +M44N34

f1

)
x0 (4.12)

Assuming the phase advance between QS1X and QS2X satisfies ∆ux = 2π and ∆uy = π , M12 =

M34 = 0 and M11 = −M44 = 1, Eq. (4.9) exhibits the mathematical expression associating to
the ∑-knob. However, the above assumptions are only a rough approximation. A ratio κQS

between the strengths of QS1X and QS2X was introduced as a fudge factor to accommodate the
actual optics. To generate considerable vertical dispersion with the minimum xy coupling, κQS is
defined by the ratio between the enlargements of the vertical beam size at s2 when separately
driving QS1X and QS2X. For the actual optics of ATF2, κQS was found to be around 1:0.7. It
was shown that using this ratio can introduce a pseudo-pure vertical dispersion and preserve a
small residual xy coupling, as shown in Fig. 4.17 (a). The vertical dispersion at the YAG/OTR
monitor can be increased to around 300 mm with this method, corresponding to the maximum
QS1X/QS2X current of 5 A, as shown in Fig. 4.17 (b).

The dependence of the minimum distinguishable energy deviation on the vertical dispersion
for different values of βy, 5 m, 20 m and 50 m, at the diagnostic point, is illustrated in Fig. 4.18 (a).
For a vertical dispersion above 160 mm, δm,sep is not larger than 3×10−4 which is sufficient
for the momentum spectrum measurements. The potential residual impact of the betatron xy
coupling (from x⃗ to y⃗) was evaluated by computing its maximum fractional contribution to the
vertical offset for varying vertical dispersions. For particles with initial horizontal actions of
400εx, the change of the vertical coordinate at the YAG/OTR monitor is less than 0.6σy,s2 , as
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Fig. 4.17 Comparison of the vertical betatron beam sizes at the YAG/OTR monitor when adjusting
the vertical dispersion using only QS1X and QS2X, and both QS1X and QS2X with a ratio of
1:0.7 (a). The increase of the vertical dispersion at the YAG/OTR monitor for the available QS1X
current (b), when QS2X is set simultaneously in a ratio of 1:0.7.

shown in Fig. 4.18 (b). This result implies that the accompanying xy coupling is small compared
to the total rms beam height.

In the extraction line, the residual vertical dispersion is typically non-zero due to the misalign-
ment of magnets and mismatch of the dispersion transfered from the damping ring. Therefore,
QS1X and QS2X are typically used in ∑-knob mode during regular operation, i.e., the strength of
QS1X/QS2X is not zero when ηy ≈ 0 in the extraction line. To establish a considerable vertical
dispersion, the strengths of QS1X and QS2X were decreased with a ratio of 1:0.7 and same
polarity. The vertical dispersion at the YAG/OTR monitor could be increased to around 200 mm
while keeping the vertical β function and xy coupling as small, as shown in Fig. 4.19. Dispersion
at the YAG/OTR monitor is approximated by that at a BPM 30 cm downstream. Measurement of
dispersion is done by recording the trajectory change in the BPMs for different beam energies
(changing the frequency of the RF cavity in the damping ring). An example of the dispersion
function along the whole beam line is shown in Fig. 4.20 where the propagation of dispersion is
accomplished in the Flight Simulator software [224].

4.3.2 Experimental results

Thanks to the YAG/OTR monitor, vertical profiles can be easily recorded during the adjustment
of the vertical dispersion. Although the large vertical dispersion has been shown to dominate the
vertical beam size in simulation, the influence of the vertical betatron distribution could not be
entirely excluded. Vertical profiles resulting from a mix of betatron and momentum amplitudes
like that in Fig. 4.21 (a) can not be compared directly. However, since the vertical betatron
halo has been proved to be driven by BGS process in the damping ring, the vertical profile in
the presence of BGS can be accurately predicted at the diagnostic point with a realistic optics.
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Fig. 4.18 The minimum distinguishable momentum deviation as a function of the vertical
dispersion for three vertical β -function values (a) and the fraction of the vertical displacement
resulting from xy coupling (b) at the YAG/OTR monitor.

Particles generated in the presence of radiation damping, quantum excitation and BGS were used
as input at the entrance of ATF2. For a large vertical dispersion at the YAG/OTR monitor, e.g.,
200 mm, the vertical distribution from tracking is then compared with the measured profiles, as
presented in Fig. 4.21 (b). One may see that the measured distribution has a higher tail level than
the simulation by a factor around 4.

To confirm the negligible impact of the vertical betatron halo, complementary measurements
have been performed. Since the vertical betatron halo is related to the vacuum pressure in the
damping ring, the vacuum dependence of the vertical profiles with different magnitudes of the
vertical dispersion can help to separate the influence of the betatron halo. Increasing the vertical
dispersion at the diagnostic point from 50 mm to 200, the vacuum dependence becomes weak and
insignificant, as shown in Fig. 4.22. Measurements indicate that it is the momentum distribution
but not the vertical betatron distribution that determines the vertical profile for ηy,YAG ≈ 200
mm. Moreover, the insignificant vacuum dependence of the "vertical" profiles measured with a
large vertical dispersion is also consistent with the fact that the conjectured momentum tail is not
related to the BGS process in the damping ring. Notice that there is no obvious beam tilting or
rotation when adjusting the vertical dispersion using QS1X/QS2X skew quadrupoles. Through
the comparison of the "vertical" profiles predicted by tracking and measured by the YAG/OTR
monitor, and the vacuum dependence for several vertical dispersion values, we could conclude
that the "vertical" profile with a vertical dispersion of 200 mm offers a good representation of
the momentum distribution.

Concerning the beam profiles shown in Fig. 4.22, the dependence of the "vertical" profile
on the vertical dispersion can be presented with and without normalization to the rms beam
size, as shown in Fig. 4.23. Without normalizing, the beam distribution becomes broader and
tail/halo levels become higher when increasing the vertical dispersion from 50 mm to 200 mm,
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Fig. 4.19 Manipulation of the vertical dispersion at the YAG/OTR monitor by increasing the
current of QS1X/QS2X with a ratio of 1:0.7 (a) and the corresponding vertical beam sizes
measured by the YAG screen and predicted based on the vertical betatron beam size, vertical
dispersion and the rms energy spread (b). The vertical betatron beam size is assumed to be
constant and equal to the minimum vertical beam size (ηy = 0). Note that the vertical dispersion
in the left plot was first corrected to zero using QS1X and QS2X skew quadrupoles.

as shown in Fig. 4.23 (a, c). However, the relative tail/halo level is reduced for a larger vertical
dispersion in the normalized coordinate for the vacuum pressures of 2×10−7 Pa and 1.2×10−7

Pa, as shown in Fig. 4.23 (b, d). Furthermore, the decrease of relative tail/halo level appears
more significant for the worsened vacuum pressure. As can be seen in Fig. 4.23, comparing
the profiles in the normalized frame for different vertical dispersion values, the momentum tail
appears to be relatively lower than the vertical BGS halo in the normalized coordinate.

To uncover the correlation between the momentum distribution, especially the momentum
tail, and Touschek scattering, measurements have been carried out for different beam intensities.
Considering the difficulty and time to tune the beam with very high intensity (>1010 e/pulse),
the maximum beam intensity was finally set as 7× 109 e/pulse. To obtain an adequate SNR,
the lower beam intensity was chosen as 2× 109 e/pulse. The analytical estimations of the
Touschek scattering rate have been described in Sec. 2.5.3. After normalizing to the same beam
intensity, an increase of the momentum tail by a factor 2.3 for the beam intensity from 2×109

e/pulse to 7×109 e/pulse was predicted. For a vertical dispersion of 200 mm, dilution of the
core part2 and an increase of the momentum tail has been observed, as shown in Fig. 4.24.
Regarding the momentum distribution for a beam intensity of 7×109 e/pulse, the momentum
tail ranging from 3σδ to 6σδ is about 2–3 times larger than that for a beam intensity of 2×109

e/pulse3. Enhancement of the momentum tail is consistent with the analytical estimations of

2The detailed measurements of the energy spread as a function of beam intensity can be found in Ref. [73].
3Comparing the profiles for beam intensities of 2×109 e/pulse and 4×109 e/pulse, the momentum tail in [3σδ ,

6σδ ] increases by a factor of around 1.5 which is also in good agreement with the estimations of the Touschek
scattering rate.
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Fig. 4.20 Horizontal (a) and vertical (b) dispersion measured with the Flight Simulator software.
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Fig. 4.21 Vertical beam distribution for vertical dispersions of zero and 200 mm (a) and a
comparison of the vertical profiles (ηy = 200 mm) obtained from measurement and from tracking
with BGS (b).
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Fig. 4.22 Vertical beam profiles for the vacuum pressures of 2× 10−7 Pa, 6× 10−7 Pa and
1.2×10−6 Pa in the presence of the vertical dispersion of 50 mm, 100 mm, 150 mm and 200
mm (a-d).

the Touschek scattering rate. This evidence indicates that the strong Touschek scattering might
drive a significant momentum tail. However, for a high beam intensity, other collective effects,
e.g., potential well distortion, impedance and ions-cloud effects could also become stronger and
might contribute to distorting the momentum distribution. Other advanced measurements with a
constant beam intensity but involving different Touschek scattering rates would be needed to
fully characterize the origin of the momentum tail.

According to the theory of Touschek scattering, manipulation of beam emittances will change
the scattering rate at fixed beam intensity. However, as explained in Sec. 2.5.3, The Touschek
scattering rate decreases by 50% when the vertical emittance is enlarged from 8 pm to 42 pm,
which seems not sufficient to probe experimentally.

Alternatively, the evolution of emittances with respect to the storage time is always common
for all the injected beams. Observation of the momentum tail with respect to storage time can
provide a sensitive approach to probe a varyingTouschek scattering rate, but with constant beam
intensity and COD in the ring. After beam injection, the evolution of emittance as a function of
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Fig. 4.23 "Vertical" beam profiles for vacuum pressures of 2×10−7 Pa (a, b) and 1.2×10−6 Pa
(c, d) in the presence of the vertical dispersion of 50 mm, 100 mm, 150 mm and 200 mm.

storage time can be approximated analytically by solving the differential equation based on the
BM model of IBS (see Sec. 2). The horizontal emittance and energy spread firstly reduce to the
respective minimum values at around 50–70 ms, as a result of the synchrotron radiation, and then
they start to increase dominated by the boosted IBS diffusion rate in the presence of the smallest
horizontal and longitudinal emittances. Because the vertical damping time is longer than the
horizontal and longitudinal ones, the vertical emittance keeps on decreasing until reaching the
equilibrium state, as shown in Fig. 4.25. Dependence of the energy spread as a function of the
storage time has been reported in Ref. [73], where good agreement between measurements and
theoretical predictions has been exhibited, see Fig. 4.25 (d). To reproduce these observations, the
time dependence of the energy spread in the presence of a large vertical dispersion was measured
using the YAG/OTR monitor. The evolution of energy spread versus storage time is found to be
similar as the prediction and previous measurement. However, the correlation between energy
spread and storage time is not fullly consistent quantitatively between the two measurements,
as shown in Fig. 4.25. The reason might be that the adjustment of the vertical dispersion is
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Fig. 4.24 Vertical profiles (momentum distribution) as a function of beam intensity. (a): the
actual distributions; (b): normalized to the same beam intensity (2×109 e/pulse); (c) and (d):
tail distribution on the left and right sides, respectively.

not perfect and the vertical betatron motion may still play a role in the momentum distribution
measurements.

Following the preliminary estimations and measurements of energy spread (Fig. 4.25 (d)),
measurements of the momentum tail at 120 ms, when the Touschek scattering rate is small, and
at 200 ms and 300 ms, when the Touschek scattering rate reaches equilibrium, have been carried
out. The momentum distributions at 200 ms and 300 ms are fairly consistent while the rms size
(energy spread) and momentum tail at 120 ms appear to be smaller than at 200 ms and 300 ms,
as shown in Fig. 4.26. These measurements are qualitatively consistent with the presence of the
IBS & Touschek scattering.

Measurements of the intensity and storage time dependence of the momentum tail at ATF2
suggest the relevance of the Touschek scattering process as generating mechanism. Concerning
a potential impact on the horizontal phase space distribution, some horizontal halo coupled
from the longitudinal phase space can in principle be expected. Intensity dependence of the
horizontal halo has been performed and is presented in Fig. 4.27. The horizontal size is enlarged
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Fig. 4.25 Time dependence of transverse emittance and energy spread. (a–c): analytical approxi-
mation of the time dependence of the horizontal emittance, vertical emittance and energy spread,
respectively; (d): measured energy spread with respect to the storage time, for three different
beam intensities (taken from Ref. [165]); (e): recent measurements of energy spread for different
beam intensities.
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due to the strong IBS diffusion rate and the number of halo particles significantly increases
after normalizing to the same beam intensity (1×109 e/pulse). These results are consistent with
the behaviors of the momentum distribution and further imply that the horizontal halo and the
momentum tail are most likely from Touschek scattering.
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Fig. 4.27 Horizontal distributions for three different beam intensities, 1×109 e/pulse, 3×109

e/pulse and 6×109 e/pulse (a), and the enlarged image clearly showing the halo distributions (b).

Concluding this section, measurements of the momentum distribution have been accom-
plished based on a novel vertical dispersion manipulation scheme, using the skew quadrupoles
located in the inflector. Through the vacuum dependence, intensity dependence and extraction
time dependence, the measured momentum distributions have been demonstrated to be quali-
tatively consistent with the predicted presence of strong Touschek scattering in the ring. The
behavior of the horizontal tail/halo, analogous to the momentum tail as a function of beam
intensity, also points to Touschek scattering as a likely generating mechanism. To fully prove
this, a complete Monte Carlo simulation of the momentum tail from Touschek scattering and
its dependence on beam intensity, vacuum pressure and storage time needs to be considered,
taking into account the realistic optics of the ring with the necessary errors and corresponding
correction strategy.



Chapter 5

Conclusion and Prospects

For the future linear and circular colliders, beam halo is undoubtedly one of the critical issues
limiting the performance and causing component damage and activation. Understanding halo
formation and distribution is not only a crucial topic related to beam instability but also of
great importance for the design of an efficient collimation system to mitigate the unwanted
background induced by halo particles. As a successful test facility for the R&D of ILC, the
ATF has provided an excellent opportunity to uncover the physical origins of beam halo and to
demonstrate powerful diagnostics requiring extremely high dynamic range and sensitivity. In
this dissertation, we have presented the theoretical investigation of the primary halo sources at
the ATF, followed by the development of the necessary instrumentation for halo measurements.
To validate the theoretical predictions, precise experimental measurements have been carried out,
and the results have been discussed.

The first set of problems addressed in this thesis are the numerical evaluations of beam halo
from beam-gas scattering and Touschek scattering. For the BGS, the analytical approximation
based on the Hirata’s model [124] has been established and accompanied by a Monte Carlo
simulation developed in the context of the SAD program. In the simulation, the actual COD
and the realistic equilibrium emittances have been approached by introducing local orbit bumps
using the steering magnets of the damping ring. We have attempted to benchmark the simulation
of BGS using the vacuum lifetime, which was found to be more than 80 minutes by the two
numerical methods but was measured close to 16 minutes. The reasons for this discrepancy may
be the presence of additional halo particles from other sources and the reduced dynamic aperture
due to the non-linear magnetic fields present in the lattice. The two numerical evaluations predict
a considerable population of halo particles arising from BGS and their vacuum dependence which
is further used to determine whether the beam halo is dominated by BGS or not. To establish
a scenario for halo generation from Touschek scattering, the dynamics of Coulomb scattering
between two particles has been described. Through a Monte Carlo simulation using the modified
SIRE code, emittance growth due to IBS has been predicted and found to be consistent with the
analytical estimation based on the BM model (in SAD). To further explore the possibility of
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momentum tail and horizontal tail/halo induced by Touschek scattering, preliminary estimations
of the Touschek scattering rate have been performed. Dependences of the Touschek scattering
rate on the beam intensity and the vertical emittance in the presence of emittance dilution from
IBS have been compared. The results are later employed for the experimental verification of the
influence of Touschek scattering on the generation of a momentum tail.

To achieve a sufficient dynamic range required for the halo measurements, a set of diamond
sensor detectors have been developed and installed at ATF2 in 2015. The initial linear dynamic
range was found to be around 104 limited by the pick-up signal, charge collection saturation
in the diamond crystal and the instantaneous voltage drop at the signal collection resistor. To
expand the dynamic range of this DS detector, a "self-calibration" method has been proposed
and implemented to reconstruct the core profile thanks to the wire scanner located just behind
the IP. After such a correction, the effective DNR is increased to beyond 105 which is sufficient
for accurate beam halo measurements. To obtain the simultaneous diagnostics and confirm
the observations given by the DS detector, a new YAG/OTR monitor has been developed in
collaboration with KEK and CERN instrumentation experts and installed in the extraction section.
This monitor mainly consists of 4 ceramic 0.5 mol% Ce:YAG screens with a central quadrilateral
hole and an OTR target on a holder, a microscope lens, and a 16-bit sCMOS camera with a low
noise level. The background level for experimental operation has been demonstrated to be less
than 1 electron per pixel while the upper limit of the light signal is determined by the saturation
of the scintillation for local charge densities above 16–18 fC/µm2. The linear dynamic range
for 2D beam profile imaging using only the YAG monitor has been demonstrated to be above
105 which can be further extended by a combination of images from YAG and OTR screens.
Moreover, the spatial resolution of the YAG/OTR monitor is less than 10 µm using both YAG
and OTR screens, which is fully consistent with the design goals and nominal beam size at the
detector.

For the vertical beam halo, based on a satisfactory agreement between the numerical pre-
dictions in the presence of BGS and the measurements obtained by the YAG/OTR monitor
and DS detector, together with a significant vacuum dependence, we have concluded that BGS
dominates the vertical beam halo. The vertical emittance growth due to BGS has been observed
at the ATF for the first time thanks to the XSR monitor. However, the horizontal halo was
found to be higher than the predictions based on BGS. To reveal the origin of the observed
horizontal halo, the influence of the chromaticity and other aberration in the final focus and
extraction sections have been studied. Measurements show that the above effects can only induce
some slight enhancements to the horizontal halo and asymmetry in the horizontal distribution.
To study the possible presence of a momentum tail and horizontal tail/halo from Touschek
scattering, a novel scheme to increase the vertical dispersion in the extraction, using two skew
quadrupoles in the inflector, has been proposed and validated. For reasonable currents of the
two skew quadrupoles, a vertical dispersion up to 200 mm at the YAG/OTR monitor could be
achieved. Subsequently, the momentum distribution was found to be qualitatively consistent
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with the presence of Touschek scattering, considering its significant intensity dependence and its
evolution with respect to the storage time. Moreover, the horizontal tail/halo increases also for
the higher beam intensity which indicates the possible influence from Touschek scattering. To
further clarify these observations, comparisons with Monte Carlo simulations of beam distortion
due to Touschek scattering are currently underway.

Further investigations of the beam halo at ATF, should include the following aspects:

1. Improvement of the performance of the diagnostics. To increase the dynamic range of the
DS detector, suppressing the pick-up signal by optimizing the layout of the in-vacuum
elements and applying an efficient the RF shielding, and preventing the instantaneous
voltage drop at the charge collection resistor should be considered. Concerning the
YAG/OTR monitor, its dynamic range for both 1D and 2D images can be further extended
by combining the images from the OTR screen (core part) and YAG screen (halo part)
using an efficient algorithm.

2. It is of great importance to develop an analytical estimation and a Monte Carlo simulation
of the tail/halo driven by the Touschek scattering in the presence of the synchrotron
radiation and IBS. The analytic approximations could consider the Fokker-Planck equation
or follow the derivation of the beam distortion used to model BGS. A Monte Carlo
simulation, which is currently under development, will include both IBS and Toushek
scattering. Furthermore, it will be great to take into account other collective effects, for
example the potential-well distortion, to quantify the scattering rate precisely.

3. Comparison of the measured momentum and horizontal distributions with the simulations
will be necessary to confirm the contribution of Touschek scattering, of course after the
development of the simulation described above. If it is possible, an optimized algorithm
to manipulate the vertical dispersion with realistic optics and dispersion will be very
interesting and useful. Further experimental investigation of the momentum tail and
horizontal tail/halo to provide an accurate halo model in the three degrees of freedom is
strongly recommended.

Exploring these topics will not only deepen the understanding of the beam halo formation,
which is essential for the future colliders, but also expand the knowledge of IBS&Touschek
scattering, which is important for the low-emittance storage rings.
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[191] T. Ludziejewski, M. Moszyński, M. Kapusta, D. Wolski, W. Klamra, and K. Moszyńska.
Investigation of some scintillation properties of YAG: Ce crystals. Nucl. Instrum. Methods
Phys. Res., Sect. A, 398(2-3):287–294, 1997.

[192] E. Zych, C. Brecher, A. Wojtowicz, and H. Lingertat. Luminescence properties of Ce-
activated YAG optical ceramic scintillator materials. Journal of luminescence, 75(3):193–
203, 1997.



140 References
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Titre : Mesures et caractérisation du halo du faisceau de l'accélérateur ATF au KEK  

Mots clés : Halo du faisceau, diffusion du faisceau sur le gaz résiduel, diffusion « Touschek », capteur 
diamant, moniteur YAG/OTR, queue de distribution en énergie 

Résumé : Aux futurs collisionneurs linéaires et circulaires, la présence d’un halo autour du faisceau 
est susceptible de fortement limiter les performances, et peut également activer, voire endommager, 
les composants de l’accélérateur. Le halo doit par conséquent est contrôlé par un système de 
collimateurs efficace. Pour évaluer l’impact sur les expériences de physique des particules ainsi que 
les efficacités de collimation, une bonne compréhension des mécanismes physiques générateurs de 
halo est essentielle, pour par exemple prédire les distributions de probabilité de manière fiable. Pour 
ce faire, une investigation systématique ont été menée à l’Accelerator Test Facility (ATF) du KEK 
dans le cadre de cette thèse, d’abord à travers une analyse théorique des principales sources de halo 
dans ATF, puis moyennant le développement et l’implémentation de diagnostiques dédiés aux mesures 
du halo, dont les résultat sont ensuite présentés et comparés aux prédictions théoriques. 

Le halo produit par la diffusion des particules du faisceau sur les noyaux des molécules du gaz 
résiduel dans la chambre à vide (« Beam Gas Scattering » - BGS) est d’abord estimé analytiquement, 
avec certaines approximations, puis moyennant une simulation Monte-Carlo. Un nombre considérable 
de particules de halo BGS est prédit, ainsi qu’une dépendance dans la pression de gaz résiduel. Pour 
étudier la possible formation d’un halo par le mécanisme de diffusion intra-paquet à grand angle dit de 
« Touschek » en présence d’une dispersion optique résiduelle, le taux de cette diffusion a été estimé en 
fonction de plusieurs paramètres faisceau pertinents. Une simulation Monte-Carlo de la diffusion 
intra-faisceau à petit angle (IBS) et de « Touschek » est aussi en cours de développement. 

Pour tester les prédictions théoriques, les performances d’un détecteur de halo déjà existant basé sur 
un capteur diamant ont été améliorées moyennant une technique de repondération qui a permis d’en 
augmenter la gamme dynamique jusqu’à 105. Afin de disposer d’un instrument complémentaire pour 
mesurer le halo, un moniteur YAG/OTR a aussi été conçu, construit et installé dans la ligne 
d’extraction d’ATF. Il a pu être montré que la gamme dynamique et la résolution de ce moniteur YAG-
OTR sont, respectivement, autour de 105 et inférieure à 10 µm. 

Grâce aux diagnostiques développés pour mesurer le halo du faisceau d’ATF, les distributions 
transverses et en énergie ont pu être étudiées. L’accord satisfaisant obtenu entre les prédictions 
théoriques et les mesures, ainsi qu’une dépendance importante dans la pression de gaz résiduel, ont 
permis de montrer que la distribution verticale du halo est dominée par le mécanisme BGS. Par contre, 
la distribution horizontale est bien supérieure aux prédictions BGS, et est par ailleurs asymétrique. 
L’asymétrie observée peut être en partie reliée à la qualité du champ de l’élément pulsé servant à 
l’extraction du faisceau d’ATF, ainsi qu’à certaines aberrations dans le transport optique. La 
distribution de probabilité du halo en fonction de l’énergie a par ailleurs pu être mesurée, grâce à une 
technique nouvelle d’ajustement de la dispersion optique dans le plan vertical, et a été trouvée 
compatible qualitativement avec le mécanisme de diffusion « Touschek ». Un scénario plausible de 
génération du halo dans le plan horizontal a ainsi pu être suggéré. 
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Title : Diagnostics and characterization of beam halo at the KEK Accelerator Test Facility  

Keywords : Keywords: Beam halo, beam gas scattering, Touschek scattering, diamond sensor 
detector, YAG/OTR monitor, momentum tail 

Abstract : At future linear and circular colliders, beam halo can strongly limit machine performances, 
cause as well component damage and activation, and should, therefore, be controlled by an efficient 
collimation system. To evaluate the impact on particle physics experiments and collimation 
efficiencies, a clear understanding of beam halo formation mechanisms is essential, e.g., to predict 
halo distribution reliably. For this purpose, systematic investigations have been carried out at the 
Accelerator Test Facility (ATF) of KEK. In this dissertation, the theoretical analysis of the primary 
halo sources at ATF and the development of dedicated halo diagnostics are presented. Measurements 
of beam halo at ATF are also described and compared with the theoretical predictions. 

Beam halo arising from Beam-Gas Scattering (BGS) in the damping ring was firstly estimated 
through analytical approximations and a Monte Carlo simulation. A considerable amount of halo 
particles generated by BGS and the corresponding vacuum dependence have been predicted. To 
explore the probability of beam halo formation from Touschek scattering in the presence of dispersion, 
the Touschek scattering rate was estimated with respect to relevant beam parameters. Furthermore, a 
Monte Carlo simulation of Intra-Beam Scattering (IBS) and Touschek scattering is under 
development. 

To probe the theoretical predictions, the performance of an already existing diamond sensor detector 
was optimized via a data rescaling technique to increase the dynamic range to 105. For a 
complementary diagnostics of beam halo, a YAG/OTR monitor was also designed and installed in the 
extraction section of ATF2. The dynamic range and resolution of the YAG/OTR monitor have been 
shown to be around 105 and less than 10 µm, respectively. 

Thanks to the halo monitors developed at ATF2, the transverse halo and momentum tail have been 
studied. Satisfactory agreement between numerical predictions and measurements as well as a 
significant vacuum dependence indicate that the BGS process dominates the vertical halo. On the 
other hand, the horizontal halo appeared to be higher than the prediction from BGS, and moreover 
asymmetric. The observed asymmetry was shown to be related to the quality of the extraction kicker 
field and optical aberration. Finally, the momentum tail was for the first time observed by 
implementing a novel scheme of vertical dispersion adjustment and was found to be qualitatively 
consistent with the presence of Touschek scattering. A possible scenario for horizontal beam halo 
formation from Touschek scattering was also suggested.  
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