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André Estévez-Torres Directeur de thèse
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Abstract

Can we engineer matter that shapes itself? To elucidate this question we have built molecular

systems that mimic two essential features of life: pattern formation and gene regulation. We have

designed an active reconstituted system composed of kinesin clusters and microtubules. Depending

on their concentrations, we have rationally reported dynamic patterns such as local and global con-

tractions, active flows and a new 3D regular pattern consisting of a corrugated active nematic sheet

with tunable wavelength and dynamics. We have combined this active fluid with a programmable

chemical reaction network composed of short DNA strands and enzymes. In particular we have ob-

served the propagation of a DNA reaction-diffusion front in an active environment; they form then

a complex system in which two patterning mechanisms — active matter and reaction-diffusion —

are coupled to shape a material, which is reminiscent of morphogenetic processes happening during

embryo development. Finally, we have used de novo engineered RNA translational regulators and

have showed that a cell-free transcription-translation system composed of recombinant proteins can

provide valuable information about the performances of in silico designed riboregulators. We hope

that these approaches will help in the design of out-of-equilibrium materials with new properties.

Résumé

Comment concevoir des matériaux qui se façonnent eux-même ? Nous proposons dans cette thèse

de répondre en partie à cette question en construisant des systèmes moléculaires imitant deux

caractéristiques essentielles de la vie : la formation de formes et motifs et la régulation génétique.

Nous avons reconstitué un système actif composé de multimères de kinésines et de microtubules.

Ainsi, nous avons décrit le comportement d’un tel système en fonction d’un nombre restreint de pa-

ramètres : contractions locales et globales du réseau de microtubules, écoulement actif des faisceaux

de microtubules ou encore formation d’une nouvelle structure 3D constituée d’une feuille néma-

tique ondulée. Ce fluide actif a ensuite été combiné avec des réactions chimiques programmables

composées de courts brins d’ADN et d’enzymes. Ce système donne naissance à un front réacto-

diffusif d’ADN capable de se propager dans un environnement actif, montrant ainsi la possibilité de

créer un système complexe où deux mécanismes d’auto-organisation — matière active et réaction-

diffusion — sont mis en œuvre en même temps. Enfin, nous avons utilisé des régulateurs ARN

de la traduction concus de novo. Nous avons montré qu’un système de transcription-traduction

composé de protéines recombinantes fournit des informations précieuses sur les performances de

tels riborégulateurs conçus in silico. Nous espérons que ces approches contribueront à la conception

de matériaux hors-équilibre dotés de propriétés uniques.
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G.7 Formation de nématiques actifs 2D à la surface d’une goutelette . . . . . . . . . . . 193
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Defining life is laborious. At the same time ‘chacun de nous sait ce qu’est la vie’1, but fails to

give a precise answer. We dare not give a definition of life, and prefer to adopt the relational and

functional point of view on vital phenomena stated by Claude Bernard [22]: ‘On peut caractériser la

vie, mais non la définir’2. Thus, life is often associated with attributes such as growth, adaptation

to environment, reproduction, maintenance of homeostasis and metabolism, subject to evolution.

The combination of some of these properties provides information to distinguish between living

and non-living materials.

We aim to illustrate in this short introduction that in spite of the diversity and complexity of

life forms, these attributes arise from general conserved characteristics, in particular concerning

the mechanisms and the molecules involved in self-organization and gene regulation of organisms.

They are in particular the result of interactions between molecules that are universally shared, in

the sense that all living organisms are composed of the same molecular building blocks. From the

precise understanding of how these mechanisms operate, it is possible to use and repurpose the

implicated molecules for the creation of living and cell-free materials with unique properties. The

present thesis falls into this context. It aims to build from scratch artificial molecular systems in

order to understand pattern formation and gene regulation, with the long-term goal of conceiving

novel materials that own some of the properties of living systems.

1‘each of us knows what life is’, Inaugural lecture of the Université de tous les savoirs by Francois Jacob, January
1st 2000 [link]

2‘We can characterize life, but not define it’

https://www.canal-u.tv/video/universite_de_tous_les_savoirs/qu_est_ce_que_la_vie.880
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1.1 Diversity and conservation in living systems

1.1.1 Biodiversity

Life on earth dates at least from 3.5 billion years ago [247]. Living organisms are everywhere: from

deserts to poles, from mountain peaks to deep sea floors with a colossal diversity in size, covering

about ten orders of magnitude, from nanometers to tens of meters. Estimations suggest that there

would be around 8.7 million eukaryotic species, of which around 1.2 million are identified and

described [188]. Microorganisms are largely under-represented in databases, especially in oceans

[273]. Organisms are organized into highly inter-dependent multi-species communities ranging from

few individuals to entire ecosystems such as forests or lakes. Even at the scale of a human body,

bacteria are as numerous as the human cells (1013) [252]. Behind this multiplicity of forms and

behaviors, living organisms share a number of common mechanisms, in particular the genes and

mechanisms that shape them and their molecular building blocks.

1.1.2 Developmental biology and conservation of mechanisms

Despite their huge diversity, living systems can be classified using diverse morphological criteria and

degrees of similarities, such as bone structure for animals or shape of flowers for plants. However,

by looking at individuals at a fixed time only — adult form for mammals for instance — it is hard

to understand the mechanisms involved in the shaping of a living being.

In his book, On Growth and Form published in 1917 [283], D’Arcy Thompson proposes general

mathematical and physical explanations to the diversity of forms. For example he argues that

geometrical transformations can be applied to the shape of a species to give the shape of other

species within the same group (Figure 1.1 (a)). The general structure is thus conserved. By

comparison with soap films, he points out the importance of physical forces and suggests that cells

are shaped according to physical laws like surface tension.

A modern way to understand how organisms are shaped and what the mechanisms involved are

is the comparative study of genes that regulate the morphological changes during their develop-

ment. Through their observation, it is possible to compare developmental processes across species

and to observe the phylogenetic links between them. In multicellular eukaryotic species, embryo

development is a conserved process that transforms a relatively homogeneous egg into a highly

differentiated final organism. Indeed, the embryo is structured by the interplay of chemical and

physical forces. Succinctly, development can be divided into four processes: pattern formation,

morphogenesis, cell differentiation and growth. This series of events is conserved among relatively

close species and is precisely coordinated by genetic information encoded in so-called Hox genes.

The corresponding Hox proteins encode positions along the body during embryogenesis, ensuring

that the correct structures are formed at the right places (Figure 1.1 (b)). Thus, the development is

orchestrated by the same processes. Spatio-temporal structures arise from the interactions between

molecules — that are largely shared among all living organisms — and can lead to macroscopic

forces and patterns of proteins.
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(a)

(b)

Figure 1.1 | D’Arcy’s theory of deformation and conserved Hox genes. (a) Closely related
forms may be transformed into one another via deformation of the coordinate system. A system of
forces is responsible for deformations [283]. (b) Shared expression of Hox genes in deuterostomes.
Adapted from [275].

1.1.3 Molecular building blocks of life

At a molecular level, similarities between species are even more important and are supported

by some universal features. Living organisms are mostly composed of molecules containing a

few different chemical elements: carbon, oxygen, nitrogen, hydrogen, sulphur and phosphorus.

Of course, other elements are needed, such as monovalent or divalent cations (potassium and

magnesium for example), but they are generally incorporated in a non-covalent manner. These

essential chemical elements assemble into small molecules — ranging from water to glucose —

and large macromolecules that can be classified into four classes : proteins, lipids, nucleic acids

and carbohydrates. Proteins catalyze specific chemical reactions and form structural elements in

cells. Lipids separate the cell from the outside and compartmentalize internal structures. Nucleic

acids act as the memory and operating instructions that enable cells to generate all the other
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classes of macromolecules and to replicate themselves. Carbohydrates — or saccharides — are

used for energy storage and production of structures outside the cell membrane. One of the most

striking example of the universality of processes across living organisms is the use of biopolymers

as biological information. Deoxyribonucleic acid (DNA) (Figure 1.2 (b)), ribonucleic acid (RNA)

and proteins are built from an alphabet of ‘chemical letters’: five nucleotides for nucleic acids

(based on the nucleobases adenine (A), guanine (G), thymine (T) and cytosine (C) or uracil (U))

(Figure 1.2 (a)) and twenty distinct amino acids for proteins. We can notice that among the 500

naturally-occurring amino acids known, only 20 are used for building proteins. The information is

encoded in the sequence of letters. There is information transfer from one biopolymer to another:

the two alphabets are linked through the genetic code where three consecutive nucleotides code for

one amino acid (Figure 1.2 (c)).

Adenine

Guanine

Cytosine

Thymine

Uracil

(a) (b) (c)

Figure 1.2 | DNA and the genetic code. (a) Chemical structure of the five nucleobases com-
posing the five nucleotides. (b) Drawing of the double-helix structure of DNA (drawing by Odile
Crick) [307]. (c) The genetic code: translation of information encoded from nucleic acids to pro-
teins. Credit: Wikimedia Commons.

Thus, in virtually any organism DNA can be transcribed into RNA. Then RNA can be trans-

lated into a protein. The diversity arises then from the details — which matter a lot in biology —

of the regulation of the information transfers between biopolymers. For example, despite its univer-

sality, big differences exist between the regulation of gene expression in eukaryotic or prokaryotic

cells. The study of these mechanisms is essential to learn about the emergence of life-like prop-

erties. Furthermore, this knowledge can be used to modify and eventually repurpose mechanisms

and molecules from living organisms, in order to create materials with interesting functions.
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1.2 Learning from life to build new materials

From the study of the general aspects and particularities of life, it is possible to understand how

living organisms shape themselves in space and time, at all scales. From an engineering point of

view, one can consider that nature has explored and solved many optimization problems over the

billion years of evolution: self-assembly, energy efficiency, self-healing abilities and adaptation to

environment. These solutions — such as the conserved molecules and mechanisms involved in gene

expression and embryo development — can be mimicked to build new materials — in a broad sense

— with novel properties, through for example, the rational design of genetic elements. We will

briefly discuss two approaches to make life-inspired, biomimetic, materials that have arisen from

the field of synthetic biology in the following.

1.2.1 Synthetic biology

Since the beginning of the 21st century, a new interdisciplinary research topic has emerged using

engineering principles as guidelines to understand living systems: synthetic biology. It aims to

design and construct new biological entities: basic regulatory elements are assembled into large

genetic circuits in cells. These entities can be modeled, understood and tuned to meet specific

performance criteria and to solve specific problems. Since the first designs, for instance an artificial

oscillator [61], a synthetic switch [79] or a multicellular pattern-formation system [15], the field has

improved and diversified. Organisms are now redesigned to produce drugs and fuels, and have

gained new sensing abilities [59]. Concurrently, at the frontier with genomics, huge efforts have

been made to build genomes from scratch [105]. Examples include the incorporation of non-natural

nucleobases [335, 117] or the use of other amino-acids [130]. Recently, a minimal bacterial genome

has been totally synthesized [123], and even recoded [69].

Using synthetic biology principles and tools, two different approaches are possible to create new

materials. The first one takes cells, especially unicellular organisms such as bacteria and yeast,

modifies and repurposes them in order to enhance existing functions or to create new ones. At

a higher spatial level cells are designed to self-assemble into complex multicellular structures and

communities. Such materials are often refer as ‘living materials’. The second approach uses recon-

stituted elements from cells. Molecules are mixed together in a open or closed reactor. Molecules

from different organisms or even new chemical compounds can be incorporated in more or less

complex ‘cell-free materials’.

1.2.2 Engineering living materials

Cell tissues and bacterial communities are now starting to be engineered as living materials capa-

ble of performing defined functions and at the same time are robust and adaptable. The designed

materials can combine genetic modifications developed by synthetic biology at a multicellular level.

Progress in three dimensions (3D) bioprinting has made possible the production of tissue-like ma-

terials composed of different cells [302, 151] and of multi-material structures allowing numerous

surface interactions [265]. Such materials are multifunctional and embedded with living cells that

perform specific functions such as sensing, chemical synthesis, energy production or motion. For ex-

ample, custom-shaped printed hydrogels containing bacteria that can sense and kill Staphylococcus
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aureus — a causative agent of infections — have been assembled [94]. Living functional materials

based on the specific machinery of the bacterium Bacillus subtilis can degrade an organophosphate

pesticide through a two-step biocatalytic cascade reaction using two co-cultured strains [120]. It

is also possible to harness microbes to make biomaterials for use directly in vivo. Modified E. coli

create fibrous matrices that promote gut epithelial integrity [221]. Material science scientists and

biologists have built self-reproducing bricks composed of a nutrient-based gel, sand and the modi-

fied photosynthetic cyanobacteria Synechococcu allowing the hardening of the hydrogel matrix via

calcium carbonate biomineralization [112]. The original brick can be split in half and when extra

sand, hydrogel, and nutrients are brought in, bacteria grow again into two full-size bricks in 6 hours.

These new tunable living materials offer potential applications in biomaterials, biotechnology and

biomedicine.

1.2.3 Cell-free materials

A second powerful method to understand and mimic the properties of living organisms consists

in a bottom-up reconstitution of interacting elements to recreate the complexity of cellular life.

Many cellular mechanisms arise from the interactions of small molecules and larger building blocks.

Using single molecules or more complex reconstitutions, bottom-up approaches have successfully

rebuilt important cellular mechanisms: gene expression, metabolic pathways and force generation.

A long-standing goal of bottom-up engineering is the assembly of an artificial cell. Both mechanical

parts — with the reconstitution of the cell-division machinery — and chemical parts — with the

reconstitution of gene expression, signaling pathways and the synthesis of biomolecules — have

been achieved. Compartmentalization is a key feature and is largely studied, for instance from the

point of view of cell-cell communication [1, 56].

Ideas have emerged to create materials that process information, respond to their environment

and even build themselves following chemo-mechanical instructions, similar to the role of a genome

in organisms. Because the organization and the complexity of living organisms is based on nucleic

acids, these appear to be a building material of choice. Therefore a DNA and RNA nanotechnology

field has emerged. It is possible to compute, emulate functions and solve problems with nucleic

acids [2]. This ability to process information is exploited to create DNA or RNA-responsive nanos-

tructures and materials [133]. For example nanostructures with arbitrary shapes have been built

[238]. Hydrogels have been designed to react specifically in the presence of a nucleic acid stim-

ulus [224, 31, 257]. Hybrid systems composed of nucleic acids and enzymes have been conceived

[220, 70, 106] and interfaced with electric circuits [62]. Such stimuli-responsive materials activated

by biological signals play an increasing role in biotechnology applications.

This is the approach chosen in this thesis.
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Ethical perspectives

Biological engineering and synthetic biology have the potential to develop new products,
materials and services that could have substantial impacts on global society, in sectors such
as health, energy, agriculture and the environment [313]. The new techniques can contribute
to the 2030 United Nations Sustainable Development Goals related to poverty, inequality,
climate change, environmental degradation, peace and justice [link]. For example, bacteria
can be engineered to valorize waste as a source of energy instead of glucose and reactive
nitrogen, or to produce high-value compounds and drugs [71].
In parallel to the potential benefits, it is essential to evaluate the possible damages of using
modified plants and other organisms in a given area. They include biological risks such as
the gene drive technology, which can be used to eradicate disease-carrying insect populations
but, at the same time, raises concerns of unintended ecological impacts [59]. But there are
also socio-economic risks regarding the production and use of bio-based products, to ensure
fair-use policies and a minimal harm to the availability and quality of natural resources
and ecosystem services. International agreements provide legal frameworks for the effective
consideration of these issues. The Cartagena Protocol on Biosafety to the Convention on
Biological Diversity [link] aims to ensure the safe handling, transport and use of living
modified organisms resulting from biotechnology that may have adverse effects on biological
diversity, and takes also into account risks to human health. The Nagoya Protocol on Access
to Genetic Resources and the Fair and Equitable Sharing of Benefits Arising from their
Utilization to the Convention on Biological Diversity [link] aims at sharing the benefits
arising from the utilization of genetic resources in a fair and equitable way.

https://www.un.org/sustainabledevelopment/sustainable-development-goals
https://bch.cbd.int/protocol
https://www.cbd.int/abs
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1.3 Architecture of the thesis

In this thesis, I have used different strategies to build molecular cell-free systems that reproduce

two conserved features of life: pattern formation and gene regulation, thus contributing to the two

following general questions:

– how does spatio-temporal order emerge in molecular systems, particularly in the molecules

of life? It is, in a sense, the question asked by Erwin Schrödinger in What is Life? : ‘How

can the events in space and time which take place within the spatial boundary of a living

organism be accounted for by physics and chemistry?’ [248]. A subsequent question is, what

are the molecular requirements needed to mimic the patterns and their regulation?

– From a material science angle, how to engineer materials that emulate properties of living

systems? How to implement adaptability and autonomy in materials?

Inspired by the aforementioned achievements, these questions have been investigated in the

continuity of the work of the group where the in vitro approach is taken to study biologically-

inspired mechanisms of pattern formation and gene expression in a well-controlled manner. In

collaboration with Y. Rondelez and coworkers, the group has previously engineered synthetic bio-

chemical systems based on nucleic acid hybridization reactions where the reactivity can be easily

predicted by the Watson-Crick pairing rule (the system will be presented in Section 2.2.4) coupled

to enzymes. These chemical systems generate spatio-temporal patterns.

Leveraging this knowledge, I have extended the question of self-organization to molecular sys-

tems that are able to exert physical forces: what are these molecular systems? What is their

composition? What are the emerging structures when chemical and physical self-organizing sys-

tems are combined?

Answering these questions may pave the way for the construction of new materials that share

properties with living systems: self-sustainability — can the system be maintained for a long time

in a closed reactor? —, programmability — can the system behave as rationally designed? — and

biocompatibility in order to work with other living structures like cells and enzymes.

Therefore, the work presented in this thesis is focused on pattern formation and gene regulation,

at the frontier between material science and synthetic biology. More particularly, my contributions

involve the production, the development and the characterization of an in vitro reconstituted active

matter system that has allowed the discovery of a previously unknown patterning instability in cy-

toskeletal active gels [253]. In addition, I have found experimental conditions where DNA/enzymes

reactions form reaction-diffusion patterns and cytoskeletal gels form activity patterns and I have

demonstrated a chemical coupling between these two fundamental processes. Besides cytoskeletal

active gels and DNA/enzyme networks, I have investigated a third biochemical system that recon-

stitutes transcription and translation in vitro. With this system I have studied gene regulation by

RNA. For both approaches, I have used cell-free controlled systems, in closed reactors, comprised

of molecules found in living systems. They consume chemical energy in the form of nucleotide

hydrolysis. They are taken either without modifications, with some changes in the sequence or in

a chemical group (in the case of proteins and nucleic acids), or completely created de novo (for
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instance with new sequences of DNA and RNA).

The thesis is composed of five chapters including the present one. Chapter 2 reviews two

important mechanisms and systems involved in the self-organization of molecular systems: active

matter and reaction-diffusion. Some parts of this chapter reuse material from the book chapter

Learning from embryo development to engineer self-organizing materials that we have written and

which will be published in Fall 2020 [89]. Chapter 3 describes the active system that I have

developed together with Shunnichi Kashida. Several results presented in this chapter have been

published in ref. [253] (Appendix E). Chapter 4 presents results concerning the coupling between

the two self-organizing mechanisms presented in Chapter 2 (active gel and reaction-diffusion). A

part of the work exposed here has been done in collaboration with Yuliia Vyborna. Chapter 5

presents the works initiated by Jonathan Lee Tin Wah and continued by myself on the study

of the temporal control of gene expression in a cell-free transcription-translation system using

RNA regulators. Results from this chapter have been published in ref. [254] (Appendix F). More

precisely, the manuscript is divided as follows:

Chapter 2: Active matter and reaction-diffusion, two self-organization mechanisms in

molecular systems

In this chapter, two self-organization mechanisms are introduced: active matter and reaction-

diffusion. For each mechanism we give a definition and examples. We focus particularly on two

systems that we will use in the following chapters (Chapters 3 and 4): an in vitro reconstituted

cytoskeletal active gel and a programmable reaction-diffusion system made of DNA and a few

enzymes (the ‘PEN-DNA toolbox’). We discuss the relevance and the interactions of these mech-

anisms in vivo by taking two examples from embryo development. Finally, we review the in vitro

materials that have been engineered using the combination of active matter and reaction-diffusion

and that have inspired the present thesis.

Figure 1.3 | Active matter and reaction-diffusion, two self-organization mechanisms in
molecular systems.

Chapter 3: Self-organization of an active gel composed of microtubules and kinesins

In Chapter 3, we rationally design an active matter system composed of protein filaments and

clusters of molecular motors that can convert chemical energy into large-scale motion. By changing

relevant parameters such as activity, depletion forces, length or concentration of protein filaments,
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we report previously described patterns (asters, contractions and active chaotic flows) and we also

describe a novel type of pattern: a 3D corrugated active nematic sheet of microtubules, where the

wavelength and the dynamics can be precisely tuned.

Figure 1.4 | Self-organization of an active gel composed of microtubules and kinesins.

Chapter 4: Coupling a DNA reaction-diffusion front and a cytoskeletal active gel

In Chapter 4, we create an autocatalytic reaction (made with the PEN-DNA toolbox) and we

combine it with the active gel used in the previous chapter. We show that a reaction-diffusion

front can propagate in an active solution. In a regime of low concentration of nucleotide resources,

the two systems are competing, leading to the patterning of one system by the other. The end of

the chapter is dedicated to ongoing projects and preliminary experiments regarding the coupling

of DNA chemical reaction networks and the active gel using either a hydrodynamical or a chemical

strategy.

Figure 1.5 | Coupling DNA reaction-diffusion front and active gel.

Chapter 5: RNA control of genetic expression in a cell-free system

In the last chapter, we study de novo engineered gene regulators made of RNA using a cell-free

transcription-translation system. Upon binding to a second RNA, they change their secondary

structure and influence the expression rate of a downstream gene. I show that a reconstituted cell-

free transcription-translation system composed of recombinant proteins can be successfully used

to provide valuable information about the performances of in silico designed riboregulators.
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Figure 1.6 | RNA control of genetic expression in a cell-free system.

Sections that directly use materials from the aforementioned articles are indicated by the ‘star’

sign �. Movies of the time-lapse experiments are individually available for download I or online

watching Û (password: pattern). They are also available combined into one file (I .zip, 110 Mo).

A list of the movies is presented in Appendix A.

https://mycore.cnrs.fr/index.php/s/NlEeI7HUwiVP7U4
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The assembly of artificial out-of-equilibrium materials that emulate the properties of living

systems requires the identification of self-organization mechanisms. Some of them are particularly

manifest during the formation of an embryo. Embryo development can be seen as a process that

consumes chemical energy and converts chemical information into controlled changes in the com-

position and the shape of a living organism. Basically, development is described as four sequential

processes that are commonly interlaced:

– Pattern formation: a process during which out-of-equilibrium chemical reaction networks

generate highly-ordered concentration patterns of micrometers to millimeters size, that chem-

ically structure the embryo.

– Morphogenesis: where the embryo changes its shape due to internal and external cell

movement promoted by molecular motors and filaments, as it happens during gastrulation.

– Cell differentiation: in which cells become structurally and functionally different.

– Growth: resulting in an increase in the mass of the embryo.

Therefore, the embryo is structured by the interplay of chemical and physical forces. Pattern

formation creates a blueprint of chemical species. Morphogenesis responds to chemical signa-

tures generated by pattern formation but also to the mechanical constraints of the cell and tissue.

Chemo-mechanical and mechano-chemical couplings link the two processes that together, control

cell differentiation and growth.

In this chapter we review two mechanisms allowing pattern formation and morphogenesis in

molecular systems: active matter and reaction-diffusion. Pattern formation refers to the self-

organization of well-defined concentration patterns. It is linked to the dynamics of chemical reac-

tions and controlled by reaction rates and diffusion. Morphogenesis concerns the implementation

of controlled shape changes in a macroscopic material. It implies chemo-mechanical transduction

pathways that generate mechanical forces at particular points in space.

This chapter is composed of four sections and a conclusion. The first one is dedicated to active

matter. We define the term and shortly give important examples of natural and artificial systems.

We focus particularly on reconstituted systems based on biopolymers and molecular motors that

form a class of matter called active gels. In Chapter 3 and Chapter 4 we will design and use an active

gel system that exhibits self-organization properties. We detail their composition, provide examples

from the field and explicit a simple one dimensional (1D) hydrodynamics theory that models such

out-of-equilibrium gels. The second section is committed to the description of reaction-diffusion

systems. Here we present the concept by successively introducing kinetics of chemical reactions in

the absence and in the presence of diffusion. We give several examples. We first look at patterns

that emanate from redox reactions. We then describe recent experiments of reaction-diffusion

patterns that emerge from in vitro reconstitution of molecules found in living systems: protein

waves in the Min bacterial system and fronts in a cell-free transcription-translation system. We

focus our attention on a third — de novo built — system composed of DNA strands and three

enzymes: the PEN-DNA toolbox. Using these elements, one can easily design chemical reaction

networks and subsequently, patterns. We will use this system to design chemical fronts in Chapter 4
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in the presence of an active gel. In the third section we go back to embryogenesis and give two

precise examples using notions introduced in the previous sections. We show how the two order-

generating mechanisms are deeply intertwined during the early embryo development of Drosophila

melanogaster and Caenorhabditis elegans. Finally, in the last section, we briefly introduce artificial

systems that have been successfully engineered from the coupling of active matter and reaction-

diffusion but lack either biocompatibility, self-sustainability or programmability: hydrogels coupled

to redox reactions and gels (passive and active) controlled by DNA molecules. Note that the first

three sections borrow material from the book chapter we have written Learning from embryo

development to engineer self-organizing materials [89] which will be released in Fall 2020.
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2.1 Active matter

2.1.1 Definition

Active matter refers to systems and materials composed of many active components that are

able to consume energy at the individual scale and dissipate it in the form of mechanical work

or motion. Influenced by the study of flocks, two other properties are sometimes added to this

definition: self-propelled motion is force-free (the sum of the forces that a particle exerts on a fluid

plus the forces that the fluid exerts on a particle is null) and its direction is set by the orientation

of the particle itself [226]. These systems are intrinsically out-of-thermal equilibrium. When the

active components interact with each other, collective behaviors can emerge and form dynamical

structures. For example, they exhibit flocking and herding, autonomous motility or internally

generated flows. Active matter is an eminently multidisciplinary subject; it spans disciplines such

as physics, biology, chemical and mechanical engineering.

The definition of active matter covers many different systems spatially ranging from a few

micrometers to tens of kilometers. We have decided to divide systems into three categories: living,

artificial and reconstituted systems. Other classifications are possible, such as those based on

symmetry classes (polar, nematic or isotropic) or on momentum conservation (‘wet’ or ‘dry’ active

matter) [173]. In the following sections we give examples of active systems. Living and artificial

systems are reviewed succinctly; while reconstituted systems are described in detail because one

system from this category will be used in Chapters 3 and 4.

2.1.2 Examples of living and artificial active systems

Living active matter systems

Animals can get organized into groups of individuals both for natural and social reasons, forming

systems that exhibit complex spatio-temporal dynamics. Among others, the dynamics and inter-

actions of populations have been investigated in flocks of birds [13], herds of sheep [77], schools of

fishes [215] and swarms of insects [95, 11] (Figures 2.1 (a) and (b)). In these examples, groups of

individuals are collectively migrating without leaders. At the scale of an individual many out-of-

equilibrium processes are occurring. One of the most impressive example happens during embryo

development: the biochemical hydrolysis of nucleotides, mainly adenosine triphosphate (ATP), in-

duces large flows of cells [230]. Thus, a relatively homogeneous living material fueled by chemical

energy is shaped into a whole organism (Figure 2.1 (c)). Cellular tissues [55] and communities of

unicellular organisms are also active matter. For instance, bacteria organized in biofilms interact,

compete and cooperate for resources [333, 47] (Figure 2.1 (d)).

Artificial active matter systems

In addition to natural systems, efforts have been made to design artificial active systems. They

have been built to simplify and understand collective effects that can arise spontaneously. We

choose to present some of these systems by decreasing size of the individual components.

Inspired by the study of insect swarms, robots are one of the first totally synthetic active matter
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Figure 2.1 | Diversity of living active matter systems. (a) Collective behavior of animals in
2D and 3D: i. huddling behavior in emperor penguins (adapted from [85]), ii. flock of birds, iii.
herd of sheep and iv. school of fishes. (b) Swarm of desert locusts. Up to 150 million locusts can be
found per square kilometer, with a maximum size of 1200 square kilometers. When carried by the
wind, a swarm can travel up to 150 km in one day. i. A swarm of desert locusts in Ethiopia during
the outbreak of 1968. ii. Extension of the 2019-2020 desert locust infestation (red line). Images
from c©G. Tortoli/FAO/ESA and FAO Locust Watch [link]. (c) Two-day-old zebrafish embryos.
Image from Steven J. Baskauf [link]. (d) Clusters of self-propelled bacteria. Adapted from [333].

to be designed. Here the energy input often comes from conventional batteries. Engineering large

systems poses challenges in both the programming of efficient algorithms and the implementation

into actual physical systems. In 2014, a swarm of a thousand centimeter-sized robots was built [239].

The robots operate in large groups, cooperate through local interactions and can collectively take

part in shape formation. The implementation of interaction rules can lead to complex structures

[264]. These concepts and technologies are now implemented into drones to create autonomous

swarms evolving in 3D environments [300].

Two important artificial systems used to test active matter theories are vibrated nematic rods

[194] and polar disks [49, 50]. These are objects placed on a delimited surface and that are subjected

to vertical vibrations. In a dilute system, components behave as persistent random walkers. As

their number increases, collective motion starts occurring and a polar order emerges due to hard-

core collisions (Figure 2.2 (a)).

Several strategies have been investigated to motorize colloids with the aim of creating syn-

http://www.fao.org/ag/locusts/en/info/info/index.html
http://bioimages.vanderbilt.edu/
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thetic active swimmers. For example, asymmetric colloidal particles capable of generating local

concentration gradients — Janus particles — have been conceived. The most famous ones are

composed of gold colloids half-covered with platinum. The decomposition of hydrogen peroxide

is catalyzed on the platinum side [282, 88] (Figure 2.2 (b)). Other systems can be either light-

powered [212] (Figure 2.2 (c)), electrically-powered [27] (Figure 2.2 (d)) or magnetically-powered

[267] (Figure 2.2 (e)). When components are sufficiently close to each other they exhibit collective

effects such as clustering and the formation of density waves.

4 mm 50 mm

(a)

100 μm

(b)

10 μm

t t+28 s

(c)

5 mm

500 μm

(d)

2 μm

200 μm

(e)

Figure 2.2 | Artificial active matter systems. (a) (Left) Self-propelled polar disks with built-
in polarity (white: copper–beryllium, grey: nitrile). (Right) Emergence of a collective motion
(from red to blue: from perfectly aligned to anti-aligned neighbors). Adapted from [50]. (b)
2D sedimented Janus particles with and without H2O2. The direction of the effective gravity
is indicated by the red arrow. Adapted from [282]. (c) Clustering of a suspension of synthetic
photo-activated colloidal particles. Adapted from [212]. (d) Directed collective motion of a roller
population fueled by an electric field. It spontaneously forms a macroscopic band propagating
along the racetrack. Adapted from [27]. (e) Chiral fluid of spinning colloidal magnets. (Insert)
Schematic diagram of one 1.6 µm haematite colloidal cube. Each magnet has a permanent magnetic
moment and is spun by a rotating magnetic field. Adapted from [267].

2.1.3 Reconstituted active gels

Because of their intrinsic ability to harvest chemical energy, molecules from living cells have been

purified and used in vitro to make reconstituted active systems. Indeed, cells are highly dynamic

systems: they move, divide, change their shape and adapt to their environment. Alone or as a

part of a tissue, they perform many essential functions. Among these functions some require forces

such as cell migration, cell growth, endocytosis and exocytosis, directional transport of molecules,

cell division and all the subsequent mechanisms such as the segregation of chromosomes or the

formation of a contractile ring during cytokinesis. These mechanisms are intimately related to
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the cytoskeleton, a dynamic supramolecular assembly of bio-monomers. They are associated with

numerous proteins, the most important being crosslinker proteins and molecular motors. The

cytoskeleton provides the mechanical stability necessary to interact with the environment but it

is also highly dynamic and adaptable. For these reasons, elements of the cytoskeleton and related

molecules have been purified and reconstituted in the presence of a chemical source of energy (ATP

or GTP) to build active matter systems. When combined these molecules generate a wide diversity

of non-equilibrium behaviors.

As we will use a reconstituted active matter system composed of microtubules and kinesin

motors in Chapters 3 and 4, we carefully introduce below the following elements: the cytoskeleton,

the origin of the chemical energy in these systems and the molecular motors. Moreover, we describe

some experimental realizations of so-called active gels.

Cytoskeletal polymers

In eukaryotes, the cytoskeleton is composed of three distinct protein polymers: microtubules,

actin filaments, and intermediate filaments. In contrast with other biological polymers — like

DNA and RNA — cytoskeletal polymers are held together by weak non-covalent interactions.

Thus, assembly and disassembly happen quickly. Each of these three biopolymers have different

mechanical properties and can interact with each other or with other cellular structures including

membranes. To quantify mechanical properties of an individual filament, a useful physical quantity

is the persistence length lp. It is defined as the decay length of the angular correlation along the

polymer. It is a measure of the stiffness of a filament. A common relation between lp and the

bending modulus κ is given by

lp =
κ

kBT
, (2.1)

with kB the Boltzmann’s constant and T the temperature. A polymer is considered as flexible if

lp � L, with L the contour length, and as stiff if lp � L. In the following we briefly describe each

cytoskeletal polymer and we provide a value of its persistence length.

– Microtubules. Microtubule filaments are cylindrical rigid biopolymers of about 25 nm in

diameter. Each microtubule is composed of approximately 13 protofilaments, a stack of al-

ternating α and β tubulin monomers (they, together, form a dimer). The polymerization of

each 100 kDa dimer is accompanied by GTP hydrolysis. Microtubules are highly dynamic

structures that undergo cycles of polymerization and depolymerization triggered by dynam-

ical instabilities. Due to their hollow tubular structure, they have a persistence length in

the order of several millimeters, which is much longer than the diameter of cells (typically

about tens of µm). In cells, they enable intracellular transport by serving as ‘highways’ for

motor proteins transporting cargoes and are the main driver for establishing cell polarity and

separating the chromosomes during cell division.

– F-actin. Filamentous actin, also called actin filaments or F-actin is composed of two protofil-

aments polymerized from monomers of globular actin (G-actin) and forming a double helix.

Each monomer is a 5 nm, 42 kDa ATPase protein (Figure 2.3 (b)). The persistence length

of an actin filament is about 10 µm, much smaller than the one of a microtubule. Sev-

eral isoforms of G-actin exist: for example, in humans, the α isoform is present in muscle
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tissues whereas the β and γ isoforms are located in non-muscle cells. F-actin is involved

in many structures with the help of numerous other proteins (ABP, actin-binding protein).

They accomplish functions like crosslinking (filamin), bundling (α-actinin, fascin), nucleating

(formin, Arp2/3) or severing (ADF/cofilin). Actin filaments are organized inside cells into

large structures like for instance the actomyosin cortex, lamellipodia, lamellae, stress fibers

or cytokinetic rings.

– Intermediate filaments. In contrast with F-actin and microtubules, intermediate filaments

belong to a large family of proteins. They are categorized into six types based on similarities

in sequences and structures (see Table 2.1). Their diameters typically range from 8 to 10 nm.

Despite their diversity in size and sequence, intermediate filament proteins have a conserved

central helical rod domain of about 310 amino acids. This domain plays a fundamental role

in filament assembly, while the variable head and tail domains determine the specific function

of each filament. They are soft filaments with a persistence length of about 1 µm. They form

dense networks in the cell and have slow turnover rates. Because of these two properties,

intermediate filaments are known to provide mechanical stability against external forces.

Type Protein Weight (kDa) Localization

I Acidic keratins 40 - 60 Epithelial cells
II Neutral/basic keratins 50 - 70 Epithelial cells
III Vimentin, desmin, glial fibrillary

acidic protein, peripherin
50 - 60 Fibroblasts, white blood cells,

muscle cells, glial cells, peripheral
neurons

IV Neurofilament proteins 60 - 200 Neurons
V Nuclear lamins 60 - 75 Nuclear lamina of all cell types
VI Nestin 200 Stem cells of central nervous sys-

tem

Table 2.1 | Types and localisation of intermediate filament proteins. Adapted from [40].

— Septins are often considered as the fourth component of the cytoskeleton [189]. They are 30-

65 kDa GTP-binding proteins that can form structures such as filaments and rings. Molecular

functions of septins include scaffolds for protein recruitment. They are also involved in cell

division.

Hydrolysis of nucleotides as the source of energy

The generation of forces in cells comes mainly through two different mechanisms: polymerization

of cytoskeleton filaments and molecular motors (described in the next paragraph). These active

processes use the energy from the hydrolysis of ATP or GTP. For example, in order to apply

forces on cytoskeletal filaments, molecular motors undergo conformational changes that require

the hydrolysis of a phosphate group from ATP, according to the following reaction:

ATP + 2H2O −−⇀↽−− ADP + Pi + H3O+ (2.2)

where Pi is a phosphate. Hydrolysis of the phosphate group in ATP is especially exergonic. In

standard conditions ∆rG varies between -28 and -34 kJ/mol (about 12 kBT) depending on the
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(a) (b)

F-actin MicrotubulesVimentin IF

(c)

Figure 2.3 | Structure and localization of the main components of the cytoskeleton.
(a) Structure of a microtubule. Ribbon diagram of a dimer composed of two subunits (α and β
subunits). Bound GTP molecules are shown in red. (b) Structure of G-actin and F-actin. (c)
Immunofluorescence/phase images of a NIH/3T3 cell on a circular micropattern where F-actin,
vimentin intermediate filaments (IF), microtubules and nuclei (blue) have been stained. Scale bars
are 5 µm. Figures (a) and (b) are adapted from [216], (c) is adapted from [255].

concentration of the constituents and Mg2+. ATP is biologically active only when bound to a

magnesium cation.

Polymerization forces

The polymerization of F-actin and microtubules is implicated in cellular force generation processes.

Both types of filaments are polar — with a minus and a plus end — and both polymerization and

depolymerization rates are significantly biased by polarity. Polymerization consumes energy from

ATP in the case of F-actin and from GTP for microtubules, while depolymerization may happen

spontaneously. Two striking examples of polymerization forces are the propulsion of the Lysteria

bacteria against their host cell and the chromosome segregation by microtubules during cell division.

Listeria bacteria can move from cell to cell [285] thanks to a comet-like tail that is driven by actin

polymerization pushing the bacterium forward and deforming the plasma membrane until it invades

the neighboring cell. An in vitro reconstitution of the necessary propulsion machinery has been

grafted on colloidal beads, which were able to move ballistically [23] (Figure 2.4 (a)). Chromosome
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Biomimetic self-sustained systems: where does the energy come from?

Living biological materials are far from equilibrium and thus require a constant input of
energy to be sustained. In living systems, most of the energy comes from the hydroly-
sis of adenosine triphosphate, guanine triphosphate and nicotinamide adenine dinucleotide
(NADH). Eukaryotic cells make these molecules via energy pathways such as photosyn-
thesis, glycolysis, the citric acid cycle and oxidative phosphorylation, by drawing energy
sources — in the form of sunlight or organic food molecules — from their surrounding en-
vironment. When energy is abundant eukaryotic cells make larger energy-rich molecules —
polysaccharides and lipids — to store their energy excess. In artificial systems, maintaining
energy resources for a sufficient amount of time is a tricky problem. In robotics, the energy
usually comes from electric energy released from chemical energy in batteries. In molecular
artificial systems, natural metabolism pathways based on the hydrolysis of nucleotides are
used to engineer the dissipative assembly of molecules [280]. Inspired by biology, researchers
have started to couple energy-dissipative chemical reaction cycles to create supramolecu-
lar materials. Examples include the hydrolysis of dimethyl sulfate or carbodiimides, the
oxidation of dithionite, a change of pH or UV irradiation [232].

segregation during anaphase relies on forces generated by (de)polymerizing microtubules that are

translated into chromosome movement through the interaction with kinetochores. These systems

can be studied in vitro by mimicking the closed environment of a cell [115] (Figure 2.4 (b)).

An important conceptual model for force-generating polymerization is the polymerization brow-

nian ratchet model (Figure 2.4 (c)). A growing filament induces a displacement of the obstacle,

which pushes back with a force F . In the cell, this obstacle may represent the stiffness of a mem-

brane or the drag on an intracellular larger object. In the absence of thermal fluctuations there is

no space between the filament and the obstacle: monomers are physically prevented from attaching

to the growing end of the filament. However, because of thermal fluctuations, the barrier is able

to move back and forth along the main axis, occasionally opening up a space large enough for

the insertion of a new monomer. After this insertion, the obstacle can no longer diffuse back to

its original position and has thus been pushed forward by the assembling filament. One can also

envisage that monomers detach with a certain probability, independently of the presence of the

barrier. Using more accurate models — for example, a microtubule is actually composed of 13

protofilaments — the theoretically predicted stall force is about 7 pN [184].

Experimentally, the filament length may be stabilized by the addition of drugs such as taxol

for microtubules and phalloidin for actin filaments. In addition, polymerization and depoly-

merization rates can be adjusted by using nucleotides-derivatives such as guanosine-5’-((α,β)-

methyleno)triphosphate (GMPCPP), a derivative of GTP.

Walking on cytoskeletal polymers: molecular motors

Forces in cells are also applied by molecular motors. These are proteins capable of providing

mechanical work — thanks to a conformational change — in response to a chemical reaction. An

important class of motors is the one associated with the cytoskeleton. Motors belonging to this

class are responsible for motile processes as diverse as the transport of vesicles or the running,

swimming and flying of animals based on muscle contractions. As we will see in more detail, they
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(a) (b) (c)

Figure 2.4 | Force generation by (de)polymerization. (a) A bead covered with an activating
protein of an actin nucleator forms a comet and exhibits a continuous motion thanks to actin
polymerization. Scale bar is 5 µm. Adapted from [23]. (b) Assembly and positioning of microtubule
asters in micro-fabricated chambers driven by microtubule polymerization. Images are 3 min apart
and scale bar is 10 µm. Adapted from [115]. (c) Schematic representation of the single-filament
polymerization ratchet. Adapted from [51].

can be classified into three protein families: kinesins, dyneins and myosin (Figure 2.6). A motor

moves along a track — microtubule or F-actin, depending on the motor family — by taking a series

of discrete steps. Each step coincides with a single chemical cycle of ATP binding, hydrolysis and

product release. Thus, the amount of force that can be exerted is upper bounded by the amount

of chemical energy liberated during ATP hydrolysis. For kinesins, one can estimate the force F

exerted by a motor as the ratio between the free energy of ATP hydrolysis and the step size:

F = 12 kBT/8 nm ≈ 6 pN (with kBT ≈ 4 pN · nm). An important characteristic of a molecular

motor is its processivity that quantifies how many steps a single motor can take along a single

filament before it falls out.

– Kinesins. Kinesins are processive molecular motors that walk on microtubules (Figures 2.5

and 2.6 (a)). They deal with intracellular transport and are particularly important during cell

division, as they participate in the segregation of chromosomes. Since their discovery in the

squid giant axon [294], extensive research has been undertaken to discover their structure and

the molecular mechanisms of the walk. In terms of structure, we are describing the kinesin-1

motor because it is emblematic of the members of the kinesin superfamily (Figure 2.6 (a)).

It weights about 100 kDa and is composed of two motor subunits — called heavy chains

— that form a protein dimer. They also bind two smaller light chains. A heavy chain has

a globular head, the motor domain. This head has two separate binding sites: one for the

microtubule and the other for ATP. The head is connected via a short flexible neck linker

to the stalk. Thus, the two stalks of two heavy chains intertwine to form a coiled-coil that

directs dimerization. The motor ends with a tail that is associated to the light chains. In

most cases a transported cargo binds to the kinesin light chains. The motor domain is able

to bind and hydrolyze ATP. The ADP release changes the conformation of the microtubule

binding domains and the orientation of the neck linker with respect to the head resulting in
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the motion of the whole kinesin. Kinesin motor is sometimes referred as the world’s tiniest

biped: it walks using an ‘hand-over-hand’ mechanism, with an alternation of 16 nm-long

steps by each head (Figure 2.5 (b)) to the plus-end of a microtubule.

(a)

1 2

3 4

(b)

Figure 2.5 | Kinesin hydrolyzes ATP and walks on microtubules. (a) Movement along
microtubules of 200 nm diameter silica beads coated with kinesin. The motion of one bead is
marked by an asterisk. Interval between images is 2 s and the scale bar is 1 µm. Adapted from
[42]. (b) Model for the motility cycles of kinesin. 1. Each motor domain is bound to a tubulin
heterodimer along a microtubule protofilament. The binding of an ATP molecule on the leading
head initiates neck linker strong docking (in red). 2. Neck linker docking is completed by the
leading head (yellow), which throws the trailing head forward by 16 nm (arrow) toward the next
tubulin binding site. 3. After a random diffusional search, the new leading head docks onto the
binding site. This triggers the ADP release. At the same time, the trailing head hydrolyses ATP
to ADP-Pi. 4. After ADP dissociation, an ATP binds to the leading head. The trailing head,
which has released its Pi and detached its neck linker (red) from the core, is in the process of
being thrown. Contrary to myosin, the two heads of a kinesin are coordinated in order to move
processively along a microtubule. Adapted from [293].

– Dyneins. The second important motor family is dynein (Figure 2.6 (b)) that is composed

of two subfamilies: cytoplasmic dyneins and axonemal dyneins. They are known to be very

large molecules — sometimes heavier than 1.5 MDa — due to the length of their heavy

chains, and contain approximately twelve polypeptide subunits. Like kinesins, they move

on microtubules thanks to their motor domain. In cells, they are involved in processes such

as transport, force generation during mitosis, and they allow eukaryotic cilia and flagella to

beat. In most cases they move towards the minus-end of microtubules (retrograde transport).

– Myosins. The myosin motor family is composed of many different motors performing very

diverse mechanical and chemical tasks, ranging from muscle contraction to intracellular trans-

port. They use the hydrolysis of ATP to apply forces on actin filaments in a directed manner.

Except in rare cases, myosins move specifically towards the plus-end of the polar filament.

There are dozens of different types of myosin motors. Two well studied kinesins are the

myosin II and the myosin V. Myosin II (Figure 2.6 (c)) is present in muscle cells within

contractile structures called sarcomeres, but other isoforms also exist and allow contractility
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in non-muscle cells, forming stress fibers. In such cells, they are involved in force gener-

ation at the cellular cortex, adhesion and motility. Myosins II are large dimeric proteins

(about 500 kDa) consisting of 6 subunits. The long coiled-coil tails of the individual myosin

molecules join together and form the thick filaments of the sarcomere in muscle cells. Myosin

V (Figure 2.6 (d)) transports a variety of intracellular cargo along actin filaments. It is a

dimeric myosin with two motor domains. Contrary to myosin II, the motion of the mam-

malian myosin V is processive [177].

20 nm

(a)

20 nm

(b)

(c)

20 nm

(d)

Figure 2.6 |Molecular motors. (a) Kinesin I and (b) dynein motors apply forces on microtubules.
(c) Myosin II and (d) myosin V motors apply forces on actin filaments. Adapted from [216, 292].

Other molecular motors exist in vivo. Motors from the F0F1-ATP synthetase family are rotary

motors that convert the chemical energy from ATP to the electrochemical potential energy of a

proton gradient across a membrane, and the other way around. They participate in ATP synthesis

in the mitochondria, chloroplasts or in bacterial flagella. Other examples include dynamin GTPases

involved in the endocytosis in eukaryotic cells, helicase ATPases that separate double strands of

nucleic acids prior to transcription or replication, topoisomerases of type II that reduce supercoiling

of DNA in the cell. Interestingly, molecular motors share several structural elements: for example,

kinesins are related to GTPase proteins.

Examples of active gel experiments

The combination of cytoskeletal molecular motors, polar filaments and filament crosslinkers con-

stitutes an out-of-equilibrium system where the energy coming from the ATP hydrolysis is injected

through molecular motors, which then apply forces on the cytoskeleton biopolymers.

The study of the activity of molecular motors was historically done by looking at their abil-

ities to translate cytoskeletal filaments. In these gliding experiments, motors are adsorbed on a

surface and filaments move parallelly to this surface entrained by the motors in the presence of
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ATP [295, 152]. Inspired by the study of macroscopic flocks, researchers have investigated what is

happening when the concentration of the filaments increases. In such conditions, collective motions

are observed: for example density waves of actin filaments [246, 122] (Figure 2.7 (a)) or vortices of

microtubules on dynein [271] and kinesin [126] layers.

When components are mixed in bulk, they form active gels. These are materials with unique

rheological properties due to their ability to convert chemical energy into macroscopic stress. At a

high enough concentration of their components, a displacement of the filaments is induced and set

the gel in motion. The mechanical properties of cytoskeleton-based networks have been extensively

analyzed using passive techniques — passive micro-rheology, dynamic light scattering, fluorescence

correlation spectroscopy — or active techniques — rheometer shearing, atomic force microscopy,

micropipette aspiration, optical or magnetic traps, microplates [183, 223]. For example, crosslinked

actin reconstituted networks exhibit exceptional elastic behaviors [78] and the presence of molec-

ular motors [145] stiffens the network by more than two orders of magnitude. Moreover, many

physico-chemical interactions exist between the different components of the cytoskeleton. For a

comprehensive review on the physical interactions between the cytoskeletal components via direct

bonding, crosslinkers or molecular motors, and their contributions to the mechanical properties of

cells, the reader may refer to ref. [121].

Because such gels are far from equilibrium they can self-organize into complex dynamical struc-

tures that are described in the following.

– Asters. When clusters of motors — that are thus able to walk on several filaments at the

same time — are mixed with filaments at low motor/filament ratios in a solution contain-

ing ATP, star-shaped structures of radially-oriented filaments appear spontaneously. These

structures called asters, were first observed by Nédélec, Surrey and co-workers using kinesin-1

clusters mixed with static microtubules stabilized with taxol [195] (Figure 2.7 (b)). Kinesin

clusters were obtained with biotinylated kinesin coupled to streptavidin as an artificial mimic

of natural microtubule-crosslinking motors such as kinesin Eg5. Note that in Chapter 3 we

will describe and use this kind of kinesin clusters. Asters are polar structures with filament

plus-ends at the center and minus-ends at the periphery when plus-end kinesin aggregates

were used [274]. Computer simulations suggest that aster formation is due to the accumula-

tion of motors at the microtubule plus-ends [274]. Asters have also been recently observed

in myosin II/actin filament systems [315].

– Contractions. When motor clusters are mixed with filaments at higher motor/filament

ratios than for asters, a global contraction of the 3D meshwork made of filaments and motors

is observed. Global contraction was first reported by Szent-György in 1942 in actomyosin gels

from cell extracts [196]. Actomyosin contractions have been quantified in purified solutions

containing actin filaments, myosin II motor aggregates, and sometimes crosslinkers such as

α-actinin [20, 145, 229, 4]. Typically, 10 µL of this active gel contracted to 5% of its volume

within 30 min, exerting forces of ∼ 1 µN. Contractions were observed at sufficiently high

myosin/actin ratios and at intermediate crosslinker/actin ratios [20] (Figure 2.7 (c)). So far,

it has not been possible in vitro to restart a collapsed actin network. In contrast, in vivo,

actomyosin induces highly dynamic behaviors due to the rapid renewal of actin filaments
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[179]. Global contractions of microtubule networks have been observed in egg extracts [67],

where they were suggested to arise from dynein aggregates, and in purified microtubule gels

[288] in the presence of kinesin Eg5, a motor with two heads that pulls on two filaments at

once.

– Active flows. Aster formation needs the accumulation of motor aggregates at one end of the

filament. Suppressing motor accumulation should make filaments continuously slide along

each other, creating filament flows that may induce macroscopic flows in the solution. This

is of particular interest to physicists because it is a novel way of inducing liquid flow with-

out applying an external pressure [305, 173]. This fascinating behavior was first observed by

Sanchez, Dogic and collaborators [241] by simply adding a depletion agent (a hydrophilic poly-

mer) to a solution of kinesin aggregates and short microtubules (Figure 2.7 (d)). Depletion

forces induce a net attraction between microtubules that aggregate into bundles [113, 26].

These bundles contain filaments oriented in both plus and minus directions and are thus

weakly polar. As a result, motor aggregates will no more accumulate preferentially at one

end of the bundle and these will incessantly slide along each other carried away by motors.

Passive brownian particles immersed in such a solution were entrained by the active flow

of bundles with velocities up to 2 µm/s, demonstrating the generation of macroscopic fluid

flows. These flows were chaotic with vortices of typically 100 µm, but could be rectified in a

toroidal geometry, generating coherent flows that allowed the macroscopic transport of liquid

along circuits up to one meter long [319], confirming previous theoretical predictions [305].

– 2D Active nematics. Interestingly the 3D active gels self-organize into unique structures

when the active solution is put in the presence of a water/oil interface. In particular, they

form a 2D phase at the interface, creating a new type of soft material: an active nematic

liquid crystal. The defects that inevitably appear in the nematic phase display rich dynamics

[241, 46, 101, 155, 174]. 2D active nematics can be confined on a plane [241, 207, 108] or

on the inner surface of droplets [241, 140, 103]. Very recently, 3D active nematics have been

reported [53].
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Figure 2.7 | Reconstituted active matter systems. (a) At high enough density, actin gliding
filaments motorized by myosin motors show collective motion, such as moving structures and den-
sity waves. Adapted from [246]. (b) Large-scale patterns — asters and vortices — formed through
the self-organization of microtubules and multimeric kinesins motors. Adapted from [195]. (c)
Time-lapse of a contractile actin-myosin-α-actinin gel. Adapted from [20]. (d) When microtubules
are short enough and in the presence of strong depletion interactions, the microtubule-kinesin
system forms an active gel that exhibits internally generated flows. Adapted from [241].



2.1 Active matter 32

2.1.4 Hydrodynamics of 1D active gels

Active matter is inherently out-of-equilibrium, thus equilibrium thermodynamics is no longer valid

to describe these systems. As a result, new theories have been developed to describe active matter

systems. Notably, flocks have been the object of important theoretical works [301, 286].

Here, we try to give a simple understanding of how to model active systems using a hydrody-

namic theory of active gels. The reasoning is quite general and can be applied to different systems

regardless of their microscopic details (theories can also be built using microscopic descriptions of

mechanisms like in ref. [18]). This section is inspired by two lectures given by S. Grill in 2018

(Cargese, France) and in 2019 (Munich, Germany) [link] and borrows some material from the book

chapter that we have written Learning from embryo development to engineer self-organizing ma-

terials [89].

Active gels are materials with unique rheological properties. As we have seen, they are com-

posed, among others, of molecular motors that induce macroscopic displacements. One way to

characterize these systems in which chemical reactions lead to motion, is to add chemical terms to

the hydrodynamic equations that describe the deformation of a gel. To obtain the expression of

these chemical forces we follow the approach developed by Onsager in 1931 and applied to active

gels by Kruse, Sekimoto and co-workers [153]. We determine the fluxes and the corresponding

conjugate forces that govern the out-of-equilibrium evolution of the gel [206]. In Onsager’s vocab-

ulary, a thermodynamic force is a quantity whose difference induces a flux between two points.

For instance, the temperature is a force that induces a heat flux. For a system not too far from

an equilibrium state, the fluxes can be expressed as linear combinations of the different forces by

introducing phenomenological coefficients. This is for example what happens in the Soret effect

where a diffusive particle flux is induced by a temperature gradient identified as a thermodynamic

force.

As an example, we derive the dynamical equations that describe the deformation of a 1D active

gel. The unidimensional hypothesis can be experimentally justified when looking at the behavior

of the thin actomyosin cortex of a cell. First we write equations of conservation and then exploit

the relations provided by thermodynamics near equilibrium. Finally we deduce the free energy

density of the 1D active fluid and the constitutive equations of the active material.

Equations of conservation

The mechanical state of the gel is described by the mass density ρ(x, t) and the local velocity

field v(x, t). The spatial coordinate is noted x. We also define the mass density flux (momentum

density) j(x, t) = ρ(x, t)v(x, t). The conservation of mass density in a piece of gel delimited by X1

and X2 is given by

∂

∂t

∫ X2

X1

ρ(x, t)dx = − (ρ(X2, t)v(X2, t)− ρ(X1, t)v(X1, t)) (2.3)

= − [ρ(x, t)v(x, t)]X2

X1
(2.4)

= −
∫ X2

X1

∂x(ρv)dx, (2.5)

https://www.theorie.physik.uni-muenchen.de/activities/schools/archiv/asc_school_2019/video_grill/index.html
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which must hold for all fragments in the gel, giving

∂ρ

∂t
+ ∂x(ρv) = 0. (2.6)

Momentum is also conserved:

∂j

∂t
− ∂x(τ tot) = 0, (2.7)

with τ tot the momentum flux, which is also the stress (in 1D, the tension). Its spatial derivative

∂x(τ tot) is the local force. The stress can be decomposed into the sum of an advective stress jv and

a material stress τ that describes the material mechanical property, τ tot = −jv + τ = −ρv2 + τ ,

∂ρv

∂t
+ ∂x(ρv2) = ∂xτ. (2.8)

For example, if the material stress is proportional to the strain rate, like in the term η∂xv, eq.

(2.8) leads to the compressive Navier-Stokes equation. In the next paragraph we are going to find

a constitutive expression for the stress when the consumption of energy is taken into account.

Free energy density of a 1D active fluid

As an out-of-equilibrium process, the consumption of energy is described using thermodynamics

near equilibrium. To begin with, the system is in contact with a heat bath at temperature T and

has state variables Φi (density, orientation, ...). Its free energy can be written as F = U−TS, with

U the internal energy, T the temperature and S the entropy. During the non-equilibrium process

that we are trying to describe, the rate of change dF/dt can be written as the sum of a reversible

part dFrev/dt = dU/dt, that we assume to vanish here as no work or external forces are considered,

and an irreversible part

dFirr

dt
= −T dS

dt
. (2.9)

We note fi = −dF/dΦi the conjugate force of Φi. Near equilibrium dFirr

dt = −
∑
fidΦi/dt,

with dΦi/dt the thermodynamic fluxes, which are linear functions of all forces. The coefficients

of proportionality are constrained and their contributions depend on their time-reversal symmetry

[206].

We now have to write the free energy F of the active gel. It is composed of the free energy due

to chemistry and the one due to mechanics Firr = Fchem +Fmec. We compute successively the rate

of change of free energy dFchem/dt and dFmec/dt.

As a first approximation, one may consider solely the reaction ATP→ ADP + Pi. The reactive

state of the gel is described using the concentrations ci and the chemical potentials µi of the
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chemical species i. Then,

dFchem

dt
=

d

dt

∫
dx (µATPcATP + µADPcADP + µPicPi) (2.10)

=

∫
dx(µATP

∂cATP

∂t
+ µADP

∂cADP

∂t
+ µPi

∂cpi

∂t
) (2.11)

=

∫
dx

∂cATP

∂t
(µATP − µADP − µPi) (2.12)

=

∫
dx

∂cATP

∂t
∆µ, (2.13)

with ∆µ = µATP − µADP − µPi the molar free enthalpy of ATP hydrolysis. The balance equation

of ATP gives ∂cATP

∂t
+ ∂xjATP = −r, with r the rate of ATP hydrolysis. Thus the term of entropy

production is

dFchem

dt
= −

∫
dx r∆µ, (2.14)

where the surface terms have been omitted.

Now, using momentum conservation as written in eq. (2.7) and successive integrations by parts,

we compute the rate of free energy change due to motion in the form of kinetic energy as

dFmec

dt
=

d

dt

∫
dx

1

2
ρv2 = −

∫
dx τ∂xv. (2.15)

For the sake of simplicity the surface terms have been again omitted. Finally, following eq.

(2.9), the irreversible part of the free energy rate can be written as

T
dS

dt
= − dFirr

dt
= − d(Fchem + Fmec)

dt
= −

∫
dx (r∆µ+ τ∂xv). (2.16)

The entropy production rate is the sum of two dissipative terms that can each be decomposed

into a flux and a thermodynamic force: (i) a chemical contribution r∆µ, where the free enthalpy of

the ATP hydrolysis ∆µ, and the reaction rate r, are identified as the chemical thermodynamic force

and the associated flux, respectively, and (ii) a mechanical contribution τ∂xv, where the velocity

gradient ∂xv and the 1D stress τ can be identified as conjugate force and flux. Assuming that the

system evolves close to an equilibrium state, the fluxes (τ, r) can be expressed as linear functions

of the forces (∂xv, ∆µ). Introducing Onsager coefficients η, ζ and Λ, one gets

τ = η∂xv + ζ∆µ (2.17)

r = − ζ∂xv + Λ∆µ, (2.18)

where η can be identified as the 1D viscosity of the gel. The coefficient Λ is equal to the rate

constant of ATP hydrolysis rescaled by kbT . Finally, the proportionality coefficient between the

chemical force ∆µ and the mechanical flux τ , and between the chemical flux r and the mechanical

force ∂xv, ζ, is identical due to Onsager reciprocal relations. The first equation (2.17) illustrates

the chemo-mechanical coupling present in these systems at the macroscopic scale. The stress τ is

the sum of a passive viscous term η∂xv and an active term ζ∆µ proportional to the free enthalpy of
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ATP hydrolysis. The second equation (2.18) illustrates that these systems also present a mechano-

chemical coupling, the rate of hydrolysis depending on the velocity gradient of the flow within

the gel. As the active gel theory has been developed by physicists with the goal of describing the

shape change of active gels, the first equation has been largely studied for systems of increasing

complexity. The second equation, on the contrary, is less considered.

To illustrate the contraction of an active gel, we apply eq. (2.17) to the deformation of a 1D

active gel under a constant active tension ζ∆µ induced by molecular motors. The active forces

are offset by external forces applied at the edges. At t = 0, the external forces and the stresses at

the boundaries vanish and the gel contracts under active tension. In this regime, inertia can be

neglected and thus the equilibrium of forces must be met at every point, which is written ∂xτ = 0.

This equation combined with eq. (2.17) yields

0 = η
d2v

dx2
+
dζ∆µ

dx
. (2.19)

As the active tension is uniform, the last term vanishes and we have 0 = η d
2v
dx2 . Integrating this last

equation, we find that the initial velocity of the gel material is negative and equal to v = − ζ∆µ
η x

which corresponds to a contraction of the gel.

More generally, the theory of active gels can also take into account the polarity of the filaments

by incorporating concepts from the hydrodynamic theory of liquid crystals [153, 304, 132]. This

translates into a polarization supplementary term in the free energy associated to the conjugated

orientational field. This powerful theory accounts for many experimental observations especially

in living systems [93, 190].

Active matter encompasses systems that are able to locally transduce energy into physical

forces. In the case of reconstituted active gels, the energy is injected in the system thanks to the

hydrolysis of ATP mediated by molecular motors. Thus, such systems are able to self-organize into

complex shapes and patterns. Self-organization through pattern formation is also possible using

other mechanisms. Indeed, well-defined concentration patterns of chemicals arise from chemical

reaction and diffusion of molecules, as we will discuss in the next section.
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2.2 Pattern formation by reaction-diffusion

Beside active matter in which self-organization happens through the coupling of reaction and

mechanics, a molecular system may also self-organize when molecules are involved in chemical

reactions and transported by diffusion. In this section we explore the patterning properties of such

reaction-diffusion systems. Originally observed experimentally in redox reactions, reaction-diffusion

patterning is increasingly studied in living systems, but can also be investigated in reconstituted

in vitro systems and even be rationally re-engineered.

2.2.1 Reaction-diffusion formalism

Kinetics

We consider two reactive species A and B. In the absence of diffusion, for example in a well-stirred

reactor, the evolution of the concentrations A and B is given by

dA

dt
= f(A,B) (2.20)

dB

dt
= g(A,B), (2.21)

where f and g are functions accounting for reaction kinetics. This case is called the 0D case,

since no spatial dependence is considered. For example, the elementary reaction A + B
k→ 2A is

represented by the functions f(A,B) = kAB and g(A,B) = −kAB.

More complex chemical reactions have been examined. As a historical example, we introduce the

Lotka-Volterra system, an example of a predator-prey system. It was simultaneously introduced

in 1926 by Vito Volterra, to explain the increase of predator fishes in the Adriatic Sea during

World War I, and by Alfred Lotka in 1925, to describe a hypothetical chemical reaction in which

the chemical concentrations are oscillating. It is the simplest model of predator-prey interactions.

The model has been extensively studied and extended in order to take into account experimental

data in chemistry, biology and ecology, such as the — criticized — data on rabbits and lynx in

Canada (Figure 2.8 (b)). Two coupled non-linear differential equations govern the evolution: the

populations of predators (L, for lynx) and preys (R, for rabbits) change through time according to

dR

dt
= αR− βRL (2.22)

dL

dt
= δRL− γL, (2.23)

where α, β, δ and γ are constants that, respectively, correspond to the growth rate of R, the

predation rate of R by L, the growth rate of L due to the predation and the death rate of L. This

system exhibits out-of-phase periodic oscillations of R and L (Figure 2.8 (a)).

The way chemical species interact which each other is called a chemical reaction network. How

they are linked defines the topology of the network, where the nodes are the chemical species and

the links are the rates of reaction.
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(a) (b)

Figure 2.8 | The Lotka-Volterra oscillator. (a, top) Simulation of the temporal oscillations of
the Lotka-Volterra predator-prey system. The parameters used are: α = 2/3, β = 4/3, δ = 1 and
γ = 1. (a, bottom) Phase portrait using the same parameters, for different initial conditions (large
dots). (b) Evolution of the number of pelts captured by the Hudson’s Bay Company in Canada
between 1820 and 1914 (data collected by Hewitt, 1921) for rabbits, lynx and wolverines. The
number of rabbits and lynx exhibits periodic oscillations that have been interpreted as a predator-
prey system, but are more probably due to other factors [150]. The linear growth in rabbits after
1830 is an interpolation.

Reaction, diffusion and propagation of fronts

In a non-stirred 1D reactor, diffusion has to be taken into account. Thus, equations (2.20) and

(2.21) become

∂A

∂t
= f(A,B) +DA

∂2A

∂x2
(2.24)

∂B

∂t
= g(A,B) +DB

∂2B

∂x2
(2.25)

where the diffusion coefficients of A and B are DA and DB , respectively, and they are supposed to

remain constant here. Nevertheless, in some conditions, diffusion coefficients can be concentration-

dependent. The coupling of space and time and the non-linearities of the chemical functions give

birth to a rich variety of behaviors and patterns. Some experimental examples will be presented

in Section 2.2.2.

An important example is the reaction-diffusion equation associated to the autocatalytic pro-

duction of a chemical species that can lead to chemical fronts traveling at constant velocity. If the

reaction involves only one chemical species, the spatio-temporal dynamics is now given by

∂A

∂t
= f(A) +DA

∂2A

∂x2
, (2.26)
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where f(A) is the reaction term. In the simple case where the reaction is given by A
k→ 2A

then f(A) = kA. One can search for a wave solution A(x − vt) = A(u) of eq. (2.26). This

gives DA′′ + vA + kA = 0. To obtain a traveling solution, the discriminant has to be positive,

leading to v ≥ 2
√
kD. The faster the reaction is — or the diffusion — the greater is the velocity.

More generally, for a function f(A) assuming the following reasonable conditions: (i) bounded

growth, i.e. there exists Amax > 0, such that f(Amax) = 0, (ii) f(0) = 0, (iii) f ′(0) > 0, (iv)

on [0, Amax] f(A) > 0 and (v) f ′(A) < f ′(0), we come across the Fisher-Kolmogorov-Petrovskii-

Piscunov (FKPP) case [146] where a unique stable asymptotic traveling wave solution exists and

where the minimum velocity is given by

vm = 2
√
f ′(0)D. (2.27)

Experimentally, chemical fronts in autocatalytic systems are easy to observe if the initial con-

dition takes the form of a step function along a linear reactor, thus breaking the symmetry of

concentration. In Chapter 4, following the work of Zadorin et al. [325], we will design reaction-

diffusion fronts from an autocatalytic reaction involving DNA strands.

Stable patterns in reaction-diffusion systems can also arise spontaneously as Alan Turing demon-

strated in his very influential single mathematical biology paper The Chemical Basis of Morpho-

genesis [289]. Such patterns — also knows as Turing patterns — happen if the functions describing

the chemical reactions (f and g) are more constrained [63]. The experimental design of Turing-

compatible reaction networks is difficult to achieve because of the tightness of these constrains. It

notably requires a difference of diffusion between chemical species [84].

2.2.2 Patterns in redox reactions

Reaction-diffusion patterns were originally observed and studied by chemists looking at redox

reactions. Indeed, these reactions display strongly non-linear kinetics, are composed of inexpensive

chemicals and often exhibit changes of color. We describe in this short section some pioneer works

of the field.

The first studies of macroscopic chemical waves and patterns originating from the coupling of

reaction kinetics and diffusion were initiated by Robert Luther, more than a century ago, using

several experiments including a mix of sulfuric and oxalic acid in the presence of permanganate

[169]. Propagating fronts of chemical reactivity were observed later in the iodate oxidation of

arsenous acid by Epik and Shub in 1955. An extensive experimental and analytical treatment of

wave propagation in the arsenous acid-iodate reaction was performed by Showalter and coworkers

in 1982 [107].

Oscillating reactions have been broadly examined for pattern formation. One of the best known

reactions is the one discovered by Boris Belousov in 1950, a Russian biochemist interested in the

Krebs cycle (or citric acid cycle), and redesigned in 1961 by Anatol Zhabotinsky. The Belousov-

Zhabotinsky (BZ) reaction is composed of coupled redox reactions where bromic acid oxydizes

malonic acid into bromomalonic acid, formic acid and CO2 in the presence of a metal catalyst,

for example Ce4+/Ce3+ or Ru3+/Ru2+. The BZ reaction can generate up to several thousand
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oscillatory cycles in a closed system. Using a thin layer of unstirred solution containing the ferroin

version of the BZ reaction, Zaikin and Zhabotinsky observed periodic propagation of chemical

waves generated by point pacemakers [327]. Collision of such waves leads to mutual annihilation

due to the presence of non-excitable refractory zones. When the waves are broken the excitation

fronts curl around their refractory tails and form spiral waves [312] (Figure 2.9 (a)).

Finally, stable Turing patterns were observed for the first time in vitro in 1990 by de Kepper

and colleagues in the chlorite-iodide-malonic acid reaction (CIMA) [34] almost forty years after

Turing’s discovery (Figure 2.9 (b)). Experiments were carried in a thin disk of gel whose upper and

lower sides were connected to open reactors in order to keep the system truly out-of-equilibrium.

The role of the gel was to suppress convection and thus allow the observation of reaction-diffusion

phenomena. In addition, the reaction was performed in the presence of starch, initially used as

a color indicator for I–
3 ions, but also playing a crucial role in modifying the effective reaction

and diffusion rates of I– and helping to satisfy the Turing conditions mentioned in the previous

section. Starting in 2001, Vanag and Epstein published a series of remarkable observations of com-

plex reaction-diffusion patterns in closed reactors, including Turing patterns [299]. They reduced

the diffusion coefficient of some reactants of the BZ oscillator by dispersing the reaction inside

water-in-oil droplets stabilized by the surfactant aerosol OT (aerosol sodium bis(2-ethylhexyl) sul-

fosuccinate). The advantage of this reaction medium is that hydrophilic BZ species are retained

inside the droplets whereas hydrophobic ones can freely diffuse from droplet to droplet across the

oil phase. As a result, hydrophobic species such as Br2 or BrO ·
2 diffuse fast (with a diffusion

constant of 10−9 m2s−1) while the diffusion of hydrophilic species such as Br– is limited by the

diffusion of the droplets (10−11 to 10−12 m2s−1).

(a) (b)

Figure 2.9 | Synthetic reaction-diffusion patterns. (a) Propagation of chemical spiral waves in
the Belousov-Zhabotinski reaction [312]. Image from Arthur T. Winfree in Science Front Matter
Vol. 175, Issue 4022, 11 February 1972. (b) Sustained Turing-type chemical pattern using the
CIMA reaction. Dimensions are in mm. Adapted from [34].
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2.2.3 In vitro reconstituted biochemical reactions

Above, we have given examples of reaction-diffusion patterns arising in redox reactions. However,

despite many efforts, in particular in the systematic studies undertaken to create new chemical

oscillators, redox reactions remain difficult to engineer de novo: the reactivity and the diffusion of

molecules are most of the time fixed a priori. Moreover, these reactions often happen in extreme

pH conditions (acidic in the case of the BZ reaction) which precludes any effort to combine them

with biological materials such as the active gels presented in Section 2.1.3 or DNA/enzymes and

transcription-translation systems adumbrated in Chapter 1. To solve this issue, researchers have

looked at in vivo chemical reaction networks. We are presenting two systems found in living organ-

isms that have been studied in vitro. Firstly, the Min bacterial system that has been purified and

reconstituted and, secondly, a cell-free transcription-translation system that has been repurposed

to generate reaction-diffusion fronts.

The Min bacterial system

In normal conditions, growing bacteria are able to divide with an extraordinary precision. The

position of the division plane is located at the middle of rod-shaped bacterial cells such as E. coli

with a 3% accuracy. Thus, cells must ‘calculate’ the position where division — triggered by the

polymerization of protein FtsZ into a Z-ring structure — will take place. The midpoint is deter-

mined thanks to the Min system (and also by another mechanism based on nucleoid occlusions).

Briefly, the system is composed of three proteins MinC, MinD and MinE whose intracellular dy-

namics inhibit cell division at the poles and promote the formation of the Z-ring at the centre.

In vivo, MinC and MinD, which are located at the membrane, continuously oscillate from pole to

pole, forming a standing wave of period ∼ 1 min [227]. Free-diffusing MinD-ADP is phosphorylated

into MinD-ATP, triggering its dimerization and binding onto the membrane. MinC and MinE can

both bind to the membrane-bound MinD. MinE de-phosphorylates membrane-bound MinD and

regenerates free MinD-ADP (Figure 2.10 (a)). At the same time MinE forms a ring at the frontier

between high and low MinC/MinD surface concentration.

In vitro, in the presence of ATP and a lipid bilayer surface, fluorescently-labeled MinE and MinD

generate spiral patterns and traveling concentration waves on the surface of the lipid membrane

(Figure 2.10 (b)) with typical velocities of 30 µm/min and wavelengths of 50 µm [166, 337]. The

in vitro wave speeds are comparable to in vivo ones and are determined by the ratio between

the concentrations of MinE and MinD. This system has been rationally redesigned by taking into

account protein sequences and motifs [90]. It has been reported that the Min oscillatory system

could induce vesicle shape deformation possibly by the transient recruitment of protein MinE on

the membrane [163].

Cell-free transcription-translation fronts

Gene regulation is used by all living organisms to dynamically produce proteins from DNA allowing

them to adapt to a changing environment and process chemical information. During gene regula-

tion, a gene is transcribed by an RNA polymerase into an RNA which is subsequently translated by

the ribosome into a protein. It may happen that the produced protein has the property of regulat-
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(a) (b)

Figure 2.10 | In vitro reconstituted reaction-diffusion systems - The Min system. (a)
Mechanism of the Min bacterial system. Adapted from [216]. (b) In vitro Min-protein surface
waves on a supported lipid membrane. Adapted from [166].

ing gene production, either from a different gene or from itself for instance by blocking or promoting

the transcription reaction, thus causing the repression or the activation of the downstream protein.

In that case the protein is called a transcription factor. This way, regulatory networks can be con-

structed using the transcription and translation reactions. Regulation may also happen thanks to

other molecules such as RNA. Since the 1960s it is possible to recapitulate these reactions outside

of living cells using the so-called cell-free transcription-translation (TXTL) systems [203]. In the

last two decades the purity and performance of cell-free TXTL systems have been greatly enhanced

by improving, for example, the chemical energy regeneration pathways. Cell-free TXTL systems

are nowadays used in a wide range of domains like the production of cytotoxic molecules or the

rapid evaluation of gene regulatory networks [262]. The latter application is studied in Chapter 5

where we will look at the RNA control of gene expression using a TXTL reconstituted system.

During the transcription-translation process, proteins are produced by a regulated network whose

topology and dynamics can be precisely tuned. For this reason these systems can be repurposed

to study reaction-diffusion patterns.

Isalan, Lemerle and Serrano published in 2005 a seminal paper demonstrating that stable

patterns of protein concentrations could be obtained using cell-free TXTL reactions [129]. More

recently Karzbrun, Tayar, Bar-Ziv and collaborators introduced an open microfluidic spatial reactor

where TXTL reaction networks could be maintained out-of-equilibrium for long periods of time

without perturbing reaction-diffusion dynamics [138]. It is composed of a suite of microchamber

reactors connected to each other through thin channels where gene products can diffuse, forming a

one-dimensional array. The DNA molecules carrying the corresponding genes are attached to the

surface of the microchambers. In addition, each reactor is connected by another thin channel to

a wider channel parallel to the array, where a continuous flow of all the components necessary for

transcription and translation is maintained. This second set of thin channels allows exchange of

enzymes and small molecules from and to the wider channel but precludes hydrodynamic flow, and

acts as a physical sink, thus keeping the system out of equilibrium. Using this inventive system
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the authors reported the first observation of a traveling front in a TXTL system [278]. They did so

by using a bistable network composed of an autocatalytic loop and a repressor (Figure 2.11 (a)).

The transcription factor σ28 activates its own promoter and a reporter construct which synthesizes

GFP. The positive feedback of the autocatalytic loop is inhibited by the Aσ28 protein which binds

to the factor σ28 preventing its binding. A monostable autocatalytic network did not provide fronts

because TXTL networks are known to have leak reactions (RNA is synthesized even in the absence

of an activating transcription factor) that lead to homogeneous growth instead of a traveling front.

In this system, the authors measured front velocities of about 10 µm/min (Figure 2.11 (b)).

In an other experiment, the authors investigated the reaction-diffusion dynamics of a TXTL

oscillator inside the same set-up [279]. When the chambers were not connected by diffusion,

oscillations were uncoupled, while they synchronized when the coupling was sufficiently strong.

Interestingly, the authors observed traveling waves in the presence of a gradient of concentration

of one of the components of the network.

A𝜎28 𝜎28

DNA

Flow channel 50 𝜇m

(a) (b)

Figure 2.11 | In vitro reconstituted reaction-diffusion systems - Cell-free TXTL fronts.
(a) A fluorescent protein front generated by a bistable cell-free TXTL network inside a unidimen-
sional microchamber array. The bistable network based on the regulation of the σ28 transcription
factor (top) and a picture of two coupled microchambers (bottom). (b) Images of the 1D channel
for different times showing the propagating front. Adapted from [278].

2.2.4 Reaction-diffusion patterns made of DNA

In vitro reconstituted systems are natively biocompatible but rely on protein interactions which

are hard to engineer. However cell-free TXTL expression systems can be partially tuned through

the DNA sequences coding for proteins or by using RNA regulators (see Chapter 5) and the

Min bacterial system has been redesigned by taking a modular approach [90]. In this section we

show that nucleic acids, and especially DNA, can easily overcome these two main difficulties of

biocompatibility and programmability when used to create chemical reaction networks.
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Using DNA to build chemical reaction networks

The design of new chemical reaction networks goes through the precise adjustment of the reaction

rates and the topology of the network. These two properties are very difficult to engineer in

chemical functions due to the lack of structure/function relationships, except for hybridization

reactions involving nucleic acids. Indeed, nucleic acid reactivity derives from its structure composed

of two single stranded DNA (ssDNA) that obey Watson-Crick base-pairing rules (A/T, G/C). The

length and the sequence of the DNA strands literally code for the reaction rates and the network

topology: an ssDNA can only hybridize with a strand having the complementary sequence. The

number of nucleobases involved in the pairing, the temperature and the salt concentrations set the

reaction rates.

The idea that DNA can be used as a substrate to engineer dynamic networks has been im-

plemented with a reaction scheme called strand displacement (Figures 2.12 (a) and (b)). Two

strands with partial or full complementarity hybridize to each other, then displacing one or more

pre-hybridized strands in the process. Strand displacement is initiated at complementary single-

stranded domains called ‘toeholds’. Thus, in this process, a new toehold can be generated. By

varying the strength of toeholds sequences — principally the length — the rate of strand displace-

ment reactions can be quantitatively controlled over a factor of 106 [332]. By combining multiple

strand displacement reactions with controlled kinetics, one can create a chemical reaction network

entirely made of DNA. Since the first design [323], DNA strand displacement reactions have been

used to design molecular circuits, motors and sensors in cell-free settings [331]. These reactions

can also operate in a biological environment such as mammalian cells [100]. Complex reaction

networks have been engineered including oscillations [268].

(a)

ii.i. iii.

(b)

Figure 2.12 | DNA strand displacement. (a) DNA is represented as directional lines, with
the hook denoting the 3’ end. The sequences of the nucleotide bases are usually not shown. (b)
Example of a DNA strand displacement reaction. i. Toehold domains initiate binding, ii. then
domain 2 undergoes branch migration and iii. strand displacement is completed. Both figures are
adapted from [331].
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DNA reaction networks are fully programmable but have three important drawbacks. Firstly,

many DNA strands are required to compute elementary functions such as autocatalysis, leading to

a great increase in complexity. Secondly, the relevant timescales of such systems are in the order

of a few hours. That can be problematic if coupled to other biochemical processes where times

scales are measured in terms of seconds or minutes. Thirdly, fuel DNA complexes — that serve to

maintain the system away from equilibrium — ‘leak’, meaning that they react through undesired

pathways.

Thus, other systems combining nucleic acids with a small number of proteins have been de-

signed to overcome these difficulties. In particular polymerases are used to increase the rate of

production of nucleic acids [266]. The two most notable systems involving nucleic acids and en-

zymes are the ‘genelets’ system, developed by Kim, Winfree and coworkers and the ‘PEN-DNA

toolbox’ developed by Rondelez and coworkers. In the genelets system, RNA strands are produced

and inhibited from DNA template molecules. The production and the degradation are achieved by

an RNA polymerase and an RNase. Using this system, a bistable network [143] and an oscillator

have been designed [144]. The PEN-DNA toolbox [186, 12], composed of three enzymes and DNA

strands, is going to be presented in more detail in the next section as we will use it to build an

autocatalytic amplification in Chapter 4.

DNA nanotechnology

Proposed in the 1980s by Seeman [249], the utilization of nucleic acids to build nanomaterials
that self-assemble has led to the DNA nanotechnology field. Following Watson–Crick base-
pairing rule, many static and dynamic nanostructures have been conceived: from the original
design of a DNA cubic structure [38] to large DNA/RNA origamis of arbitrary shapes
[238, 80] that can be responsive [6, 149]. In addition, small DNA-based nanomachines have
been created such as tweezers [323] or cargo-sorting robots [284]. When coupled to other
molecules and objects, DNA plays an important role in the design of responsive smart
nanomaterials where the interactions can be precisely tuned [133], like those that govern
droplet and colloid aggregation [134, 235, 81]. Among others, DNA nanostructures have
thus found applications in diagnostics, nanoparticles and proteins assembly, drug delivery
and synthetic biology [250]. DNA nanotechnology has always been related to computer
sciences where DNA molecules are exploited to solve complex problems [2, 172].

The PEN-DNA toolbox

This system combines short DNA strands and three enzymes. The term ‘PEN’ refers to the three

enzymes involved in the reactions: a polymerase, an exonuclease and a nicking enzyme. They are, in

addition, two types of ssDNA species: nodes that are produced and degraded by the enzymes, and

templates that are not modified. Following DNA hybridization rules, the sequence of the ssDNA

template species defines the topology of the reaction network. The production and degradation

of node species consume deoxyribonucleoside triphosphates (dNTP) and produce deoxynucleoside

monophosphates (dNMP). This is a dissipative process that stops once the dNTPs are depleted.

Importantly, leak reactions are strongly reduced by the specificity of the enzymes.
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By combining these different elements, one can emulate basic functions such as activation,

degradation and inhibition:

– Activation and autocatalysis (Figure 2.13, i.). The input ssDNA A (a node) hybridizes on

an activation template TAB before being elongated by a polymerase, resulting in a dsDNA.

The sequence has been chosen to exhibit a recognition site for the nicking enzyme. Thus the

newly formed strand is nicked into two fragments: the original A and a new one B. In the

case where the sequence of B is the same as the sequence of A, the activation becomes an

autocatalytic amplification.

– Inhibition (Figure 2.13, ii.). The input ssDNA A hybridizes on an inhibition template R

(also called ‘repressor’ or ‘pseudotemplate’) before being elongated by a polymerase resulting

in a dsDNA. Contrary to the previous case there is no nicking site. Thus, this strand cannot

interact any more with an activation template and will be degraded by the exonuclease.

– Degradation (Figure 2.13, iii.). In the presence of a third enzyme — an exonuclease — in-

puts and outputs are recognized and degraded. Moreover the exonuclease destroys any species

that is not actively produced by a template. Templates are protected against degradation by

phosphorothioate modifications located in the 3’-end.
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Figure 2.13 | Basic reactions with the PEN-DNA toolbox. i. Activation, ii. inhibition and
iii. degradation. They involve one to three of the following enzymatic reactions: extension of input
over a template by a DNA polymerase, cutting of an extended strand by a nicking enzyme and
degradation of single strands by an exonuclease

Although the PEN-DNA toolbox was completely de novo engineered, it was inspired from gene

regulatory networks. Indeed, they both rely on the three basic mechanisms of activation, inhibition

and degradation (Figure 2.14). In vivo, or in cell-free TXTL systems, a gene is transcribed into

an RNA which is consecutively translated into a protein. This protein can be a regulator of the

transcription of a second gene. In this sense, the transcription and translation steps are activation

steps, while the regulation can be either an activation or inhibition event. Furthermore, RNA and

proteins can be degraded. In the PEN-DNA toolbox, genes are replaced by ssDNA templates and

dynamic effectors — RNA and proteins — are replaced by ssDNA inputs and ouputs (the nodes)

created from replication of the templates (Figure 2.14 (b)). Nevertheless, gene regulatory networks
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are much more complicated than this simple picture. We can mention for example, regulatory

mechanisms, not displayed in Figure 2.14 (a), based on RNA molecules that directly regulate the

translation of an other gene. These are called translational riboregulators and will be discussed in

Chapter 5.

(a) (b)

Figure 2.14 | Analogy between a gene regulatory network and the PEN-DNA toolbox.
(a) Schematic description of a simple gene regulatory network. (b) Similar representation of the
PEN-DNA toolbox. Both sketches are adapted from [186].

In PEN-DNA reactions, the network topology is changed by designing input and output se-

quences and connecting them through activating or inhibiting modules. Various reaction networks

have been built from relatively simple modules such as autocatalysis [185] and inhibited amplifica-

tion [185, 186] (Figure 2.15 (a)) to complex switchable memories (Figure 2.15 (b)) [210, 178, 326]

and oscillations (Figure 2.15 (b)) [186, 72]. The space of parameters (concentrations) of these re-

action networks can be mapped using high throughput microfluidic methods [82] (Figure 2.15 (d)).

Reaction-diffusion patterns constructed with the PEN-DNA toolbox

Reaction-diffusion patterns appear when an attention is paid to the spatio-temporal dynamics of

the chemical reaction networks built with the PEN-DNA toolbox in non-homogeneous reactors.

One of the easiest network to probe is the autocatalytic amplification. It leads to a traveling front

propagating at constant velocity (of about 60 µm/min) that can last a few hours and even several

days [325, 290] (Figure 2.16 (a)). In such systems we have seen that the velocity is proportional

to
√
kD where k and D are respectively the constant of reaction and the diffusion constant.

Interestingly both of these two parameters are tunable in the PEN-DNA toolbox. The reaction

constant is directly tunable via the concentration of the template or the concentration of the

polymerase. Moreover, the diffusion constant of the DNA template can be decreased by attaching

a micelle [325] or a polymer [290] to one of their ends. In Chapter 4 we will see that it is possible

to couple a PEN-DNA traveling front with a cytoskeletal active gel.

Patterns emerge in more complex PEN-DNA chemical reaction networks. The predator-prey

molecular system whose temporal behavior in bulk is depicted in Figure 2.15 (c), exhibits traveling

waves or pulse of preys followed by predators [209, 328] (Figure 2.16 (c)). Propagation of DNA
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(a) (b)

(c) (d)

Figure 2.15 | Examples of reaction networks designed with the PEN-DNA toolbox. (a)
Autocatalytic production of a DNA input. The fluorescence (i.e. DNA concentration) reaches a
plateau when the template gets saturated. Adapted from [186]. (b) Bistable circuits in which
two autocatalytic modules negatively regulate one another (left). Normalized time plots of the
bistable switch: the final state depends on the initial combination of α and β concentrations
(right). Adapted from [210]. (c) Predator-prey molecular oscillator. Adapted from [72]. (d)
Bifurcation diagram of the molecular predator–prey oscillator using thousands of droplets with
different experimental conditions. Adapted from [82].

fronts across a population of colloids covered with DNA template has been conceived [87]. Stable

patterns have been also engineered: a bistable network in response to a gradient of a DNA template

concentration leads to two immobile fronts that repel each other [326] (Figure 2.16 (b)).

Reaction networks only composed of DNA molecules can also give rise to stable patterns like

linear and hill shapes [330], or perform spatial detection by computing edges [39]. However, as

mentioned above, these enzyme-free networks often require many DNA strands.

2.2.5 Turing-like patterns in vivo

Finally, we would like to conclude this section by briefly discussing the case of stable patterns found

in vivo which are often interpreted as Turing patterns. Indeed, the Turing spatial instability could

explain why the stripe patterns on the surface of the tropical fish Pomacanthus imperator move

on the scale of days [147] (Figure 2.17). In addition, colored patterns on the skin of an ocellated

lizard have been proven to be produced by a cellular automaton. This mechanism emerges from

a continuous Turing system when particular spatial conditions are imposed. The skin thickness

variation causes the reaction–diffusion dynamics to separate into microscopic and mesoscopic spa-

tial scales, the latter generating the cellular automaton [171]. Evidence of an underlying Turing

mechanism has also been reported during digit patterning in mice [256]. However, the spots and

the stripes of large mammals (zebras, tigers, ...) are not due to a Turing mechanism but rather

arise from the migration and the multiplication of pigmented cells.
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(a) (b)

Prey

Predator

(c)

Figure 2.16 | Reaction-diffusion patterns designed with the PEN-DNA toolbox. (a)
Kymographs (time versus position) showing the propagation of a DNA front engineered from an
autocatalytic amplification from left to right. A high concentration of DNA is indicated by a
white color. Adapted from [325]. (b) A DNA-based network with two self-activating nodes that
repress each other generates two immobile fronts (red and blue) that repel each other in response
to the gradient of DNA template (yellow). Adapted from [326]. (c) Propagation of waves in a
predator-prey molecular network. Images are taken every 10 min in an 11 mm diameter, 200 µm
thick circular reactor. Adapted from [209].

Reaction-diffusion concepts can be extended to other patterning concepts. For example the

‘lateral-inhibition’ mechanism participates in the assembly of complex spatial structures. In this

mechanism, a cell with a particular fate communicates with the neighboring cells to prevent them

to have the same one. The ‘Notch-Delta’ system is an archetype of such mechanism: the inhibi-

tion is accomplished thanks to the Notch membrane-bound receptor and can be activated by the

transmembrane ligand Delta supplied by a neighboring cell. In particular, this system is involved

in the cell specification process during Drosophila eye development. It is possible to genetically

engineer lateral-inhibition mechanisms in cells [175]. Moreover, molecules can be transported by

other means and not only by diffusion. This is the case of phyllotaxis, the mechanism used by

plants to organize the arrangement of branches, leaves, petals and seeds. Regulation of the sig-

naling molecule auxin is controlled in many ways including growth and external physical stimulus

(gravity, light).

In vivo, these reaction-diffusion mechanisms between molecules (and especially proteins) are
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Figure 2.17 | Turing-like patterns in Pomacanthus imperator. Rearrangement of the stripe
patterns of Pomacanthus imperator. Adapted from [147].

often combined with other self-organizing mechanism, such as those associated with active mat-

ter. These intricated links are particularly visible during embryo development when chemical and

physical forces act in concert, as we will see in the following.
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2.3 Interplay of chemical and mechanical forces: two exam-

ples from embryo development

The patterning mechanisms described in the previous sections — active matter and reaction-

diffusion — are not mutually exclusive. In many cases, such as during embryo development,

both happen synchronously. In this section we concisely review two in vivo examples of pattern

formation and morphogenesis: the establishment of cell polarity in the C. elegans nematode and

the development of the Drosophila blastoderm with the concept of positional information.

2.3.1 Cell polarity establishment in C. elegans

Cell polarity emerges from the interplay between chemical and mechanical systems [92]. The

establishment of the antero-posterior axis in the one-cell stage of C. elegans embryos depends both

on mechanical — actin/myosin — and on biochemical — partitioning-defective protein (PAR) —

networks. These PAR proteins, conserved throughout the animal kingdom, are essential in many

processes: cell migration, cell fate, establishment of body plans and epithelial tissue architecture.

They are typically composed of two groups of antagonistic PAR proteins. In C. elegans, these

include PAR-3, PAR-6 and aPKC, which localize on the anterior membrane, and PAR-1, PAR-2

and LGL, which localize to the posterior. They form a reaction-diffusion system (Figure 2.18 (a))

that self-organizes into a non-polarized or a polarized state. Pattern formation in this embryo is

then induced by advection of PAR proteins by an actomyosin-dependent cytoplasmic flow. It allows

membrane binding of posterior PAR proteins, resulting in an asymmetry that can be amplified by

the PAR reaction–diffusion system 2.18 (b)).

(a) (b)

Figure 2.18 | Establishment of cell polarity in C. elegans. (a) The reaction-diffusion PAR
model. The two proteins PAR-6 (A, in red) and PAR-2 (P, in blue) switch between the cytoplasm
and a membrane-associated state where they can only diffuse laterally. Adapted from [93]. (b) Cell
polarization involves a reaction-diffusion system and long range flows of a thin layer of contractile
actomyosin cortex. (top) Fluorescence images of myosin motors driving cortical flows, (bottom)
fluorescence images of the proteins PAR-6 (red) and PAR-2 (cyan). Total time is 15 min and scale
bar is 10 µm. Images adapted from Goehring’s lab [link].

https://goehringlab.crick.ac.uk/
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2.3.2 Early stages of Drosophila blastoderm development

The French flag problem

In developing embryos, cells ‘need to know’ where they are in order to determine their fate. Lewis

Wolpert in 1969 proposed a conceptual framework [316] to explain how an embryo with a single

break of symmetry (induced through a Turing process or an initial gradient) could differentiate

further into several distinct regions. How will the cells on the left become the head, the cells on

the right the abdomen and the cells in the middle the thorax? He proposed the term ‘French

flag problem’ to illustrate the challenge of generating distinct regions of space with sharp borders

from an amorphous mass and a shallow concentration gradient. Wolpert’s idea makes it easy to

visualize how a morphogen gradient spread within an embryo can be used to define the fate of the

embryo’s cells. As depicted in the Figure 2.19 (a), each cell may define its fate by simply measuring

the morphogen concentration around itself. Two concentration thresholds, T1 and T2, will then

be sufficient to provide three cell fates. The gradient thus provides to the cells what is called a

positional information.

Patterning genes

The first clear evidence of positional information was observed during the early development of the

fruit fly Drosophila melanogaster, which is one of the best studied model organisms. In Drosophila

the complete growth process from egg to adult takes approximately ten days and it involves four

distinct stages: embryo, larva, pupa and adult. Embryogenesis lasts only 24 h, after which the

egg hatches into a larva [317]. Drosophila embryogenesis is singular among model organisms as it

initially takes place in a syncytium, a single cytoplasm where nuclei divide without cell membranes,

which could facilitate morphogen transport by diffusion. During these stages the embryo is called

a syncytial blastoderm, with the yolk occupying a large central part and the cortex containing a

monolayer of nuclei. The blastoderm — a 500 µm-long ovoid — has two hierarchical systems of

patterning, an antero-posterior and a dorso-ventral. Since the work of Driever and Nüsslein-Volhard

in 1988 [52], positional information has been experimentally proved. Positional information during

antero-posterior patterning is provided by three maternally-induced protein gradients. One of them

is bicoid, whose concentration decreases gradually from the anterior to the posterior of the embryo.

These gradual maternal gradients regulate the expression of downstream gap genes that produce

sharp concentration profiles of their protein products. For example, the bicoid gradient generates

a sharp hunchback gap profile. There are more than twelve gap gene proteins. Subsequently, gap

and maternal proteins control the formation of pair-rule protein patterns, such as even-skipped

that forms seven 50 µm-wide stripes that will help to define the positions of body segments that

appear later in development (Figure 2.19 (c)).

Formation of the cephalic and the ventral furrows

The drosophila embryo is sequentially subdivided into an array of different types of tissues and

specialized segments that express various combinations of genes. These singular compositions

trigger local variations of shape that lead to global changes in morphology. Thus, two invaginations

called the ventral and cephalic furrows are among the first morphological manifestations of cell fate.
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Figure 2.19 | Positional information during Drosophila blastoderm development. (a)
Illustration of Wolpert’s concept as a solution of the ‘French flag problem’. Adapted from [99].
(b) The maternal protein bicoid generates the gap protein hunchback. Adapted from [167]. (c)
Pair-rule protein patterns along the antero-posterior axis. Adapted from [208]. The length of the
embryo is about 500 µm.

The ventral furrow invaginates along most of the ventral midline, bringing the mesoderm into the

interior of the embryo. This event begins by the constriction of a band of about four cells. Like

the surrounding non-constricting cells, they express the mesoderm-determining genes twist and

snail but are the only ones to express the folded gastrulation gene (fog) [161]. The secretion of

fog protein polarizes the cells and triggers a pathway that ultimately drives myosin to the apical

side of the cell (Figure 2.20 (a)) and generates contraction through the actomyosin network [44].

Cephalic furrow invagination takes place laterally on both sides of the embryo. The initial step is

a change in shape and apical positioning of a single row of cells (Figure 2.20 (b)). The position of

these initiator cells is defined by the overlapping expression of the segmentation genes btd and eve

[303] (Figure 2.20 (c)).

(a) (b) (c)

Figure 2.20 | Formation of the ventral and cephalic furrows in Drosophila. (a) Myosin
(green) localizes to the apical surface of ventral cells (arrow) during gastrulation. Adapted from
[44]. (b) Cell constriction initiates the cephalic furrow formation. (c) Interaction between btd and
eve contributes to cell constriction (in green) at the frontier of the two parasegments PS0 and PS1.
The gradient of the bicoid protein and the three genes col, stg and en are also indicated. The two
last figures are adapted from [303].
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The interplay between mechanics and chemistry during embryogenesis has been observed be-

yond these two examples. For instance patterning by positional information is involved in the

development of vertebral neural tube [28]. A reaction–diffusion system that couples cytoskeletal

elements is required for the cytokinesis of starfish oocytes [19]. This coupling has been the subject

of numerous theoretical works [25, 154, 228] and has begun to be implemented in artificial systems,

as we will see in the next section.
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2.4 Experimental efforts to couple active matter and reaction-

diffusion systems in vitro

The two order-generating mechanisms presented in this chapter may be used to create self-organizing

materials that will be autonomous, programmable and biocompatible, which is the main objec-

tive of this thesis. Although many efforts to mimic biological systems have generated numerous

synthetic responsive materials for smart tissue engineering and therapeutic applications, existing

systems lack autonomy or tunability and are not always compatible with living systems. In this

section we describe inspiring works that have coupled mechanisms in order to overcome some of

the aforementioned flaws: self-oscillating gels and DNA-responsive systems.

2.4.1 Self-oscillating gels

A first and important implementation achievement was accomplished by embedding the BZ reac-

tion, that exhibits spontaneous periodic temporal and spatial patterns, into a responsive polymer

gel. The mechanical coupling during the periodic oscillations of the BZ reaction was accomplished

thanks to a copolymer gel of N-isopropylacrylamide (NIPAAm) in which the ligand of the complex

ruthenium (II) tris(2,2’-bipyridine) (Ru(bpy)2+
3 ) was covalently bound to the polymer chain [321]

(Figure 2.21 (a) (top)). The poly(NIPAAm-co-Ru(bpy)3) gel can swell and deswell at the oxidized

and reduced states of Ru(bpy)3, respectively (Figure 2.21 (a) (bottom)). The BZ reaction in the

gel generates periodic redox changes of Ru(bpy)3, and the chemical oscillation induces mechani-

cal oscillations of the polymer network. Self-oscillating polymer gels have been transformed into

functional materials that are able to perform original tasks such as self-floculation of particles, self-

propelled motion, beating of artificial cilia and autonomous transportation by peristaltic motion

[322] (Figure 2.21 (b)). However, although these gels are autonomous, they are still powered by

the BZ reaction which occurs in lethal pH and oxidizing conditions.

2.4.2 DNA-responsive systems

As already mentioned, biocompatibility can be accomplished by introducing DNA molecules. Thus,

it has also been adopted for the conception of responsive hydrogels and have been coupled to

reconstituted active matter systems.

Coupling with hydrogels

DNA can form hydrogels. It can be the only component, the backbone or a crosslinker that

connects the main building blocks through chemical reactions or physical entanglement. Since

their conception in 1996 [192], DNA hydrogels have been engineered to bend, twist or actuate

in response to external stimuli. A recent work has demonstrated that the addition of a specific

DNA molecule can induce 100-fold volumetric hydrogel expansion by the successive extension of

crosslinks to reach centimeter-sized gels [31] (Figure 2.22 (a)). In addition, using a DNA-polymerase

to elongate DNA chains, hydrogels made entirely of DNA weaved chains have been created [159].

The resulting gel has liquid-like properties when taken out of water and solid-like properties when

in water. Moreover, the gel returns to its original shape upon the addition of water and after
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Figure 2.21 | Self-oscillating gels. (a) Copolymer gel of N-isopropylacrylamide (NIPAAm) with
ruthenium(II) tris-(2,2’-bipyridine) (Ru(bpy)2+

3 ) covalently bonded to the polymer chain. The
poly(IPAAm-co-Ru(bpy)3)) gel swells and deswells at the oxidized and reduced states of Ru(bpy)3).
(b) Time-lapse of the peristaltic motion of poly(NIPAAm-co-Ru(bpy)3-co-AMPS) gel in a solution
of BZ substrates. The green and orange colors correspond to the oxidized and reduced states of
Ru. Both figures are adapted from [322].

complete deformation. Another interesting example is a DNA gel that can contract upon the

addition of a enzyme which is known to condensate DNA [24]. Because these DNA hydrogels are

biocompatible, biodegradable, inexpensive to fabricate and easily molded into desired shapes and

sizes, they have been the object of important development regarding biomedical applications [74].

Coupling with reconstituted active matter systems

DNA molecules have also been directly coupled to active matter constituents such as molecular

motors and microtubules. In single molecule experiments, DNA has been used to construct well-

defined systems such as assembly of kinesins [73] or myosins V [104] and large DNA nanostructures

composed of kinesins and dyneins [48].

In 2014, Wollman, Tuberfield and collaborators reported the first DNA-coupled active gel com-

posed of reconstituted microtubules and DNA-kinesin chimeras [314] (Figure 2.22 (b)). They

showed that a DNA strand was able to direct the assembly of microtubules and to control the

loading and unloading of cargo, or to trigger the disassembly of the biopolymer network. Af-

ter this pioneer work, few systems that link nucleic acids to reconstituted active matter have

been designed. Among them two important experimental systems deserve attention. First, a ten

micrometer-sized vesicle made from a lipid bilayer can be deformed in response to DNA molecule

[244]. DNA molecules were attached to the lipid membrane in order to transmit the force generated

by a DNA-kinesin motor in response to a signal molecule composed of another sequence-designed

DNA. Secondly, the swarming of DNA-functionalized microtubules propelled by kinesin motors

attached to a surface was programmed to be reversibly regulated by DNA signals [142]. In this

system swarm behaviors such as translational and circular motion were observed.



2.4 Experimental efforts to couple active matter and reaction-diffusion systems in vitro 56
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Figure 2.22 | DNA-responsive hydrogel and active gel. (a) i. DNA-directed expansion of
DNA–crosslinked polyacrylamide gels. ii. The gel expands substantially in a 20 µM DNA hairpin
solution. Scale bars are 1 mm. Adapted from [31]. (b) DNA-control of an aster disassembly. i. The
kinesin cluster has two sections, each containing a zinc finger binding site and a single-stranded
overhang (blue). These sections are linked by a complementary strand (orange). This kinesin is
stripped off by the signal strand (orange). ii. Time-lapse of the aster disassembly before and after
addition of the disassembly signal. Scale bar is 10 µm. Adapted from [314].

Inspired by these works, we have created in this thesis (Chapters 3 and 4) a system in which

reaction-diffusion patterns and active matter are coupled thanks to the use of the PEN-DNA

toolbox and an in vitro reconstituted active gel composed of microtubules and kinesin clusters.

The combination of the two may lead to the creation of new materials with unique properties.
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2.5 Conclusion

The reproducible formation of patterns is one of the key characteristics of living organisms. It

is particularly visible during embryo development, which can be considered as a molecular self-

sustained construction process that transforms an amorphous mass into a highly differentiated

material. The whole process is a complex blend of chemical reactions, mechanical interactions,

gene expression and signaling. In this chapter, we have focused our attention on active matter that

uses the energy consumed by many elements and restored in the form of mechanical work, and on

patterns that emerge from the reaction and diffusion of molecules.

First, we have seen that are active matter covers a broad range of systems from animal flocks to

artificial motorized colloids. We have focused our presentation on reconstituted gels of cytoskeletal

proteins, which take advantage of powerful biological motors and display a rich variety of dynamical

behaviors; from force-induced pattern formation to motion and deformation of macroscopic soft

materials. Secondly, we have examined reaction-diffusion systems which can give birth to complex

chemical patterns. Well-studied in non-linear redox reactions such as the famous BZ oscillator,

they have been more recently investigated using biocompatible systems. For example, patterns have

been obtained with the help of the Min bacterial system or the in vitro use of the transcription-

translation machinery. We have pinpointed a de novo designed, programmable and biocompatible

system made of DNA strands and a few enzymes which can be used to construct chemical reactions

systems and reaction-diffusion patterns: the PEN-DNA toolbox. These two patterning mechanisms

are ubiquitous in vivo where they are intertwined during embryo development. In vitro, efforts

have been made to design systems that couple the two mechanisms. Besides BZ-coupled and DNA-

responsive gels already discussed, important other results have been achieved: the microfabrication

of homeostatic materials [109], the printing of biomaterials [302], the obtention of patterns in

supramolecular systems [160] and the use of synthetic molecular motors [139] that have been

coupled to shape changes of macroscopic materials [162]. However they lack programmability,

self-sustainability or biocompatibility.

The combination of self-organization mechanisms is an important step in the quest to build

materials inspired from embryogenesis. This combination is common in natural systems, such as

the developing embryo, but is unknown in synthetic materials. This knowledge is critical for the

advanced programming of self-organizing macroscale shapes at the molecular level. The systems

discussed in this chapter could all be used to reach this goal in a near future. The development of

such materials will undoubtedly lead to so far elusive self-fabricated, force-exerting synthetic soft

matter with the potential of integration in soft robotics and biological environments.

In the next two chapters we will investigate a cytoskeletal active gel and a reaction-diffusion

system made with DNA that can potentially overcome the aforementioned problems. First we will

consider the patterning properties of a reconstituted active gel made of kinesin clusters and mi-

crotubules (Chapter 3) in the aim to realize then the effective coupling between this active matter

system and a programmable reaction-diffusion front built from the PEN-DNA toolbox (Chapter 4).
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Active gels are matter driven out-of-equilibrium thanks to a chemical reaction. Major represen-

tatives of them are reconstituted biological active gels, where the energy comes from the hydrolysis

of a nucleotide. Their basic constituents are taken from cells and reconstituted in vitro. In the

presence of an energy source (mostly ATP or GTP) they exhibit complex patterning behaviors.

In this chapter, inspired by the earlier works presented in Chapter 2, we experimentally build an

active gel composed of polymerized microtubules and clusters of kinesins. Using this system we

recapitulate the different patterns previously observed in similar — but different — systems and

show that they can be understood with a relatively low number of parameters: activity (in terms of

motor or ATP concentration), microtubule length and concentration, and depletion forces. Thus,

depending on these parameters, the system can exhibit diverse structures such as asters, local

or global contractions, corrugated patterns and active turbulent flows. When geometrically con-

strained, new behaviors can be observed like, for instance, confined active nematics in water-in-oil

droplets.

We have organized this chapter as follows. The first section describes the composition of the

active gel. It includes the step of creation of the kinesin clusters that are able to apply forces on

several filaments. We use two different strategies, one based on the specific biotin-streptavidin link

and the other on non-specific interactions. We then explicit the mix preparation, the assembly of

the reaction and the data processing. In the second section we depict the formation of bundles

from long microtubules due to depletion forces. These bundles form asters or contract if involved

in a denser microtubule network. The contraction can be either local or global depending on

the initial density of the active network. Our main contribution to the field of reconstituted

active gels is presented in the third section. We show that starting from a nematic network that

is dense enough, a sheet of microtubules forms and buckles in the transverse direction leading

to a very regular corrugated pattern. The wavelength of the pattern is tuned by the motor or

the microtubule concentration, or by the geometrical constraints of the channel (the height for

example). Interestingly the pattern is stable at a relatively low concentration of kinesin clusters

but breaks into chaotic flows at higher concentrations. These flows are described in the fourth

section in which we recover previously-described chaotic flows using short microtubules. We focus

our analysis on the initial wavelength selection and the path to turbulence. In the last section

we present a protocol that can be used to generate water-in-oil droplets of various sizes, method

that can be employed to study the physics of active droplets. We finally conclude this chapter by

summarizing the diverse results and by proposing a way to control the spatio-temporal organization

of active gels using light and caged-ATP molecules.
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3.1 Preparation of the active gel

The reconstituted cytoskeletal active gel that we prepare is composed of the following essential

elements: microtubules, kinesin clusters, depleting polymers and ATP. In this section we describe

the preparation of such an active gel. An important part is dedicated to the preparation of the

kinesin clusters, using two different strategies. The first one is built upon the important works of

Nédélec and Surrey [195, 274] and of Sanchez, Dogic and collaborators [243, 241]. It is based on

the biotin-streptavidin link (Figure 3.1 (a)). The second one is based on non-specific clusters of

SNAP-tag motors (Figure 3.1 (b)). Notably, SNAP-tag motors may be used in the future to design

reversible clusters controlled by ssDNA (Figure 3.1 (c)). We then present the preparation of the

active mix — including the preparation of microtubules —, the construction of the channels where

the experiments take place and the data processing.

Microtubule
Biotin-labeled

kinesin
Streptavidin

Pluronic
Depletion

Sliding

(a)

SNAP-kinesin
cluster

(b)

DNA-labeled
kinesin

DNA linker

(c)

Figure 3.1 | Strategies to build kinesin clusters for the preparation of a reconstituted
active gel. Sketches of the components of an active gel formed by microtubule bundles and
clusters of kinesin motors. Clusters of motors can be made using (a) specific biotin-streptavidin
links (strategy used by Dogic and collaborators [243, 241]) or (b) non-specific links. (c) A potential
strategy to design reversible kinesin clusters using DNA.

3.1.1 Design and expression of kinesin clusters

One of the essential elements of the active gel is the cluster of kinesin motors that is able to exert

forces on several filaments at the same time. We use different strategies to create controlled clusters

of kinesins that we describe in the following.

K401-BCCP kinesin: biotin-streptavidin interactions

The first strategy is based on the specific interaction between biotin and streptavidin. The bond

formed between biotin and streptavidin is specific and stable for tens of hours. It allows the cre-

ation of a physical link between two molecules without any chemical reaction. The high affinity is

the consequence of about fifty hydrogen bonds that constrain the biotin, as much in rotation as

in translation, leading to one of the strongest non-covalent bond, requiring a force of more than

100 pN to break [318]. This biochemical link has been broadly used in molecular biology and has

been developed for the study of kinesin motors by Gelles and collaborators [21]. This approach is

the one used by Nédélec and Surrey in their seminal work of the early 2000’s [195, 274] and by
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Dogic and collaborators in their exciting experiments starting from 2011 [243, 241, 319]. The biotin

is attached to the kinesin thanks to the Biotin Carboxyl Carrier Protein (BCCP). It is a part of

a natural enzyme (the acetyl-CoA carboxylase) that serves as a carrier for biotin. During its in

vivo production in E. coli, the BCCP polypeptide is recognized and efficiently post-translationally

biotinylated. In terms of genetic construct, the DNA sequence coding for the BCCP protein is

fused to the sequence coding for the first 401 amino acids of the N-terminal motor domain of the

heavy chain of Drosophila melanogaster kinesin-1 (also knows as ‘KHC’). In order to facilitate the

purification, we use a recent version of this kinesin where a HIS-tag sequence has been added [270].

This kinesin is called ‘K401-BCCP’ in this manuscript (Figure 3.2 (a)).

However this approach has some drawbacks. First the number of kinesin motors in a single

cluster is not known since streptavidin is a tetravalent protein: a cluster can be composed of one to

four motors. Secondly, the link is not reversible in the standard conditions of experiments. Kinesin

clusters are always applying forces on several filaments. Thus it is impossible to dynamically

control the state of the cluster and vary the activity of the gel spatially and temporally.

K430-HSNAP and K430-FLAG-SNAP kinesins: non-specific clusters

In order to control the number of kinesins involved in a cluster and the reversibility of the link,

an ingenious idea rests on the use of DNA molecules. Therefore, the modulation of the link can

be easily tuned using techniques such as strand displacement. This idea has been implemented for

the first time by Wollman, Tuberfield and coworkers who used zinc-fingers to connect kinesin and

DNA [314].

A second way to specifically attach a molecule (here a DNA) to a protein can be achieved

with specific tags such as the SNAP-tag. The SNAP-tag is a small protein (20 kDa) based on

the mammalian protein O6-alkylguanine-DNA-alkyltransferase. During the labeling reaction, the

substituted benzyl group of the substrate (that are derivatives of benzylpurines and benzylchloropy-

rimidines) is covalently attached to the SNAP-tag. With this strategy, a benzyl-guanine modified

DNA can be covalently attached to a protein. Furuta and coworkers have created a modified ki-

nesin with a SNAP-tag derived from the first 430 amino acids of the kinesin-1 found in Rattus

norvegicus [73]. It is important to control the number of SNAP-tags in a single kinesin if one

wants to control the number of kinesins in a single cluster. Indeed, a kinesin is composed of two

arms that dimerize. To solve this problem, they have designed a kinesin with two different arms:

one with a HIS-tag (the arm containing the SNAP-tag) and one with a FLAG-tag. We call this

motor ‘K430-FLAG-SNAP’ (Figure 3.2 (b, left)). Now, the purification requires two steps: first a

purification using the HIS-tag that leads to kinesins with two HIS-tag arms and kinesins with one

HIS-tag arm and one FLAG-tag arm. The second purification uses the FLAG-tag: only kinesins

composed of one HIS-tag arm and one FLAG-tag arm are selected. The maximum number of DNA

molecules that can be attached to one kinesin via the SNAP-tag is one.

We also create a homodimer version of this kinesin: it is composed of the two identical arms

containing the HIS-tag and the SNAP-tag (‘K430-HSNAP’) (Figure 3.2 (b, right)). Thus, the

maximum number of molecules that can be attached to one kinesin is now of two.
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However, we observe that after the purification of both K430 kinesins, non-specific clusters

are present. Indeed, active gels built from these kinesins (the method to assemble such gels is

described in the next subsection) exhibit activity: kinesin motors are able to exert forces on

several microtubules at the same time, which is possible only if they form clusters. Our efforts to

eliminate these nonspecific multimers by size exclusion chromatography do not change the observed

patterns, suggesting that these clusters either form rapidly or do so in the working buffer. So these

non-specific clusters have the same drawbacks than before: we do not know the number of kinesins

present in one cluster and it is impossible to go from a clustering state to a single motor state.

However, even if this approach is not successful to make DNA-controllable kinesin clusters as

originally desired, K430 kinesins can be used in the form of clusters. Surely,

– these non-specific clusters work perfectly and provide an orthogonal — interactionally speak-

ing — system to the biotin-streptavidin system, and can then be used at the same time (for

example with biotin-labeled microtubules).

– As we will see in Section 4.4, it is possible to specifically attach modified DNA on these ki-

nesins. These may be used in DNA-related reaction networks or in gliding assay experiments.

The three types of kinesins used in this thesis are recapitulated in the following table (Table

3.1):

Name Tags Clusters Usage

K401-BCCP HIS Biotin-streptavidin Chapter 3 (Section 3.5),
Chapter 4 (Sections 4.2, 4.3)

K430-FLAG-SNAP HIS, SNAP, FLAG Non-specific Chapter 3 (Section 3.2),
Chapter 4 (Section 4.4)

K430-HSNAP HIS, SNAP Non-specific Chapter 3 (Sections 3.3, 3.4)

Table 3.1 | List of the kinesins used in this thesis.
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Figure 3.2 | Sketches of the kinesins used in this thesis. Sketches of the kinesins and their
plasmid representation. (a) K401-BCCP, (b) K430-FLAG-SNAP and (c) K430-HSNAP.

Kinesin purifications

Although the proteins are different and do not come from the same organisms, the development

and the standardization of protein purification methods allow us to purify kinesins using the same
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kind of protocol. Here we present the main steps. The reader will find detailed protocols for each

one of the three purifications in Appendix B.1.

We start the expression steps from DNA plasmids. We do not have to construct the plasmids

for kinesins K430-FLAG-SNAP and K401-BCCP as they have been kindly provided by K. Furuta

and Z. Gueroui, respectively. We build the K430-HSNAP plasmid from K430-FLAG-SNAP plas-

mid by removing the sequence coding for the FLAG-tag arm.

E. coli DH5α cells are used to multiply the plasmid. The expression of the protein is done in

E. coli BL21(DE3) or Rosetta 2 cells. After growth to an optical density (OD) of about 0.5, cells

are induced using isopropyl β-D-1-thiogalactopyranoside (IPTG) at room temperature (21◦C to

23◦C) for the appropriate amount of time. Importantly, K401-BCCP production also requires the

induction of the biotinylation. Bacteria are then collected by centrifugation. From this point, all

the steps are performed on ice or at 4◦C. Bacteria are lysed using a sonicator and the cell extract

is centrifuged and filtered. The filtrate containing the target protein with a tag is specifically and

reversibly bound to a chromatographic resin containing a binding substance (ligand) with affinity

for the tag. Three steps follow: (i) the sample is applied to the column under conditions that

favor binding to the ligand, (ii) unbound material is washed out of the column and (iii) the bound

tagged protein is recovered (eluted) using a competitive ligand. This step is performed for the

three kinesins thanks to the HIS-tag using a Ni-IMAC resin and an elution buffer containg a high

concentration of imidazole. K430-FLAG-SNAP kinesin is purified a second time using a FLAG-tag

column. The buffer is changed by overnight dialysis, and the protein can be concentrated using

MWCO (molecular-weight cutoff) filters. Depending on the level of purity desired, the protein can

be further purified by a size-exclusion chromatography (Figure 3.3 (b)). The long-term storage is

greatly dependent on the nature of the protein. Our kinesins are flash frozen in liquid nitrogen

and kept at -80◦C in the presence of a cryoprotectant such as sucrose or glycerol.

During the purification process, it is important to keep a small volume of solution at each step in

order to analyze the contents on a denaturing electrophoresis gel (here a SDS-PAGE). For example,

in Figure 3.3 (a) we present a gel recapitulating the double purification of K430-FLAG-SNAP, using

the HIS-tag and then the FLAG-tag.

3.1.2 Assembly of the active gel and data processing

We describe here the assembly of the reaction. We explicit the microtubule preparation, the

composition of the mix, assembly of the channel in which the gel is observed, the imaging and

finally the data processing of microscopy images.

Microtubule preparation

Microtubules are polymerized from porcine brain tubulin proteins ordered from Cytoskeleton, Inc.

According to the manufacturer, tubulin has been purified by cation exchange chromatography to

yield a purity > 99%. Tubulin is supplied as a white lyophilized powder stable for at least 6 months

at 4◦C. A complete polymerization protocol is written in the Appendix B.1. Importantly micro-

tubule polymerization has to be performed at a relatively high concentration of tubulin monomers.
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Figure 3.3 | Purification of kinesins: SDS-PAGE gel and gel filtration profile. (a) SDS-
PAGE gel of the purification steps of K430-FLAG-SNAP. The purification process for this kinesin
is double: first a HIS-tag purification (red), then a FLAG-tag purification (green). K430-FLAG-
SNAP is composed of two arms which weigh 50 kDa and 70 kDa. (b) Gel filtration profile of
dialyzed kinesin K430-HSNAP at 280 nm. The latter comes out at 12 mL (between red dashed
lines). The peak at 17 mL corresponds to the SNAP-tag which is produced alone and peak before
12 mL is attributed to large clusters (they show activity in an active gel experiment).

Indeed, the critical concentration is above 5 mg/mL in standard conditions but can be decreased

using glycerol for example. We use two different microtubules: GTP-grown taxol-stabilized micro-

tubules or GMPCPP-microtubules. In both cases we use 2.5% of TRITC-labeled tubulin in order

to obtain fluorescent microtubules. Although they also have different mechanical properties, we

will essentially remember that these two types of microtubules reach different lengths. We mea-

sure them using the Ridge detection plugin for ImageJ. Taxol-microtubules have a mean length

of 8.1 ± 5.8 µm and GMPCPP-microtubules of 3.0 ± 2.4 µm (Figure 3.4), with an exponential

distribution.

Active mix assembly

The composition of the active mix is indicated in Table 3.2. Besides the salts, the mix contains

other important elements:

– An ATP regeneration system used to maintain a constant concentration of ATP. It is com-

posed of a kinase which is able to transfer a phosphate group from a phosphate donor to

ADP, thus generating ATP. We use two different systems. Creatine phosphate (CP) as a

donor and creatine kinase (CK) as the transfer enzyme, or phosphoenolpyruvate (PEP) as a

donor and pyruvate kinase (PK) as the transfer enzyme. The CP/CK reaction is schematized

in Figure 3.5 (a).

– An anti-oxidant and anti-photobleaching system composed of DTT, Trolox and the enzymatic

reaction of glucose catalyzed by glucose oxidase and catalase. This reaction is schematized

in Figure 3.5 (b).
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10 𝜇m

(a) (b)

Figure 3.4 | Distributions of microtubule lengths. (a) Image of taxol-stabilised microtubules.
(b) Normalized probability distribution of taxol-stabilized microtubules (red) and GMPCPP-
microtubules (blue).

– Taxol when taxol-stabilized microtubules are used.

The mix is assembled on ice in this order: water, salts, pluronic F-127, ATP, ATP regeneration

system, anti-oxidant, anti-photobleaching and kinesin clusters. Microtubules tend to depolymerize

at low temperature even when they are stabilized. For this reason they are always added at the

end at room temperature. They are gently mixed by pipetting for 30 s to 1 min in order to prevent

them for breaking. Clusters of K430-HSNAP or K430-FLAG-SNAP kinesin naturally occur and

thus can be added to the mix directly. K401-BCCP clusters have to be prepared in advance. They

are formed by incubating the kinesin and streptavidin on ice at the stoichiometric ratio 2:1 for at

least 10 min.

Name Concentration

PEM-KOH1 1X
K-acetate 10 mM
KCl 10 mM
MgCl2 5 mM
DTT 3 mM
Trolox 1 mM
D-glucose 20 mM
Glucose oxidase 150 µg/mL
Catalase 25 µg/mL
BSA 1 mg/mL
Taxol* (paclitaxel) 20 µM
ATP 2 mM
CK 5 µg/mL
CP 20 mM

Table 3.2 | Composition of the active mix in standard conditions. 180 mM PIPES, 1 mM
EGTA, 1 mM MgCl2, adjusted with 130 mM KOH to pH 6.9. *Taxol is used only if the microtubules
are taxol-stabilized and not GMPCPP-stabilized.
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Figure 3.5 | ATP regeneration and anti-oxidant systems (a) The ATP regeneration system
CP/CK. (b) The anti-oxidant system keeps the level of O2 at a low value and preserves integrity
of molecules.

In this chapter we tune the concentration of the microtubules, the kinesin clusters and the

depleting polymers (pluronic F-127) in the following ranges (Table 3.3):

Name Concentration

Microtubules 0 - 1 mg/mL
Kinesin clusters 0 - 100 nM
Pluronic F-127 0 - 2 %(w/v)

Table 3.3 | Tunable parameters of the active mix.

In order to gain some time in the preparation, it is possible to prepare in advance a mix

containing everything except the tunable parameters (microtubules, kinesin clusters and pluronic).

The mix is then flash frozen and kept at -80◦C. We do not observe any degradation of this mix

after 3 months.

Channel passivation, assembly and imaging

Most of the experiments are performed in acrylamide-coated glass slides to prevent protein adsorp-

tion [157, 242] especially from microtubules and kinesins, and to ensure that the molecular motors

internally drive the active gel. Acrylamide forms a repulsive brush keeping protein far from the

surface of the glass. Channels are assembled using an acrylamide-coated microscope glass slide and

a coverslip separated by strips of parafilm (Figure 3.6). The height between the glass slide and the

glass coverslip can be adjusted by changing the number of layers of parafilm. Thus we are able to

vary from 70 µm (one layer of a stretched parafilm) to 500 µm (four layers). We also use directly

squared glass capillaries of 0.5×0.5 mm when needed. The active mix is filled in the channel by

capillarity and sealed with vacuum grease.

Images are obtained with an epifluorescence microscope. Images are recorded automatically

every 1 to 3 min using an excitation at 550 nm with a LED lamp. In order to resolve 3D structures
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Figure 3.6 | Sketch and picture of channels. (a) Sketch and (b) picture of the channels where
the active nematic fluid is observed

we record confocal images when needed. They are recorded automatically every 1 to 10 min with

a z step of 3 to 5 µm.

All the experiments are done at room temperature (22± 1◦C). Such variations in temperature

do not change the dynamics of the active gel.

These protocols can be found in detail in B.1.

Data processing

Time-lapse images from microscopy experiments are treated by ImageJ/Fiji (NIH) and Python.

Images of the channels are first cropped manually to remove the edges. The active gel patterns

the space, meaning that the fluorescence intensity from the microtubules along a channel is non

homogeneous. We quantify the temporal formation of the pattern as a change in the distribution

of intensities by computing the local/global variance or the difference between the 90th and the

10th percentile of intensities.

An important feature of our system is the orientation of the microtubules, we will use it in

Section 3.4. We determine the orientation map of each frame. The local orientations are computed

from the structure tensor defined for each pixel as the 2×2 symmetric positive matrix J(x, y)

derived from the gradient of pixel intensities I(x, y)

J(x, y) =

( ∫
ROI

dx dy∇xI(x, y) · ∇xI(x, y)
∫
ROI

dx dy∇xI(x, y) · ∇yI(x, y)∫
ROI

dx dy∇yI(x, y) · ∇xI(x, y)
∫
ROI

dx dy∇yI(x, y) · ∇yI(x, y)

)
, (3.1)

where ROI denotes the ‘region of interest’. The diagonalization of J gives two eigenvectors λmin

and λmax that point respectively in the direction of the minimum and the maximum gradient of

intensity. The dominant orientation is therefore given by the direction of λmin. Other isotropic

properties such as the gradient energy E (trace of the structure tensor) and the coherence C are
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given by:

E = trace(J) = λmax + λmin (3.2)

C =
λmax − λmin
λmax + λmin

. (3.3)

We implement this processing using a python routine based on the scikit-image (also known as

skimage) collection for image processing and computer vision. First, we apply on I a gaussian filter

(with a standard deviation of σ = 2 px, about 4 µm). We then compute the structure tensor and

determine the local orientation in a small ROI of a typical size 5 px (about 10 µm). In order to

remove orientations from areas where they are difficult to compute (like uniform areas), we follow

the method of ref. [231]: we use the gradient energy and the coherence values, computed above,

to discriminate significantly oriented regions. Thus, orientations are considered only where pixels

have at least 0.5% of normalized energy. We also define the 2D order parameter Q for an apolar

nematic [45] as

Q =
√
< cos 2θ >2 + < sin 2θ >2, (3.4)

where θ is the local angle obtained from the local gradient analysis and the long axis of the channel.

The average < · > is taken for a local window or on all the field of view if we want to estimate

the local or the global order parameter, respectively. When all the microtubules are aligned, Q is

close to 1 and it tends to 0 as the network gets disorganized.

Initially, when the concentration of microtubules is sufficiently high (> 250 µg/mL) and forms

a percolated network (see Section 3.2 for more details), the density of microtubules is homogeneous

in 3D. Microtubules are aligned along the long axis of the channel, parallel to x (Figure 3.7). This

nematic order arises spontaneously during the filling process of the channel by capillarity, the angle

of the director of the nematic with the x axis being −2± 16o.

z = 10 μm

z = 40 μm

z = 70 μm

z = 100 μm

(a)

z = 10 μm

z = 40 μm

z = 70 μm

z = 100 μm

𝜃
(°)

(b) (c)

Figure 3.7 | Initial orientation of microtubules in the xy plane for different heights in
a flow cell. (a) and (b) Initial fluorescence images and local orientation fields of taxol-stabilized
microtubules placed in a 130 µm-high channel for different heights. Scale bars are 250 µm. (c)
Angular distributions for different heights. θ is the angle between the bundles and the x axis in
the xy plane. < θ >= −2± 16.
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In the following sections we describe the behavior of the active gel when the parameters in

Table 3.3 are changed.
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3.2 Formation of asters and contraction of the active net-

work

In this section we explore the behavior of the active gel that we have just designed. We obtain

different patterns depending on two key parameters: the concentration of taxol-stabilized micro-

tubules and the concentration of clusters of motors. Depleting polymers induce the formation of

thick microtubule bundles that are, upon the action of the kinesin clusters, dynamic: they merge,

bend, break and recombine with the surrounding bundles. They form higher polar structures

called asters. When the initial density of microtubules is increased (with a concentration between

50 µg/mL and 250 µg/mL in terms of tubulin), the percolating active network organizes into a

final state which can either be a prestressed, a globally contractile or a locally contractile network,

starting from various cluster concentrations. We finally propose a simplified state diagram.

3.2.1 From bundles to asters

In the presence of non-adsorbing polymers in solution, particles and filaments experience attractive

interactions induced by depletion forces. More generally these interactions take place when large

colloidal particles are suspended in a solution of smaller particles. Microtubules can be assembled

into bundles thanks to these interactions even if, as charged biopolymers, they display repulsive

electrostatic interactions. Two microtubules put in the presence of many depleting polymers are

subjected to an osmotic pressure. When the microtubules are dispersed within a solution of poly-

mers of size r0, there is an excluded volume surrounding each microtubules of size r0/2. As the

microtubules aggregate, this excluded volume is reduced. For this reason, the depletion forces are

often regarded as entropic forces [9]: the free volume available for depleting polymers is maximized

and largely compensates the enthalpy penalty due to the aggregation of charged microtubules. In

vivo, depletion forces are mentioned as ‘molecular crowding’ and are essential to many processes,

in particular for enzymatic reactions [216]. Optical tweezers experiments have shown that the

strength and the range of the attraction forces between microtubules can be tuned by both the

concentration and size of the depleting polymers [113].

Starting from a diluted solution of fluorescent microtubules (< 50 µg/mL in terms of tubu-

lin concentration), bundles are forming and are becoming visible simply by using fluorescence

microscopy imaging at low magnification (10 X). Besides facilitating the formation of bundles, de-

pletion forces also increase the probability that kinesin clusters crosslink on adjacent microtubules

in a bundle. Clusters of kinesins apply large forces to bundles. These forces are able to bend and

ultimately break the bundles (Figure 3.8 and Movie A.1 [I, Û]) which are then merged into other

bundles.

In this diluted solution, the bundles are initially in random configurations. Under the action of

kinesin clusters, they assemble into star-shaped structures called asters (Figure 3.9 and Movie A.2

[I, Û]). The whole microtubule network then slowly contracts. The microtubules associated with

the asters have a defined polarity, generating a flux of microtubules toward the center of the

aster that results in local attractions between two neighboring structures. Such behavior has been

https://mycore.cnrs.fr/index.php/s/Zp89AQwrfG7Q1uK
https://vimeo.com/417735546
https://mycore.cnrs.fr/index.php/s/2JnyzrehNVKob1P
https://vimeo.com/417735609
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Figure 3.8 | Bundles bend and break under the forces of kinesin clusters. Under the
forces of kinesin clusters (K430-FLAG-SNAP) bundles are bent and are broken (green arrow).
They would then merge with other bundles. In this experiment K430-FLAG-SNAP = 40 nM,
taxol-microtubules = 30 µg/mL and pluronic = 1.0%(v/v). Interval between images is 100 s.
Scale bar is 100 µm. Movie A.1 [I, Û].

reported using the naturally-occurring tetrameric motor Eg5 [111, 288, 236]. These structures are

dynamic: at the same time they contract — meaning that the density of bundles is increasing at

the center of the structure — and they form long radial bundles. We have not looked carefully at

the dynamics of these bundles, but they are reminiscent of cilia-like beating microtubule bundles

[243]. Hypothetically, such beating phenomenon can happen in our system using the right range

of experimental conditions (motor concentration, depleting polymer concentration), concomitantly

with the contractions.

3.2.2 Contractions

The same mix but with a higher microtubule concentration (between 50 and 250 µg/mL) forms

a connected network that displays a range of spatio-temporal dynamics depending on their con-

stituent concentrations (Figure 3.10 and Movie A.3 [I, Û]). At a fixed microtubule concentration

(here 250 µg/mL), a low motor concentration leads to a globally connected static microtubule

network. The increase in the cluster concentration makes the links between microtubules easier to

form and leads to a global contraction of the network. A further increase in motor concentration

produces local clusters and segments the network into isolated contracting sub-networks. This type

of system is described as contractile.

Based both on our experiments and on other recent studies on similar but different systems

(XCTK2 and Eg5 tetrameric motors [111, 288], Xenopus egg extracts [67]), we propose the fol-

https://mycore.cnrs.fr/index.php/s/Zp89AQwrfG7Q1uK
https://vimeo.com/417735546
https://mycore.cnrs.fr/index.php/s/HYbJ9uOq98nBALn
https://vimeo.com/417735682
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300 𝜇m

Figure 3.9 | Formation of an aster made of microtubule bundles. (a) Time-lapse of the
formation of an aster structure that contracts. In this experiment K430-FLAG-SNAP = 24 nM,
taxol-microtubules = 50 µg/mL and pluronic = 2.0%(v/v). Interval between images is 6 min.
Movie A.2 [I, Û].

lowing qualitative state diagram for a microtubule-kinesin contractile system (Figure 3.11 (a)). It

depends on two parameters: the concentration in motor clusters and the concentration in taxol-

microtubules. At low concentration, microtubules do not form a connected network. They even-

tually merge into bundles and asters with a time-scale that depends on their concentration. When

the network is sufficiently connected, it constitutes a ‘percolating network’ (in terms of interweav-

ing of the bundles). In this regime, its behavior depends on the magnitude of the active forces

and thus on the concentration in kinesin clusters. A low motor concentration only results in the

local application of forces. The motors fail to counterbalance the mechanical passive forces of the

network and to transmit the forces over large distances. However, when the force is high enough,

but not too strong to untangle the network, the network is globally contracting. If the force is

further increased — by the increase of motor concentration — the network is rapidly broken into

several sub-networks that contract. To the best of our knowledge, the transitions between the

regimes have not been described and thus we do not know how steep they are. However, their

relative position can be controlled by modifying the concentration of the chemical fuel ATP or by

changing the salt conditions. For example, in our system the network contractions are prevented

by the addition of 100 mM of KCl.

Many experimental and theoretical works have been done with reconstituted actomyosin net-

works, which are well-known for contracting [20, 145, 229, 4]. These studies have pinpointed the

interplay between motor activity and the connectivity of the network. In particular, the different

observations can be understood in terms of percolation transitions where the motor activity and

https://mycore.cnrs.fr/index.php/s/2JnyzrehNVKob1P
https://vimeo.com/417735609
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Figure 3.10 | A connected active network exhibits several morphologies depending on
the motor concentration. Temporal, color-coded time-lapse for different K430-FLAG-SNAP
concentrations. Depending on the motor concentration, three active states are observed: a pre-
stressed, a globally contractile or a locally contractile active gel. In these experiments taxol-
microtubules = 250 µg/mL and pluronic = 1.5%(v/v). Total time is 300 min. Movie A.3 [I,
Û].

the connectivity of the network (which can also be modified by adding a crosslink protein such

as α-actinin [4]) are the main controlling parameters. Alvarado et al. have proposed a state dia-

gram that combines the experimental observations using this framework [5]. Briefly, this diagram

consists in four regimes that are separated by more or less abrupt transitions (Figure 3.11 (b)).

These regimes are qualitatively identical to those presented in our diagram. However, the ‘ac-

tive solutions’ regime of Alvarado et al. depicts both a free-to-move state in solution and gliding

assays experiments of actin filaments (explained in Section 2.1.3 for the latter). The boundaries

between each region are carefully explained: they represent either a stress percolation (where the

motor stresses balance mechanical constraints and spread across the network), a failure percolation

(where the motor stresses overwhelm the mechanical constraints and lead to a global contraction),

a strain percolation (which refers to the boundary between local and global contraction and how

to go — progressively — from one regime the other) or a coarsening regime (where motors begin

to contract the network around them).

Active gels are not always contractile; conditions exist where the system can also be extensile.

In an extensile active gel composed of microtubules and kinesin clusters, the bundles extend along

their length. At high density they are entangled with other neighboring bundles: they then generate

extensile forces. It can subsequently lead to bending and buckling of the bundles, as we will see in

the following.

https://mycore.cnrs.fr/index.php/s/HYbJ9uOq98nBALn
https://vimeo.com/417735682
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Figure 3.11 | Experimental state diagram of contractile active networks (a) Qualitative
state diagram of the contractile microtubule-kinesin active network in the presence of depletion
forces (this work). We have experimentally observed four states: the formation of microtubule
bundles and asters, a prestressed, a globally contractile or a locally contractile active gel. The
transitions between the regimes are not described and thus are not represented. (b) Conceptual
detailed state diagram of active systems with four regimes of mechanical response to motor ac-
tivity adapted from Alvarado et al. [5]. There are four boundaries between the regimes: a stress
percolation (motor stresses balance mechanical constraints and percolate across the network), a
failure percolation (motor stresses overwhelm the mechanical constraints and cause contraction),
a strain percolation (boundary between local and global contraction) and a coarsening regime
(motors begin to compact the network around them). pC and pR are respectively the conduc-
tivity threshold (characterizing the connectivity between cytoskeletal filaments) and the rigidity
threshold (characterizing the rheological properties of the network).
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3.3 Tunable corrugated patterns in an active nematic sheet

�

This section is adapted from our article Tunable corrugated patterns in an active nematic sheet

that has been published in PNAS [253]. It is reproduced in Appendix E.

When long, taxol-stabilized microtubules form a dense (> 500 µg/mL) aligned network in the

presence of kinesin clusters and depleting polymers, new patterns arise. Here, we show that, in

these conditions, a thin static corrugated sheet in three dimensions is formed, a behavior that has

only recently been observed in isotropic and cross-linked actin/myosin gels [125]. Essentially, the

fluid contracts anisotropically along its two shortest dimensions to form a thin sheet of gel that

freely floats in the aqueous solution, mainly due to passive depletion forces. Simultaneously, the

extensile active stress generated by the motors buckles the sheet along the direction perpendicular

to its plane, forming a corrugated sheet of filaments with a well-controlled wavelength of the

order of 100 µm over an area of 10 mm2. At high enough activity, the pattern is only transient and

ultimately breaks into chaotic flows [241, 319] that we will describe in the next section (Section 3.4).

The transition between static corrugations and chaotic flow is experimentally controlled by two

parameters, the motor concentration and the attraction between microtubule filaments due to

depletion forces.

3.3.1 A 3D active nematic fluid forms a corrugated sheet that buckles

From a nematic solution to a corrugated sheet

Initially, microtubules are aligned in the direction of the channel (Figures 3.12 (a) and 3.7). In

the presence of 0.5 nM of clusters of K430-HSNAP motors, confocal images recorded after 300 min

show that the active fluid has contracted along z and buckled in the xz plane to form a corrugated

sheet whose hills and valleys reach the top and bottom walls of the channel and whose grooves are

strikingly parallel to the y axis (Figure 3.12 (c)). The thickness of the sheet is `z = 35 ± 5 µm

and the wavelength of the corrugations is λ = 285 ± 15 µm. This periodic pattern extends along

an area of at least 9.5× 1.4 mm2 with dislocations corresponding to the junction of two valleys or

hills. The pattern can also be visualized in epifluorescence, where it appears in the form of focused

and defocused bands (Figure 3.12 (b)).

Dynamics of the formation

Two processes take place at the same time: a buckling along the z direction and a contraction

along z and y. We observe that buckling is principally an active mechanism while contractions in

y and z are mainly passive. Buckling is quantified by the angle φ between the microtubule bundles

and the x axis in the xz plane. It initially proceeds at a rate ωφ = 0.3 min−1 but later slows down

until reaching a maximal buckling angle φmax = 32.2 ± 0.5o (Figure 3.13 and Movie A.4 [I, Û])

and an amplitude hmax = 22± 3 µm after 100 min.

Contraction is quantified by ∆`z and ∆`y, the contracted lengths of the fluid along the z

and y axes respectively. Contraction along z and y is significantly slower with onset rates ωz =

https://mycore.cnrs.fr/index.php/s/AljGkWY36jERHcn
https://vimeo.com/417735737
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Figure 3.12 | A 3D active nematic fluid creates a corrugated sheet of well-defined wave-
length (a) Epifluorescence image of the fluid at initial time. (b) Epifluorescence image of the same
sample after one day and over a 9.5× 1.4 mm2 area, the red dashed rectangle and the red dotted
line respectively indicate the region where the top and bottom images in panel c are recorded. (c)
Confocal images in 3D (top) and cross-section in the xz plane (bottom) of the fluid after 300 min.
Scale bars are 500 µm and K430-HSNAP motor concentration is 0.5 nM.

6.4×10−2 min−1 and ωy = 1.5×10−2 min−1, respectively, to reach maximum amplitudes ∆`maxz =

40 µm and ∆`maxy = 210 µm (Figure 3.14 (b)). The relative contraction amplitudes ∆`maxz /H =

0.40 and ∆`maxy /W = 0.14 are significantly different (Figures 3.14 (a) and (b)). In the absence of

motors, buckling is undetectable in confocal images but contraction is similar in both passive and

active fluids. The passive origin of contraction is further supported by the fact that its amplitude

is strongly dependent on the concentration of the depletion agent (Figure 3.14 (c)).

3.3.2 Motor concentration tunes pattern properties

A hydrodynamic theory that predicts the wavenumber of the corrugations

The behavior of active fluids, including those composed of microtubules and kinesins [241, 140, 319,

174], has been successfully described with the hydrodynamic theory of liquid crystals supplemented

with a stress term resulting from activity (derived from the simple model presented in Section 2.1.4).

We now demonstrate that this framework, applied to a thin film that can buckle in the third

dimension, can provide an explanation and theoretical estimates of the wavenumber q∗ = 2π/λ

and of the formation rate ω∗ of the corrugated pattern (see the Appendix C for the detailed theory

developed by A. Maitra and R. Voituriez).

To do so, we consider the periodic undulation of the thin sheet made of microtubules and motors

in the xz plane, supposing that passive forces have already collapsed the 3D fluid into a thin 2D

sheet. The nematic active fluid sheet has bending modulus K and its director n̂ is on average
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Figure 3.13 | Dynamics and mechanism of the formation of the corrugated patterns. (a)
Sketch of the observations indicating the measured quantities ∆`z, φ, h, and `z. (b) Time-lapse
confocal fluorescence images of the active fluid in the xz plane. Scale bar is 100 µm. (c) Average
of φ2 along the x direction versus time in the presence (filled disks) and in the absence (empty
circles) of motors. All data correspond to 0.5 nM K430-HSNAP motors except empty circles in
(c). Movie A.4 [I, Û].

parallel to the x axis: n̂0 = x̂. The fluctuation of the membrane about a fiducial plane parallel to

the xy plane (here, taken to be the mid-plane of the channel) is denoted by h(x, y) (Figure 3.15).

The deflection of the director in the xz plane, δnz, leads to a buckling of the membrane in the

z direction: δnz ≈ ∂xhẑ. The passive elasticity of the nematic fluid ∝ (∇n)2 then yields a bending

energy ∝ (K/2)(∂2
xh)2 for the buckling of the thin sheet in the z direction. The standard active

force [287, 135, 226, 173, 222] is −ζ(c)∇ · (nn), where ζ(c) > 0 is the strength of the extensile

activity that is a function of motor concentration c. This leads to a force ∝ −ζ(c)∂2
xhẑ that tends to

destabilize the flat membrane and that is similar to an effective negative surface tension [170]. The

interplay between the negative surface tension, arising from activity, and the stabilizing bending

modulus, due to nematic elasticity, leads to the selection of a pattern with wavenumber

q∗ ∼
√
ζ(c)/K. (3.5)

The pattern arises with a rate ω whose exact expression is provided in the Appendix E. Note that

in the absence of confinement, we expect the pattern to be unstable.

The theory thus shows that an out-of-plane buckling instability compatible with our observa-

tions results from the interplay of active forcing ζ(c) and passive elastic restoring forces, K; the

same ingredients that in previous microtubule-kinesin active fluid provided dramatically different

patterns [241, 140, 46, 207, 174] and that we will discuss in the next section. The instability

described here does not result in coherent or incoherent flow, of either the active or the embed-

ding fluid, in contrast with theories describing 2D or 3D active fluids that do not form sheets

[153, 305, 58].

This qualitative interpretation has two advantages. Firstly, it is parsimonious because a single

https://mycore.cnrs.fr/index.php/s/AljGkWY36jERHcn
https://vimeo.com/417735737


3.3 Tunable corrugated patterns in an active nematic sheet � 80

time (min)
0 500

�
� Y
(µ
m
)

0

50

100

150

200

250
time (min)

0 50 100

�
� Z
(µ
m
)

0

10

20

30

40

50

0nM
0.5 nM

y
x

a b c

60 min

0 min

20 min

40 min

100 min

Experiment 1 Experiment 2

0 nM
motors

0.5 nM
motors

x
z

� �

d

x
z

(a)

time (min)
0 500

�
� Y
(µ
m
)

0

50

100

150

200

250
time (min)

0 50 100

�
� Z
(µ
m
)

0

10

20

30

40

50

0nM
0.5 nM

y
x

a b c

60 min

0 min

20 min

40 min

100 min

Experiment 1 Experiment 2

0 nM
motors

0.5 nM
motors

x
z

� �

d (b)

0.5 1 1.5 2 2.5
-5

0

5

10

15

20

25

Pluronic %(w/v)

l y
Δ

/ W

(c)

Figure 3.14 | Passive formation of the gel sheet in the absence of motors. (a) Time-lapse
confocal fluorescence images of the passive gel in the xz plane. (b) Comparison of contractions
along z (top) and y (bottom) between gels with and without motors. ∆lmaxz was undistinguishable
while ∆lmaxy and the rates ωz and ωy were two-fold smaller in the absence of motors. (c) Gel
contraction along the y axis as a function of pluronic concentration. Contraction depends non-
monotonically on the concentration in depletion agent, with a maximum at 1 %(w/v) pluronic
concentration.

feature, activity, explains the 3D out-of-plane buckling observed here and the 2D in-plane buckling

[241, 174] and 3D chaotic flows [319] observed previously in a similar system. Secondly, it predicts

that decreasing depletion forces precludes the formation of the thin sheet and thus the emergence of

out-of-plane buckling in favor of 3D chaotic flows. In the following we analyze these two questions

in more detail. However, although hydrodynamic theories, such as the one just described, provide

an informative qualitative description of the physics of active fluids, they feature phenomenological

parameters, such as ζ(c) and K, that are difficult to measure experimentally. To our knowledge,

the only quantitative test of such theories in the kinesin-microtubule system has been recently

performed by Martinez-Prat and colleagues [174], where they have obtained ζ(c) ∼ c2. Using their

scaling, our semi-empirical prediction reads

q∗ ∼ c/
√
K. (3.6)

Evolution of the nematic sheet according to motor concentration

To test the prediction q∗ ∼ c, we investigate the behavior of the fluid over a range of motor

concentrations c spanning more than two orders of magnitude (Figure 3.16 and Movie A.5 [I, Û]).

Below 0.5 nM motors the fluid behaves as described in Figure 3.12: buckling in the xz plane and

contractions in the z and y directions. As c increases from 1 to 2.5 nM, buckling in the xz plane

is initially observed and followed by buckling in the xy plane that distorts the corrugated pattern

without breaking it. Finally, between 5 and 50 nM motors, buckling in the xz plane is still observed

at early times but the pattern breaks into a 3D active chaotic (Movies A.6 [I, Û] and A.7 [I, Û])

https://mycore.cnrs.fr/index.php/s/CJfL2HXDkTgWbUZ
https://vimeo.com/417735900
https://mycore.cnrs.fr/index.php/s/IrTEEGFvD7e0I5T
https://vimeo.com/417735790
https://mycore.cnrs.fr/index.php/s/lE15HC99X5C7dbq
https://vimeo.com/417735845
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Figure 3.15 | Sketch of the mechanism for the active buckling of a thin membrane. The
negative tension Fa is proportional to the active stress ζ(c) and the Laplacian of the height h(x)
of the sheet above its fiducial plane.

state similar to the one already reported in this active fluid [241] and developed in more details in

the next section (Section 3.4). However, the velocity of this flow state is significantly lower in our

case, possibly because the solution is more viscous.

The transition to the chaotic state happens qualitatively through two processes: the accumu-

lated tension on the hills and valleys of the corrugations breaks the microtubule bundles and the

frozen fluid locally flows or the dislocations in the corrugations become motile leading to a shear-

ing of the pattern and its consequent destruction. In our experiments the chaotic state is never

observed before the buckled state. However if the characteristic time of active transport is much

shorter than the time of passive contraction one would observe only the spontaneous flow insta-

bility and would not observe the buckling instability (which happens in ref. [241]). Nevertheless,

first observing spontaneous flow instability and then the buckling instability is unlikely because

the first one would destroy the nematic order that allows passive buckling.

Quantitative characterization

The measured wavenumber of the corrugations is in agreement with the predicted linear scaling

(Figure 3.17 (a)), in particular in the range 0.5 − 10 nM. A linear fit q∗ = a1 + a2c of the data

yields a1 = 5 × 10−3 µm−1 and a2 = 1.4 × 10−3µm−1nM−1, where the constant term a1 results

from the weak contribution of Euler buckling in the absence of motors. Indeed, activity controls

the wavenumber only if the active wavenumber is larger than the one selected by passive Euler

buckling, a crossover that happens at c = 0.5 nM in our experiments.

The growth rate of the patterns, ω∗, increases slightly with c in the range 0.1 − 0.5 nM, then

drastically between 0.5 and 1 nM, and saturates at higher c (Figure 3.17 (b)), resulting in ω∗ also

increasing and then saturating with q∗. For the hydrodynamics-dominated approximation, the

theory predicts ω∗ ∼ q3 for q∗H � 1 and ω∗ ∼ q6 for q∗H � 1, while our experiments correspond

to q∗H = 1.3−4. In the range c = 0.1−0.5 nM, the data are compatible with the scaling ω∗ ∼ q3,

but their precision does not allow us to conclude.

Comparing the results of our out-of-plane instability with the instability introduced qualita-
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Figure 3.16 |Dynamics, shape, and stability of the patterns as function of K430-HSNAP
motor concentration. Time-lapse epifluorescence images of active fluids with different motor
concentrations c. Red lines indicate channel walls. Scale bars are 200 µm. Movies A.5 [I, Û], A.6
[I, Û] and A.7 [I, Û].

tively in Section 3.4 and quantitatively in [174], we find similar wavenumbers (1 to 7 × 10−2 µm

in our case versus 0.5 to 3 × 10−2 µm) but significantly slower dynamics (1 to 4 × 10−2 min−1

versus 6 to 240 min−1, respectively). In addition, topological defects seem to play no role in the

emergence of our patterns, in contrast with what happens in 2D active nematic systems [46, 155].

We do observe dislocations in the corrugations that rarely move along the y axis, although they

do so too slowly to play a significant role.

3.3.3 Dependence on the geometry and on the microtubule concentra-

tion

To test the prediction q∗ ∼ 1/
√
K we vary the thickness and the aspect ratio of the confinement of

the active fluid at low motor concentration, with the hypotheses K ∼ `z and `z ∼ H. We measure

`z and q∗ for H in the range 70− 540 µm and confirm that the data are in agreement with `z ∼ H
(Figure 3.18 (a)) and with q∗ ∼ 1/

√
`z, with the exception for the thinnest fluid (Figure 3.18 (b)).

Reducing the aspect ratio of the channel section results in some portions of the fluid buckling in

the xz plane and others in the xy plane at W/H = 4.6 and no preferential direction of buckling at

W/H = 1 (Figure 3.19). In addition, in all the cases where both xy and xz buckling are observed,

the wavenumbers in the two planes are in qualitative agreement with the aforementioned argument

that essentially yields q∗ ∼ 1/
√
H > q∗xy ∼ 1/

√
W when H < W and q∗ = q∗xy when H = W .

Another way to influence K is to change the microtubule concentration µ (Figure 3.20). In-

creasing µ in the range 0.5 − 2 mg/mL decreases q∗ in agreement with the expectation that K

should increase with µ. In contrast at µ = 0.25 mg/mL global contraction, instead of corrugations,

https://mycore.cnrs.fr/index.php/s/CJfL2HXDkTgWbUZ
https://vimeo.com/417735900
https://mycore.cnrs.fr/index.php/s/IrTEEGFvD7e0I5T
https://vimeo.com/417735790
https://mycore.cnrs.fr/index.php/s/lE15HC99X5C7dbq
https://vimeo.com/417735845
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Figure 3.17 | Wavenumber and growth rate of the patterns as a function of K430-
HSNAP motor concentration. (a) Wavenumber q∗ of the corrugations versus motor concen-
tration. The inset is the linear-linear representation of the main plot and the line corresponds to
a linear fit to the data in the range c = 0.1 − 10 nM with regression coefficient r2 = 0.9. (b)
Growth rate versus motor concentration. Error bars indicate the standard deviation of a triplicate
experiment where a single motor-filament mix is distributed into three different channels.

is observed as described in the previous section.

3.3.4 Partial conclusion

In this section, we have demonstrated that in vitro active fluids can be designed to form static or

transient suspended sheets with periodic corrugated patterns of tunable wavelength. The mecha-

nism of pattern formation that we have proposed combines passive and active processes that can

be controlled physico-chemically. Passive depletion forces — which depend on depletion agent

concentration, filament length and ionic strength — induce the spontaneous condensation of a 3D

nematic fluid into a thin 2D nematic sheet. Active stresses buckle the fluid sheet out of plane to

form corrugations with well-defined wavelength that can be controlled by activity. In addition, we

have used an active gel theory to demonstrate that the observed patterns result from an out-of-

plane buckling instability induced by active extensile stresses along the nematic axis of the fluid

sheet.

However, the buckling instability that we have reported does not involve filament flows and

therefore fundamentally differs from both contractile instabilities in anisotropic active fluids and

spontaneous flow transitions in nematic active fluids that have been described theoretically [153,

305, 173], and shown to be characterized by hydrodynamic flows and in-plane buckling of the

director field in the case of 2D systems. Such spontaneous flows have been observed in various

active matter systems [241, 310, 336, 155, 46, 54, 207, 174]. In practice they yield either chaotic

or large scale coherent flows, but so far no static spatial patterns. We explore this regime of active

flows in the next section.

Importantly, the observation of corrugated patterns expands the state diagram depicted in Sec-

tion 3.2 (Figure 3.11). The patterns are obtained for a concentration in microtubules > 250 µg/mL

— beyond the regimes of a presstressed network, a global contraction and a local contraction —

regardless the concentration in kinesin clusters. However the patterns are only stable at low kinesin
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Figure 3.18 | Effect of the geometrical confinement on corrugated patterns. (a) Final
thickness lz versus channel height H. (b) Wavenumber q∗ versus 1/

√
lz. Increasing the thickness

of the fluid reduces the wavenumber. Error bars indicate the SD of a triplicate experiment where
a single motor-filament mix is distributed into three different channels. Solid lines correspond to
linear fits. Experiments shown are done at 1 nM motors.

concentrations (< 5 nM of K430-HSNAP) and are transient at higher concentrations.
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Figure 3.19 | Effect of the channel ratio width/height on corrugated patterns. Reducing
the aspect ratio of the channel section results in some portions of the fluid buckling in the xz
plane and others in the xy plane at W/H = 4.6 (W = 0.6 mm, H = 0.13 mm) and no preferential
direction of buckling at W/H = 1.0 (W = H = 0.5 mm). Scale bar is 1 mm for the two first
channels and 100 µm for the last one.
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Figure 3.20 | Effect of the microtubule concentration on corrugated pattern. Confocal
images of corrugated patterns for different microtubule concentrations at 1 nM of K430-HSNAP
motors. No corrugation is observed at 0.25 mg/mL but there is a strong contraction of the whole
system. At higher concentrations the wavelength of the corrugations increases with increasing
microtubule concentration. Scale bars are 100 µm.
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3.4 From aligned nematics to active flows

The length of the microtubules has a strong impact on the observed structures. When instead

of 8-µm-long taxol-stabilized microtubules, 1.5-µm-long GMPCPP-stabilized ones are used at a

high concentration (> 500 µg/mL), no contraction of the fluid is observed along z or y anymore,

precluding the formation of a thin sheet that could buckle out-of-plane. In this case chaotic flow is

observed at high activity. These observations are consistent with the expected linear dependence

of the depletion free energy on filament length, which, in our geometry makes long microtubules

condense into a thin sheet. Interestingly, lowering either the concentration of the depletion agent

or the ionic strength of the buffer leads to the same observation with 8-µm-long microtubules.

The chaotic state is characterized by microtubule bundles that are constantly interacting with

each other: they merge, extend, buckle, and recombine. As demonstrated by Sanchez, Dogic and

collaborators [241], these bundles are locally polarity-sorted. The merge of bundles is equally likely

to happen in the same or opposite polarity, the latter results in a relative sliding. The extension

induces bundles to buckle, to thin and eventually break producing new bundle ends, which are free

to merge. Thus, the active gel globally exhibits extensile behavior. The system is in a dynamic

steady-state for hours thanks to the ATP regeneration system. The active network is internally

driven by the kinesin clusters leading to chaotic flows, hydrodynamical instabilities and enhanced

fluid mixing. Many efforts have been undertaken to characterize such fluids both in 3D [319] and

when constrained in 2D where they organize into active nematics [46, 174, 207, 108].

In this section, we focus in the dynamics of the transition from an initial nematic aligned state

to a turbulent flow state, when the depletion forces are not high enough to induce the formation of

a corrugated nematic sheet. To achieve this we essentially consider in this section short GMPCPP-

microtubules. Using the same set-up as previously — a channel of typical sizes of 1 cm, 1 mm

and 100 µm respectively in the x, y and z directions — we are able to observe the early times

of 3D turbulent flows powered by the active fluid. We first describe qualitatively this transition

by looking in particular at the successive orthogonal bending instabilities that drive the system

to chaotic flows. As in the 2D case [174] the bending instabilities are the main generators of the

transition, but here topological defect pairs are not created since the gel is not constrained in

2D and so can form thick bundles that can buckle in the third dimension. We then quantify the

transition by looking at the orientation of the bundles over time. We successively compute the

orientation map, the angle distribution and the local and the global order parameters of the active

fluid.

We would like to point out to the reader that we often use the terms ‘chaotic’ or ‘turbulent’ to

characterize the fluid. These terms are equally used in the field to describe this regime. Besides,

recent works have investigated these questions by looking theoretically at the scaling properties of

active turbulence [3] and experimentally at the chaotic mixing of the topological defects [277].

3.4.1 Successive instabilities generate chaotic flows from an initial ne-

matic ordered state

Initially, microtubule bundles are aligned along the x axis, like the taxol-stabilized microtubules

described in the methods of the present chapter. Then, the bundles undulate as they extend and
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they buckle in the xy plane at a well-defined wavelength (Figure 3.21 and Movie A.8 [I, Û]),

contrary to what happen to the previously described corrugated sheet where the buckling happens

in the xz plane (Section 3.3).

y
x

500 𝜇m

Figure 3.21 | Bending instabilities and wavelength selection in a 3D active gel. Time-
lapse of the initial pattern formation. In this experiment K430-HSNAP = 25 nM, GMPCPP-
microtubules = 0.75 mg/mL and pluronic = 2%(w/v). Images are taken every minute. Movie A.8
[I, Û].

This first bend-type instability forms in the y direction and spans almost the whole width of

the 1.5 mm channel. Immediately after — or concomitantly for higher motor concentrations — the

system is submitted to a second instability in the orthogonal direction (x direction). These two

first instabilities are represented in Figure 3.22. Then they repeat several times until the initial

orientational order is completely destroyed. It is a similar process to what happens in purely 2D

active nematics [174] but without the formation of ± 1
2 defect pairs since the bundles are not con-

fined in 2D and can buckle in the third direction. Usually two instabilities are sufficient to greatly

destabilize the pattern. It is a mechanism of transition to the turbulent regime different from the

one encountered in the corrugated pattern. Indeed, as mentioned in Section 3.3, the corrugated

patterns are destroyed through two processes: the accumulated tension on the hills and valleys of

the corrugations breaks the microtubule bundles and the dislocations become motile leading to a

shearing of the pattern and its consequent destruction.

We look at the effect of K430-HSNAP motor concentration on the initial wavelength λ and the

wavenumber q∗ = 1/λ of the pattern formed by the first bending instability (Table 3.4). Higher

the concentration is, lower the wavelength is and the faster the patterns are erased. We do not

include the concentration 50 nM in the analysis since the pattern is already destroyed after only

2 min (the time needed to inject the active mix in the channels, close them and start imaging).

Patterns at low kinesin clusters concentration (5 nM) do not break into turbulent flows and stay

frozen probably because the motor forces are not sufficient to completely destroy the nematic order

and overpass passive restoring forces (Figure 3.23).

https://mycore.cnrs.fr/index.php/s/uUKUoAgKjND6yqQ
https://vimeo.com/417735938
https://mycore.cnrs.fr/index.php/s/uUKUoAgKjND6yqQ
https://vimeo.com/417735938
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350 𝜇m
y

x

Figure 3.22 | Successive orthogonal bending instabilities lead to chaotic flows. The first
instability happens in the y direction (dark green arrows) whereas the second one happens in
the x direction (light green arrows). For the sake of comprehension, we represent the alignment
of bundles thanks to three red dashed-lines that deform as the result of the successive instabil-
ities. In this experiment K430-HSNAP = 25 nM, GMPCPP-microtubules = 0.75 mg/mL and
pluronic = 2 %(w/v). Images are taken every 1 min.

K430-HSNAP (nM) λ (µm) q∗ (mm−1)

5 430 ± 20 2.3 ± 0.1
10 370 ± 20 2.7 ± 0.2
25 150 ± 20 6.7 ± 0.9

Table 3.4 | Relation between K430-HSNAP concentration and the initial wavelength in
the active gel composed of GMPCPP-microtubules.

Previously (Section 3.3) we have found a linear relation between the wavenumber q∗ of the

corrugated pattern and the concentration in kinesin clusters. In 2D active nematics a linear scaling

with the streptavidin concentration has also been found [174]. Although our data seem to suggest

that a similar dependence is possible, we do not have enough data points to conclude. It would be

of interest to investigate this dependence in the future.

3.4.2 Dynamics of the loss of nematic order

The dynamics of the loss of the initial nematic order can be quantified by using the evolution of the

orientation of the microtubule bundles. To do so we compute the structure tensor of each image

from the time-lapse experiments as described in the data processing paragraph of Section 3.1. We

obtain a map of local bundle orientations (Figure 3.24). At initial time, most of the bundles are

oriented according to the long axis x (the angle between the x axis and the bundles is near to

zero) even though the active fluid has started to form very regular periodical regions of opposite

orientation (the mean value of the initial angle between the x axis and the bundles is given at

± 20◦). These regions are bands along the y axis containing bundles that rotate: their angle go

from 0◦ to almost ± 90◦. At this point (t = 5 min for K430-HSNAP = 25 nM), the perpendicular

instability has begun to break the first pattern. The spatial distribution of this second instability



89 Chapter 3: Self-organization of an active gel composed of microtubules and kinesins

500 𝜇m
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x

5
K430-HSNAP (nM)
10 25 50

Figure 3.23 | Final patterns obtained for different K430-HSNAP concentrations. In this
experiment GMPCPP-microtubules = 0.75 mg/mL and pluronic = 2 %(w/v).

is not as regular as the first one, they indeed mostly happen at the edges of the channels and in

regions where the first pattern is not homogeneous.

This transtion can be easily visualized by plotting the distribution of angles (Figure 3.26 (a)).

At early times the distribution is centered around 0◦. After one minute a majority of bundles has

an orientation of ± 50◦. Then, the bundles continue to rotate and once they reach an angle near

90◦, the second instability arises and most of the other angles are now possible. Finally after a few

minutes the chaotic regime is reached: the distribution of angles becomes flat.

𝜃
(°)

x
y

Figure 3.24 | Evolution of the local orientation of bundles. Note that compared to pre-
vious figures, axis have been rotated of 90◦ in order to have the horizontal axis as the origin
axis. In this experiment K430-HSNAP = 25 nM, GMPCPP-microtubules = 0.75 mg/mL and
pluronic = 2 %(w/v).

Bending instabilities disorient the bundles in a dramatic way: in neighboring regions, bundles
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can display a difference in their orientation as big as 180◦ (oriented angles). In these regions the

local order parameter — defined as Q =
√
< cos 2θ >2 + < sin 2θ >2 where the mean < · > is

taken locally in a window of 5 px (the entire image is 600×600 px) — is close to 0 (Figure 3.25).

We can follow the becoming of this regions as a function of time. At the beginning they are par-

allel lines orthogonal to the initial nematic alignment, they are then destabilized and gradually

cut in smaller lines. They surround regions with the same orientation that become smaller as the

turbulent regime settles down. The line formation can be understood as a competition between

motor activity (active forces) and a counterbalanced elasticity which tries to prevent the deforma-

tion (passive forces). It is a similar process to the one described in Section 3.3 and modeled in

Appendix C. Here again this competition selects a dominant length scale [281].

Local Q

x
y

Figure 3.25 | Evolution of the local order parameter. In this experiment K430-
HSNAP = 25 nM, GMPCPP-microtubules = 0.75 mg/mL and pluronic = 2 %(w/v).

We compute the global order parameter (now < · > is taken on the whole field of view)

(Figure 3.26 (b)). At initial time the network is very well aligned onto the same orientation, the

one of the long axis (x) of the channel. The global order parameter Q has a high value near 1.

The first bending instability leads to a decrease of Q. However, at intermediary concentrations

(10 and 25 nM) the second instability appears relatively late, meaning that the bundles have the

time to almost reorient at 90◦: Q is increasing again. From here the successive instabilities start

to disorder the active fluid resulting in a decrease of the global order parameter. At the highest

concentration in kinesin clusters (50 nM), the pattern is mostly destroyed after only 2 min, it is

then difficult to analyze the behavior. At the lowest concentration (5 nM) the system stays frozen

(Figure 3.23): the orientation is preserved and the global order parameter remains high.

Due to time constrains, we have not looked precisely at the dynamics, but it would be interest-
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ing to perform experiments at a higher temporal resolution and to precisely control the initiation

time — especially for high concentrations — by using for instance caged-ATP, a protected version

of ATP which remains inactive until its illumination by UV light.

(a)
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(b)

Figure 3.26 | Distribution of local bundle orientations and evolution of the global order
parameter. (a) Normalized probability distribution of angles for different times. In this experi-
ment K430-HSNAP = 25 nM, GMPCPP-microtubules = 0.75 mg/mL and pluronic = 2 %(w/v).
(b) Time evolution of the order parameter Q for the different K430-HSNAP concentrations.

Similar investigations using the order parameter to quantify the dynamics of active nematic or

polar systems have been conducted. Many of them include the study of bacterial communities or

tissues [336, 245, 55]. Compared to reconstituted active gels these systems grow and divide. It

leads to the opposite orientational dynamics: at early time the cells do not touch each other and

are oriented in all directions. But because of growth and steric interactions, the empty spaces are

gradually filled and long-range orientational order starts to appear.
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3.5 Compartmentalization of active nematics

When geometrically constrained into droplets, active gels exhibit new behaviors which have some

similarities with the ones already described in this chapter. Such confinement is important to study

both the active structures and for the design of artificial cells by mimicking a cell-like environment,.

In this short section we first review some of the works done to compartmentalize active gels. We

then present two simple experimental methods that generate water-in-oil droplets. Lastly we list

a number of open questions that, we think, would be interesting to solve using this system.

3.5.1 Brief state of the art

Encapsulation of cytoskeletal active gels inside water-in-water vesicles or water-in-oil droplets is

used as a biomimetic system to understand the organization of the cytoskeleton in cell-like con-

ditions and to design systems capable of deformation. For a recent extensive review on the topic

the reader can refer to ref. [14]. The deformation of vesicles containing growing microtubules

or polymerizing actin in the absence of motors was demonstrated in the early 1990s by Hotani

and co-workers [118, 181]. Polymerizing microtubules deform vesicles into a rugby-ball shape with

thin tubes later emerging from each pole [118, 218] in the absence of motors. Polymerizing actin

filaments form dumbbell-shaped vesicles in liposomes [181]. In the presence of kinesin clusters, cor-

tical bundles and asters emerge [17, 136] (Figure 3.27 (a)). Crosslinked actin and actomyosin gels

display a wide variety of structures: actin rings, webs and cortices [219], 3D gels and contracting

cortices [32]. When connected to the membrane, actomyosin gels can shape and deform vesicles

[165, 263] (Figures 3.27 (b) and (c)). Recently, membraneless actomyosin droplets in an aqueous

solution supplemented with the crosslink protein filamin have been reported to form and divide

[308].

The encapsulation of short microtubules under depletion forces and kinesin clusters inside

droplets generates 2D flows at the membrane interface. The activity allows the formation of several

structures such as the distortion of the spherical shape of the liposome with, for instance, the

generation of filopodia-like protrusions [140]. When adsorbed into the surface, short microtubules

present pairs of topological defects (with a charge of± 1
2 ) that are created and annihilated [241, 140],

and lead — in the case of small droplets — to oscillations of these defects. When immersed in

a passive liquid crystal oil, these active nematic droplets produce a strong coupling between the

active and the passive liquid crystals through the defects [103] (Figure 3.27 (d)). Because of the

activity, these droplets are also able to self-propel [241].

3.5.2 Experimental systems and preliminary results

Using our active gel in the configuration of short microtubules, we produce active droplets using

two different methods. The first one simply consists in vortexing the active mix with an oil to

water ratio of 1:5 and a fluorosurfactant at 2%(v/voil). We typically use the volumes displayed in

Table 3.5.

The mix is briefly vortexed ten times during one second each time. Because the oil phase is

denser than the aqueous phase, the droplets rise to the top of the tube. They are then gently
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Figure 3.27 | Recent experiments on the compartmentalization of cytoskeletal active
gels. (a) Spherical network contractions organized in asters in surfactant-stabilized droplets.
Adapted from [136]. (b) A dynamic, branched actin network initiates both inward and outward
membrane deformations. Adapted from [263]. (c) An actomyosin network encapsulated into vesi-
cles deforms the membrane in the presence of a crosslinker (anillin) bound to the inner membrane.
Adapted from [165]. (d) An active droplet composed of microtubule bundles and kinesin clusters
immersed in a passive nematic solution shows an oscillating Saturn ring. Adapted from [103].

Name Volume Stock

HFE 7500 oil (3M) 35 µL 100 %(v/v)
008-FluoroSurfactant (RAN biotechnologies) 7 µL 10 %(v/voil) in
Active Mix 7 µL 1 X

Table 3.5 | Volumes of oil and water phases for droplets production.

pipetted and put in a channel built from glass slides and parafilm as previously described. This

method leads to a very broad dispersion of sizes (Figure 3.28 (a) and Movie A.9 [I, Û]), with radii

spanning from as small as 10 µm to nearly 300 µm.

In order to obtain mono-dispersed droplets, we use a recently developed technique [297]. The

method is based on the periodic extraction of a pending droplet across the oil-air interface. The

interface forms a capillary trap inside which a droplet can be captured and detached. Because its

production rate is of the order of a second, it has been used to engineer connected lipid bilayer

networks [298], where low production rates are required to allow surfactants to stabilize droplets.

By lack of time this technique has not been optimized for our experiments: fusion of droplets is

often observe due to a lower concentration in surfactants.

We produce functional droplets with an active system inside and we observe the transition from

a 3D network embedded in the entire droplet to a 2D active nematics located at the water-oil in-

terface. This transition is particularly visible in large droplets (> 150 µm in radius): microtubules

powered by the kinesin clusters and the depletion forces form bundles that go to the inner surface

https://mycore.cnrs.fr/index.php/s/BY5rCtYMKbINzXq
https://vimeo.com/417736045
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(a)

(b) (c) (d)

Figure 3.28 | Methods of production of water-in-oil droplets. (a) Droplets obtained by
vortexing lead to a very broad dispersion of sizes. Movie A.9 [I, Û]. (b) Quasistatic microdroplet
production in a capillary trap. A syringe pump imposes a flow of water through a glass capillary
fixed to a translation stage. The capillary tip is moved vertically according to the graphical inset.
Adapted from [297]. (c) Capillary trap method generates droplets of about the same size. (d)
Formation of large droplets by fusion of smaller droplets. Arrows indicate the contact of two
droplets just before fusion. The interval between each image is 3 min. All scale bars are 200 µm.

(Figure 3.29 (a) and Movie A.10 [I, Û]). This transition is visible by the increase of the surface

covered by the microtubules and by the emergence of 2D topological defects of ±1/2 that contin-

uously move. After this transient regime the system recovers the previously described active 2D

nematic regime that has been observed in droplets [241], a flat geometry [241, 46, 207, 174, 108] or a

torus-shaped shell [60]. In smaller droplets (< 150 µm in radius) only a few defects are present and

move dynamically around the droplet as described in [140] (Figure 3.29 (b), Movie A.10 [I, Û]).

The formation and propagation of defects apply stresses on the surrounding oil and on the top

chamber surface. This stress has been characterized for droplets immersed in passive liquid crystals

[103]. Since the droplet and the surface are coupled, a force is induced on the droplets, opposing

the direction of defect propagation. The interplay between internal active nematic flows and soft

confinement is able to generate translation and rotation dynamics [75]. Unfortunately, because of

the non-flatness of our set up we often have large hydrodynamical flows that prevent us to observe

droplet motility (Movie A.9 [I, Û]).

https://mycore.cnrs.fr/index.php/s/BY5rCtYMKbINzXq
https://vimeo.com/417736045
https://mycore.cnrs.fr/index.php/s/ztxxIqEBGmuLC6Z
https://vimeo.com/417735996
https://mycore.cnrs.fr/index.php/s/ztxxIqEBGmuLC6Z
https://vimeo.com/417735996
https://mycore.cnrs.fr/index.php/s/BY5rCtYMKbINzXq
https://vimeo.com/417736045
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(a)

(b)

Figure 3.29 | Formation of 2D active nematics on the inner surface of a droplet. (a)
Time-lapse images of confined microtubules for a droplet with a radius of 240 µm. The interval
between each image is 4 min. (b) Propagation of a +1

2 defect (in magenta) over the spherical

surface. The interval between each image is 2 min. Scale bars are 100 µm. Movie A.10 [I, Û].

3.5.3 Open questions

We have presented preliminary results on the compartmentalization of the microtubules-kinesin

system in the regime of active nematics. Not much is known about the experimental structure of

active nematics flows in a droplet and the dynamic of self-propelled ATP-driven active particles.

We think that our set up can help to address these features by answering the following questions

(some of which are being addressed by Guillaume Sarfati’s PhD work, in the lab):

– What is the dynamic of bundle formation? How do the concentration of the depleting polymer

and the composition affect the absorption of bundles on the surface ? What is the structure

of the flow inside a large droplet: are there internal vortexes [41]?

– What are the interactions between the droplet, the surface and the external fluid? Are

droplets rotating when constrained between two flat surfaces? What are the required con-

https://mycore.cnrs.fr/index.php/s/ztxxIqEBGmuLC6Z
https://vimeo.com/417735996
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ditions to observe the motility of a droplet in a 2D infinite environment as described in

ref. [241]? Can we design channels where droplets move like real cells [164]? What is the

nature of the motion, is it comparable to the motion of encapsulated passive nematics [114]?

– What types of collective effects would emerge in such an active system (see the examples of

motorized colloids in Chapter 2). Is it possible to observe active jamming of soft particles

[110], motility-induced phase separation patterns [83] or tissue-like spontaneous flows [54]?
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3.6 Conclusion

In this chapter we have determined what are the fundamental elements necessary to achieve a

dynamic or a static pattern in a reconstituted active gel. We have underlined the importance of

both passive and active forces in shaping active matter and demonstrated that an active gel can

behave as a contractile system, a static corrugated material or an active fluid.

3.6.1 Summary

More precisely, building on the initial work of Nédélec, Surrey and collaborators and the more

recent work of Sanchez, Dogic and collaborators, we have engineered an active gel using two

different strategies to construct clusters of kinesins: via a biotin-streptavidin link or via non-

specific interactions. Using these guidelines we have produced and purified three kinesins. We

have assembled an active mix composed of these motor clusters, taxol or GMPCPP-microtubules,

a depleting polymer, ATP and all the necessary ingredients such as anti-oxidant elements and an

energy regeneration system.

From this purified reconstituted system we have showed that it organizes over a broad range of

patterns depending on the kinesin cluster concentration, the microtubule length and concentration

and the depletion forces. In a weakly connected network of microtubules, bundles form thanks

to the depletion forces. Concomitantly kinesins apply forces on these bundles leading to aster-

like active structures. At higher microtubule concentrations, the system can either behave as a

prestressed gel, or contract either globally or locally as motor concentration increases.

An initially aligned dense active network (> 500 µg/mL) of taxol-stabilized microtubules spon-

taneously forms a 2D free-standing nematic active sheet that actively buckles out-of-plane into a

centimeter-sized periodic corrugated sheet which is stable for several days at low activity. The

corrugated state and the wavelength and stability of the corrugations are controlled by the motor

and the microtubule concentration and by the depletion forces, in agreement with a hydrodynamic

theory. When shorter microtubules are used or depletion forces lowered, chaotic active flows are

observed for a high enough concentration of kinesins. These flows are created from an initially

aligned nematic state by successive bending instabilities, after a first wavelength selection that de-

pends on the motor concentration. Step by step the orientational order is lost as we have quantified

by computing the local and the global order parameters.

Interestingly, in a recent study, Roostalu, Surrey and collaborators [236] have also recapitulated

these different described regimes using a unique system: they use dynamic filaments that grow at

the extremity. In this situation, chaotic flows are observed in the absence of a depletion agent.

The authors have demonstrated that the same system can form asters, contract, or display chaotic

flows, depending on the control parameters. High filament concentrations and growth rates promote

chaotic flows, while low concentrations and growth rates favor aster formation. Increasing motor

and filament concentrations promotes global contractions.

Finally, we have performed preliminary experiments where active flows are confined in water-

in-oil droplets. They then condensate to the inner surface of the compartment and form 2D active

liquid crystals that have moving topological defects of ± 1
2 . In the last five years the study of these

2D systems has revealed very exciting physics on the flow structures [241, 46, 174, 108, 277, 207]
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and asked questions on the motion of active droplets [241]. Furthermore, we would like to note

that we have not examined the coherent flows that can emerge when active gels are enclosed in

toroids, disks, or other complex geometries [319], even if it is an attractive manner to actively mix

and transport matter over long distances without the presence of external forces.

Using this knowledge, we will design in Chapter 4 a unique experiment comprising two self-

organizing systems: the present active gel and a reaction-diffusion front made of DNA strands

and a few enzymes, which may open the way to the design of 3D biomimetic materials capable of

self-organization.

3.6.2 Perspective: patterning with light

The unique properties of active gels and nematics can be further controlled externally using liquid

crystals [101, 102], magnetic interactions [306] or light [20, 8] thanks in particular to the use of

caged-ATP. The latter is a chemically protected version of ATP which upon UV illumination re-

leases the protector group. As a non-reversible activation system, it can be used to precisely initiate

the activity at a specific time, in a specific location. We have experimentally tested this system

using a UV LED (NCSU276AT-0365 Nichia, 365 nm 780 mW, 2-Pin Surface Mount package), an

illumination at 365 nm for 2 min and our active system in the regime of corrugated patterns (Fig-

ure 3.30). This system could be used to impose initial and boundary conditions like, for instance,

study the path to turbulent flows described in Section 3.4.

ATP caged-ATP

Time

(a)

Time

(b)

Figure 3.30 | Caged-ATP as a tool to impose boundary conditions. Time-lapse images of
light-activated active gel. (a) Comparison of activity in presence of ATP or caged-ATP before and
after UV illumination. 5 min between images. (b) UV illumination is initiated only in the dark
region. The remaining part of the channel is protected from illumination by an aluminum foil.
The three first images are separated by 10 min, the last one is taken 15 hours after. Scale bars are
1 mm in both figures.

Recently, reversible light-activated clusters of kinesin motors have been created thanks to the

optically dimerizable iLID proteins [237]. This light-switchable active-matter system enables the
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optical control of asters formation. A similar approach has been used in a 2D active nematics solu-

tion of actin and light-switchable myosin motors leading to spatially confined flows and topological

defects [334].
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The successful coupling of self-organization mechanisms is a key step in the conception of self-

sustained, programmable, biocompatible materials. Reaction-diffusion patterns that meet these

criteria have been successfully designed using DNA (Section 2.2.4). We have shown in the pre-

vious chapter (Chapter 3) that the behavior of an active gel composed of kinesin clusters and

microtubules can be precisely tuned using a few parameters. This chapter is dedicated to the

combination of these two self-organizing mechanisms into a unique system.

In the first section we describe the optimization of experimental conditions in order to find a

favorable buffer and a working temperature compatible with both PEN-DNA reactions and gel

activity. We quantify the temporal dynamics of the autocatalyst as a function of polymerase,

nicking enzyme, dGTP and microtubule concentrations. In the second section, we look at the

dynamics of a PEN-DNA reaction-diffusion front propagating in the active gel studied in Chapter 3.

First, we describe the methods, in particular the assembly of the mix into channels and the data

processing. We then examine the front propagation and show that a front can propagate in the

active gel, either in the presence of taxol-microtubules or GMPCPP-microtubules. Interestingly

when GMPCPP-microtubules are used the active chaotic flow regime is not observed. However,

in a regime of low dGTP, the chaotic flows are restored but, at the same time the speed and the

lifetime of the DNA front are reduced, leading to an inhomogeneous patterning of the channel, both

chemically (concentration of DNA) and morphologically (active gel state). In the third section,

we show some preliminary results concerning the design of an autocatalyst that consumes only

three dNTP. In this system, the removal of dGTP allows the generation of a DNA front inside

an active gel sustaining ATP-driven chaotic flows, which may lead to the first programmable and

biocompatible reaction-diffusion-advection self-organizing system. To do so, a suitable nicking

enzyme is identified and new sequences are designed. We demonstrate that, in our experimental

conditions, this system behaves in a complex manner in tubes but can still give birth to fronts

that propagate in the absence of the active gel. However, in its presence, small aggregates appear,

disabling the activity of the gel. In the fourth section, we explain how to create a specific chemical

coupling using DNA and the SNAP-tag of the kinesins designed in Chapter 3. We describe the

two steps needed to connect DNA to the SNAP-tag in a covalent manner, in order to make a

DNA-kinesin chimera. Finally, we propose an experimental system in which it would be possible

to test this DNA-chimera: a DNA-controlled gliding assay.
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4.1 Finding common conditions for the reaction-diffusion

front and the active gel

The active gel used in Chapter 3 and the PEN-DNA toolbox presented in Chapter 2 work in

different experimental conditions. In this section, we modify the active buffer of the previous

chapter (Table 3.2) in order to find conditions in which the PEN-DNA toolbox can operate. We

first describe the methods and the assembly of the reaction. We then explain the main differences —

in terms of temperature and buffer — and display the process that leads us to find suitable common

conditions. Lastly, we show that the autocatalyst temporal dynamics can be experimentally tuned

by varying PEN-DNA enzyme or dGTP concentrations.

4.1.1 Material and methods

Detection of DNA concentration

The evolution of DNA concentrations during PEN-DNA reactions is usually monitored thanks

to two methods based on fluorescence. The first method is widely used in quantitative PCR

(qPCR): an intercalating dye with preferential binding to dsDNA, such as Evagreen (Biotium)

denoted ‘EG’ or SYBRGreen I (Invitrogen) denoted ‘SGI’, allows the monitoring of the overall

concentration of dsDNA (Figure 4.1 (a)). The second method is based on the labeling of a DNA

strand with a fluorescent modification on one of its terminii. The fluorescence signal is modulated

by the non-radiative energy transfer from the fluorophore to the nucleobases on the complementary

strand. This nucleobase quenching (‘N-quenching’ [211]) allows the detection of a specific DNA

species as the quenching of the fluorescence increases with the input concentration (Figure 4.1 (b)).

In our experiments we do not use this method. Indeed, in the presence of strong anti-oxidant

systems (DTT, glucose-oxidase, catalase and glucose, see Table 4.2), N-quenching does not work

and the fluorescence intensity remains constant. Thus, we only monitor the total concentration

of dsDNA using intercalator dyes. We mostly use SGI, and sometimes EG, this last one having a

smaller change in fluorescence in the presence of microtubules. The correspondence between the

fluorescence intensity and the DNA concentration is done by titrating a DNA template with its

complementary strand input. For example, in Figures 4.1 (c) and (d) the DNA template T1 20

is titrated by its complementary strand input d-1 (these two DNAs are described in the next

paragraphe) in the presence of 1X EG. The relation is monotone and presents a saturation for high

value of input.

Reaction assembly

The autocatalytic reaction is composed of a buffer, PEN-DNA enzymes, DNA strands and dNTPs.

We use two different buffers: the canonical buffer of the PEN-DNA toolbox [12] — called here the

‘PEN buffer’ (Table 4.1) — and the active-PEN buffer (Table 4.2) — similar to the active buffer

used in the previous chapter (Table 3.2) with some modifications regarding sodium and magnesium

ions concentrations.

The final mix is assembled on ice and consists in the buffer supplemented with the PEN-DNA

enzymes Nt.BstNBI (referred from now on as ‘NBI’) and the Bst Large Fragment polymerase
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(a) (b)

(c) (d)

Figure 4.1 | Monitoring of DNA. (a) The fluorescence of an intercalator dye increases in the
presence of dsDNA. (b) Principle of the N-quenching. Depending on the fluorophore and the
number of unpaired bases, the fluorescence can increase or decrease in the presence of the second
DNA strand. (c, d) Titration of the DNA template T1 20 (200 nM) by its complementary input
d-1. This experiment is performed in the active-PEN buffer (Table 4.2) with 0.15X PEM-KOH,
0.60X PEM-NaOH, 12.5 mM MgSO4 and 1X EG at 25◦C.

(referred from now on as ‘BstLF’), the DNA strands of the autocatalytic system and the dNTP, in

a final volume of 10 µL. The concentrations of BstLF and NBI are given in this thesis in %(v/v)

relative to the manufacturer stock (New Englang BioLabs), they correspond to 8000 units/mL and

10000 units/mL, respectively.

Monitoring and data processing of the kinetic experiments

Kinetic experiments are performed in a real-time qPCR machine (Biorad CFX96) using the 10 µL

of solution and a temperature of 24◦C.

The dynamics of the autocatalyst is quantified by the time τ1/2 needed to reach the value 0.5

of the normalized intensity (Figure 4.2 (b)). In an autocatalytic system with a saturation, like for

example a carrying capacity K, the dynamic of production of the input A is given by

dA

dt
= kA

(
1− A

K

)
. (4.1)

where k denotes the kinetic constant. One can deduce analytically the time at half-saturation τ1/2,

starting from the concentration A0 when K � A0

τ1/2 =
1

k
log

(
K

A0
− 1

)
≈ 1

k
log(K)− 1

k
log(A0). (4.2)

So, if a system is autocatalytic, the time τ1/2 should decrease linearly with the inverse of logarithm

of the initial concentration. We note that the use of a simple exponential model and a criteria such



4.1 Finding common conditions for the reaction-diffusion front and the active gel 106

Name Concentration

NaCl 50 mM
Tris−HCl 20 mM
(NH4)2SO4 10 mM
KCl 10 mM
MgSO4 7 mM
Pluronic F-127 2%(w/v)
DTT 3 mM
BSA 0.5 mg/mL

Table 4.1 | Composition of the PEN buffer.

Name Concentration

PEM-KOH 1 0.6X

PEM-NaOH 2 0.2X

MgSO4 8 mM

Pluronic F-127 1.5%(w/v)
DTT 3 mM
Trolox 1 mM
D-glucose 20 mM
Glucose oxidase 150 µg/mL
Catalase 25 µg/mL
BSA 1 mg/mL
Taxol* (paclitaxel) 20 µM
ATP 1 mM
CK 5 µg/mL
CP 20 mM

Table 4.2 | Composition of the active-PEN buffer. The concentrations of the elements high-
lighted in blue are the result of the buffer optimization presented in the following. 180 mM PIPES,
1 mM EGTA, 1 mM MgCl2, adjusted with 130 mM KOH to pH 6.9. 280 mM PIPES, 1 mM EGTA,
1 mM MgCl2, adjusted with 135 mM NaOH to pH 6.9. *Taxol is used only if the microtubules are
taxol-stabilized and not GMPCPP-stabilized.

as ‘the time needed to reach the intensity X’ leads to the same dependence (but with a different

constant).

4.1.2 Assessing experimental conditions

Temperature condition

The working temperature of the PEN DNA toolbox is usually set according to the melting temper-

ature of the DNA strands as well as to the optimum temperature of the polymerase and the nicking

enzyme, and possibly the exonuclease. This gives a range of temperatures usually comprised be-

tween 35◦C and 50◦C. However, the activity and the lifetime of the active gel is greatly reduced

as the temperature increases (Table 4.3). Although not studied in detail, we can speculate on the

origin of the drastic lifetime decrease with temperature. It would be because of the weak stability

of kinesin motors with temperature (many in vitro experiments are done at room temperature)

and because of the formation of pluronic micelles that may lead to a decrease of activity [16].
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Temperature Lifetime (min)

22◦C > 300
30◦C ≈ 180
40◦C ≈ 20

Table 4.3 | The lifetime of the active system strongly depends on temperature.

From this data, it would be difficult to adapt the active gel temperature to reach a temperature

higher than 25◦C. We thus build an autocatalytic system that works at 25◦C. It is based on the

nicking enzyme NBI. At this relatively low temperature, the DNAs must have a melting tempera-

ture as low as possible. To do so, we use the 10-nucleotide long input ‘d-1’ that is amplified from

the 20-nucleotide long template ‘T1 20’ (Table 4.4). It is an adaptation of the longer (in terms of

number of nucleotides) system already used in the lab ‘T1 22’ [186].

Name Sequence (5’→3’) 5’ modif. 3’ modif.

d-1 CGAGTCTGTT ∅ ∅
T1 20 A*A*CAGACTCGAACA GACTC G ∅ Phosphate

Table 4.4 | Sequences of the low temperature autocatalyst. The recognition site for the
nicking enzyme NBI is shown in blue.

We test this system at a temperature of 25◦C in the PEN buffer (Table 4.1) supplemented with

1X EG, 0.4 mM of each dNTP, 0.2%(v/v) BstLF and 1%(v/v) NBI. The concentration of the DNA

template T1 20 is set to 200 nM. The plots of EG fluorescence versus time for this autocatalyst

display the sigmoid shape characteristic of PEN autocatalysis (Figures 4.2 (a) and (b)). We look

at the dynamics of the autocatalysis by quantifying τ1/2 (Figure 4.2 (c)). For d-1 concentrations

ranging from 0.2 to 20 nM, τ1/2 goes from 300 min to 40 min, in an exponentially decreasing

manner. We note that at this relatively low temperature of 25◦C and during the total duration

of the experiment (10 h), neither self-start — when the autocatalytic amplification occurs even in

the absence of the input — nor parasitic amplification — when new sequences or set of sequences

are amplified with the help of enzymes [291] — is observed.

Figure 4.3 compares our autocatalytic system to the previously designed T1 22 system by

looking at the time τ1/2 as a function of the working temperature. T1 22 is a 22-nucleotide-

long template that amplifies a 11-nucleotide-long input. As the temperature decreases from 45◦C

to 30◦C, the time to reach half the saturation increases in both systems. As expected τ1/2 is

significantly lower at lower temperature for T1 20 than for T1 22. Interestingly, this evolution

can provide valuable information on the activation energies of the reaction. Indeed, the use of the

Arrhenius’ law k = αe−Ea/RT in eq. (4.2) leads to the following relation between τ1/2 and the

activation energy Ea of the reaction

log τ1/2 = log γ +
Ea
R

1

T
, (4.3)

where log γ is a constant and R the gas constant. We plot log τ1/2 against 1/T (Figure 4.3 (b)) and

obtain a linear relation with Ea(T1 22) = 205 ± 10 kJ/mol and Ea(T1 20) = 130 ± 15 kJ/mol.
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(a) (b) (c)

Figure 4.2 |Dynamics of the T1 20 autocatalyst system at 25◦C. (a) Raw and (b) normalized
amplification curves. (c) Evolution of τ1/2 according to d-1 initial concentration. This experiment
is performed in the PEN buffer (Table 4.1) supplemented with 1X EG, 0.4 mM of each dNTP,
0.2%(v/v) BstLF, 1%(v/v) NBI and 200 nM T1 20 at 25◦C.

As expected, Ea(T1 22) > Ea(T1 20). These values are of the same order as those obtained for

the polymerization of the ssDNA M13mp18 primed with a 24-nucleotide oligomer by the Tli DNA

polymerase (92 kJ/mol) [148] or the polymerization of the alternating ssDNA poly[d(A-T)] by the

DNA polymerase I (71 kJ/mol) [176].

(a) (b)

Figure 4.3 | Effect of the temperature on the autocatalyst dynamics. (a) The dynamics
of the autocatalyst T1 20 is slowing down as the temperature decreases. However it is still faster
than the control T1 22. (b) The relation between log τ1/2 and 1/T is affine as predicted by the
Arrhenius’ law, with a slope given by the activation energy. This experiment is performed in
the PEN buffer (Table 4.1) supplemented with 1X EG, 0.4 mM of each dNTP, 0.2%(v/v) BstLF,
1%(v/v) NBI, 200 nM T1 20 or T1 22 and 2 nM of input d-1 or d (the input of the T1 22).

Buffer condition

Besides the temperature, we also need to optimize the buffer of the active matter system in order

to make the PEN-DNA toolbox functional. Starting from the active buffer used in Chapter 3

(Table 3.2), we create the active-PEN buffer (Table 4.2) by incorporating sodium cations (via
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PEM-NaOH) and by adding more magnesium cations.

First, we set the maximum concentration of the PEM to 0.75X and we switch the associated

base used to adjust the pH, to a mix between KOH and NaOH. We plot in Figure 4.4 (a) τ1/2 as

a function of the ratio between the concentrations of the two different PEM rPEM = [PEM-NaOH]
[PEM-KOH] .

Thus, we show that sodium ions accelerate the autocatalytic amplification compared to potassium

ions. However, in order not to differ too far from the standard buffers of active gels (usually, they

do no contain sodium ions), we choose to use the active-PEN buffer with PEM-NaOH = 0.2X and

PEM-KOH = 0.6X as depicted in Table 4.2. Such a change represents a gain in time of about 30%

compared to an active-PEN buffer in which only PEM-KOH is present.

Secondly, we add magnesium cations to the buffer (Figure 4.4 (b)). The presence of a large

amount of Mg2+ is needed for activity — in the form of MgSO4 or MgCl2 — compared to previous

experiments involving the PEN-DNA toolbox [325, 326]. It is mainly due to the presence of the

creatine phosphate which seems to capture magnesium ions. We choose to add 8 mM of MgSO4

(in addition to the 1.6 mM MgCl2 already existing in the PEM buffers).

(a) (b)

Figure 4.4 | Effect of the buffer composition on the autocatalyst dynamics. (a) Evolution
of the time τ1/2 as a function of the ratio rPEM between PEM-NaOH and PEM-KOH. The total
concentration of PEM is set to 0.75X. This experiment is performed in the active-PEN buffer
(Table 4.2) with 6 mM MgSO4 and supplemented with 1X EG, 0.5 mM of each dNTP, 0.2%(v/v)
BstLF, 2.5%(v/v) NBI, 200 nM T1 20, 10 nM d-1. (b) Evolution of the time τ1/2 as a function
of MgSO4 concentration. This experiment is performed in the active-PEN buffer (Table 4.2) with
0.15X PEM-KOH, 0.60X PEM-NaOH and supplemented with 1X EG, 0.5 mM of each dNTP,
0.2%(v/v) BstLF, 2.5%(v/v) NBI, 200 nM T1 20, 10 nM d-1. Both experiments are performed at
25◦C.

Finally we reach the composition depicted in Table 4.2 and perform the experiments at 24◦C. In

this chapter we are interested to tune both the dynamics of the autocatalyst and the active gel. To

do so, we will supplement the active-PEN buffer with the important parameters shown in Table 4.5.

The microtubule and the K401-BCCP cluster concentrations (in a ratio K401-BCCP/streptavidin

of 1:1) are related to the gel activity, whereas BstLF and NBI concentrations are related to the

autocatalytic amplification. As we will see in the following, dGTP is involved in both systems.
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Name Concentration

Microtubules 0 - 1 mg/mL
K401-BCCP clusters 0 - 100 nM
dGTP 0 - 0,5 mM
BstLF 0 - 1 %(v/v)
NBI 0 - 5 %(v/v)

Table 4.5 | Parameters used to tune the dynamics of the autocatalyst and the active
gel.

4.1.3 The dynamics of the autocatalyst can be tuned by the PEN-DNA

enzymes and dGTP concentrations

The dynamics of the autocatalytic amplification depends on several parameters. We test the

influence of a few of them: the concentration in polymerase BstLF, nicking enzyme NBI, one

dNTP (dGTP) and microtubules. As previously, we quantify the dynamics using the measure of

τ1/2.

The increase of concentration in the two enzymes BstLF and NBI, leads to a faster dynamics.

Thus τ1/2 ranges from 60 min at the highest concentration we have experimented, to 200 min.

In the absence of one of the two enzymes, the fluorescence intensity of the intercalator does not

increase: there is no autocatalytic amplification (Figure 4.5 (a)). We will see in the next section

that dGTP has an impact in the activity of the gel. For this reason, we evaluate here its influence

on the PEN-DNA dynamics. For a concentration of dGTP < 50 µM (the other dNTP are kept at

500 µM), the autocatalytic amplification is slowed by a factor 2 to 3 compared to a concentration

of 500 µM. Moreover, the presence of taxol-stabilized microtubules does not influence autocatalytic

dynamics, in contrast with the presence of GMPCPP-microtubules that slows down the dynamics

at low concentration of dGTP (Figure 4.5 (b)).
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(a) (b)

Figure 4.5 | τ1/2 as a function of BstLF, NBI, dGTP and microtubule concentrations.
(a) τ1/2 as a function of NBI and BstLF concentrations. Grey circles denote that the autocatalytic
amplification is not observed. This experiment is performed in the active-PEN buffer (Table
4.2) supplemented with 0.4X SGI, 0.5 mM of each dNTP, 10 nM K401-BCCP clusters, 100 nM
T1 20, 20 nM d-1. (b) τ1/2 for taxol-microtubules (left) and GMPCPP-microtubules (right).
This experiment is performed in the active-PEN buffer (Table 4.2) supplemented with 0.4X SGI,
0.5 mM of each dNTP except dGTP, 10 nM K401-BCCP clusters, 0.5%(v/v) BstLF, 2.0%(v/v)
NBI, 100 nM T1 20, 20 nM d-1. Both experiments are performed at 24◦C.
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4.2 Propagation of a reaction-diffusion front in an active gel

In a homogeneous environment — such as an aqueous solution [327, 325] or a hydrogel [290] —

a reaction-diffusion front emerging from an autocatalytic reaction propagates at constant velocity

[63]. However, the propagation of a chemical wave in a complex environment can display a different

behavior. For example, frozen fronts with sawtooth shapes arise from the propagation of a chemical

front in the disordered flow field of a porous medium [10].

Here we describe for the first time the propagation of a reaction-diffusion front in an active

gel. Both the front and the environment are out-of-equilibrium systems with unique patterning

properties as we have seen in the previous chapters. We demonstrate that a reaction-diffusion

front made of DNA can propagate in an active environment. We then present how to engineer

an indirect coupling between the two systems through hydrodynamical interactions — when the

active gel contracts globally — or chemical ones — when dGTP resources are low.

Note that these results have been obtained at the end of my PhD work and thus are prelimi-

nary. The repetition of some of the experiments presented here is needed in order to formulate a

quantitative description.

4.2.1 Material and methods

Reaction assembly

The reaction is assembled on ice and consists in the active-PEN buffer (Table 4.2) supplemented

with the important parameters shown in Table 4.5: K401-BCCP clusters (in a ratio between K401-

BCCP and streptavidin of 1:1), BstLF, NBI, dNTP, T1 20 and d-1. Microtubules are added at

the end at room temperature.

Channel assembly

We perform the experiments into micro-drilled PMMA channels because the NBI nicking enzyme

needed for the autocatalytic amplification tends to attach to the surface of non-coated glass. They

are prepared from two PMMA sheets of 5 mm and 150 µm in thickness. On the thick plate we

micro-drill a channel of 150 µm in depth and 1 mm in width with a micro-milling machine Minitech

CNC, USA. The two plates are then cleaned using deionized water, isopropanol and again water

before being air-dried. The two plates are assembled one over the other with a melted strip of

parafilm in-between to assure the sealing of the system (Figure 4.6 (a)). For some experiments we

also use commercial channels in PMMA with similar dimension (from the manufacturer ChipShop).

We do not see any difference between the two devices.

PMMA channels are filled with the solution containing all the elements (active-PEN buffer and

tunable parameters) except the DNA input (the total volume is typically between 5 to 10 µL). The

initial condition containing the same solution with 1 µM of DNA input is injected on one side of

the channel (in a volume of about 0.5 µL). The surplus of liquid is carefully absorbed using a clean

tissue. Finally both ends of the channel are closed using grease (Figure 4.6 (b)), starting from

the side without input to avoid contamination and the appearance of a second front that would

propagate in opposite direction to the main front.
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Figure 4.6 | Pictures and sketch of PMMA channels. (a) Pictures of commercial (top) and
homemade (bottom) PMMA channels. (b) Sketch of a homemade PMMA channel.

Imaging

Spatial-temporal experiments epifluorescence images are obtained with a Zeiss Observer 7 auto-

mated microscope equipped with a Hamamatsu C9100-02 camera, a 10 X objective, a motorized

stage and controlled with MicroManager 1.4. Images are recorded automatically every 3 to 6 min

using an excitation at 470 nm and at 550 nm with a CoolLED pE2. The temperature is controlled

thanks to a transparent TokaiHit ThermoPlate. For optimal thermal conduction, mineral oil is

added between the PMMA channels and the thermoplate on the microscope. The set-up is put in

place at least 30 min before the filling of the channels in order to be sure that the temperature

equilibrium (24◦C) is reached.

Data processing

Time-lapse images from microscopy experiments are treated by ImageJ/Fiji (NIH) and Python.

Images of the channels are first cropped manually to remove the edges. We process the images

differently for the DNA front (Figure 4.7 (a)) and the microtubules (Figure 4.7 (b)).

– The DNA front images are recorded using a 470 nm excitation. The first image (initial time)

is subtracted to the time-lapse in order to remove background fluorescence. Using a Python

routine, images are then filtered using a gaussian filter. The intensity is normalized between

0 and 1. Finally, the contrast is adjusted by putting 10% of the highest (respectively lowest)

intensity values to 1 (respectively 0). At each time the intensity is averaged along the width of

the channel (y axis). We fit this 1D array of averaged intensity by the expression e(x0−x)/l0

1+e(x0−x)/l0

where x0 is the position of the front (the intensity is equal to 0.5) and l0 its width. Thus we

obtain the position of the front as a function of time and we can derive the velocity of the

front at each time.
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– Fluorescent microtubules are recorded using a 550 nm excitation. In order to quantify the

dynamics of active structures we first apply a gaussian filter, normalize the intensity and

then we compute the standard deviation of the normalized intensity along the y axis (width)

σIy for each position x of the channel length. For example, if the regime of the active gel

is chaotic, the intensity along the width of the channel will be quite homogeneous, thus σIy

will be low. Now, if the network is contracting locally the intensity will be more localized,

leading to a higher standard deviation.
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Figure 4.7 | Data processing. Analysis of (a) the DNA front and (b) the active gel.

4.2.2 RD front and active contractions happen independently

In the previous section, we have considered the temporal evolution of the autocatalytic amplifica-

tion in a qPCR tube. Presently, we look at the spatio-temporal propagation of the DNA front and

the evolution of the active gel. The front is initiated by the addition of 1 µM of the ssDNA input

d-1 at one side of the channel. In order to perturb as little as possible the initiation solution —

which is exactly the same than in the rest of the channel but supplemented with the ssDNA input

— has a small volume of 0.5 µL, compared to the 10 µL total volume. The formation of dsDNA

by the input and the template T1 20 is visible at initial time thanks to the intercalating dye SGI.

The parabolic Poiseuille profile of the initial condition rapidly homogenizes laterally and the front

begins to propagate. At the same time, taxol-microtubule bundles form bright spots, preceding

the local contractions of the active network (Figure 4.8 and Movie A.11 [I, Û]).

We fit the normalized profile of the front by the aforementioned sigmoidal function. From the

value of x0, we deduce the velocity of the front as a function of time (Figure 4.9 (b, green)). The

https://mycore.cnrs.fr/index.php/s/TluHPL3PrUJ6e4J
https://vimeo.com/417736099
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Figure 4.8 |Reaction-diffusion front in the presence of the active gel. Time-lapse composite
images of the DNA front (yellow) and the active gel (magenta). This experiment is performed in
the active-PEN buffer (Table 4.2) supplemented with 0.4X SGI, 0.5% BstLF, 2.0% NBI, 0.5 mM
of each dNTP except dGTP, 100 nM T1 20, 1 µM d-1, 10 nM K401-BCCP and 0.50 mg/mL
taxol-microtubules. The final concentration of taxol is here of 2 µM instead of 20 µM. Movie A.11
[I, Û].

velocity displays three phases. During the first 15 min, the velocity increases rapidly from 0 to

about 15 µm/min. These first 15 min also correspond to the homogenization time of the Poiseuille

profile. Then, from 15 min to 90 min, the velocity of the front continues to increase until it reaches

22 µm/min. From this time point, the front propagates at 20 µm/min, value that very slowly

decreases over time (it takes more than 6 hours to go from 22 to 18 µm/min), before reaching

the end of the channel, which leads to an abrupt decrease of the velocity. The speed of this front

is lower that the one of a similar front propagating in an aqueous solution at 38◦C [325] (about

60 µm/min) but comparable to the one propagating without the active gel or in an agarose gel

[290] at 44◦C. A control experiment performed in the same conditions but without the active gel

exhibits the same behavior (Figure 4.9 (b, dashed grey)).

The active contraction of the microtubule network is quantified thanks to the evolution of

the distribution of fluorescence intensity. At early times the network is homogeneous: bundles

of microtubules are oriented towards the main direction of the channel. After one hour brighter

regions and a darker background appear: the distribution of intensities becomes larger. A pertinent

measure is the variance of the distribution σIy averaged on the y direction (Figure 4.9 (a)). Along

the channel, peaks of σIy emerge as proxy of the contractions which condensate the fluorescent

microtubules into large bright areas. The global measure of < σIy >x (averaged over all the images)

shows that the contractions start after about one hour and last for 100 min (Figure 4.9 (b)).

Both reaction-diffusion and active matter systems seem to evolve independently as the control

propagating front (without the active gel) proves it.

4.2.3 A global contraction accelerates the front

At a lower concentration in K401-BCCP (5 nM), it is possible to recover the corrugated patterns

of the active gel described in Section 3.3. However instead of breaking into chaotic flows after the

formation of the pattern, the active network once again contracts, but this time in a global manner

(Figure 4.10 and Movie A.12 [I, Û]). As we will see in the following part, this contraction is due to

https://mycore.cnrs.fr/index.php/s/TluHPL3PrUJ6e4J
https://vimeo.com/417736099
https://mycore.cnrs.fr/index.php/s/xdoojxSYhpTrTaS
https://vimeo.com/417736140
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Figure 4.9 | Quantification of the front and the active gel. (a) Normalized profile of the
reaction-diffusion front (yellow) and variance of the intensity distribution of the fluorescent mi-
crotubules σIy (purple) at t = 0, 150, 300, 450 min. (b) Evolution of v the velocity of the front
(green) and < σIy >x the average of the variance of the fluorescence intensity distribution over the
entire field of view. The velocity of a propagating front in the absence of the active gel is plotted
in dashed grey. The experimental conditions are the same as those of Figure 4.8.

the presence of dGTP which interacts with microtubules. To the best of our knowledge this behav-

ior has not been described and we can only formulate hypothesis to explain it. Firstly, exchange of

nucleotide may occur between GMPCPP and dGTP (the latter being a better promoter of micro-

tubule polymerization [191]) as it occurs with GTP [217]. Moreover, the presence of dGTP leads

to a microtubule growth rate similar to the one in the presence of GTP [191, 217]. Secondly, the

dynamic instability — the stochastic switching between growth and shrinkage — of microtubules

may also play a role. Indeed, GMPCPP is known to suppress dynamic instability [124] contrary to

dGTP [217]. Lastly, it has been reported that microtubule binding proteins such as kinesins can

discriminate between the nucleotide states of microtubules by having different affinities [193].
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Figure 4.10 | Corrugated patterns in the presence of a reaction-diffusion front. This
experiment is performed in the active-PEN buffer (Table 4.2) supplemented with 0.4X SGI, 0.5%
BstLF, 2.0% NBI, 0.5 mM of each dNTP except dGTP, 100 nM T1 20, 1 µM d-1, 5 nM K401-
BCCP, 0.50 mg/mL taxol-microtubules and 20 µM taxol. Movie A.12 [I, Û].

We test the influence of K401-BCCP cluster concentration on the velocity of the reaction-

diffusion front (Figure 4.11). As described earlier, the front is propagating in the channel with a

velocity that increases during the first 60 min and then slowly stabilizes around 20 µm/min until

https://mycore.cnrs.fr/index.php/s/xdoojxSYhpTrTaS
https://vimeo.com/417736140
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the end of the experiment. Around 60 min — for all conditions — it seems that the velocity

exhibits a noisier peak (Figure 4.11 (b)) than the one displayed in Figure 4.9 (b). However, it does

not correspond to a characteristic feature of this experiment configuration, and it is mostly due

to noisier data. At the highest concentration of K401-BCCP clusters (5 nM), the active gel forms

corrugated patterns and after 100 min starts to contract (Figures 4.10 and 4.11 (a, dashed red)).

Simultaneously, the reaction-diffusion front accelerates to almost 50 µm/min probably because of

the large motions of matter inside the channel that rapidly transport the DNA input. Finally, at

time t = 250 min the front regains its cruising speed of about 20 µm/min until it reaches the end

of the channel.

Thus, even if only about 0.1 to 1% of the volume is composed of active elements (essentially

microtubules), it is sufficient to give rise to macroscopic flows that enhance the mixing of compo-

nents over distances of several millimeters. Thanks to these hydrodynamical flows the active gel

influences the reaction-diffusion front.

(a) (b)

Figure 4.11 | The velocity of the front does not depend on kinesin concentration. (a)
Evolution of the position of the DNA front as a function of time. The position of the extremity
of the contracting active gel is displayed in dashed red. (b) Evolution of the velocity of the DNA
front as a function of time. The contraction of the microtubule network (at 5 nM of K401-BCCP)
leads to an acceleration of the front starting from 180 min. The experimental conditions are the
same as those of Figure 4.10.

4.2.4 Coupling through dGTP resources

In addition to large hydrodynamical flows, the active gel and the front are coupled through dGTP

resources. Indeed, the presence of dGTP changes both the behavior of the active gel (Figure 4.10)

and the autocatalytic amplification dynamics (Figure 4.5). In this situation, we investigate the

influence of dGTP on active gels based on GMPCPP-microtubules, that are supposed to exhibit

active flows (Chapter 3.4). To do so, we perform an active gel experiment (in the active buffer

(Table 3.2) as in Chapter 3, without the components needed for the reaction-diffusion front) in the

presence of each of the four nucleotides (at a concentration of 0.5 mM). Contractions of the active

network appear only in the presence of dGTP (Figure 4.12 and Movie A.13 [I, Û]) and not in the

presence of the three other nucleotides in which active flows are sustained as detailed in Section

https://mycore.cnrs.fr/index.php/s/W1YHAsqb7mmTEIB
https://vimeo.com/417736200
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3.4. This behavior supports our previously mentioned hypothesis about the effects of dGTP on

microtubules. Knowing that, we explore the regime of low dGTP concentration in order to recover

the chaotic flows in the presence of the reaction-diffusion front.
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Figure 4.12 | Influence of dNTP on internally driven chaotic flows. The active fluid collapses
in the presence of 0.5 mM of dGTP. This experiment is performed at 22◦C in the active buffer (Table
3.2) supplemented with 25 nM K401-BCCP and 0.50 mg/mL GMPCPP-microtubules. Movie A.13
[I, Û].

For dGTP concentrations below 25 µM, the reaction-diffusion front is not sustained and stops

(Figure 4.13 and Movie A.14 [I, Û]). At 2.5 µM of dGTP, the front slows down passing from 20

to 10 µm/min at the end of the experiment. As expected, no front is observed in the absence of

dGTP. At a higher concentration of dGTP, the front propagates in the chaotic environment but

the velocity is not as constant as in the case of a contracting network. For example, in the presence

of 25 µM of dGTP, the velocity varies from 20 µm/min after 30 min, to almost 40 µm/min at the

end of the experiment (8 h) (Figure 4.14 (b, green)). In control experiments — without the active

gel — the front is propagating at a constant velocity of 25 µm/min (Figure 4.14 (b, dashed grey))

for dGTP concentrations superior to 25 µM (after its initial increase).

From the point of view of the active gel, a change in dGTP concentration in the presence of

the reaction-diffusion front — that also used dGTP to polymerize new DNA strands — leads to

spatially inhomogeneous channels (Figure 4.13 and Movie A.14 [I, Û]). As before, the bundles are

initially aligned in the direction of the channel. With no dGTP we recover the turbulent regime

which is sustained for a relatively long time (> 4 hours). Increasing dGTP concentration to 2.5 µM

leads to the same behavior. However, after some time, the right part of the channel begins to exhibit

some contractions, although the regime is still turbulent. We then observe a spatial difference of

gel activity, depending on the initial presence of the DNA front. At a higher concentration in

dGTP (25 µM), no more flows are observed, only contractions. However, here again a spatial

difference appears between the left and the right parts of the channel: at the point where the front

https://mycore.cnrs.fr/index.php/s/W1YHAsqb7mmTEIB
https://vimeo.com/417736200
https://mycore.cnrs.fr/index.php/s/egtByAEZh4yMyTS
https://vimeo.com/417736257
https://mycore.cnrs.fr/index.php/s/egtByAEZh4yMyTS
https://vimeo.com/417736257
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starts, the network is less contracted. At dGTP = 250 µM, the network organizes spaced asters

but does not have enough force to form separated structures. They are uniformly distributed in

the channel. We interpret the emergence of these patterns as a competition mechanism between

the reaction-diffusion front and the active gel, since both systems use dGTP to self-organize.
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Figure 4.13 | Different dGTP concentrations lead to inhomogeneous patterns. Compos-
ite images of the DNA concentration (yellow) and the active gel (magenta) for different dGTP
concentrations after 600 min. This experiment is performed in the active-PEN buffer (Table 4.2)
supplemented with 0.4X SGI, 0.5% BstLF, 2.0% NBI, 0.5 mM of each dNTP except dGTP, 100 nM
T1 20, 1 µM d-1, 25 nM K401-BCCP and 0.50 mg/mL GMPCPP-microtubules. Movie A.14 [I,
Û].

As before, the measure of the local σIy quantifies the active gel (Figure 4.14 (b)). In order to

smooth its value, σIy is locally averaged over 150 µm. When the concentration in dGTP is null

or is larger than 250 µM, the active gel has a homogeneous activity along the channel: turbulent

flows or uniformly distributed asters. In terms of σIy , this translates into a low value of σIy along

the channel. In contrast, at intermediary concentrations in dGTP, the patterning of the channel

becomes inhomogeneous: σIy starts to increase from 60 min in the right part of the channel, mean-

ing that the active gel forms dense areas where bundles of microtubules contract (Figure 4.14 (b)).

Interestingly, at these intermediary dGTP conditions, local contracted structures move and are

transported by the active turbulent ‘bath’.

We build a simple phenomenological model to account for the inhomogeneous patterning of

the channel by the active gel, when dGTP resources are low. We consider the evolution of the

three following variables: the concentration in DNA input denoted ‘A’, the concentration in dGTP

denoted ‘G’ and the state of the active gel denoted ‘S’. This state can either correspond to chaotic

flows or a contracting network, when S = 0 or S = 1, respectively. The model is composed of

reaction-diffusion equations that describe the two processes which consume dGTP. Indeed, dGTP

is used by the autocatalytic amplification to make more DNA input, and it is used by the active

gel as a means to go from chaotic flows to a contracting network. We take into consideration

that the rate of dGTP consumption should saturate as well as the values of S (which saturates at

1) and A (because without it, the system would grow exponentially). Lastly, because the active

gel rapidly goes from chaotic flows to a contracting network, we describe the increase of S as a

https://mycore.cnrs.fr/index.php/s/egtByAEZh4yMyTS
https://vimeo.com/417736257
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Figure 4.14 | Evolution of the inhomogeneous patterning of the active gel in the pres-
ence of 25 µM of dGTP. (a) For dGTP = 25 µM a reaction-diffusion front propagates in an
inhomogeneous active gel environment created by the lack of dGTP resources. Profiles are taken
at t = 0, 200, 400 and 600 min. (b) Evolution of v the velocity of the front (green) and σIy the
average of the variance of the fluorescence intensity distribution for different positions along the
channel. The velocity of a propagating front in the absence of the active gel is plotted in dashed
grey. The experimental conditions are the same as those of Figure 4.13.

quadratic amplification. We finally reach the following set of differential equations:

∂A

∂t
= kA0 A

(
1− A

KA

)
G

G+KG
+DA

∂2A

∂x2
, (4.4)

∂G

∂t
= −kA0 A

(
1− A

KA

)
G

G+KG
− kS0 S2

(
1− S2

KS

)
G

G+KG
+DG

∂2G

∂x2
, (4.5)

∂S

∂t
= kS0 S

2

(
1− S2

KS

)
G

G+KG
. (4.6)

We simulate these equations using the kinetic constants kA0 = 1 and kS0 = 0.5, the equilibrium

constants KA = 50 µM, KG = 10 µM and KS = 1, and the diffusion constants DA = 1 and

DG = 10. Note that these values are chosen manually but in order to have a complete picture

of the system, these parameters should be derived from the systematic variations of experimental

parameters. The simulation is performed on a 1D array of size 80 with fixed boundary conditions.

The spatial step is dx = 1 and the time step is set to dt = 0.01. Initially S = 0.1 and G = 0.001,

2.5, 25 or 250 µM and they are both homogeneously distributed. A is initialized by an exponential

profile on one side of the 1D array. The results of the simulation are represented as kymographs

(Figure 4.15 (a)). A kymograph is an intensity versus time versus space 3D plot. At each time

point the intensity profile along the x axis makes one horizontal line in the kymograph. Time goes

vertically from top to bottom. A front of A is able to propagate for G values greater than 25 µM.

Additionally, the state S goes from 0 to 1 for the same range of G. At the intermediary value

G = 25 µM, the state S is not homogeneous in space and exhibits a spatial transition between

the left part and the right part of the axis. We can also note that the velocity of the front is not

constant over time but has two different velocities, the second one being greater than the first one.
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The time of change in velocity coincides with the time of the transition of S from 0 to 1, suggesting

that G is not used anymore by S but only by the front of A.

The model is in qualitative agreement with the experiments displayed in Figure 4.13 and

Movie A.14 [I, Û]. They are plotted as kymographs in Figure 4.15 (b). These are built from

the evolution of the SGI fluoresence intensity (averaged along the width of the channel) and σIy

which describes the state of the active gel. Interestingly, we observe the same break in velocity at

the transitional time when the gel goes from chaotic flows to a contracting network.

Further investigations are necessary to conclude on the accuracy of the model. For instance,

the system could be studied by varying the gel activity — through the K401-BCCP concentration

— and the front velocity — through the PEN-DNA enzymes concentrations.
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Figure 4.15 | Qualitative comparison between experimental and simulated kymographs
as a function of dGTP concentration. (a) Normalized simulated kymographs of A and S.
Bright colors represent values near 1. Total time corresponds to 5000 iterations. (b) Kymographs
(space versus time) of the PEN-DNA front and the active gel experiments displayed in Figure 4.13,
through the measures of SBI intensity averaged along the width y and σIy , respectively. Bright
colors represent high values of fluorescence or σIy . Total time is 10 h, and the total length is
17 mm.

https://mycore.cnrs.fr/index.php/s/egtByAEZh4yMyTS
https://vimeo.com/417736257
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We have demonstrated that a DNA reaction-diffusion front can propagate in an active gel en-

vironment. Although the two out-of-equilibrium systems operate independently, they can interact

when certain conditions are met: large internal flows or competition for dGTP resources. It will be

interesting to explore the space of tunable parameters for both the front and the active gel in more

details. For example, it could be interesting to study what is happening when the concentration in

microtubules is greatly increased and the environment becomes denser. Direct chemical coupling

could also be investigated: what are the effects of the attachment of DNA strands — involved

in the autocatalytic reaction (mostly the templates) — on kinesins (the method is described in

Section 4.4) or on microtubules? In the next section, we propose an experimental system in which

the hydrodynamical coupling between the DNA front and the active gel can be further examined.

More particularly, we look at the turbulent regime thanks to the design of an autocatalyst where

dGTP is not needed anymore.
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4.3 Hydrodynamical coupling: design of a three-letter au-

tocatalyst

The presence of dGTP radically changes the behavior of the reaction-diffusion front and the active

gel. In this configuration only contractions are observed at longer time and ATP-driven chaotic

flows are not sustained. However, it would be interesting to create a tunable reaction-diffusion-

advection system that would exhibit complex dynamics and patterning properties. Active gels can

flow either locally [241] or in a coherent manner over large distances [319]. Furthermore, in idealized

cases the coupling of hydrodynamics with reaction-diffusion chemical systems could lead to a richer

dynamics even for simple chemical reactions [30]. In this section we expose the preliminary results

of the design on an autocatalyst that works without dGTP.

4.3.1 Design of an autocatalyst without dGTP

In order to get rid of the local and global contraction regime and restore the chaotic flows, we

have to remove dGTP from the mix. To this end we have to design DNA strands that do not use

dGTP during the reaction: it means that the only nucleobases allowed in the sequence of the DNA

templates are A, T and G and not C. We have found a single commercial nicking enzyme which

can recognize a target sequence without C on the template: Nt.CviPII (New England BioLabs).

One has to be careful in the design of an autocatalyst with this enzyme since it can cut the ‘top’

strands sequences CCT, CCG and CCA. According to the manufacturer CCT is cut less efficiently

than CCG and CCA. Knowing that, we design the autocatalyst ‘LT2LT 20’ which catalytically

amplifies the 10 nucleobase-long input ‘LT 10’ (Table 4.6).

Name Sequence (5’→3’) 5’ modif. 3’ modif.

LT 10 CCAATCTATT ∅ ∅
LT2LT 20 AATAGAT TGG AATAGATTGG ∅ Phosphate

Table 4.6 | Sequences of the autocatalyst without dGTP (LT2LT 20). The recognition site
for the nicking enzyme Nt.CviPII is shown in blue.

Using the same conditions than before (but without dGTP), we study the temporal dynamics

of this new autocatalyst, and its ability to form reaction-diffusion fronts in the absence and in the

presence of microtubules and kinesin clusters.

4.3.2 Temporal dynamics

We first test the temporal dynamics of this new autocatalytic system by recording the fluorescence

intensity in a qPCR machine. We tune the range of the nicking enzyme Nt.CviPII from 0 to

0.5%(v/v) (0 to 10 units/mL) (Figure 4.16 (a)). In this range, the rate of amplification largely

varies. It saturates for a concentration greater than 0.5%(v/v). The addition of K401-BCCP clus-

ters greatly modifies the dynamics of the autocatalyst (Figure 4.16 (b)) and has three main effects.

Firstly, the kinetics is slowed down and appears more linear than before, especially for kinesin

concentrations greater than 25 nM. Secondly the transition between the regime of amplification

and the regime of saturation becomes sharper, suggesting that a heterogeneity appears in the mix.
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Lastly the final level of fluorescence decreases with the increase in cluster concentration. For a

K401-BCCP concentration of 50 nM, no more amplification is observed.

(a) (b)

Figure 4.16 | Bulk dynamics of the LT2LT system as a function of NT.CviPII and K401-
BCCP concentrations. (a) Range of Nt.CviPII. This experiment is performed in the active-PEN
buffer (Table 4.2) supplemented with 1X EG, 0.3% BstLF, 0.5 mM of each dNTP except dGTP,
200 nM LT2LT 20 and 25 nM LT 10. (b) Range of K401-BCCP. Dashed lines correspond to the
negative control without the ssDNA input LT 10. This experiment is performed in the active-PEN
buffer (Table 4.2) supplemented with 1X EG, 0.3% BstLF, 0.6% Nt.CviPII, 0.5 mM of each dNTP
except dGTP, 200 nM LT2LT 20 and 25 nM LT 10. Both experiments are performed at 24◦C.

4.3.3 Propagation of fronts

We now look at the reaction-diffusion dynamics of the autocatalytic system using the set-up de-

scribed in the previous section (Section 4.2). The channel is filled with the solution containing all

the components except the ssDNA input LT 10. This latter is added at one of the ends of the

channel. The experiments are performed in PMMA channels (Section 4.2.1).

We observe the propagation of a front. It exhibits two phases (Figures 4.17 (a) and (b)). The

first one consists in a rapid acceleration of the front (up to 100 µm/min) during the first 20 min of

observation. It is followed by a decrease of velocity, until the system settles in its cruising speed of

about 20 µm/min. The velocity remains constant until the front reaches an edge of the channel.

Using longer channels we notice that self-start appears after about 10 h. The system is kept out-

of-equilibrium for a least 16 h (the maximum duration of the experiment we have performed).

However, as the 0D case, we observe that K401-BCCP has a great influence on the front pattern.

Indeed, the presence of kinesin clusters leads to the immediate formation of visible precipitates

(of several µm in size) (Figure 4.17 (c) and Movie A.15 [I, Û]) that can be quantified by the

mean raw fluorescence intensity <I> of the channel and its standard deviation σI , in the region

where the input DNA is not present. A too high concentration in kinesins is able to stop the front

after about 100 min, suggesting that precipitates are composed of essential elements needed for the

observation of the reaction-diffusion fronts such as DNA and PEN-DNA enzymes. Furthermore,

in the presence of microtubules, no motion is observed probably because these precipitates also

contain kinesin clusters.

These preliminary results show the importance of identifying, in the future, the reasons of

https://mycore.cnrs.fr/index.php/s/5q6YEgxRQRPVIiP
https://vimeo.com/417736323
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(a) (b) (c)

Figure 4.17 | Propagation of a front (LT 10) in the presence of K401-BCCP. (a) Evolution
of the position of the DNA front as a function of time. (b) Evolution of the velocity of the DNA
front as a function of time. (c) The formation of precipitates is quantified by the mean raw
fluorescence intensity <I> of the channel and its standard deviation σI , in the region where the
input DNA is not present. This experiment is performed at 24◦C in the active-PEN buffer (Table
4.2) supplemented with 1X EG, 0.3% BstLF, 0.6% Nt.CviPII, 0.5 mM of each dNTP except dGTP,
200 nM LT2LT 20 and 1 µM LT 10. Movie A.15 [I, Û].

the formation of these precipitates, hypothetically composed — among others — of kinesins and

nicking enzymes. For instance, is it due to the presence of biotin or streptavidin? In all cases,

controls with other kinesin clusters (K430-HSNAP and K430-FLAG-SNAP) should be performed

as well as adjustments of the buffer. Resolving these issues may allow the creation of a unique

reaction-diffusion-advection system with tunable properties.

Hydrodynamical interactions are one way to couple self-organized mechanisms. In the next

section we are going to explore a second manner to achieve such a coupling using the chemical

linking between DNA and motors.

https://mycore.cnrs.fr/index.php/s/5q6YEgxRQRPVIiP
https://vimeo.com/417736323
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4.4 Chemical coupling: towards active matter controlled by

DNA

It is possible to go further in the interaction between reaction-diffusion patterns and active matter

by considering a direct chemical coupling. A system could then chemically act on the other by

autonomously creating or destroying a link between them, without the intervention of an external

operator. For example a DNA program made with the PEN-DNA toolbox could produce a ssDNA

‘linker’ that would be able to hybridize with a DNA-modified protein and create a multimeric

version of this protein. This approach has been applied to the controlled aggregation of passive

colloidal particles [329, 326]. Using the same approach in an active gel, a propagating front with

a linker production could potentially lead to contractions or active flows. In particular, the aggre-

gating state of molecular motors could be internally controlled or DNA linkers could induce the

formation of microtubule bundles instead of depletion forces due to the presence of a depleting

polymer. Furthermore, the active gel would influence the DNA reaction-diffusion pattern by, for

example, the presence of hydrodynamical interactions due to a global contraction or active flows.

In this section we present our progress regarding the coupling of DNA and kinesin motors thanks

to the specific reaction between a benzylguanine-modified DNA and the SNAP-tag of the kinesins

K430-FLAG-SNAP and K430-HSNAP. First, we detail the methods of the chemical coupling and

we then mention the experiments that could be done using this direct coupling, in particular in

gliding assay experiments.

4.4.1 Procedures to attach DNA on kinesin

DNA has been coupled to molecular motors using different strategies such as the reaction between

a maleimide group and a cystein residue [182], zinc fingers that attach to dsDNA [314] or the use

of the biotin-neutravidin interaction [244].

Here we use another method based on the specific reaction between a protein tag and a sub-

strate: the SNAP-tag reaction on a benzylguanine (BG) substrate [141]. This method has been

described in Section 3.1.1. As a reminder, it is based on a variant of the human O6-alkylguanine-

DNA-alkyltransferase which specifically interacts with a substrate conjugated to a BG group. Thus,

virtually any molecule which contains a BG group can be covalently attached. In order to attach

DNA, we use a ‘linker’ molecule holding two reactive groups: one BG group (reaction with the

SNAP-tag) and one N-hydroxysuccinimide (NHS) group (reaction with an amino-modified DNA),

the BG-GLA-NHS molecule. DNA has been successfully attached to kinesins [48, 73], dyneins [48]

and myosins [104] using this method.

In the next two parts we are going to detail the experimental protocols. We first modify DNA

into a DNA-reactive substrate for SNAP protein (Figure 4.18, step i.). We then attach this modified

DNA to the the SNAP-labeled kinesin K430-FLAG-SNAP that we have purified in Section 3.1.1

(Figure 4.18, step ii.).
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Figure 4.18 | Strategy to attach DNA on SNAP-tag kinesin motors. Amino-modified
DNA is first modified using the linker molecule BG-GLA-NHS and the reaction between the amino
group and the NHS ester group (step i.). After purification the newly formed BG-DNA is covalently
attached to the kinesin via the SNAP-tag (step ii.).

From amino-DNA to BG-DNA

The coupling is based on the reaction between the NHS-ester and the amino group of the mod-

ified bases. The reaction between BG-GLA-NHS and a DNA containing a modified base (the

amino group is attached to the base thanks to a C6-aminolink, ‘six carbon atoms’) is depicted

in Figure 4.19.

+

+

Figure 4.19 | Chemical reaction between the amino-DNA and BG-GLA-NHS. NHS-ester
and amino groups are highlighted in green and purple respectively.

BG-GLA-NHS is ordered from New England BioLabs and arrives as a lyophilized powder that

has to be kept at -20◦C. Before use, it is diluted in DMSO to a concentration of 20 mM and kept

at -20◦C. It then has to be used within a month. Amino-DNAs are ordered from Biomers with 5’

or 3’ C6-aminolink modifications. We also design strands that contain the fluorescent dyes Cy3

and Cy5 (Table 4.7). They are kept at -20◦C in water.

Name Sequence (5’→3’) 5’ modif. 3’ modif.

NH2-Lk GGATGAGTAGATGGT Aminolink-C6 Phosphate
Li-NH2 G*T*G*GGAGAATGAAGT ∅ Aminolink-C6

NH2-Lk-Cy5 GGATGAGTAGATGGT Aminolink-C6 Cy5
Cy3-Li-NH2 G*T*G*GGAGAATGAAGT Cy3 Aminolink-C6

Table 4.7 | Sequences of amino-modified DNA. Asterisks stand for phosphorothioate backbone
modifications.

The coupling reaction is performed by mixing 50 µM of amino-DNA and BG-GLA-NHS (ranging
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from 0 to 5000 µM) in 50 mM HEPES pH 8.5, at 30◦C for 2 h. We analyze the reaction on a 20%

denaturing polyacrylamide electrophoresis. An excess of 1:100 in BG-GLA-NHS is necessary to

achieve a total reaction (Figure 4.20 (a)). We purify the newly formed BG-DNA from the excess

of BG-GLA-NHS using filters with a molecular weight cut-off of 3 kDa (the DNA strands that we

use are superior to 5 kDa in weight and BG-GLA-NHS is 0.5 kDa). In order to achieve a proper

purification, we have to do multiple rounds of filtration (Figure 4.20 (b)) using 0.5 mL of H2O each

time. In order to know the number of filtrations needed, we follow the evolution of the UV-visible

absorption of the concentrate containing the BG-DNA and the filtrate containing the excess of

BG-GLA-NHS. The molecule BG-GLA-NHS has a strong absorption at 275 nm. The follow-up of

the absorbance at 256 nm and 275 nm (Figure 4.20 (c)) shows that a least 5 rounds of filtration

are needed to divide the initial absorption of the filtrate (quantified by rA the ratio between the

absorbance and the initial absorbance) by a factor 100. BG-DNA can be conserved at -20◦C for

several weeks. Once the amino-DNA has been converted into a BG-DNA it can be used to label

the SNAP-tag kinesin.
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Figure 4.20 | Analysis and purification of the reaction between an amino-DNA and
BG-GLA-NHS. (a) Polyacrylamide gel of the titration reaction between an amino-DNA and
BG-GLA-NHS. A shift equivalent to one base pair (bp) is visible between the amino-DNA and the
BG-DNA. (b) Removal of the excess of BG-GLA-NHS is performed using a filter with a molecular
weight cut off of 3 kDa. (c) Evolution of UV-visible spectra and the absorbance ratio rA of the
concentrate and the filtrate after the Nth round of filtration. After N = 5 rounds the absorption
of the filtrate is divided by 100.

Formation of the DNA-kinesin

The second step is the formation of the DNA-kinesin from the reaction between the BG group of

the modified DNA and the SNAP-tag of kinesin (Figure 4.21).

The reaction is performed in a 1X PBS (phosphate-buffered saline) buffer supplemented with

1 mM DTT at 30◦C for 2 h. BG substrate is in excess compared to the kinesin: usually 5-10 µM

of substrate is used for 100-500 nM of SNAP-tag kinesin.

We first test the functionality of the SNAP-tag present in the K430-FLAG-SNAP. To do so we

use the commercial BG small fluorescent substrate SNAP-Vista Green (New England BioLabs).

This substrate is derived from the fluorescein and is fluorescent upon UV illumination. We combine

it with K430-FLAG-SNAP which has been only HIS-tag purified (so the mix is composed of K430-

FLAG-SNAP and K430-HSNAP) (Figure 4.22 (a), lane 1) or which has been HIS-tag and then
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Figure 4.21 | Chemical reaction between the BG-DNA and kinesin K430-FLAG-SNAP.
BG group and SNAP-tag end are highlighted in yellow and violet respectively.

FLAG-tag purified (the mix is composed of K430-FLAG-SNAP only) (Figure 4.22 (a), lane 2).

Thanks to the fluorescence of the BG substrate, we are able to show that the SNAP-tag of K430-

FLAG-SNAP is functional. Indeed only the SNAP-tag arm of the kinesin becomes fluorescent. We

also notice that in the first case, the protein band at 20 kDa is due to the independent production

of a SNAP-tag (BG reactive), as described in Section 3.1.

Then, the reaction between BG-modified DNA is performed. Here, we use the two DNAs

NH2-Lk-Cy5 and Cy3-Li-NH2 which have been transformed into BG-Lk-Cy5 and Cy3-Li-BG. The

reaction takes place in the same conditions as before, and once again, we analyze the output on a

SDS-PAGE (Figure 4.22 (b)). After the reaction the SNAP-tag arm of K430-FLAG-SNAP exhibits

a new shifted protein band: it is due to the covalent attachement of DNA on the arm, since the

protein is now heavier of about 5 kDa. The total yield is about 60%. Kinesins are then separated

from the unreacted DNA by successive centrifugations using a filter with a MWCO of 30 kDa.

Unfortunately, DNA-modified kinesins exhibit an activity — in an active gel experiment — in

the absence of a DNA linker that would attach to the DNA strands Lk-Cy5 and Cy3-Li. As dis-

cussed in Chapter 3 this suggests that K430-FLAG-HSNAP kinesin forms non-specific aggregates.

Nevertheless, they could still be used in gliding assays where it is not anymore the state of the

clusters which is controlled by DNA but their attachment to the surface. In this situation, the

dynamics of an autocatalytic reaction built from the PEN-DNA toolbox and in which a ssDNA

template is attached to kinesin clusters could be investigated.

4.4.2 Going 2D: gliding assays

DNA molecules have been used to engineer controllable 2D systems in which motors are attached

to surfaces. More particularly it is the interaction between the microtubules or the interaction

between the motors and the surface which are tuned. Two recent systems of great relevance have

been developed. The first one controls the formation of vortices thanks to the selective formation of

microtubule bundles [142]. The second one consists of vesicles containing microtubules and kinesins

coupled to the vesicles’ membrane through DNA hybridization. When the kinesins are linked to

the membrane, the latter shows deformation [244]. Motivated by these works and in collaboration

with Yuliia Vyborna in the lab, we have started to develop a gliding assay where the attachment

state could be controlled by the PEN-DNA toolbox.

So far we have tested if gliding assays were compatible with PEN-DNA fronts. To do so, we

attach K430-HSNAP motors non specifically to a glass surface. First, motors are infused — in

the buffer used in Section 3.1 — into a glass channel until the entire volume is filled (about 10 µl)
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Figure 4.22 | SDS-PAGE analysis of the reaction between K430-FLAG-SNAP and BG
substrates (a) Reaction between HIS-tag purified K430-FLAG-SNAP (lane 1) or HIS-tag and
FLAG-tag purified K430-FLAG-SNAP (lane 2) and the fluorescent BG substrate SNAP-Vista
Green. The gel is shown after coomassie staining with a white light and under UV illumination.
(b) Reaction between K430-FLAG-SNAP (HIS-tag and FLAG-tag purified) (lane 1) with BG-
modified BG-Li-NH2 ssDNA (lane 2) or BG-Lk-Cy5 ssDNA (lane 3).

and then incubated for 5-10 min. The channel is then washed using the same buffer but without

motors, typically with a volume of 30 µL. To do so the buffer is injected on one side and adsorbed by

capillarity using a tissue located on the other side. Then the surface is blocked by infusing 10 µL of

2%(w/v) pluronic or 0.5%(w/v) casein for 5 min. Finally the channel is washed again and infused

with polymerized microtubules at a concentration of about 5 µg/mL. Since the concentration in

microtubules is low, it is not necessary to wash the channel after this step.

The channel is imaged with a 20X objective and images are recorded every 3 s (Figure 4.23 (a)

and Movie A.16 [I, Û]). This experiment is done by Yuliia Vyborna. Microtubules move at a

velocity of 1.1 ± 0.7 µm/s, computed with the ToAST tracking plugin in ImageJ using the 30

first images (Figure 4.23 (b)). This value is comparable to the one found with the kinesin K430-

FLAG-SNAP [73]. Interestingly, the density of microtubules on the surface is increasing with time.

Indeed microtubules from the bulk of the channel are moving and then are kept on the surface by

the motors.

Very recent results (not displayed here) show that gliding experiments work in the presence of

the autocatalytic amplification based on the T1 20/d-1 system in PMMA channels. It would be

interesting to implement the aforementioned ideas in order to control the motility.

https://mycore.cnrs.fr/index.php/s/z0OuSe5VSjvhT82
https://vimeo.com/418824843
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100 𝜇m

(a) (b)

Figure 4.23 | Gliding motility assay. (a) Microtubules are propelled by K430-HSNAP kinesins
attached to the surface of a glass channel. The green arrow indicates the initial position of one
microtubule. The interval between images is 30 s. This experiment is done by Yuliia Vyborna.
Movie A.16 [I, Û]. (b) Normalized probability distribution of microtubule velocities.

https://mycore.cnrs.fr/index.php/s/z0OuSe5VSjvhT82
https://vimeo.com/418824843
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4.5 Conclusion

4.5.1 Summary

In this chapter we have combined two molecular self-organization systems into a unique one. We

have found compatible experimental conditions for both the active gel, composed of microtubules

and clusters of kinesin, and the PEN-DNA toolbox. The main resolved problems have been with

regards to the temperature and the buffer conditions. With this, we have shown that a reaction-

diffusion front can propagate in an active gel. The two out-of-equilibrium systems behave inde-

pendently but can indirectly interact physically or chemically. Physically, the global contraction

of the active gel leads to large hydrodynamical flows in the channel that enhance the mixing of

the DNA molecules involved in the front, thus accelerating the front. Chemically, both systems

use nucleotides as a chemical source of energy. In particular dGTP is shared between the auto-

catalytic system — it is used to polymerize new ssDNA – and the active system — microtubules

hypothetically use dGTP for their extension. Then, in a regime where dGTP is a scarce resource,

the two systems compete. This led to an inhomogeneous patterning of the channel both in terms

of gel activity and DNA concentrations. Because of the presence of dGTP and its impact on

microtubules, the active gel does not exhibit sustained active flows. However, it would be inter-

esting to recover the turbulent flows in the presence of the DNA front to form a programmable,

self-sustained, biocompatible reaction-diffusion-advection system. In this perspective, we have de-

signed an autocatalytic system where dGTP is not needed anymore. To do so we have identified

a new nicking enzyme that is able to recognize sites that do not contain dCTP (complementary

to dGTP). This new construct exhibits more complex bulk dynamics than a simple autocatalytic

amplification, even though fronts can still propagate in PMMA channels. However, in the pres-

ence of the active gel, visible precipitates containing kinesin clusters form and greatly perturb the

activity of the system. Lastly, we have demonstrated that, using the SNAP-tag, it is possible to

covalently attach DNA on kinesins motors. Although non-specific kinesin clusters are still present,

it may be possible to use this approach to control the organization of active matter in different

configurations, like for instance in a gliding assay.

The coupling between DNA molecules involved in chemical reaction networks and reconstituted

active gels could be further studied. For example, DNA could be attached to microtubules in order

to dynamically control the assembly of bundles thanks to the production of a DNA linker (from

the PEN-DNA toolbox). In addition, DNA templates could be attached on kinesins; the motors

becoming the support of the reaction. Other DNA patterns could also be designed. Although

oscillations are probably difficult to engineer because of the low temperature, stable DNA patterns

built from a bistable chemical reaction network seem feasible. The stability of such a static pattern

in the presence of the active gel would be interesting to look at.

From a material science perspective, the formation of patterns is an important process that

needs to be connected to other processes in order to design functionnal materials. For example,

it can control spatially and temporally the downstream production of a molecule of interest using

the transcription-translation machinery.
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4.5.2 Perspectives: reacting beads immersed in an active bath

Various living systems exhibit collective behaviors that arise from interactions between many phys-

ically separated elements. They chemically communicate through the exchange of molecular in-

formation. For example, bacteria use quorum sensing to regulate various physiological activities

[180]. Inspired by the work of Gines, Rondelez and coworkers [87], we have started to explore

the possibility of localizing DNA amplification reactions on sepharose beads immersed in an ac-

tive bath of microtubules and kinesin clusters. We prepare the beads according to the protocol

displayed in Appendix B using the biotinylated DNA template LT2LT 20. In order to attach it

on streptavidin-modified sepharose beads, the template contains a 5’-biotin modification and an

adenosine nucleotide between the biotin and the coding sequence. In the absence of the active gel

we have performed a front experiment where the beads have been dispersed in the channel and the

front has been initiated by adding 1 µM of input LT 10 on one side of the channel. The front is

very slow with a velocity of about 5 µm/min (Figure 4.24 (b) and Movie A.17 [I, Û]), but the

beads still act as autocatalytic templates (Figure 4.24 (c)). Importantly, control experiments show

that in the absence of DNA input, no self-start was observed for more than 6 h.
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Figure 4.24 | Propagation of a front in a population of DNA-functionalized beads. (a) Fi-
nal image of the DNA-beads using SGI intercalator. (b) Kymograph (using the maximum of inten-
sity as projection) showing the propagation of the front across the population of beads. Movie A.17
[I, Û]. (c) Evolution of the fluorescence intensity of the four beads annotated in (a).

In the presence of 0.5 mg/mL GMPCPP-microtubules and 25 nM K401-BCCP in a ratio with

streptavidin of 1:1 (Figure 4.25 (a) and Movie A.18 [I, Û]), the beads are moderately advected

by the active flow. We can notice that the initial bending instability of the active gel described in

Section 3.4 is observed here. From an initial homogeneously dispersed solution of beads, turbulent

flows tend to form groups of 5-10 beads (Figure 4.25 (b)). These groups become then immobile.

We identify two main reasons for this slow-down in motion. First, the beads are relatively big

colloidal particles (34 µm in diameter) and sediment to the bottom of the channel. Secondly,

https://mycore.cnrs.fr/index.php/s/5staynDA2RxkDVy
https://vimeo.com/417736364
https://mycore.cnrs.fr/index.php/s/5staynDA2RxkDVy
https://vimeo.com/417736364
https://mycore.cnrs.fr/index.php/s/rrPcKtdFE6SfKM7
https://vimeo.com/417729626
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unlike the case in which only the active gel is present or the one described in Section 4.2, here

bundles do not coarse with time. On the contrary, they become less dense — fluorescence intensity

is blurred — and potentially exert less forces on the beads. Unfortunately, regarding DNA am-

plification, no front is observed. However the beads are still active as the increase of fluorescence

attests (Figure 4.25 (c)): in the control experiment in which the polymerase BstLF is not put in

the mix, the average fluorescence of the beads decreases. Furthermore, this experiment suggests

that the localization of DNA templates on sepharose beads reduces the formation of the previously

mentioned precipitates, as the gel activity shows.
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Figure 4.25 | DNA-functionalized beads immersed in an active bath. (a) Initial image of a
channel containing DNA-functionalized beads in a turbulent active gel. The first bending instability
of the active gel is visible. Movie A.18 [I, Û]. (b) The turbulent flow tends to aggregate sepharose
beads. Interval between images is 3 min. (c) Average intensity of the beads. No front is observed
but the fluorescence increases in the presence of the polymerase BstLF.

Using this system, two populations of beads could be mixed together — for example one with

and one without the input — in order to look at their communication [199]. For instance, their

dependence in activity (the concentration in ATP) could be examined. Smaller beads — such as

1 µm-diameter streptavidin-coated, paramagnetic beads [326] — would probably be transported

more easily by the turbulent active gel, possibly leading to larger bead motions. Moreover the use

of streptavidin beads may not be the best choice of coupling. Indeed, K401-BCCP kinesin may be

exchanged from the clusters to the beads. Its substitution by K430-HSNAP or K430-FLAG-SNAP

could be investigated. The dynamics of reacting beads advected by internally driven microtubule

flows may also exhibit interesting collective behaviors.

https://mycore.cnrs.fr/index.php/s/rrPcKtdFE6SfKM7
https://vimeo.com/417729626
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The design of stimuli-responsive materials activated by biological signals is a major challenge

in biotechnology. In the Chapters 3 and 4 we have looked at the self-organization of reconstituted

molecular systems — active gels and reaction-diffusion fronts made of DNA — that can be used to

engineer biocompatible, self-sustained, programmable materials. The chemo-mechanical material

presented in Chapter 4 was designed as the combination of a regulatory chemical reaction network

— the PEN-DNA autocatalytic reaction — and a chemo-mechanical transduction system — the

active gel. We have seen in 2 that there are other ways to implement regulatory reaction networks

in vitro. A particularly important one is gene regulation, that is the focus of this chapter. From

a nucleic acid template it is possible to produce a protein in a controlled manner. Thanks to

their programmable nature, nucleic acids can also be used to control this process. In this chapter

we study the regulation of the protein production based on RNA molecules using a reconstituted

transcription-translation (TXTL) system. More particularly, these RNA regulators are designed

to modify the rate of expression, only by changing their structure according to base-pairing rules.

We first introduce important concepts of genetic regulation with a focus on RNA molecules.

We explain why and how these molecules are used to control protein expression. In particular

we look at RNA riboregulators. These are short RNA sequences that upon binding to a ligand,

change their secondary structure and influence the expression rate of a downstream gene. They

constitute an attractive alternative to transcription factors for building synthetic gene regulatory

networks because they can be engineered de novo. In a second section we present the experimental

system. We describe first the recombinant cell-free TXTL system used to study the translational

regulation performed by designed RNA molecules. Then, the RNA regulators and their preparation

are depicted. Finally we explicit the assembly of the reaction and the monitoring method. In the

third section we present experimental results showing that this system can dynamically produce a

protein in a controlled manner from a DNA or an RNA template. In particular, we show that it

can provide valuable information about the performances of in silico designed riboregulators, such

as the dynamic range and the dissociation constant between two RNA molecules.
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5.1 RNA and genetic regulation

In addition to their role of coding protein sequences, RNA molecules contribute to a diverse set

of gene-regulatory elements. More particularly, RNA riboregulators have been engineered — from

natural sources or completely de novo — to perform regulatory functions and expand the number

of tools available in synthetic biology.

5.1.1 Principles of genetic regulation

Central dogma of molecular biology

DNA, RNA and proteins are linear biological polymers. The sequence of monomers, nucleotides

or amino acids, encodes genetic information. Can we build a polymer from the sequence of an

another and if so, how? This question has been formulated by Francis Crick in his ‘Central dogma

of molecular biology’ [43]. It postulates all the possible transfers of information that exist and

can exist from one biopolymer to another. There are nine possible transfers between the three

molecules of life: some can be done, some have never been observed. DNA can be copied into DNA

(replication), DNA can be copied into messenger RNA (mRNA) (transcription), proteins can be

synthesized using information from mRNA (translation). Moreover, ‘special’ transfers exist, for

example in some viruses: RNA can be replicated into RNA and RNA can be copied into DNA

(reverse transcription). Some transfers do not exist: making nucleic acids from proteins has never

been observed. These transfers are summarized in Figure 5.1.

Figure 5.1 | Sketch of the Central dogma of molecular biology. Information transfers
between the different biopolymers are indicated by orange arrows (so-called ‘usual’ transfers) and
the green arrows (‘unusual’ transfers). The enzymes responsible for the transfers are indicated in
pink. Adapted from Wikipedia.
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Genetic regulation

The mechanisms of information transfer, such as transcription and translation, are not always

active. Indeed, cells only express a small part of their genes: they respond dynamically to their

environment and regulate their expression by adjusting the level of certain genes. There are several

levels of gene expression regulation:

– Transcriptional: is the gene transcribed into mRNA? Both in prokaryotic and eu-

karyotic cells, there are DNA sequences on which the RNA polymerase attaches to initiate

transcription, which are called promoters. Thus, it is possible to regulate the transcription

positively or negatively, with mechanisms that differ in eukaryotes and prokaryotes.

In prokaryotic organisms, regulation is organized around functional units called operons: a

set of genes whose functions are linked and which are transcribed together into one long

mRNA from a single promoter. It is only at the next step — translation — that ribosomes

differentiate between each gene (with the presence of start and stop codons). The lactose

operon is probably the best known example [131]. It is used for the transport and metabolism

of lactose in E. coli. It is built around three structural genes: lacZ, lacY and lacA and is

regulated by several external factors, such as the availability of glucose and lactose.With rare

exceptions, eukaryotic genomes are not organized in operons.

A second major difference is the presence of histones on their DNA. These proteins form,

together with DNA, a very dense structure called chromatin. Thus, RNA polymerase and

the various activators and repressors of transcription cannot physically access DNA.

A third important difference is the existence of post-transcriptional chemical modifications of

mRNAs. Indeed, they can be edited in different ways: addition of a 5’-cap (usually a modified

methylated guanosine), deletions of introns (sequences deleted during RNA maturation), or

addition of a 3’-tail rich in adenosine.

– Translational: is RNA translated into protein? Most of the mechanisms involved

in the regulation of translation take place at the beginning of decoding by the ribosome.

The presence or the absence of the ribosome on the start codon determines the rate of

production of a downstream protein. The adjustment of this rate is tuned by the accessibility

of the initiation codon to the small ribosome subunit. In prokaryotes the 30S subunit of the

ribosome goes directly to the start codon, by binding to a specific upstream sequence, called

ribosome binding site (RBS). In eukaryotes, the 40S subunit binds to the 5’-cap of mRNA

via initiation factors, and then scans the mRNA in order to find the start codon.

– Post-translational: is the protein in an active or inactive form? Is the protein

stable or not? Are there chemical modifications? Following their synthesis, proteins

undergo many post-translational modifications to form a mature protein. Most of the time

they occur on the amino acid side chains or at the C-terminal or N-terminal side. In addition

to correct 3D folding, functional chemical groups can be attached to proteins via phospho-

rylation, glycosylation, acethylation, alkylation, ubiquitination, ... or can even be cleaved.

These processes are essential in cells: for example the addition of an hydrophobic group

allows the protein to localize on the membrane.
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In this chapter we look at the translational regulation. We show how RNA is used to perform

the regulation of this step and, in particular, how this regulation can be evaluated in vitro.

5.1.2 Using RNA to control genetic expression

RNA is not only the messenger of information. Indeed multiple cellular functions are regulated

by non-coding RNAs. In addition to transfer RNAs (tRNA) and to RNAs that form ribosomes

(rRNA), there is a very large number of RNA molecules fulfilling other functions. They appear to

be particularly important when specific recognition of nucleic acids, such as modifications of other

RNAs [57], is required. They also have important regulatory, enzymatic and structural roles. Some

of them are even able to self-cleave. This diversity of functions arises from RNA’s ability to form

complex 3D structures that can interact with other nucleic acids, proteins and small molecules.

The main classes of RNA regulators in prokaryotes are [127]:

– Antisense RNA. They repress (or ‘silence’) gene expression by targeting specific mRNA

sequences.

– Riboregulators. They are relatively small RNAs which activate or repress bacterial gene

expression by base pairing with one or more target RNA. Usually in vivo this interaction

is mediated thanks to the chaperone protein Hfq (which also prevents the degradation by

RNAses). These riboregulators are expressed in response to a change of conditions such

as oxidative stress, the presence of toxins, changes in temperature or fluctuations in the

concentrations of other RNA molecules or RNA-binding proteins. An example of a natural

riboregulator is represented in Figure 5.2.

– Ribozymes. A portmanteau of RNA and enzyme. They catalyse biochemical reactions such

as nucleotide splicing and phosphodiester bond cleavage and formation. They operate in a

sequence-specific fashion and often use metal cofactors.

– Riboswitches. They contain aptamer domain sites with highly specific pockets that bind

small molecules or ligands. The binding of a ligand triggers a conformational change in the

RNA structure and leads to a change in gene expression.

In eukaryotes there are similar regulatory RNAs (antisense RNA and riboswitches). We can

also find small interfering RNAs (siRNAs) and microRNAs (miRNAs) whose origin is different

(probably coming from the cleavage of an hairpin structure) but also rely on pairing with a mRNA

in order to disable gene translation.

Its strong presence in the regulatory stages and the diversity of its mechanisms, make RNA

an essential element for synthetic biology and for the development of genetic regulatory modules.

Furthermore, regulation using RNA has other advantages compared to processes that use proteins:

the kinetics of regulation is faster [177], there is no toxicity due to over-expression of proteins and

RNA systems are more energy efficient [35]. Since the early 2000s, natural RNAs have been used

to create artificial genetic regulation modules, like for example the fine tuning of the RBS strength

towards ribosome, the creation of aptazymes (aptamers fused with ribozymes) [156], the control of

the transcription termination by small transcription activating RNA (STAR) [37] or the in vitro
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(a) (b)

Figure 5.2 | Example of a natural riboregulator found in E. coli. (a) The DsrA RNA has
a secondary structure composed of three hairpins. (b) In the presence of the mRNA rpoS, DsrA
unzips to interact by base pairing, freeing the Shine-Dalgarno sequence and the start site AUG
(yellow boxed-sequences). Thus, for rpoS, DsrA acts as a translational activator, which is proposed
to happen by competition with an occluding secondary structure. Adapted from [158] and [57].

reconstitution of the CRISPR/Cas9 system [225]. These modules have started to be assembled to

build complex genetic regulatory networks [156].

5.1.3 De novo design of RNA riboregulators

We focus on translational riboregulators. Unlike ribozymes and riboswitches, they are only made

up of RNA. It is then easier to understand the interactions between components of a regulator

(interactions between bases) for predictive purposes. From an experimental point of view, regula-

tion between RNA strands does not require the use of external molecules. Indeed all the elements

needed to build regulators are already present in cells. Since they were first used in synthetic

biology more than a decade ago [128], several riboregulators have been designed and implemented

in vivo both in prokaryotic [311, 37] and eukaryotic cells [233]. At first redesigned from natural

riboregulators they are now designed using powerful structure-prediction models and tools avail-

able online [338, 320, 324, 168]. However, models do not yet precisely capture the complexity

involved in the folding of RNA species several hundreds of nucleotides long. In silico design relies

on a structural model of riboregulation, which needs to be transformed into predictable features in

order to generate optimized sequences. After their design, riboregulators are tested in vivo where

it is hard to control and tune the number of genes. Thus testing new parts in vivo often provides

information that is difficult to correlate with thermodynamic parameters used in silico [234, 98].

Including a phase of in vitro testing in the workflow of engineering riboregulators could potentially

solve these problems. In the following we describe such a method.
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5.2 A cell-free TXTL system for the study of RNA riboreg-

ulators

In order to overcome the difficulties mentioned in the previous section and accelerate the improve-

ment of in silico designs, cell-free TXTL systems are attractive tools for testing RNA riboregulators

and more generally, genetic regulatory modules. Furthermore, because they are biocompatible by

design, they are used in a growing number of applications in synthetic biology including the building

of artificial cells [262].

5.2.1 TXTL system, reproducibility and control

Originally used to determine the genetic code [203], cell-free protein synthesis has gained a large

interest because of its relatively simple composition, its reproducibility, the easy mathematical

modeling and the increasing democratization of protocols. A TXTL system is composed of three

components:

– Cell extract or recombinant proteins. It is the main source of the machinery required

to perform the transcription and the translation. Two different plans can be considered:

• Cell extract. A chosen source strain is grown in enriched media and lysed in order to

obtain a functional extract. The extract already contains a large part of enzymes and

molecules needed for transcription and translation such as ribosomes, RNAP, sigma

factors, initiation factors, elongation factors, metabolic enzymes. Depending on the

application, some additional post-lysis purification steps may be performed. Although

any organism can potentially provide a source of crude lysate, most common cell-free

TXTL systems consist of extracts from E. coli, rabbit reticulocytes, wheat germ or

insect cells.

• Recombinant elements. Here the approach is different and it relies on a minimal set

of proteins necessary for in vivo protein production. These proteins are expressed,

produced and purified independently and then reconstituted. A major contribution to

this method has been done by Y. Shimizu [258] with a system called PURE (Protein

synthesis using recombinant elements). This system has a lower yield and lasts for less

time, but the composition is very well known and can be easily modified in order to

study a particular dependency or to add an external component.

– Reaction mixture. It is composed of essential cofactors for protein synthesis: salts, buffers,

amino acids, tRNAs, nucleotides, energy sources and their regeneration systems. Polyamines,

molecular crowding agents and metabolic cofactors are also usually added. Other specific

molecules can be added like for example, metabolic additives such as oxalate to inhibit

gluconeogenesis or glutathione for disulfide bond formation. Its composition greatly depends

on the origin of the previous mixture (cell extract or recombinant proteins).

– Nucleic acid template. The template containing the genetic information can be either a

DNA plasmid, a linear DNA obtained from PCR or an RNA. Usually the concentration of



143 Chapter 5

the template ranges between 0.1 to 10 nM for a DNA template and 10 to 100 nM for an RNA

one.

Important advances have been achieved in the field in the past ten years. Now, cell-free protein

production has started to become cost-effective for small volume production of complex proteins,

where yields have reached several grams per liter of reaction mixture. Volumes of reaction have

been increased up to 100 L. Continuous exchange of reaction by-products and a nutrients sustains

the production for several days. Many different proteins have been produced with applications

in functional genomics, structural biology or personalized medicine [33]. For a recent review of

cell-free gene expression applications, the reader may be interested in ref. [262].

PURE cell-free TXTL systems

In this chapter, we use the PURE TXTL system [258, 259] composed of individually-purified re-

combinant elements necessary for in vitro expression produced by Shimizu and collaborators. Its

composition is well-controlled and it contains low levels of ribonucleases and proteases that degrade

DNA, RNA templates and proteins. Protein products can be purified using affinity chromatog-

raphy, as described in Chapter 3. A minimal set of components has been identified, purified and

reconstituted — in a suitable buffer — in order to successfully produce protein (Figure 5.3):

– Transcription. Its composition includes T7 RNA polymerases and 4 nucleotides (ATP,

GTP, CTP and UTP).

– Aminoacylation of tRNAs. Composed of 20 aminoacyl-tRNA synthetases (ARS), methionyl-

tRNA trans-formylase (MTF), tRNA mix and 10-formyl-5,6,7,8-tetrahydrofolic acid (formyl

donor).

– Energy regeneration. Containing pyrophosphatase, creatine kinase, myokinase, nucleoside

diphosphate kinase and creatine phosphate.

– Translation. Including 20 amino acids, three initiation factors (IF1, IF2 and IF3), three

elongation factors (EF-G, EF-Tu and EF-Ts), three release (or termination) factors (RF1,

RF2 and RF3), a ribosome recycling factor (RRF) and ribosomes (purified from E. coli).

Rapid prototyping of genetic parts and networks

Cell-free expression systems have been used to characterize transcription-translation dynamics

[137, 269, 202]. The prototyping of simple regulatory elements has been investigated, for example

the effect of a promoter sequence on the transcription or translation rate. The validation of such

an approach is done by correlations with in vivo results [36, 272]. Larger genetic networks can be

built in vitro by combining small elements with well-known behavior and optimized with a higher

throughput than in vivo experiments. Thus, TXTL in vitro testing have be used to qualitatively

evaluate the performances of new gene regulatory networks [272, 200, 76], to compute complex

logic operations [276] or to build oscillators [201]. They can also provide quantitative data such

as thermodynamic and kinetic rates [119] that are of great value for the improvement of in silico

methods. Since cell-free TXTL systems are more rapid than experiments in cells — mainly because
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(a) (b)

Figure 5.3 | The PURE TXTL system: composition and main reactions. (a) Illustration
of the PURE system. (b) Main reactions in the PURE system (ARS: aminoacyl-tRNA synthetase,
MTF: methionyl-tRNA trans-formylase). Adapted from [205].

genetic constructs do not need to be assembled into a plasmid or integrated in a genome — they

are helpful for studying non-model host organisms.

5.2.2 Description of the riboregulators used

The general principle of RNA translational regulation is based on a change in the secondary

structure of the coding strand in the presence of a second strand (Figure 5.4). The first RNA

forms in the 5’ untranslated region (5’-UTR), a hairpin secondary structure, which sequesters

the RBS and/or the initiation codon of the translation (start codon, AUG). This RNA is said

to be cis-repressed and it is abbreviated ‘crRNA’ and noted Rcr. Protein translation is allowed

when the gene is activated by a second trans-activating RNA (taRNA, Rta) designed to hybridize

specifically with parts of the crRNA. Thus, they form an RNA duplex in which the RBS is exposed

to ribosomes, allowing the start of the translation. We consider in this study two types of de novo

designed riboregulators, that work as follows:

– RAJ system. In these designs by Rodrigo et al. [234], the structures of the two RNA are

imposed. The RBS sequence of the crRNA is buried inside a unique hairpin structure and

taRNAs are picked among several naturally-occuring structures (SokC, FinP, and DsrA) and

two artificial structures (also hairpins). Thus, the secondary structures of the two RNAs are

specified as constraints, with some tolerance to perturbations (Figures 5.4 (a) and 5.5 (a)).

Then, starting from random or specified sequences satisfying the constraints, the algorithm

generates many sequences that evolve in parallel against a function that accounts for stability,

structures and interactions of the RNA (by the computation of the free energies of the

unfolded, individual folding, transition and intermolecular folding states).

– G system. Often, the design of RNA regulatory systems is constrained by different se-

quences, such as the hybridization of the RBS or the start codon inside the hairpin of the

crRNA. These constraints dramatically reduce the space of available sequences. To solve this
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problem, Green et al. [98] designed in 2014 hundreds of regulators called toehold switches,

using the NUPACK online software [324], with a design that removes the constraints by

leaving the RBS and the start codon regions completely unpaired. They repress translation

through base pairs before and after the start codon. crRNA-taRNA hybridization is initiated

via linear-linear interaction domains called toeholds (of about 12-nucleotides long) located in

the upstream region of the regulator. The toehold domain binds to a complementary domain

on the taRNA (Figure 5.4 (b) and Figure 5.5 (b)). Thanks to these rules, they were able to

design about 100 different regulators with a high level of orthogonality.
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Figure 5.4 | Sketches of conventional riboregulators and toehold switches. The 5’-UTR
of Rcr RNA forms a hairpin that hides either the ribosome binding site (RBS, (a)) or the start
codon (AUG, (b)) away from the ribosome. Rta hybridizes with Rcr, unwinding the hairpin and
liberating the RBS and/or the AUG promoting translation. Variable sequences are shown in gray,
whereas conserved or constrained sequences are represented by different colors.

In the following we study two riboregulators of the RAJ type and three of the G type whose

sequences are listed in Table 5.1 and predicted structures are presented in Figure 5.5. In order

to assess the regulation level of the translation, each crRNA is composed of a sequence coding

for the green fluorescent protein (GFP) following the cis-repressed region. Thus, the measure of

fluorescence of the TXTL solution due to GFP can be linked to the dynamics of protein production.
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Figure 5.5 | Secondary structures of the two types of riboregulator used. The pairing
between the Rcr and the Rta frees the RBS (blue) and the start codon (pink). (a) RAJ11 and (b)
G03. The structures have been made using the online server NUPACK [324].

Name Sequences (5’ → 3’)

cr− RNA AAAGAGGAGAAA UUAUGA AUG

RAJ11 Rcr CUCGCAUAAUUUCACUUCUUCAAUCCUCCCGUU AAAGAGGAGAAA UUAUGA AUG

RAJ11 Rta GGGAGGGUUGAUUGUGUGAGUCUGUCACAGUUCAGCGGAAACGUUGAUGCUGUGACAGAUUUAUGCGAGGC

RAJ12 Rcr ACCCAGUAUCAUUCUCUUCUUCCUGCCCACGCGG AAAGAGGAGAAA GGUGUA AUG

RAJ12 Rta GGGCAGGAAGAAGGGUUCCUUUGAGCGAAUCUAGCGGCACCUCGCUAGGAUUUGCUCGAAGGGAUUCUGGG

G01 Rcr GGGUGAAUGAAUUGUAGGCUUGUUAUAGUUAUGAAC AGAGGAGA CAUAAC AUG AACAAGCCU

G01 Rta GGGACCGUGGACCGCAUGAGGUCCACGGUAAACAUAACUAUAACAAGCCUACAAUUCAUUCAAAC

G03 Rcr GGGUGAUGGAAUAAGGCUGUGUAUAUGAUGUUAGAC AGAGGAGA UAACAU AUG AUACACAGC

G03 Rta GGGUCAGUUCCUGAGGUACCAGGAACUGAAACUAACAUCAUAUACACAGCCUUAUUCCAUCACAC

G80L18 Rcr GGGUGAAUUUGAUUGACUAGAAUGAUGAUACGAAGACAAGAAC AGAGGAGA UCGUAU AUG CAUUCUAGU

G80 Rta GGGCCACGCGUUGUCCUAUCAACGCGUGGAAAUCGUAUCAUCAUUCUAGUCAAUCAAAUUCAAAG

Table 5.1 | RNA sequences of the regulators. Rcr sequences are listed from the end of the
T7 promoter to the end of the regulating part. The ribosome binding site is indicated in blue,
the start codon in pink. Rta sequences are listed from the end of the T7 promoter and before the
beginning of the T7 terminator.
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5.3 Experimental protocol and assembly of the system

The RNA regulators are prepared from DNA plasmids. These plasmids are cloned, purified and

then used as template to prepare linear DNAs by PCR. The linear DNAs are finally in vitro

transcribed into RNA. The cloning of the plasmids coding for the riboregulators is performed as

described in Chapter 3, in E. coli DH5α strain. A detailed version of the protocol is reproduced

in Appendix B.2.

5.3.1 DNA and RNA preparation

DNA templates are prepared by PCR amplification of plasmids encoding the RNA translational

regulators, followed by affinity column purification. RAJ devices do not contain T7 parts, thus

primers used for PCR amplification have to contain a T7 promoter or a T7 terminator. RNA

templates are prepared by in vitro transcription followed by purification. The DNA and RNA

integrity are determined by a 1.5% agarose gel and the concentrations are determined by absorbance

at 260 nm. The sequences of the riboregulator domains are shown in Table 5.1. The sequences of

the PCR primers are shown in Table B.1 (Appendix B.2).

We also prepare positive control templates lacking the cis-repressing elements. To do so, we

build by PCR a linear DNA fragment coding for a green fluorescent protein with no upstream

regulatory region: it is called cr−DNA. It is composed of a T7 RNAP promoter, an RBS, the

GFP-coding sequence and a T7 terminator. In addition, we prepare by in vitro transcription the

corresponding RNA (cr−RNA) from the cr−DNA.

5.3.2 Preparation of the PURE TXTL system

We prepare the PURE system according to ref. [259]. Its composition is indicated in Table B.3

(Appendix B.2). We receive from the Yoshihiro Shumizu’s lab a mix containing most of the enzymes

(Solution B). In the lab, we prepare four different tubes containing: (a) buffers and 20 amino acids,

(b) NTP and creatine phosphate, (c) formyl donor (d) tRNA. They are then flash frozen in liquid

nitrogen and kept at -80◦C. Just before use, the reaction mix is assembled on ice starting from

water, then the homemade tubes and lastly Solution B. We include an RNAase inhibitor (New

England BioLabs) to prevent RNA degradation. For the control experiments and in order to test

the reproducibility we use the commercially available PURExpress (New England BioLabs). It is

only composed of two solutions which have to be mixed together, in the presence of the RNAase

inhibitor and the template.

5.3.3 Fluorescence measurements

Rotor-GeneQ real-time PCR (Qiagen) is used to record fluorescence from GFP expression (excita-

tion 470 ± 10 nm, emission 510 ± 5 nm) over time in an 8 or 15 µL volume. The temperature is

set to 37◦C, and fluorescence is recorded every minute for at least 3 h.
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5.3.4 Electrophoretic mobility shift assays

Electrophoretic mobility shift assays are performed with a 2100 Bioanalyzer System (Agilent Tech-

nologies) and an RNA Nano chip Kit. Samples are prepared by mixing RNA strands in 50 mM

Hepes-KOH pH 7.6, 13 mM magnesium acetate, 100 mM potassium glutamate, 2 mM spermidine,

1 mM DTT and nuclease free water. They are incubated at 37◦C for 10 min before being loaded

into the electrophoresis chip. Electropherograms are manually aligned along the time axis. Affine

curves corresponding to the backgrounds of the regions of interest are subtracted. Areas under

peaks are determined by numerical integration and are normalized using the RNA marker provided

in Agilent’s kit.

5.3.5 Kinetic model

We use normal differential equations to model the transcription and the translation. This approach

has been used to model TXTL systems from E. coli cell extract [137] and for the PURE TXTL

system [269]. Details of the calculations can be found in Appendix D.
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5.4 In vitro TXTL provides valuable information on RNA

riboregulators �

This section is adapted from our article Quantitative characterization of translational riboregula-

tors using an in vitro transcription-translation system that has been published in ACS Synthetic

Biology [254]. It is reproduced in Appendix F.

5.4.1 Cell-free production of the GFP from a DNA or a RNA template

in the absence of regulation

Experimental results

We first characterize the translation and expression reactions of the PURE system in the absence

of riboregulation. We vary the concentration of the input and we measure the fluorescence emitted

by the GFP produced over time (Figure 5.6).

Starting from cr−RNA, the translation module of the TXTL system actively produces GFP

during 2 hours. The translation kinetics displays three different phases: during about 5 min no

signal is discernible from the background level, then follows a phase of quasi-linear increase during

100 min, that slows down until a plateau is reached (Figure 5.6 (a)). In the range 0 − 80 nM of

cr−RNA, both the final intensity and the maximum rate of fluorescence growth, vmaxtl , increase

linearly with the initial quantity of coding RNA (Figure 5.6 (b)). For higher concentrations there

is a saturation: putting more RNA template does not increase significantly the final yield or the

maximal production rate. When using cr−DNA as the initial input, the dynamics of the fluores-

cence intensity show both common and contrasting features with the previous case (Figure 5.6

(c)). Three phases are still observed: delay, growth and a plateau. However, the delay observed

before an increase of fluorescence is now 15 min. Finally, the quantity of DNA required to saturate

the maximum rate of fluorescence growth, vmaxtx , is almost two orders of magnitude lower than the

quantity of RNA that saturates translation (Figure 5.6 (d)).

Kinetic model

We propose a simple analytical kinetic model that fits our data. To take into account the saturation

of the production rates we assign Michaelis-Menten kinetics to the transcription and the translation

reactions. As a plausible source of the initial delay in the translation reaction, we include a first-

order step of maturation of the non-fluorescent GFP protein, noted P, into the functional fluorescent

protein P∗. We neglect DNA and RNA degradation and we do not take into consideration the

depletion of resources because we analyse our data between 0 and 50 min. For these reasons, our

model does not reach a plateau in P∗ concentration (Figure 5.6 (a) and (c)). These approximations

are valid as long as the RNA molecules do not deteriorate and the enzymatic resources, more
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(a) (b)

(c) (d)

Figure 5.6 | Production of GFP with the TXTL cell-free system from a DNA or a RNA
template Characterization of the TXTL system in the absence of riboregulation. Translation
dynamics (a) and maximum fluorescence production rate (b) for increasing concentrations of an
unregulated mRNA fragment coding for GFP. Expression (transcription and translation) dynamics
(c) and maximum fluorescence production rate (d) for increasing concentrations of an unregulated
linear DNA fragment coding for GFP. Solid lines (a, c) and disks (b, d) represent data, dotted
lines are fits to the data. All experiments are performed in triplicate. Shading around the lines
and error bars correspond to one standard deviation.

specifically the ribosomes [269], are not depleted. We thus write the following mechanism:

Dact
rtx→ Dact + Ract (5.1)

Ract
rtl→ Ract + P (5.2)

P
rm→ P∗ (5.3)

where Dact and Ract are, respectively, cr−DNA and cr−RNA and rtx, rtl and rm are, respectively,

the transcription, translation and maturation rates. With the aforementioned hypotheses, this

mechanism is associated with the rate equations
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dDact

dt
= 0 (5.4)

dRact
dt

= rtx =
ktx ·Dact

Ktx +Dact
(5.5)

dP

dt
= rtl − rm =

ktl ·Ract
Ktl +Ract

− km · P (5.6)

dP ∗

dt
= rm = km · P (5.7)

where kθ and Kθ are, respectively, the rate and the Michaelis-Menten constants of reaction θ and

species concentrations are noted in italics. Equations (5.5-5.7) have exact solutions both for initial

conditions corresponding to the translation (Dact(0) = 0, Ract(0) 6= 0) and expression experiments

(Dact(0) 6= 0, Ract(0) = 0). For translation we obtain:

P ∗(t) =
Ract(0)

Ktl +Ract(0)

ktl
km

(
e−kmt + kmt− 1

)
. (5.8)

The term (e−kmt − 1), due to protein maturation, makes the kink of the curves in Figure 5.6 (a)

at t = 10 min, while the linear term in time dominates for t = 20 − 50 min. Note that when the

ribosome is not saturated, Ract(0)� Ktl, and for t� k−1
m we can write

P ∗(t) ≈ ktl
Ktl
·Ract(0) (5.9)

explicitly showing that translation acts as a linear amplifier of the initial concentration of active

RNA.

For expression, the exact solution is given in Appendix D.3. Here we provide an approximated

solution when Ract(t)� Ktl,

P ∗(t) ≈ Dact(0)

Ktx +Dact(0)

ktxktl
2Ktl

(
t2 − 2

km
t+

2

k2
m

(1− e−kmt)
)
. (5.10)

Again, if Dact(0) � Ktx and t � k−1
m , expression quadratically amplifies Dact(0) into a fluores-

cence signal.

Considering that the fluorescence intensity is proportional to P ∗ we fit eq. (5.8) and eq. (5.10)

to the data in Figure 5.6. We obtain Ktx = 4.2 ± 1.9 nM, Ktl = 265 ± 17 nM and km =

0.10 ± 0.01 min−1, in fair agreement with previous measurements reporting Ktx = 4 − 9 nM for

T7 RNAP [269, 202], Ktl = 66 nM [269] and km = 0.2 min−1 [137, 269]. Note that although

cell-extract TXTL uses E. coli instead of T7 RNAP, the reported [137] value of Ktx is similar,

1-10 nM.

The saturation of transcription by DNA occurs at a concentration two-orders of magnitude

lower than the saturation of translation by RNA. Below saturation, the TXTL system acts as a

linear amplifier of the concentration of active RNA, Ract, and as a quadratic amplifier of Dact with

a readout of intensity fluorescence. As a result we can use GFP fluorescence as a measure of the

concentration of Ract.
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5.4.2 Dynamic range of a regulator

Definition

When riboregulators are used in vivo the DNA sequences Dcr and Dta, respectively coding for

the cis-repressed and trans-activator RNA Rcr and Rta, can either be inserted in the chromosome,

in the same plasmid or in two different plasmids. The performance of a riboregulator in vivo is

assayed by fusing Dcr with a GFP and measuring the dynamic range, defined as

ρON/OFF =
GFP fluorescence in the presence of Dta

GFP fluorescence in the absence of Dta
. (5.11)

In vivo it is common to use a two-plasmid strategy [98], trying to improve ρON/OFF by inserting

Dta in a high-copy plasmid. The simplicity of in vitro TXTL allows us to provide a quantitative

definition of ρON/OFF and to test the effect of Dta concentration on ρON/OFF . We start by writing

the simplest model of riboregulation dynamics from DNA that is consistent with the results of the

previous section. Within the TXTL system the two DNA molecules, Dcr and Dta, are transcribed

into the corresponding RNA strands, which associate into a coding RNA, Ract. The production of

P mainly comes from the translation of Ract but also may come from Rcr, when cis-repression is

not very effective. We thus write the following mechanism,

Dcr
rcrtx→ Dcr + Rcr , Dta

rtatx→ Dta + Rta (5.12)

Rcr + Rta

Kd

 Ract (5.13)

Rcr
rcrtl→ Rcr + P , Ract

racttl→ Ract + P (5.14)

P
rm→ P∗ (5.15)

We model reactions (5.12-5.15) with the following set of ODEs, that takes into account the com-

petition for transcriptional resources,

dRcr
dt

= rcrtx =
kcrtx ·Dcr

Ktx +Dcr +Dta
(5.16)

dRta
dt

= rtatx =
ktatx ·Dta

Ktx +Dcr +Dta
(5.17)

Ract =
RcrRta
Kd

(5.18)

dP

dt
= racttl + rcrtl ≈

kacttl

Ktl
Ract +

kcrtl
Ktl

Rcr (5.19)

dP ∗

dt
= rm = km · P (5.20)

where we have assumed that Dcr and Dta may have different transcription rate constants kitx.

We have also assumed, as previously, that transcription follows Michaelis-Menten dynamics, that

translation can be considered a non-saturated Michaelis-Menten (Rcr, Ract � kacttl ) and further

that the hybridization reaction (5.13) is fast compared with the others and can thus be considered

at equilibrium. We have seen in the previous section that the maturation reaction (5.15) introduces

an additional term (e−kmt − 1) that vanishes when t � k−1
m = 10 min. To facilitate subsequent
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calculations we will suppose t� k−1
m and thus P = P ∗.

We define α = Dta
Dcr

and integrate eq. (5.16-5.19) to obtain:

P ∗(α) =
kacttl α

3Kdkacttl

ktatxk
cr
tx(

1 + α+ Ktx
Dcr

)2 t
3 +

kcrtl
2kacttl

kcrtx
1 + α+ Ktx

Dcr

t2 (5.21)

where we have indicated explicitly that P ∗ is a function of α. We can naturally define the dynamic

range of the riboregulator as

ρthON/OFF =
P ∗(α)

P ∗(α = 0)
=

1 + Ktx
Dcr(

1 + α+ Ktx
Dcr

)
1 +

2

3

ktatxk
act
tl

Kdkcrtl

α(
1 + α+ Ktx

Dcr

) t
 (5.22)

where the superscript th indicates that this is a theoretical quantity defined in the framework of

model (eq. (5.16-5.20)). This equation reveals three important points. Firstly, ρthON/OFF depends

linearly on time and it is thus difficult to compare ρON/OFF between two experiments, in vivo or in

vitro, if they have not been calculated at the same time. This linear dependence comes from the fact

that protein production from the riboregulator is cubic in time, while the leak production from Dcr

alone is quadratic as written in eq. (5.21). In vivo one may expect that ρthON/OFF reaches a plateau

due to degradation. However a linear increase of ρON/OFF is observed over 4 h for riboregulator

7 in ref. [98]. Secondly, ρthON/OFF is proportional to the aggregate factor β =
ktatxk

act
tl

Kdkcrtl
. ρthON/OFF is

proportional to the transcription rate constant ktatx, and thus will differ between different RNAPs

and promoters. It is also proportional to the ratio between the translation rate constant of the

active and the inactive state, which is intuitive, and it is inversely proportional to the equilibrium

constant of dissociation between Rcr and Rta. Finally, ρthON/OFF is strongly and non-trivially

dependent on the concentration of Dcr and Dta (through α = Dta/Dcr). A simulation of the

dynamic range as a function of Dcr and α is shown in Figure 5.7.

Figure 5.7 | Simulation of the dynamic range. For a fixed time, ρthON/OFF defined in eq. 5.22

is plotted as a function of Dcr and α (using β = 286 and Ktx = 4.2 nM).

The maximum of ρthON/OFF is obtained for (Appendix D.5)

Dta = Dcr +Ktx. (5.23)
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Measurement

To test the model’s prediction that ρON/OFF strongly depends on α and thus on Dta, we titrate

riboregulator G03 by keeping Dcr = 0.25 nM constant, varying Dta in the range 0− 100 nM and

recording GFP fluorescence over time (Figure 5.8). Increasing Dta in the range 0 − 5 nM results

in an increased fluorescence signal. However, for Dta > 5 nM the fluorescence signal dramatically

decreases until reaching 10% of the maximum production rate at Dta = 100 nM. Equation (5.22)

fits the data with a single free parameter β = 286 (Figure 5.8 (b), pink line), indicating that the

bell-like shape of ρON/OFF arises from the competition of Dta and Dcr for transcriptional resources.

To further test this interpretation we titrate cr−DNA, which lacks the cis-regulatory region, with

the Dta of riboregulator G03 (Figure 5.8 (b), yellow line). The data are quantitatively predicted

by eq. (5.22) taking the limit Kd → ∞ (Appendix D eq. (D.30)) without fitting parameters.

Importantly, the addition of nontranscribing DNA had little effect on the expression dynamics

(Figure 5.9).
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Figure 5.8 |The dynamic range of a riboregulator strongly depends on the concentration
of the trans-activating DNA. (a) Fluorescence intensity versus time for the in vitro expression of
0.25 nM of Dcr DNA, coding for GFP, with increasing concentrations of Dta DNA, for riboregulator
G03. (b) Dynamic range ρON/OFF at time 75 min for a Dcr with (G03) or without (cr−) a cis
regulatory region, as a function of the concentration of Dta from the riboregulator G03. The

dashed lines correspond to a fit to eq. (5.22) with a single free parameter β =
ktatxk

act
tl

Kdkcrtl
(pink) and to

eq. (5.22) with β = 0 without fit (yellow), both using Ktx = 4.2 nM as measured in Figure 5.6 (d).
All experiments are performed in triplicate. Shading around the lines and error bars correspond
to one standard deviation.

The observation that an increase in non-coding (but transcribed) DNA concentration reduces

protein expression in TXTL systems has already been reported [260, 276] and it has been modeled

[261] in the absence of riboregulation, although a quantitative comparison between the model

and the data has not been reported. Our model explicitly takes into account the competition

between the two DNA substrates Dta and Dcr and the predicted dependence of ρthON/OFF on

Dta is in agreement with the data. Hu et al. have proposed a kinetic model for transcriptional

riboregulators [119] and compared their model with in vitro TXTL experiments. Our model is

of the same type in the sense that they describe the kinetics with a set of ODEs at the level of

concentrations. In contrast, the model of Hu et al. has significantly more parameters than ours,
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Figure 5.9 | Effect of a non-coding DNA strand on the overall gene expression. We
compare the expression of 0.25 nM of cr−DNA alone (dark green) or in the presence of 50 nM
of G03 Dta (light green) or 100 nM of DAA (CGAGAGGAATGCGAGAGGAATG) (yellow). We
do not observe a decrease of expression when DAA is added to the mix. vtxtlmax calculated between
0 min and 60 min is plotted in the insert.

13 instead of 5, and takes into account the degradation of both RNA and protein. As a result, the

authors cannot provide analytical results that clearly pinpoint the important parameters to design

functional riboregulators.

Saturation of transcriptional resources is particularly important in the context of riboregula-

tors, where the non-coding DNA produces a regulatory RNA that has an important effect in the

gene regulatory network. The similar value of Ktx for T7 and E. coli RNAP, together with pre-

vious observations of transcriptional saturation in E. coli-based TXTL systems, suggest that this

behavior is not due to a particular property of the T7 RNAP. Our model and in vitro results thus

predict that inserting Dta in a high-copy plasmid will decrease the performance of the riboregulator

activator and suggest a trade-off between resource competition and the over-expression of antisense

RNAs. This prediction shall be tested in a future work.

Comparison of the dynamic range of riboregulators in vivo and in vitro

To evaluate how dynamic ranges determined in vitro compare with in vivo measurements, we

perform in vitro GFP expression experiments at 1 nM Dcr in the presence and in the absence of

5 nM of the corresponding Dta. We choose Dcr and Dta that verify eq. (5.23) to determine the

maximum dynamic range. In vivo, the dynamic range is generally defined without subtracting the

autofluorescence of the cells [234, 98]. In order to take this into account, we compute here ρ′ON/OFF ,

where the prime indicates that autofluorescence is not subtracted (contrary to the previously

defined ρON/OFF in which the autofluorescence of the PURE system has been substracted).

The agreement between the values obtained in vivo and in vitro is remarkable. Of course, the

absolute values of ρ′ON/OFF in vivo and in vitro are different, which is expected because ρthON/OFF
is proportional to time and in vivo and in vitro data are obtained at different times (Table 5.2). In

contrast, the relative order of ρ′ON/OFF is similar in vivo and in vitro. Moreover the ratio between

the two is constant for all riboregulators — except for G80L18 that is twice more active in vivo —

indicating that TXTL experiments predict well ρ′ON/OFF in vivo. The measured value of ρ′ON/OFF
for RAJ12 is close to unity. However, increasing the DNA concentrations to Dcr = Dta = 50 nM,

which increases protein production according to eq. (5.21) while respecting eq. (5.23), demonstrates
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that RAJ12 is indeed functional and we obtain ρ′ON/OFF = 7 at these concentrations. Comparing

the values of IOFF (OFF raw fluorescence) shows that RAJ type regulators leak significantly

less than G type regulators while G80L18 leaks slightly more than G01 and G03. Finally, our

experiments show that the remarkable ρ′ON/OFF values of G type devices come from their high

ION (ON raw fluorescence), and thus a very active ON state. We conclude that in vitro TXTL

provides values of ρ′ON/OFF that correlate well with in vivo measurements, in agreement with

previous reports comparing protein expression in vivo and in vitro [276, 261, 36].

in vivo TXTL TXTL TXTL ratio ρ′ON/OFF
Device ρ′ON/OFF ρ′ON/OFF ION (a.u.) IOFF (a.u.) in vivo/ TXTL

G01 290 ± 20 37 ± 10 116 ± 25 3.1± 0.5 8±2
G03 260 ± 30 26 ± 6 81 ± 10 3.1 ± 0.6 10±3
G80L18 500 ± 150 23 ± 3 93 ± 8 4.1 ± 0.4 22±8
RAJ11 11 ± 2 1.9 ± 0.3 2.1 ± 0.3 1.1 ± 0.1 6±1
RAJ12 8 ± 1 1.2 ± 0.1 1.2 ± 0.2 1.1 ± 0.1 7±1

Table 5.2 | Comparison of the performance of five riboregulators in vivo and in vitro.
Dynamic range calculated without subtracting the autofluorescence ρ′ON/OFF for the experiments

performed in vivo and in TXTL, ON and OFF raw fluorescence signals (ION and IOFF ) in TXTL,
and the ratio of ρ′ON/OFF in vivo relative to in vitro. In vivo data are extracted from ref. [98] for

G type devices and from ref. [234] for RAJ type devices. TXTL data are measured at Dcr = 1
and Dta = 5 nM at t = 75 min. The typical value of autofluorescence is 0.07 ± 0.01 a.u.. Error
correspond to one standard deviation of a triplicate experiment.

5.4.3 Translation from RNA characterizes the reaction between RNA

strands

Dissociation constant

The regulatory step of translational riboregulators takes place when the two RNA fragments,

Rcr and Rta, hybridize and thereby change the accessibility of the ribosome to a site needed for

initiating translation (RBS or AUG). The core of the riboregulation process can thus be described

with reactions (5.13) and (5.14), where the first one involves the hybridization of Rcr with Rta to

form an active RNA complex Ract that can be translated, and the second one is the translation of

Ract into protein P. We have seen that the thermodynamics of the first reaction play an important

role in ρthON/OFF through Kd (eq. (5.22)). However Kd is not straightforward to determine. One

possibility is to use an electrophoretic mobility shift assay in a polyacrylamide gel. Another way

uses the property of a reverse transcriptase to terminate on stable RNA duplexes [128]. In both

cases these assays characterize the species Ract for being a duplex RNA but they are not sensitive

to its translational activity. Here, instead, we probe the equilibrium concentration of Ract that is

active for translation. Our method is thus more meaningful to evaluate the design performances

of a riboregulator.

For the bimolecular reaction between Rcr and Rta to give complex Ract with initial concentra-

tions of, respectively, R0
cr, R

0
ta and R0

act = 0 we have



157 Chapter 5

Rcr + Rta = Ract

R0
cr R0

ta 0

R0
cr(1−X) R0

ta(1− R0
cr

R0
ta
X) R0

crX

where X denotes the extent of the reaction. The dissociation constant Kd is defined by

Kd =
R̄crR̄ta
R̄act

=
R0
ta(1− X̄)(1− R0

cr

R0
ta
X̄)

X̄
(5.24)

where bars denote equilibrium. Solving (5.24) we obtain:

X̄2 − Kd +R0
cr +R0

ta

R0
cr

X̄ +
R0
ta

R0
cr

= 0. (5.25)

The only non-negative solution of this second order equation is

X̄ =
1

2

Kd +R0
cr +R0

ta

R0
cr

−

√(
Kd +R0

cr +R0
ta

R0
cr

)2

− 4
R0
ta

R0
cr

 . (5.26)

And thus we have

R̄act = R0
crX̄. (5.27)

From the data, we obtain Inorm by normalizing the value of GFP fluorescence at 200 min for

each concentration of Rta using 0 for the fluorescence of the PURE TXTL system without any

template and 1 for the GFP fluorescence obtained from the template cr−RNA at 5 nM, that serves

as a control of batch-to-batch variability. We fit Inorm using three parameters a, b and Kd with

Inorm(X̄(R0
ta)) = aX̄(R0

ta) + b, where X̄(R0
ta) is given by (5.26).

Measurement

To characterize reaction (5.13) we in vitro transcribe the five riboregulators described previously

(Figure B.2). We study their translation dynamics by titrating 5 nM Rcr with increasing con-

centrations of its corresponding Rta in the range 0 − 1000 nM (Figure 5.10). Because translation

linearly amplifies Ract (Figure 5.6 (b) and eq. (5.9)), measuring the GFP intensity at a given time

is directly proportional to the concentration of Ract that is translationally active. We thus plot

the normalized GFP fluorescence at 200 min as a function of the log of Rta concentration. For a

bimolecular equilibrium such as (5.13) one expects these plots to be described by

Inorm ∼ R̄act =
1

2
R0
cr

Kd +R0
cr +R0

ta

R0
cr

−

√(
Kd +R0

cr +R0
ta

R0
cr

)2

− 4
R0
ta

R0
cr

 (5.28)

where R̄act is the equilibrium concentration of Ract and superscript 0 indicates initial concentra-

tions. Our experimental data follow this trend (Figure 5.10). We thus fit eq. (5.28) to the data and

find dissociation equilibrium constants in the range 10− 2000 nM (Table 5.3), in agreement with
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Kd values of the order of 100 nM that have already been reported for loop-mediated activators

[128]. Values of Kd obtained from different batches of PURE are within 50 %.

(a) (b)

Figure 5.10 | Titration of a riboregulator at the RNA level measures the dissociation
constant of the riboregulator complex. (a) GFP fluorescence produced over time for different
trans-activator concentrations Rta for riboregulator G03. As a control, the fluorescence intensity
produced by the translation of 5 nM of an unregulated cr−RNA is shown in grey dashes. (b)
Normalized maximum fluorescence titration of Rta for riboregulator G03. Disks correspond to
experimental data and the dashed line is a fit of eq. (5.28) to the data. All experiments are
performed in triplicate. Shading around the lines and error bars correspond to one standard
deviation.

To further assess the performance of our method for measuring Kd, we independently measure

it with a standard mobility-shift assay performed with capillary gel electrophoresis. We use the

same purified Rcr and Rta that we mix together at 37◦C in a buffer with identical salt composition

than the TXTL system during the 10 min before performing the electrophoresis assay. The Rcr

concentration is 8.3 nM and the Rta concentration ranges from 0 to 200 nM. Figure 5.11 (a) shows

the electropherograms for riboregulator G03, in which a peak in intensity at a given time point

corresponds to an RNA structure. We detect three main peaks corresponding to Rta at 28 s and

Rcr and Ract complex between 37 and 40 s. Interestingly, species Rcr and Ract yield well-resolved

peaks for toehold-mediated but not for loop-mediated riboregulators, which suggests a structural

difference between the two. As a result this method only provides Kd for some but not all of

the tested riboregulators, in contrast with the TXTL method (Figure 5.11 (b) and Table 5.3).

The values obtained are of the same order of magnitude as those obtained by TXTL. However,

mobility-shift assay yields Kd in a narrower range of 100-250 nM, while TXTL is able to better

discriminate Kd for the same species and provides values in the range of 15-2200 nM (Table 5.3).
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(a) (b)

Figure 5.11 | Titration of translational riboregulator G03 by mobility shift capillary
electrophoresis. (a) Corrected electropherograms versus elution time. (b) Peak area for different
concentrations of Rta. Experiments are performed in triplicate. Error bars correspond to one
standard deviation. Dashed line is a fit of eq. (5.28) to the data.

Device Ktxtl
d (nM) Kms

d (nM)
G01 46 ± 56 180 ± 20
G03 310 ± 154 240 ± 110
G80L18 31 ± 19 110 ± 90
RAJ11 15 ± 14 N.M.
RAJ12 2220 ± 950 N.M.

Table 5.3 | Dissociation constants Kd at 37◦C for the studied riboregulator devices. Kd

is measured using the cell-free translation method (txtl) and the mobility-shift method (ms). N.M.
indicates that the electropherogram shows ill-defined peaks from which Kd could not be extracted.
Error correspond to one standard deviation of the fit. Values for G03 and RAJ11 are fitted to data
in triplicate.
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5.5 Conclusion

Gene regulation is an essential feature of living systems. The production of proteins has to be con-

trolled in space and in time to ensure the homeostasis of the organism. This regulation can been

done at all stages of the production: before and after the transcription, or after the translation. In

particular, the regulation of this latter step can be realized by RNA molecules. Indeed a change in

their secondary structures — encoded in their nucleotide sequences — can lead to a change in the

protein expression thanks to the specific pairing between RNA strands. Here we have studied de

novo designed RNA riboregulators that regulate the translation of a coding RNA into a protein.

In vitro TXTL systems are an attractive platform to quantitatively characterize such translational

riboregulators. We have taken advantage of the ribosome as a molecular machine that not only

recognizes RNA complexes that are translationally active but also measures their concentration.

The simplicity of the TXTL system allowed us to propose an analytical expression for the dynamic

range of a riboregulator. In quantitative agreement with this model we have shown that increasing

the DNA concentration of the trans-activating species first promotes and later inhibits expression.

This result suggests that inserting trans-activating elements in high-copy plasmids in vivo could

limit the efficiency of translational activators, a prediction that shall be tested in future work.

Furthermore, relative dynamic ranges measured in vitro are in agreement with those reported in

vivo for four out of five measured riboregulators. Finally, by titrating the cis-repressed gene with

the trans-activating species at the RNA level we have determined dissociation constants, Kd, for

the RNA hybridization reaction in a very simple manner. Our method has thus provided a simple

and rapid way for the quantitative characterization of riboregulators.

De novo designed RNA regulators are used in increasingly complex tasks such as cellular logic

computation [97] or ultra-specific detection of mutations [116]. Combined with other biomolecular

techniques such as molecular beacons [202] or automated-based designs [64], cell-free transcription-

translation systems are becoming essential for a wide brand of applications. They allow to verify

theoretical predictions on both RNA structures and on the behavior of large scale regulatory

networks. Their versatility is a real asset for conceiving new synthetic biological features [130]

and creating innovative biomolecular tools such as paper-based synthetic gene networks [213] used

to design low-cost detection systems of the Zika virus [214]. Cell-free TXTL systems have been

expanded to non-model bacteria [187] and have recently entered the machine learning era [7, 296].
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Conclusion

In this thesis I have presented the work I have undertaken at the Laboratoire Jean Perrin at Sor-

bonne Université, under the supervision of André Estevez-Torres and Jean-Christophe Galas on

the design of molecular systems to study pattern formation and gene regulation in reconstituted

systems. This work was motivated by the construction of artificial systems that reproduce essential

features of life. Using a cell-free approach, I have designed systems that self-organize and express

proteins. I have obtained three main results. Firstly, I have reported the experimental observation

of a new type of spatial instability in active gels: the corrugation of a 3D nematic fluid through the

interplay of passive and active forces. Secondly, inspired from chemo-mechanical morphogenetic

processes during embryo development, I have combined a reaction-diffusion patterning system with

an active matter system capable of generating forces from the hydrolysis of nucleotides. Finally,

I have proposed a method to characterize in vitro the performance of RNA regulators using a

cell-free expression system.

More precisely, in Chapter 2 we have reviewed two main self-organization mechanisms in molec-

ular systems: active matter and reaction-diffusion. These mechanisms are able to generate diverse

spatio-temporal patterns. We have focused our description on two systems that were of special

interest for our purposes. Firstly, we have discussed an in vitro active matter, and in particu-

lar, reconstituted active gels composed of cytoskeletal filaments, molecular motors and a source a

chemical energy (often in the form of ATP). Secondly, we have described a programmable chemical

system composed of ssDNA and a few enzymes: the PEN-DNA toolbox. By tuning the sequences

of the DNA strands and the concentrations of the components, one can create various chemical

systems that give rise to reaction-diffusion patterns. Active matter and reaction-diffusion are essen-

tial mechanisms to understand morphogenesis in vivo. They are intimately intertwined, especially

during embryo development where many morphological changes take place. Finally, we have seen

that in vitro efforts have been made to combine several self-organizing mechanisms and mimic the

properties of living systems. However they either lack tunability, autonomy or biocompatibility.

Parts of this chapter will be published in [89].

In Chapter 3, we have modified a previously-proposed molecular active gel composed of mi-

crotubules and clusters of kinesin [241], in particular by using long instead of short microtubules.

Depending on the concentrations of motors, microtubules and depleting polymers, such a system

161
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self-organizes into various structures: asters, contracted networks, corrugated nematic sheets and

turbulent active flows. We have described each of the conditions and developed in more details the

ones that led to a corrugated stable pattern. The wavelength of this pattern could be tuned by,

among others, the motor concentration and the depletion forces, in qualitative agreement with a

hydrodynamical theory. This work has been published in [253]. Moreover, using short microtubules

we have characterized the path to turbulence — in terms of orientation — of an initially aligned

bundle network in 3D, following work that characterized this instability in 2D [174]. Lastly, we

have presented two methods for creating active droplets, and exposed some ideas that might be

interesting to explore in the future.

In Chapter 4 we have combined this active gel with a programmable DNA reaction-diffusion

front. We have shown that this front — made with the PEN-DNA toolbox — could propagate in

an active gel. The two systems behave independently but could be coupled in some cases. Indeed,

they could be linked through hydrodynamical interactions (when the active gels contract globally)

and chemically via the competition for dGTP resources, leading to non-uniform patterning. We

have also begun to develop an autocatalytic system that would work with a turbulent active fluid,

which might form a reaction-diffusion-advection system. Lastly, we have detailed the protocol to

covalently attach DNA on kinesin motors via the specific SNAP-tag. This method was originally

devised to specifically couple through a DNA sequence the propagating front and the active gel.

However, despite our efforts, this coupling could not be demonstrated due to the non-specific

clustering of the SNAP-tag modified kinesin motors. This method could nevertheless be used in a

gliding assay experiment in order to control the motor attachment to the surface thanks to DNA

molecules.

Gene expression relies on regulatory reaction networks. In Chapter 5 we have reconstituted the

machinery of transcription and translation in order to study the regulation of genetic expression

thanks to RNA regulators. We have demonstrated that such a cell-free system is able to success-

fully produce protein in a controlled manner, depending on the concentration in regulators (starting

from DNA or RNA). Moreover, the system could provide valuable information on the regulators

such as the dynamic range and the dissociation constant of between RNA regulator strands. This

work has been published in [254].

Several directions can be explored in future works. Firstly, reconstituted active gels could be

associated to passive gels in order to tune their rheological properties. Secondly, the study of

populations of active droplets also seems worthwhile: because of their activity, they show non-

trivial behaviors — such as self-propelled motion — and potentially exhibit collective effects —

such as ordering and synchronization — when embedded into an active emulsion [103]. Thirdly,

the combination of active gels and the PEN-DNA toolbox can be enlarged to other reaction-

diffusion structures such as stable stripes: what is the stability of a ‘French flag’ pattern [326] in

the presence of an active gel? Moreover, the coupling with DNA reaction-diffusion patterns can be

further examined using chemical interactions between DNA and molecular motors, microtubules

or surfaces. Finally, DNA reactions can be localized on colloidal particles [87], leading to a system

composed of numerous agents that communicate thanks to DNA signals and that are transported

by local — or global, if constrained in particular geometry [319] — advection of the active gel.

Furthermore, DNA can be attached to the surface of moving active droplets to form self-organized
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emulsions.

RNA regulators can be coupled to molecular programs designed with the PEN-DNA toolbox

to perform, for instance, the sensing of a viral RNA genome [86, 214]. The potential of cell-free

transcription-translation systems can be further exploited to produce specific enzymes [33].

Insights from self-organized mechanisms and gene expression is useful to design smart au-

tonomous materials [62, 151]. In combination with synthetic biology techniques, bio-printing,

microfluidics and machine learning methods, they may help in the construction of artificial cells

which produce molecules [204, 309, 91] and are assembled into multicellular artificial tissues capable

of communication [302, 1, 56].
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Appendix A

Movies

Movies of the time-lapse experiments are individually available for download I or online watch-

ing Û (password: pattern). They are also available combined into one file (I .zip, 110 Mo).

A.1 Bundles bend and break under the forces of kinesin clusters [I, Û].

A.2 Formation of an aster made of microtubule bundles [I, Û].

A.3 A connected active network can exhibit several morphologies depending on the motor concentration

[I, Û].

A.4 Confocal images and xz sectioning of a 3D extensile, nematic gel made of microtubules and kinesin

motors forming a corrugated sheet [I, Û].

A.5 Dynamics, shape and stability of the patterns depending on the motor concentration [I, Û].

A.6 A 3D extensile, nematic gel made of microtubules and kinesin motors forms a corrugated sheet that

breaks into active turbulence at high motor concentration [I, Û].

A.7 Confocal images of a 3D extensile, nematic gel made of microtubules and kinesin motors forming a

corrugated sheet that breaks into active turbulence at high motor concentration [I, Û].

A.8 Initial wavelength selection in active flows [I, Û].

A.9 Emulsion of active droplets in the presence of an external flow [I, Û].

A.10 Formation of 2D active nematics on the inner surface a droplet [I, Û].

A.11 Reaction-diffusion front in the presence of the active gel [I, Û].

A.12 Corrugated patterns in the presence of a reaction-diffusion front [I, Û].

A.13 Influence of dNTP on internally driven chaotic flows [I, Û].

A.14 Different dGTP concentrations lead to inhomogeneous patterns [I, Û].

A.15 Propagation of a front (LT 10) in the presence of K401-BCCP [I, Û].

A.16 Gliding motility assay of microtubules [I, Û].

A.17 Propagation of a front in a population of DNA-functionalized beads [I, Û].

A.18 DNA-functionalized beads immersed in an active bath [I, Û].

165

https://mycore.cnrs.fr/index.php/s/NlEeI7HUwiVP7U4
https://mycore.cnrs.fr/index.php/s/Zp89AQwrfG7Q1uK
https://vimeo.com/417735546
https://mycore.cnrs.fr/index.php/s/2JnyzrehNVKob1P
https://vimeo.com/417735609
https://mycore.cnrs.fr/index.php/s/HYbJ9uOq98nBALn
https://vimeo.com/417735682
https://mycore.cnrs.fr/index.php/s/AljGkWY36jERHcn
https://vimeo.com/417735737
https://mycore.cnrs.fr/index.php/s/CJfL2HXDkTgWbUZ
https://vimeo.com/417735900
https://mycore.cnrs.fr/index.php/s/IrTEEGFvD7e0I5T
https://vimeo.com/417735790
https://mycore.cnrs.fr/index.php/s/lE15HC99X5C7dbq
https://vimeo.com/417735845
https://mycore.cnrs.fr/index.php/s/uUKUoAgKjND6yqQ
https://vimeo.com/417735938
https://mycore.cnrs.fr/index.php/s/BY5rCtYMKbINzXq
https://vimeo.com/417736045
https://mycore.cnrs.fr/index.php/s/ztxxIqEBGmuLC6Z
https://vimeo.com/417735996
https://mycore.cnrs.fr/index.php/s/TluHPL3PrUJ6e4J
https://vimeo.com/417736099
https://mycore.cnrs.fr/index.php/s/xdoojxSYhpTrTaS
https://vimeo.com/417736140
https://mycore.cnrs.fr/index.php/s/W1YHAsqb7mmTEIB
https://vimeo.com/417736200
https://mycore.cnrs.fr/index.php/s/egtByAEZh4yMyTS
https://vimeo.com/417736257
https://mycore.cnrs.fr/index.php/s/5q6YEgxRQRPVIiP
https://vimeo.com/417736323
https://mycore.cnrs.fr/index.php/s/z0OuSe5VSjvhT82
https://vimeo.com/418824843
https://mycore.cnrs.fr/index.php/s/5staynDA2RxkDVy
https://vimeo.com/417736364
https://mycore.cnrs.fr/index.php/s/rrPcKtdFE6SfKM7
https://vimeo.com/417729626


Movies 166



Appendix B

Protocols

B.1 Supplementary protocols of Chapter 3 and Chapter 4

K430-FLAG-SNAP purification

Heterodimer K430-FLAG-SNAP is expressed in competent cells, Rosetta2 (DE3) (Novagen). The

cells are cultured in LB supplemented with 100 µg/mL ampicilin and 34 µg/mL chlorampheni-

col at 37◦C until OD660 = 0.6. The protein expression is induced by 0.1 mM IPTG for 5 hours

at 22◦C. The cells are collected by centrifugation at 4◦C and resuspended in the Lysis Buffer:

Buffer A (20 mM Na-Pi buffer pH 7.5, 1 mM MgSO4, 250 mM NaCl, 0.015 mM ATP, 10 mM

β-mercaptoethanol, 0.1%(v/v) Tween-20) supplemented with 10 mM imidazole and 1X protease

inhibitor cocktail (Sigma-Aldrich). The cell suspension is then sonicated with a VCX-130 soni-

cator (Sonics Materials) at 40% of its maximal power, alternating 10 s of sonication and 30 s of

pause during about 5 min. It is important that the solution does not heat in order to prevent

denaturation and degradation of proteins. Then the lysate is centrifuged to collect cells debris.

The supernatant is collected and filtrated before mixing with Ni-IMAC resin (Biorad) in a volume

ratio 20:1 (lysate:resin). The mix is gently agitated at 6◦C on a rotary wheel for 20 min The resin

is washed first with the Buffer A and 10 mM imidazole, and then with the same buffer but with

50 mM of imidazole. The resin is eluted with the Buffer A supplemented with 250 mM imidazole

for 30 min.

This eluate is then bound to an anti-FLAG agarose column (Sigma-Aldrich), washed with

Buffer A and then eluted with Buffer A supplemented with 0.35 mg/ml of the 3X FLAG peptide

(Sigma-Aldrich or produced at the IBPS molecular interaction platform). The excess of 3X FLAG

peptide is removed using an Amicon filter (30 kDa) and the Buffer C (80 mM PIPES-KOH pH 6.9,

250 mM K-acetate, 10 mM MgSO4, 250 mM NaCl, 1 mM ATP, 1 mM DTT, 10% sucrose). The

filtered protein is then flash frozen and kept at -80◦C.

K430-HSNAP purification

From the plasmid coding for the heterodimer K430-FLAG-SNAP designed by Furuta et al. [73],

we have built a homodimer version containing a SNAP-tag on each arm. Furuta’s plasmid, pET-

167
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32ark430(C7S)-FlagC-rk430(C7S)-SnapC-His, which expresses both the kinesin with a SNAP and

HIS-tags and kinesin with a FLAG is digested at two EcoRI sites to split into two fragments of

Kinesin-FLAG sequence and kinesin-SNAP-HIS with backbone sequence coding ampicillin resis-

tance gene. The digested linear sequences are purified by QIAquick PCR Purification Kit (Qiagen)

and recircularized by T4 DNA ligase using Rapid DNA Ligation Kit (Thermo Scientific). The

recircularized plasmids are transformed into DH5α competent cells and selected on 100 µg/mL

ampicillin including agar plate. The plasmids in colonies on agar plate are amplified in LB ampi-

cillin medium and purified with Monarch Plasmid Miniprep Kit protocol (New England Biolabs).

The sequence is verified by restriction enzyme digestion. K430-HSNAP is then purified using the

HIS-tag on a Ni-IMAC resin in the exact same way than K430-FLAG-SNAP. Here, the eluate

is then filled in 14 kDa MWCO cellulose tube (Sigma-Aldrich) and then dialyzed with Buffer A

three times (2 times 1 hour and overnight) at 4◦C. The dialyzed protein is further purified with

a Superdex 200 Increase column (GE Healthcare). The kinesin corresponding peak fractions are

collected, flash frozen and kept at -80◦C.

K401-BCCP purification

For K401-BCCP purification, pT7-7 DmKinesin 1-401 BCCP-CHis6 (pWC2) plasmid designed by

Gelles [270] is expressed in competent cells Rosetta2 (DE3) (Novagen). The cells are cultured in

LB supplemented with 100 µM biotin, 100 µg/mL ampicillin and 34 µg/mL chloramphenicol at

37◦C until OD660 = 0.7. The protein expression is induced by 1 mM IPTG for 2 hours at 22◦C and

then the biotinylation is induced by 0.2 mM rifampicin for 20 hours at 22◦C. The cells are collected

and resuspended in the Buffer B (50 mM PIPES pH 7.2, 4 mM MgCl2, 50 µM ATP, 10 mM β-

mercaptoethanol) supplemented with 20 mM imidazole and 1X protease inhibitor cocktail (Sigma-

Aldrich). The cell suspension is then sonicated (VCX-130, Sonics Materials) and centrifuged.

The supernatant is collected and filtrated before mixing with Ni-IMAC resin (Biorad). The resin

is washed with the Buffer B and 20 mM imidazole. The resin is eluted with the Buffer B and

500 mM imidazole. The eluate is filled in Float-A-Lyzer G2 (5 mL 50 kDa MWCO, Spectora/Por),

dialyzed with Dialysis Buffer (250 mM PIPES pH 6.7, 20 mM MgCl2, 0.25 mM ATP, 50 mM

β-mercaptoethanol) three times (1 hour, 2.5 hours and overnight) at 4◦C. The dialyzed protein

supplemented with 36% sucrose and 2 mM dithiothreitol (DTT) is flash frozen and kept at -80◦C.

Microtubule polymerization using GTP or GMPCPP

Tubulin and TRITC-labeled tubulin are purchased from Cytoskeleton, dissolved at 10 mg/mL in

1X PEM buffer (80 mM PIPES pH 6.8, 1 mM EGTA, 1 mM MgSO4) supplemented with 1 mM

GTP, flash frozen and stored at -80◦C. The polymerization mix consists of 1X PEM, 1 mM GTP,

10%(w/v) glycerol and microtubules at 5 mg/mL (including 2.5%(v/v) fluorescent tubulin). First

the mix is centrifuged at 4◦C for 15 min at 16000g to remove small aggregates of tubulin. The

corresponding supernatant is transferred into a new tube and incubated at 37◦C for 15 min. 20 µM

of paclitaxel is added to the mix and let at 37◦C for five more minutes. After polymerization,

newly formed microtubules are centrifuged at room temperature for 10 min at 12000g to remove

free tubulin monomers. The microtubules are redissolved into 1X PEM, 1 mM GTP, 10%(v/v)

glycerol, 20 µM taxol and kept in the dark at room temperature for a few days.
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GMPCPP (Jena Bioscience) microtubules are polymerized from the tubulin stock solution that

does not contain GTP, in the presence of 0.6 mM GMPCPP and 0.2 mM DTT at 37◦C for 30 min

and left at room temperature for 5 hours. They are used within the same day or flash frozen an

kept at -80◦C.

Glass slides passivation, channel assembly and imaging

Glass slides and coverslips are washed and sonicated in deionized water and Helmanex (a com-

mercial cleaning solution), then in ethanol and finally in a 0.1 M KOH solution, with rinsing with

deionized water between each step. They are immersed in the silane-coupling solution (0.5%(v/v)

3-(Trimethoxysilyl)propylmethacrylate, 98.5%(v/v) ethanol and 1%(v/v) acetic acid) for 15 to

30 min, rinsed and then put in a degassed solution of 2%(w/v) acrylamide, 0.07%(w/v) ammo-

nium persulfate and 0.035%(v/v) TEMED. They can be used 2 h after this last step and can be

kept for one month in a closed container, in the acrylamide mix. Just before use, a glass slide and

a coverslip are rinsed with water and dried with clean air.

Channels are assembled using an acrylamide-coated microscope glass slide (26×75×1 mm) and

a coverslip (22×50×0.17 mm) separated by strips of parafilm cut with a Graphtec Cutting Plotter

CE6000-40 for better reproducible channels.

Epifluorescence images are obtained with a Zeiss Observer 7 automated microscope equipped

with a Hamamatsu C9100-02 camera, a 2.5 X, 10 X or 20 X objective, a motorized stage and

controlled with MicroManager 1.4. Images are recorded automatically every 1 to 3 min using an

excitation at 550 nm with a CoolLED pE2. In order two resolve 3D structures we record confocal

images when needed. They are obtained either with a Leica TCS SP5 II confocal microscope with

a 25 X water-immersion objective or a X-Light V2 Spinning Disk Confocal system mounted at

the IBPS (Institut de Biologie Paris-Seine) imaging facility, or on an upright Nikon Eclipse 80i

microscope with a 10 X objective in the lab. Images are recorded automatically every 1 to 10 min

with a z step of 3 to 5 µm.

Attaching biotin-DNA on streptavidin-sepharose beads

We attach ssDNA biotin-modified template to the streptavidin-modified sepharose beads by fol-

lowing the protocol described in ref. [87]. Commercial 34 µm-diameter streptavidin beads (GE

Healthcare) are first washed three times in Buffer C (0.6X PEM-KOH, 0.2X PEM-NaOH, 8 mM

MgSO4, 1.5%(w/v) pluronic). It consists in successive rounds of addition of buffer, centrifugation

and removal of buffer. Then beads are diluted to a concentration of 5000 beads/µL. Finally they

are mixed at a concentration of 2500 beads/µL with 2.5 µM of biotin-modified DNA template to

reach a stock of 0.1 nmol of template for 105 beads (meaning that 100 beads/µL is equivalent to

100 nM of DNA template). The mix is incubated for 15 min at room temperature and washed

three times to remove non-reacting DNA. If not used in an experiment, functionalized beads are

kept at 4◦C for several weeks. Just before use, the solution is vortexed and sheared by pipeting.

At this concentration DNA templates do not attach uniformly to the sepharose beads. They

tend to concentrate more on the surface than the interior (Figure B.1). They form shells that cover

the surface of the beads.
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100 𝜇m

Figure B.1 | DNA attached to sepharose beads. Attached DNA form shells that cover the
surface of beads and which are visible using SGI intercalator.

B.2 Supplementary protocols of Chapter 5

DNA preparation

DNA templates are prepared by PCR amplification of plasmids encoding for the RNA translational

regulators, followed by affinity column purification using Monarch PCR Purification Kit (New

England BioLabs) or PureLink PCR Purification Kit (Thermo Fisher Scientific). Primers used

for PCR amplification contained a T7 promoter or a T7 terminator (Biomers) (Table B.1). DNA

integrity is determined by a 1.5% agarose gel. Concentrations are determined by absorbance at

260 nm using a NanoDrop 2000 UV-vis spectrophotometer.

Primers Sequences (5’ → 3’)

RAJ11 Dcr FP TAATACGACTCACTATAGGCCTCGCATAATTTCACTTCTTCAATCC

RAJ11 Dcr RP CAAAAAACCCCTCAAGACCCGTTTAGAGGCCCCAAGGGGTTATGCTATTATTTGTATAGTTCATCCA

TGCCATGTGTAATC

RAJ11 Dta FP CAAAAAACCCCTCAAGACCCGTTTAGAGGCCCCAAGGGGTTATGCTAGCCTCGCATAAATCTGTCA

CAG

RAJ11 Dta RP TAATACGACTCACTATAGGGGGAGGGTTGATTGTGTGAGTC

RAJ12 Dcr FP TAATACGACTCACTATAGGACCCAGTATCATTCTCTTCTTCCTGCC

RAJ12 Dcr RP CAAAAAACCCCTCAAGACCCGTTTAGAGGCCCCAAGGGGTTATGCTATCATCATTTGTACAGTTCAT

CCATACCATGC

RAJ12 Dta FP ATCGTATTGGGGAACCCCGGAGATTTGCCCAGAACTCCCCAAAAAAGCCTCGCATAAATCTGTCAC

AGCATC

RAJ12 Dta RP TAATACGACTCACTATAGGGGGCAGGAAGAAGGGTTCCTTT

G Dcr and Dta FP CGCGCTAATACGACTCACTATAGG

G Dcr and Dta RP CAAAAAACCCCTCAAGACCCGTT

Table B.1 | List of PCR primers used to produce linear DNA templates. The plasmids
coding for the G regulators already contained T7 promotor and T7 terminator in their sequences.
We use the two same primers to amplify the G regulators by PCR.

A typical protocol for the PCR is showed in Table B.2:
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Step Duration (min) Temperature (◦C) Nb of cycles

Initial denaturation 2 95 1
Denaturation 0.5 95
Annealing 1 66 30
Elongation 1 72
Final denaturation 5 72 1

Table B.2 | Typical PCR protocol to produce linear DNA templates.

RNA preparation

RNA templates are prepared by in vitro transcription (HiScribe T7 High Yield RNA Synthesis Kit,

New England BioLabs) for 2 hours followed by purification using the MEGAclear Transcription

Clean-Up Kit (Ambion). RNA integrity is determined by a 1.5%(w/v) agarose gel (Figure B.2).

Concentrations are determined by absorbance at 260 nm using a NanoDrop 2000 UV-vis spec-

trophotometer.
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Figure B.2 | Integrity of RNA regulators Non-denaturing 1.5% agarose gel of the in vitro
transcribed riboregulators.

Composition of the PURE TXTL system

The PURE TXTL system is prepared according to ref. [259] to reach the composition depicted in

Table B.3.
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Name Concentration

Buffers

Hepes-KOH pH 7.6 50 mM
Potassium glutamate 100 mM
Magnesium acetate 13 mM
Spermidine 2 mM
DTT 1 mM

Translation factors

IF1 10 µg/mL
IF2 40 µg/mL
IF3 10 µg/mL
EF-G 50 µg/mL
EF-Tu 100 µg/mL
EF-Ts 50 µg/mL
RF1 10 µg/mL
RF2 10 µg/mL
RF3 10 µg/mL
RRF 10 µg/mL

Energy sources
ATP, GTP 2 mM
CTP, UTP 1 mM
CP 20 mM

Other enzymes

Ribosomes 1.2 µM
ARS 600-6000 U/mL [259]
MTF 4500 U/mL
Creatine kinase 4.0 µg/mL
Myokinase 3.0 µg/mL
Nucleoside-diphosphate kinase 1.1 µg/mL
Pyrophosphatase 1.0 U/mL
T7 RNAP 10 µg/mL

Other components

20 amino acids 0.3 mM
10-formyl-5, 6, 7, 8-tetrahydrofolic acid 10 µg/mL
tRNA mix 56 A260/ml
RNase inhibitor Murine 1 units/µL

Table B.3 | Composition of the PURE TXTL system



Appendix C

Hydrodynamic theory of an

undulating active film

This theory has been developed by Ananyo Maitra and Raphael Voituriez.

In this section, we discuss an active fluid model [173, 226, 222, 135] to understand the buckling of

the effectively two-dimensional sheet formed by the microtubules and obtain a theoretical estimate

for the scaling of the wavelength of the undulatory pattern with motor concentration. The thickness

of the nematic film, lying parallel to the the xy plane, in the z direction is denoted by `z and the

channel thickness in the z direction by H. The width of the channel in the y direction is W and

the length along x is L. The film is formed by injecting an isotropic microtubule fluid into the

channel of dimensions L×W ×H. The interaction mediated by depletion agents in the fluid then

leads to the phase separation of the microtubule filaments and the fluid with a local concentration

of filaments that exceeds the threshold for isotropic-nematic (I-N) transition. Due to the geometry

of the channel, the nematic order develops along the long x axis, leading to the formation of a

film which contracts along the y and z direction and extends along the x direction. This leads

to a nematic film which is the thinnest along the z direction. The orientation of the nematic is

described by the director field n̂ = cos φ x̂ + sin φ ẑ = n̂0 + δn, with the unbuckled state having

the director n̂0 = x̂.

This film buckles along the z direction due to the action of motors. We will now describe the

physics of this buckling. We assume that the density of microtubules within the layer is fixed.

We further assume that the nematic film buckles in the z direction as whole. The departure of

the mid-plane of the film from a fiducial flat surface which we take to be the mid-xy plane of

the channel is described by the height field h(x, y, t) of the membrane point whose projection on

that fiducial plane has the coordinates (x, y). Such a buckling is possible due to tilting of the

microtubule filaments in the xz plane δn ≈ ∂xhẑ to linear order.

In equilibrium, tilting of filaments is penalised by the Frank elasticity [45], considered here

within a simplifying one Frank-constant approximation, which yields a bending modulus of the

film:

173
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FFrank =
K̄

2

∫
d3r(∇n̂)2 ≈ K

2

∫
d2x(∂2

xh)2. (C.1)

where K = K̄`z and x describes the x− y plane. The membrane is confined in a channel of height

H, which means that its mean-squared height fluctuations 〈h2〉 ∼ H2. Following [66, 65, 68], we

implement this constraint in an approximate manner by introducing a harmonic potential (γ/2)h2

in the effective free energy of the membrane i.e.,

Fh =
1

2

∫
d2x

[
K(∂2

xh)2 + γh2
]
. (C.2)

In equilibrium at a temperature T , equating the mean-squared fluctuation with H2 yields γ =

(KBT/8H
2)2/K. The membrane does not have a passive surface tension since we assume that

it is free to adjust its area to maintain the preferred areal density of microtubules due to the

depletion forces constant [240]. However, in the experiments in which the channel is confined in

the x direction as well, the microtubule sheet may have a pattern even in the absence of motors due

to Euler buckling. Since this is only manifested for channels confined along the x axis and vanishes

in other cases, we ignore this passive effect from here on and instead focus on the motor-driven

periodic corrugation of the active membrane.

We model the dynamics of an active membrane with the passive restoring forces arising from

the derivative of a free-energy given by eq. (C.2). Since the membrane is suspended in a fluid, it

moves due to the motion of the fluid. Since h represent the height of a membrane point above a

fiducial surface, ḣ ∼ vz|m where vz|m is the z component of the fluid velocity at the membrane

position. For the linear theory that we are interested in here, vz|m can be approximated by vz(0)

the z component of the velocity at the position of the fiducial plane. However, if fluid can pass

(permeate) through the membrane, fluid flow need not correspond to the motion of the membrane.

This relative velocity of the fluid and a passive membrane is ∝ µδFh/δh, where µ is the permeation

coefficient. In addition, active membranes may move relative to the background fluid due to an

active speed ∼ −µζ̄(c)n̂0 · ∇δn ≈ −µζ̄(c)∂2
xhẑ [170]. For extensile filaments, the active coefficient,

whose magnitude depends on the motor concentration, ζ̄(c) > 0. Thus, the hydrodynamic equation

for h is

ḣ− vz(0) = −µδFh
δh
− µζ̄(c)∂2

xh (C.3)

The Stokes equation for the velocity field containing the membrane composed of active units is

η∇2v = ∇Π+ ζ(c)∇ · (nn)δ(z) +
δFh
δh

ẑδ(z) ≈ ∇Π+

(
ζ(c)∂2

xh+
δFh
δh

)
ẑδ(z) + ξv (C.4)

where Π is the pressure that enforces the incompressibility constraint ∇·v = 0, ζ is the coefficient

of the standard active stress ζ(c) > 0 for extensile systems. Note that, in principle, ζ(c) and ζ̄(c)

can be different from each other, though their dependence on motor concentration is expected to

be the same. To obtain the second approximate equality, we have ignored all fluctuations of the

nematic director in the xy plane (we will discuss the consequence of this approximation later).

The fluid is in a channel of thickness H. We now use the Fourier transformed version of eq.
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(C.4) to calculate vz(0) by summing over all Fourier modes for which |qz| > 2π/H, which takes the

constraint due to the channel into account in an approximate manner. Eliminating the pressure

by projecting the Fourier transformed velocity transverse to the wavevector direction, we obtain

vz(0) =
−1

2πη

[∫ ∞
2π
H

dqz
q2
x

(q2
x + q2

z)2
Gz(qx) +

∫ − 2π
H

−∞
dqz

q2
x

(q2
x + q2

z)2
Gz(qx)

]
(C.5)

where Gz(qx) is the Fourier transform of ζ(c)∂2
xh+ δFh/δh. This yields

vz(0) = − 1

4η|qx|

[
1− 4H|qx|

4π2 +H2q2
x

− 2

π
tan−1

(
2π

H|qx|

)]
G(qx) (C.6)

The effective mobility goes to −1/4η|qx| in the limit H → ∞ [29] and ∼ q2
xH

3 for qxH � 1

[96, 251]. The force

G(qx) = (Kq4
x − ζ(c)q2

x + γ)hq. (C.7)

Putting this back in the equation for height fluctuations, and Fourier transforming in space and

time, we obtain

ω = − i

4η|qx|

[
1− 4H|qx|

4π2 +H2q2
x

− 2

π
tan−1

(
2π

H|qx|

)]
(Kq4

x − ζ(c)q2
x + γ)− iµ(Kq4

x − ζ̄(c)q2
x + γ)

(C.8)

Since both the hydrodynamic mobility and the permeation coefficient µ are always positive, we

clearly see that extensile activity leads to a positive growth rate for a band of wavenumbers. If

permeation dominates over hydrodynamics, a band of wavevectors between

q2
x±

=
ζ̄c ±

√
ζ̄2 − 4Kγ

2
(C.9)

is unstable. Note that, unlike usual active planar instabilities, the instability here is not long

wavelength i.e., the membrane is stable for qx → 0 due to the confinement. The fastest growing

mode is

q∗x =

√
ζ̄(c)

2K
. (C.10)

We identify this with the wavevector of the pattern we observe. Further, it is known [174] that

active forces scale as c2. This implies that the wavelength of the buckled pattern should scale

linearly with c, i.e., λ = 2π/q∗ ∝ c. This linear scaling is observed in our experiments.

If hydrodynamics dominates over permeation (such that permeation can be ignored), the un-

stable band of wavevectors is given by (C.9), but with ζ̄(c) replaced by ζ(c). Furthermore, in the

limits Hqx →∞ and Hqx → 0, the fastest growing mode is

q∗x =

√
ζ(c)

2K
. (C.11)

While the observed selected wavelength in our system is in neither regime, Hqx = 2πH/λ ∼ O(1),

we do not believe that this will significantly change the scaling with ζ. Further, since ζ(c) and ζ̄(c)

should scale the same way with c, the scaling of the wavelength of the pattern with c remains the
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same, λ ∝ c for both permeation dominated and hydrodynamics dominated cases. However, the

hydrodynamics dominated and the permeation dominated cases can be distinguished by looking

at the dependence of the characteristic frequency on activity. For the permeation dominated case,

iω∗ ∼ µ(Kq∗
4

x − ζ̄(c)q∗
2

x + γ). (C.12)

This implies that iω∗ ∼ ζ̄2 ∼ c4. For the hydrodynamics dominated case, and for qxH � 1,

iω∗ ∼ ζ3/2 ∼ c3 while for qxH � 1, ω∗ ∼ ζ3 ∼ c6.

We have primarily discussed the fluctuation of the thin film along the z direction. The film

also contracts along the y direction. A similar theory could be constructed for the undulations of

the film in the y direction as well. Since the film is thicker in this direction, thus having a larger

bending modulus, Kw ∼ K̄w, where w is the width of the film, these undulations have a longer

wavelength since q∗w ∼ 1/
√
Kw and Kw > K =⇒ q∗w < q∗. However, when the anisotropy of the

channel is reduced such that W ∼ H and therefore, w ∼ `z, buckling in both y and z direction

should be observed simultaneously and should have roughly equal wavelengths. Ultimately, at

high activities the coupling of undulations in y and z directions leads to the destruction of the

periodically modulated state. Finally, We have not considered the fluctuation of the nematic

order of the microtubules in the plane of the membrane. Taking into account such fluctuations is

complicated (see [197, 198]) and, in any case, would not change the linear physics of the membrane

modulation discussed here.



Appendix D

Kinetic model of the PURE TXTL

system

D.1 Translation

From eqs. (5.1-5.7) in the Chapter 5, translation corresponds to initial conditions (Dact(0) = 0,

Ract(0) = R0
act and P (0) = P ∗(0) = 0). We should thus consider the system of equations

dP

dt
= rtx − rm = κtl − km · P (D.1)

dP ∗

dt
= rm = km · P (D.2)

where we have noted κtl =
ktl·R0

act

Ktl+R0
act

. Calling the total protein concentration Ptot = P + P ∗ and

adding eq. (D.1) and eq. (D.2) we have

dPtot
dt

= κtl (D.3)

which solution is Ptot(t) = κtlt. Combining eq. (D.2) and eq. (D.3) we have

dP ∗

dt
= km(κtlt− P ∗) (D.4)

that is a linear ODE that can be written in the form

g(t)y′ = f1(t)y + f0(t), (D.5)

with g = 1, f1 = −km and f0 = kmκtlt. The solution of eq. (D.5) is

y = CeF + eF
∫
e−F

f0(t)

g(t)
dt,where F (t) =

∫
f1(t)

g(t)
dt (D.6)
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We find F (t) = −kmt and the solution of eq. (D.4) is thus

P ∗ =
κtl
km

(
e−kmt + kmt− 1

)
(D.7)

which corresponds to eq. (5.8) in Chapter 5.

D.2 Expression with non-saturated translation

From eqs. (5.1-5.7) in Chapter ??, expression corresponds to initial conditions Dact(0) = D0
act,

Ract(0) = P (0) = P ∗(0) = 0. If we suppose that Ract(t) � Ktl and we note κtx =
ktxD

0
act

Ktx+D0
act

we

should thus consider the system of equations

dRact
dt

= rtx = κtx (D.8)

dP

dt
= rtx − rm ≈

ktl
Ktl
− km · P (D.9)

dP ∗

dt
= rm = km · P (D.10)

we find Ract = κtxt and

Ptot ≈
ktl
Ktl

κtx
2
t2 (D.11)

and the variation of P ∗ becomes

dP ∗

dt
≈ km

(
ktl
Ktl

κtx
2
t2 − P ∗

)
(D.12)

which is again a linear ODE. Comparing eq. (D.12) with eq. (D.5) we have g = 1, f0 = km
ktl
Ktl

κtx
2 t2

and f1 = −km. We find again F (t) = −kmt and from eq. (D.6) the solution of eq. (D.12) is

P ∗(t) ≈ ktl
Ktl

κtx
2

(
t2 − 2

km
t+

2

k2
m

(1− e−kmt)
)

(D.13)

D.3 Expression with Michaelis-Menten translation

We now consider the full system of eqs. (5.4-5.7) presented in Chapter 5. The exact equation

describing the variation of Ptot is
dPtot
dt

=
ktlκtxt

Ktx + κtxt
(D.14)

which solution is

Ptot = ktl

(
t− Ktl

κtx
ln

(
1 +

κtx
Ktl

t

))
(D.15)
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and we may check that a second order Taylor expansion of eq. (D.15) is identical to eq. (D.11), as

expected. Combining eq. (D.15) and eq. (D.10) with the conservation of protein we have

dP ∗

dt
= km(Ptot − P ∗) (D.16)

= km

[
ktl

(
t− Ktl

κtx
ln

(
1 +

κtx
Ktl

t

))
− P ∗

]
(D.17)

which is, once more, a linear ODE like (D.5) with g = 1, f1 = −km and f0 = kmPtot. From (D.6)

we obtain

P ∗ = Ce−kmt + e−kmt
∫
ekmtkm

[
ktl

(
t− Ktl

κtx
ln

(
1 +

κtx
Ktl

t

))]
dt (D.18)

Using the integrals ∫
teαtdt =

αt− 1

α2
eαt (D.19)∫

eαt ln(t)dt =
1

α

(
eαt ln |t| −

∫ ∞
−t

e−αt

αt
dt

)
(D.20)

we find

P ∗ = Ce−kmt +
ktl
km

(kmt− 1)− ktlKtl

kmκtx
ln

∣∣∣∣1 +
κtx
Ktl

t

∣∣∣∣+ e−kmte−kmKtl/κtx
∫ ∞
−1−κtxKtl t

e−u

u
du (D.21)

with C an integration constant.

D.4 Integration of eqs. (5.16-5.20) presented in Chapter 5

We provide here the details of the integration of ODEs (5.16-5.20) presented in Chapter 5. We

neglect the maturation reaction eq. 5.15 such that P = P∗. We integrate the trivial eqs. (5.16)

and (5.17) to obtain

Rcr =
kcrtx

1 + α+ Ktx
Dcr

t (D.22)

Rta =
ktatxα

1 + α+ Ktx
Dcr

t (D.23)

By combining eqs. (5.18-5.19) in Chapter 5 with eqs. (D.22-D.23) we get

dP ∗

dt
=

kacttl α

KdKtl

kcrtxk
ta
tx(

1 + α+ Ktx
Dcr

)2 t
2 +

kcrtl
Ktl

kcrtx
1 + α+ Ktx

Dcr

t (D.24)

and after integration

P ∗(α) =
kacttl α

3KdKtl

kcrtxk
ta
tx(

1 + α+ Ktx
Dcr

)2 t
3 +

kcrtl
2Ktl

kcrtx
1 + α+ Ktx

Dcr

t2 (D.25)
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where we have indicated explicitly that P ∗ is a function of α. This last equation corresponds to

eq. (5.21) in the Chapter 5.

D.5 Maximum of ρthON/OFF

For convenience we remind

ρthON/OFF =
P ∗(α)

P ∗ (α = 0)
=

1 + Ktx
Dcr(

1 + α+ Ktx
Dcr

)
1 +

2

3
β

α(
1 + α+ Ktx

Dcr

) t
 (D.26)

The maximum of ρthON/OFF is obtained for

αmax =
Dcr +Ktx

Dcr

2βt− 3

2βt+ 3
(D.27)

when βt� 3/2 we have

αmax ≈ Dcr +Ktx

Dcr
(D.28)

and

ρmaxON/OFF ≈
β

6
t (D.29)

D.6 ρthON/OFF for the case of cr−DNA + Dta

The exact expression for the dashed yellow line in Figure 5.8 (b) corresponds to the limit of

eq. (D.26) when Kd →∞

ρcr
−

ON/OFF (α) =
1 + Ktx

Dcr−

1 + α+ Ktx
Dcr−

(D.30)



Appendix E

Article: Tunable corrugated

patterns in an active nematic sheet

Anis Senoussi, Shunnichi Kashida, Raphael Voituriez, Jean-Christophe Galas, Ananyo Maitra &
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Résumé détaillé en français

Création de systèmes moléculaires
artificiels pour la génération de motifs et

la régulation génétique

185



G.1 Introduction 186

G.1 Introduction

Comment concevoir des matériaux se façonnant eux-mêmes ? Nous avançons dans cette thèse qu’il

est possible de répondre en partie à cette question en s’inspirant des systèmes vivants. En effet, la

nature a exploré et résolu de nombreux problèmes d’optimisation au cours des milliards d’années

d’évolution : auto-assemblage, efficacité énergétique, autonomie et adaptation à l’environnement.

Notamment, nous nous proposons de construire des systèmes moléculaires qui imitent deux carac-

téristiques essentielles de la vie : la formation de formes et motifs et la régulation génétique. De

plus, ces systèmes doivent pouvoir s’auto-organiser, être autonomes, programmables (leurs proprié-

tés sont changeable à souhait) et biocompatibles (c’est-à-dire fonctionner avec d’autres structures

vivantes comme des cellules ou des enzymes).

Les travaux présentés dans cette thèse sont axés sur la formation de motifs et la régulation

génétique, à la frontière entre la science des matériaux et la biologie de synthèse et avec pour

objectif à long terme la conception de nouveaux matériaux possédant certaines des propriétés

des systèmes vivants. Le chapitre 2 passe en revue deux mécanismes et systèmes impliqués dans

l’auto-organisation des systèmes moléculaires : la matière active et les structures de réaction-

diffusion. Le chapitre 3 décrit la production, le développement et la caractérisation d’un système de

matière active reconstituée composé de microtubules et de multimères de kinésines. Ce système est

également couplé dans le chapitre 4 avec la bôıte à outils « PEN-ADN » (présentée au chapitre 2),

un réseau de réactions chimiques programmables composé de brins d’ADN et de quelques enzymes.

Le chapitre 5 présente les travaux concernant la régulation des gènes par l’ARN en utilisant un

système de transcription-traduction reconstitué. Nous espérons que ces approches contribueront à

la conception de matériaux hors-équilibre dotés de propriétés uniques.
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G.2 Matière active et réaction-diffusion, deux mécanismes

d’auto-organisation dans les systèmes moléculaires

La construction de matériaux artificiels hors-équilibres ayant des propriétés similaires à celles des

systèmes vivants commence par l’identification des mécanismes d’auto-organisation. Certains de

ces mécanismes sont particulièrement manifestes lors du développement embryonnaire. Ce dernier

peut être décrit comme un processus convertissant l’information chimique en un changement de

composition et de forme. Schématiquement, il est composé des quatres processus suivants :

– Formation d’un motif chimique : des réseaux de réactions chimiques hors-équilibre gé-

nèrent des motifs de concentration structurant chimiquement ainsi l’embryon.

– Morphogenèse : l’embryon change de forme à partir de mouvements intra et extra-cellulaires

ayant pour origine l’action des moteurs et filaments moléculaires.

– Différenciation cellulaire : les cellules deviennent structurellement et fonctionnellement

différentes.

– Croissance : la masse de l’embryon augmente.

Ainsi, l’embryon est structuré par le jeu de forces chimiques et physiques. Notamment, des cou-

plages chimico-mécaniques et mécano-chimiques relient les deux premiers processus qui, ensemble,

contrôlent la différenciation et la croissance des cellules. Dans ce chapitre, nous passons en re-

vue deux mécanismes permettant la formation de motifs et la morphogenèse à partir de systèmes

moléculaires : la matière active et la formation de motifs par réaction-diffusion.

G.2.1 Matière active

La matière active désigne des systèmes et des matériaux composés de nombreux composants ca-

pables de consommer de l’énergie à l’échelle individuelle et de la dissiper sous forme de travail

mécanique. Cette définition couvre un bon nombre de systèmes de tailles très diverses (du micro-

mètre à plusieurs dizaines de kilomètres). Elle s’applique notamment aux groupes d’animaux tels

que les nués d’oiseaux ou les bancs de poissons ou encore aux communautés de cellules organi-

sées. En plus de ces systèmes naturels, des efforts ont été faits pour concevoir des systèmes actifs

artificiels, dans le but de simplifier et de comprendre les effets collectifs. En particulier, plusieurs

stratégies ont été utilisées pour motoriser des collöıdes et créer des micronageurs synthétiques

actifs.

De par leur capacité intrinsèque à fonctionner à partir d’énergie chimique (provenant notam-

ment de l’hydrolyse de nucléotides), des molécules provenant de cellules vivantes ont été purifiées

et utilisées in vitro dans la fabrication de systèmes actifs reconstitués. Une des classes les plus

importantes de ces systèmes est appelée gels actifs. Ce sont des sysèmes composés de filaments

du cytosquelette associés à des moteurs moléculaires (Figure G.1 (a)). Ils possèdent des propriétés

rhéologiques uniques en raison de leur capacité à convertir l’énergie chimique en contraintes ma-

croscopiques. Le déplacement de ces filaments par les moteurs moléculaires induit le mouvement

du gel et son auto-organisation en structures dynamiques : structures en étoiles, contractions ou

écoulement (Figures G.1 (b) et (c)).
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(a)

100 μm

(b)

80 μm

(c)

Figure G.1 | Matière active - Gels actifs. (a) Schéma d’un microtubule (haut) et d’une
kinesine-1 (bas). (b) Structures en étoile et en vortex d’un mélange de microtubules et de multimères
de kinésines. D’après [195]. (c) Régime turbulent d’un gel actif. D’après [241].

G.2.2 Formation de structures et motifs par réaction-diffusion

Lorsque des molécules sont à la fois impliquées dans des réactions chimiques et sont transportées

par diffusion, des motifs d’auto-organisation peuvent apparâıtre. Par exemple, la production au-

tocatalytique d’une espèce chimique obéit à une équation de réaction-diffusion dont une solution

consiste en un front chimique se déplaçant à vitesse constante.

Les structures de réaction-diffusion ont été principalement observées dans les réactions d’oxy-

doréduction, en particulier dans celle oscillante de Belousov-Zabotinski. Cependant, ces réactions

restent difficiles à mettre au point de novo et sont en outre toxiques, anéantissant ainsi tout

effort de conception de matériaux biocompatibles. Pour résoudre ce problème, des réseaux de ré-

actions chimiques similaires à ceux présents in vivo ont été reconstitués, comme par exemple le

système bactérien Min ou la machinerie de transcription-traduction capable de générer des fronts

de réaction-diffusion. Ces systèmes sont nativement biocompatibles, mais reposent sur des inter-

actions protéines-protéines qui sont difficiles à prédire. Les acides nucléiques, et en particulier

l’ADN, peuvent aussi être utilisés pour créer des systèmes réacto-diffusifs biocompatibles et pro-

grammables. En effet la réactivité des acides nucléiques découle de leur structure en double-brin

obéissant aux règles d’appariement de Watson-Crick (A/T, G/C). Nommément un système en

particulier nous intéresse : la bôıte à outils PEN-ADN composée de trois enzymes et de courts

brins d’ADN. Suivant les règles d’hybridation, les séquences définissent la topologie du réseau de

réaction, tandis que les enzymes produisent ou dégradent les ADN (Figure G.2 (a)). Des motifs

de réaction-diffusion apparaissent alors lorsqu’on examine la dynamique spatio-temporelle de tels

réseaux de réactions chimiques : ondes ou pics de concentration d’ADN (Figure G.2 (b)), structures

stables à deux ou trois bandes.
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Figure G.2 | Réaction-diffusion - La bôıte à outil PEN-ADN. (a) Réactions élémentaires
possibles avec la bôıte à outils PEN-ADN. (b) Propagation d’un front de réaction-diffusion d’ADN.
D’après [325].

G.2.3 Forces chimiques et mécaniques : deux exemples de l’embryoge-

nèse

Les mécanismes décrits ci-dessus — matière active et réaction-diffusion — ne sont pas mutuellement

exclusifs. Dans de nombreux cas, les deux se produisent de manière synchrone : c’est notamment

le cas durant le développement embryonnaire, comme par exemple lors du développement du

blastoderme de la drosophile ou l’établissement de la polarité cellulaire chez le ver C. elegans.

G.2.4 Matière active et réaction-diffusion couplés in vitro

Ces deux mécanismes peuvent être utilisés pour créer des matériaux auto-organisés autonomes,

programmables et biocompatibles. Bien que ne répondant pas à tous ces critères, certains systèmes

ont déjà été réalisés avec succès, notamment des gels auto-oscillants ou des gels incorporant de

l’ADN. Inspirés par ces travaux, nous proposons dans les deux prochains chapitres de créer un

système dans lequel des structures réacto-diffusives et de la matière active sont couplées. Pour cela

nous allons utiliser la bôıte à outils PEN-ADN et un gel actif reconstitué composé de microtubules

et de multimères de kinésine.
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G.3 Auto-organisation d’un gel actif composé de microtu-

bules et de kinésines

Les gels actifs sont des systèmes maintenus hors-équilibre grâce à une réaction chimique, ce sont

notamment ceux reconstitués à partir de protéines. En présence d’une source d’énergie (principale-

ment sous forme d’ATP ou de GTP), ils s’auto-organisent en structures complexes. Inspirés par des

travaux antérieurs, nous construisons expérimentalement dans ce chapitre un gel actif composé de

microtubules polymérisés et de multimères de kinésines. Nous décrivons les différentes structures

qui apparaissent et montrons qu’elles peuvent être comprises par un nombre relativement faible de

paramètres : l’activité (en termes de concentration en moteurs), la longueur des microtubules, leur

concentration et les forces de déplétion.

G.3.1 Composition du gel actif

Les kinésines sont des éléments essentiels du gel actif. Elles sont capables d’exercer des forces sur

plusieurs filaments de microtubules en même temps. Nous utilisons différentes stratégies pour créer

des multimères de kinésines : via des interactions spécifiques (le lien biotine-streptavidine, pour

créer la kinésine K401-BCCP) [195, 241] et via des interactions non-specifiques (pour créer les

kinésines K430-FLAG-SNAP et K430-HSNAP). Les autres éléments — tels que les microtubules

fluorescents et le système de régénération d’énergie — sont ensuite préparés, mélangés ensemble et

observés par microscopie dans des canaux en verre.

G.3.2 Faisceaux en étoiles et contraction du réseau actif

Une solution diluée de microtubules fluorescents (< 50 µg/mL) forme des faisceaux visibles à l’aide

d’un simple microscope à fluorescence à faible grossissement (10X). Dans un même temps, les

multimères de kinésines exercent des forces importantes sur ces faisceaux : ils les plient et parfois

même les cassent. Initialement disposés en configurations aléatoires, les faisceaux de microtubules

s’assemblent en structures en forme d’étoile sous l’action des moteurs (Figure G.3 (a)). Le même

mélange — mais avec une concentration plus élevée de microtubules (entre 50 et 250 µg/mL) —

forme un réseau connecté présentant diverses dynamiques spatio-temporelles. Une faible concen-

tration de moteurs conduit à un réseau statique, alors qu’une concentration plus grande entrâıne

une contraction globale du réseau. À une concentration encore plus élevée en moteurs, le réseau est

segmenté en sous-réseaux isolés qui se contractent. À partir de ces différents comportements, il est

possible d’esquisser un diagramme d’état dépendant des deux paramètres que sont la concentration

en microtubules et la concentration en multimères de kinésines (Figure G.3 (b)).

G.3.3 Façonnage d’une feuille nématique active 3D régulièrement ondu-

lée

Lorsque de longs microtubules stabilisés par le taxol forment un réseau dense (> 250 µg/mL)

initialement aligné, une nouvelle structure apparait : cette solution active 3D forme spontanément

une feuille nématique 2D qui se déforme activement hors du plan en une feuille ondulée périodique
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Figure G.3 | Formation de faisceaux de microtubules en étoiles et contraction d’un
réseau actif. (a) Les faisceaux de microtubules s’organisent en étoiles polarisées. (b) Diagramme
d’états expérimental d’un gel actif contractile.

stable pendant plusieurs jours à faible activité [253] (Figure G.4). Le fluide se contracte de manière

anisotrope le long de ses deux plus courtes dimensions pour former une fine feuille flottante, prin-

cipalement en raison des forces de déplétion passives. Simultanément, la contrainte active générée

par les moteurs déforme la feuille dans la direction perpendiculaire à son plan, à une longueur

d’onde définie (de l’ordre de 100 µm) sur une suface couvrant 10 mm2.
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Figure G.4 | Formation d’une feuille nématique active 3D.

Lorsque l’activité est suffisamment élevée, le motif n’est que transitoire et finit par se briser

en flux chaotiques (qui seront décrits dans la partie suivante). La transition entre des ondulations

statiques et un écoulement chaotique est contrôlée expérimentalement par deux paramètres : la

concentration en moteurs et l’attraction entre faisceaux de microtubules (par les forces de déplé-

tion) (Figure G.5). Ces résultats soulignent l’importance des forces passives et actives dans l’or-

ganisation de la matière active. Ils démontrent de plus qu’un fluide actif s’écoulant spontanément

peut être sculpté en un matériau statique par un mécanisme actif.

G.3.4 Passage d’un fluide nématique actif à un fluide turbulent actif

Lorsque les forces de déplétion ne sont pas suffisamment élevées pour induire la formation d’une

feuille nématique ondulée, le système transite différemment de l’état initial nématique à l’état

d’écoulements turbulents. Nous utilisons de courts microtubules (polymérisés à l’aide de GMPCPP
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Figure G.5 | Dynamique, structure et stabilité de la feuille nématique en fonction de
la concentration en kinésines. (a) L’évolution de la formation de la feuille nématique dépend
de la concentration en kinésines. (b) Caractérisation quantitative de la longueur d’onde et de la
dynamique de la feuille ondulée.

et non plus de GTP) pour réaliser cette condition. Grâce au même dispositif expérimental, nous

sommes en mesure d’observer les premiers moments d’un écoulement turbulent 3D créé par le fluide

actif. Cette transition est le fruit d’instabilités de flexion orthogonales, successives, conduisant ainsi

un système ordonné à s’écouler chaotiquement (Figure G.6). Comme c’est le cas en deux dimensions

[174], les instabilités de flexion sont les principaux générateurs de la transition. Cependant, ici les

paires de défauts topologiques ne sont pas créées puisque le gel peut se déformer dans la troisième

dimension. La taille de ces instabilités et leur dynamique dépendent de la concentration en kinésines.

Cette transition peut être quantifiée par le suivi de l’orientation des faisceaux via le calcul du champ

d’orientation, de la distribution des angles et des paramètres d’ordre local et global.

500 𝜇m

(a) (b)

Figure G.6 | Instabilités de flexion et perte de l’ordre orientationel. (a) Des instabilités de
flexion successives détruisent l’ordre nématique initial. (b) Evolution du paramètre d’ordre global
en fonction du temps.
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G.3.5 Compartimentation de nématiques actifs

La compartimentation du gel actif dans des gouttelettes est à la fois utile pour étudier les structures

actives, mais aussi pour imiter un environnement semblable à celui des cellules. Ainsi de nombreux

systèmes actine/myosine et microtubules/kinésines ont été encapsulés [14]. Nous montrons ici qu’il

est possible de produire des gouttelettes fonctionnelles contenant le système actif à l’intérieur. Nous

observons ainsi la transition temporelle entre un réseau 3D intégré à l’intérieur d’une gouttelette

et la formation de nématiques actifs 2D localisés à l’interface eau-huile (Figure G.7). Un tel sys-

tème peut être utilisé pour déterminer la structure interne des flux hydrodynamiques nématiques

actifs et la dynamique de particules actives autopropulsées utilisant l’ATP comme source d’énergie.

200 𝜇m

Figure G.7 | Formation de nématiques actifs 2D à la surface d’une goutelette.

Dans ce chapitre, nous avons déterminé quels sont les éléments nécessaires pour obtenir des

structures spatiales dynamiques ou statiques à partir d’un gel actif reconstitué. Nous avons souligné

l’importance des forces passives et actives et avons démontré qu’un gel actif peut se comporter

comme un système contractile, un matériau ondulé statique ou un fluide actif.
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G.4 Couplage entre un front réacto-diffusif d’ADN et un

gel actif

Le couplage entre mécanismes d’auto-organisation est une étape clé dans la conception de matériaux

autonomes, programmables et biocompatibles. Dans le chapitre précédent, nous avons montré que

le comportement d’un de ces mécanismes — un gel actif composé de multimères de kinésines et de

microtubules — peut être contrôlé avec précision. Ce chapitre est consacré au couplage entre ce

gel actif et la bôıte à outils PEN-ADN capable de générer des structures de réaction-diffusion, en

particulier des fronts de concentration.

G.4.1 À la recherche de conditions expérimentales communes aux deux

systèmes

Le gel actif reconstitué et la bôıte à outils PEN-ADN fonctionnent dans des conditions expérimen-

tales différentes. Nous décrivons l’optimisation des conditions expérimentales afin de trouver un

tampon favorable et une température de travail compatible avec les deux systèmes. Nous quan-

tifions la dynamique temporelle de l’amplification autocatalytique en fonction des concentrations

d’ADN initiateur (Figure G.8 (a)), de polymérase, de nickase, de dGTP et de microtubules.

G.4.2 Propagation d’un front réacto-diffusif dans un gel actif

Nous examinons la dynamique d’un front de réaction-diffusion construit à partir de la bôıte à outils

PEN-ADN se propageant dans le gel actif décrit et étudié au précédent chapitre. Nous montrons

qu’un front peut se propager dans ce gel actif (Figure G.8 (b)).
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Figure G.8 | Réaction autocatalytique de production d’ADN et propagation du front
associé au sein du gel actif. (a) Dynamique de l’autocatalyse en fonction de la concentration
d’initiateur ajoutée. (b) Propagation d’un front de réaction-diffusion au sein du gel actif.

Il est intéressant de noter qu’en utilisant des microtubules polymérisés à partir de GMPCPP,

le régime de flux chaotiques actifs n’est pas observé. Cependant lorsque la concentration initiale

en dGTP est faible, les flux chaotiques sont rétablis entrâınant une structuration inhomogène du

canal, tant sur le plan chimique (concentration d’ADN) que morphologique (état du gel actif)

(Figure G.9).
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Figure G.9 | En présence d’une faible concentration de dGTP le gel actif se structure
de façon inhomogène.

G.4.3 Couplage hydrodynamique : création d’un système autocataly-

tique sans dGTP

La présence de dGTP dans nos expériences entrâıne la contraction du gel actif. Dans le but de

générer un front d’ADN à l’intérieur de flux chaotiques induits par l’ATP, nous construisons un

deuxième système autocatalytique dans lequel dGTP n’est pas présent. Pour ce faire, nous iden-

tifions la nickase appropriée et concevons de nouvelles séquences. Nous démontrons que, dans nos

conditions expérimentales, ce système peut donner naissance à des fronts se propageant en l’ab-

sence de gel actif. Cependant, l’ajout de ce dernier provoque la formation de petits agrégats qui

inhibent l’activité du gel.

G.4.4 Couplage chimique : vers une matière active controlée par de

l’ADN

Nous utilisons une méthode basée sur la réaction spécifique entre la séquence protéique SNAP et

un substrat contenant un groupe benzylguanine (BG) afin de fixer de l’ADN sur une kinésine.

La réaction se déroule en deux temps (Figure G.10 (a)). Tout d’abord l’ADN (contenant une

base modifiée avec un groupe amine) réagit sur la molécule de liaison BG-GLA-NHS dans le but de

créer un substrat réactif pour la séquence protéique SNAP de la kinésine. Dans un deuxième temps,

après purification, cet ADN réagit avec la kinésine K430-FLAG-SNAP. Le résultat de la réaction

est analysé par un gel acrylamide dénaturant (Figure G.10 (b)). Le rendement total de la réaction

est d’environ 50%. Malheureusement, ces kinésines modifiées présentent toujours une activité —

dans une expérience de gel actif — suggérant la formation d’agrégats non-spécifiques. Néanmoins,

ces constructions pourraient être utilisées dans des expériences de propulsion de microtubules par

des moteurs attachés à la surface par de l’ADN.

G.4.5 Conclusion et perspectives

Dans ce chapitre, nous avons combiné deux systèmes moléculaires capables d’auto-organisation.

Nous avons trouvé des conditions expérimentales compatibles à la fois pour le gel actif et pour la

bôıte à outils PEN-ADN. Nous avons montré qu’un front de réaction-diffusion peut ainsi se propa-

ger dans ce gel actif. Nous avons également conçu un système autocatalytique fonctionnant sans

dGTP, afin d’obtenir des flux de matière active. Finalement, nous avons démontré qu’en utilisant

la séquence protéique SNAP d’une kinésine, il est possible d’y attacher de manière covalente de

l’ADN.
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Figure G.10 | Attacher de l’ADN sur une kinésine. (a) Un amino-ADN réagit de façon
spécifique sur la séquence SNAP par l’intermédiaire de la molécule BG-GLA-NHS. (b) Analyse de
la réaction par un gel polyacrylamide dénaturant.
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G.5 Contrôle ARN de l’expression génétique dans un sys-

tème reconstitué

La régulation des gènes est une caractéristique essentielle des systèmes vivants. La production de

protéines doit pouvoir être contrôlée dans l’espace et dans le temps afin d’assurer l’homéostasie

de l’organisme. Cette régulation peut se faire à tous les stades de la production de protéines,

notamment entre la transcription et la traduction.

G.5.1 Régulation ARN et système de transcription-traduction in vitro

La régulation de la traduction peut être réalisée par les molécules d’ARN. En effet, une modification

de leurs structures secondaires — codées dans leur séquence nucléotidique — peut entrâıner une

modification de l’expression des protéines grâce à l’appariement spécifique entre brins d’ARN. Nous

étudions ici la régulation ARN de la production de protéines à l’aide d’un système de transcription-

traduction reconstitué. Ces régulateurs ARN sont conçus de telle façon qu’ils peuvent modifier

le taux d’expression d’une protéine uniquement en changeant leur structure. Un premier ARN

présente dans sa région non traduite 5’ une structure secondaire en épingle à cheveux, qui séquestre

le site de fixation du ribosome et/ou le codon d’initiation de la traduction (codon de départ). Cet

ARN est ainsi dit cis-réprimé (Rcr). La traduction des protéines est possible lorsque le gène est

activé par un second ARN transactivateur (Rta) conçu pour s’apparier spécifiquement avec une

partie du Rcr. Ils forment un duplex d’ARN dans lequel le site de fixation du ribosome est à nouveau

exposé : la traduction peut commencer (Figure G.11 (a)). Nous étudions cinq riborégulateurs conçus

de novo : deux sont issus des travaux de Rodrigo et al. [234] (système RAJ) et trois des travaux de

Green et al. [98] (système G). Cette étude est faite à l’aide d’un système de transcription-traduction

reconstitué, composé d’éléments recombinants purifiés individuellement (le système PURE [258]).

Un ensemble minimal de composants a été identifié, purifié et reconstitué — dans un tampon

approprié — afin de produire des protéines (Figure G.11 (b)). A chaque étape, nous utilisons des

équations différentielles normales pour modéliser la transcription et la traduction en l’absence ou

en présence de régulation.

G.5.2 Résultats

Nous caractérisons les réactions de transcription et de traduction du système PURE en l’absence

de régulation (Figure G.12). Le système agit comme un amplificateur linéaire de la concentration

d’ARN actif, Ract, et comme un amplificateur quadratique de Dact, avec comme lecture l’intensité

de fluorescence de la protéine GFP produite à partir de ces acides nucléiques. Cette fluorescence

peut donc être utilisée comme mesure de la concentration de Ract.

La performance d’un riborégulateur est testée en fusionnant Dcr — ADN codant pour Rcr —

avec une GFP et en mesurant la gamme dynamique, définie comme ρON/OFF = fluo. GFP avec Dta
fluo. GFP sans Dta

,

Dta étant l’ADN codant pour Rta. La simplicité du système de transcription-traduction in vitro

nous permet de fournir une définition quantitative de ρON/OFF et de tester l’effet de la concentra-

tion de Dta sur ρON/OFF (Figure G.13 (a)). L’augmentation de Dta dans la fourchette 0 − 5 nM
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Figure G.11 |Riborégulateurs ARN et système de transcription-traduction in vitro. (a)
Principe des deux types de régulateurs ARN utilisés. (b) Réactions reconstitutées dans un système
de transcription-traduction in vitro.
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Figure G.12 | Expression de la protéine GFP à partir d’un ARN ou d’un ADN codant.
(a) Production linéaire de GFP à partir d’un ARN codant non régulé. (b) Production quadratique
de GFP à partir d’un ADN codant non régulé.

entrâıne une augmentation du signal de fluorescence. Cependant, pour Dta > 5 nM, le signal de

fluorescence diminue considérablement. Notre modèle prédit cette dépendance et la forme en cloche

de ρON/OFF : cela résulte de la concurrence de Dta et de Dcr pour les ressources de transcription.

La saturation des ressources transcriptionnelles est particulièrement importante dans le contexte

des riborégulateurs, où l’ADN non codant produit un ARN régulateur qui a un effet important sur

le réseau de régulation des gènes. Notre modèle et les résultats in vitro prédisent que l’insertion de

Dta dans un plasmide à forte copie diminuera la performance de l’activateur du riborégulateur et

suggèrent un compromis entre la compétition des ressources et la surexpression des ARN antisens.

Pour caractériser la réaction entre ARN, nous transcrivons in vitro les cinq riborégulateurs.

Nous étudions leur dynamique de traduction en titrant 5 nM Rcr par une concentration croissante

(entre 0 et 1000 nM) de son Rta (Figure G.13 (b)). Nous trouvons des constantes de dissociation

de l’ordre de 10-2000 nM, en accord avec les valeurs précédemment déterminées pour des ribore-

gulateurs possédant des structures en épingle à cheveux [128].
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(A) (B)

50 100 150 200
Time (min)

0

2

4

6

8

10

Fl
u
o
re

sc
e
n
ce

 i
n
te

n
si

ty
 (

a
.u

.)

[G03 Dta]

0 nM

0.25 nM

1.0 nM

5.0 nM

10.0 nM

50.0 nM

100.0 nM

10 1 100 101 102

G03 Dta (nM)

0

20

40

60

G
0

3
D
ta

O
N

/O
FF

0.0

0.2

0.4

0.6

0.8

1.0

cr
D
N
A

O
N

/O
FF

[G03 Dcr] = 0.25 nM
[cr DNA] = 0.25 nM

(a) (b)

Figure G.13 |Mesures de la gamme dynamique et de la constante de dissociation d’un
régulateur ARN. (a) Mesure de la gamme dynamique du régulateur ARN G03 par titration de
Dcr par Dta. (b) Mesure de la constante de dissociation entre deux brins ARN d’un régulateur par
titration de Rcr par Rta.

Nous avons étudié ici des riborégulateurs d’ARN conçus de novo qui régulent la traduction d’un

ARN codant en une protéine. Les systèmes de transcription-traduction in vitro constituent une

plate-forme intéressante pour caractériser quantitativement ces riborégulateurs de la traduction.

De plus, leur simplicité nous a permis de proposer une expression analytique pour la gamme

dynamique d’un riborégulateur. En accord quantitatif avec ce modèle, nous avons montré que

l’augmentation de la concentration de l’ADN de l’espèce transactive favorise d’abord et inhibe

ensuite l’expression. En outre, les gammes dynamiques relatives mesurées in vitro ont été en accord

avec celles rapportées in vivo pour quatre des cinq riborégulateurs mesurés. En titrant le gène cis-

réprimé avec l’espèce transactivante au niveau de l’ARN, nous avons pu déterminer de manière très

simple des constantes de dissociation, Kd, pour la réaction d’hybridation de l’ARN. Notre méthode

fournit ainsi un moyen simple et rapide pour la caractérisation quantitative des riborégulateurs.
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G.6 Conclusion

Dans cette thèse, j’ai présenté les travaux effectués au laboratoire Jean Perrin à Sorbonne Univer-

sité, sous la direction d’André Estevez-Torres et de Jean-Christophe Galas, portant sur la concep-

tion de systèmes moléculaires reconstitués capables de former des motifs et de réguler des gènes. Ce

travail a été motivé par la construction de systèmes artificiels reproduisant des caractéristiques de

systèmes vivants : en utilisant une approche in vitro, j’ai conçu des systèmes qui s’auto-organisent

et expriment des protéines. En particulier, j’ai combiné un système de formation de motifs par

réaction-diffusion avec de la matière active capable de générer des forces. En outre, j’ai exploré la

régulation de l’expression des protéines en milieu acellulaire à l’aide de régulateurs ARN.

Plusieurs directions peuvent être explorées dans de futurs travaux. Par exemple, des gels actifs

reconstitués pourraient être associés à des gels passifs afin de changer leurs propriétés rhéologiques.

L’étude de populations de gouttelettes actives semble également intéressante : du fait de leur ac-

tivité, elles présentent des comportements non triviaux individuels — tels que l’autopropulsion —

et potentiellement collectifs — tels que la synchronisation — lorsqu’elles sont assemblées en une

émulsion active [103]. L’utilisation d’un gel actif avec la bôıte à outils PEN-ADN peut être élargie

à d’autres structures de réaction-diffusion telles que des bandes stables. De plus, le couplage entre

motifs réacto-diffusifs et ADN peut être poussé plus loin via les interactions chimiques entre ADN

et moteurs moléculaires, microtubules ou surfaces. De leur côté, les régulateurs d’ARN peuvent

être couplés à des programmes moléculaires conçus avec la bôıte à outils PEN-ADN pour effec-

tuer, par exemple, des taches de détection d’ARN viral [86, 214]. De plus, le potentiel des systèmes

de transcription-traduction in vitro peut être exploité afin de produire des enzymes spécifiques [33].

L’étude des mécanismes d’auto-organisation et d’expression génétique peut s’avérer utile pour

la conception de matériaux autonomes intelligents [62, 151]. Utilisés de pair avec les techniques de

biologie de synthèse, de bio-impression 2D ou 3D, de microfluidique et d’apprentissage automatique,

ces mécanismes peuvent aider à la construction de cellules artificielles capables de produire des

molécules [204, 309, 91] et pouvant s’assembler en tissus artificiels [302, 1, 56].
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