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Abstract

The use of communication protocols has become pervasive at all levels of our society. Yet,
their uses come with risks, either about the security of the system or the privacy of the user.
To mitigate those risks, we must provide the protocols with strong security guarantees: we
need formal, extensive, modular and machine-checked proofs. However, such proofs are
very difficult to obtain in practice. In this Thesis, we strive to ease this process in the case
of cryptographic protocols and powerful attackers. The four main contributions of this
Thesis, all based on symbolic methods, are

1. a methodology for extensive analyses via a case study of multi-factor authentication;

2. composition results to allow modular proofs of complex protocols in the computa-
tional model;

3. symbolic methods for deciding basic proof steps in computational proofs, formulated
as problems on probabilistic programs;

4. a prototype of a mechanized prover in the Computationally Complete Symbolic At-
tacker model.






Résumé

L’utilisation des protocoles de communication est omniprésente dans notre société, mais
leur utilisation comporte des risques de sécurité ou d’atteinte & la vie privée. Pour réduire
ces risques, il faut exiger de solides garanties, i.e. des preuves formelles, approfondies,
modulaires et vérifiées par ordinateur. Toutefois, de telles preuves sont trés difficiles a
obtenir. Nous essayons dans cette thése de faciliter ce processus dans le cas des protocoles
cryptographiques et d’attaquants puissants. Nos contributions principales sont

1. une méthodologie d’analyse approfondies dans le cas de l’authentification multi-
facteurs;

2. des résultats de composition permettant des preuves modulaires de protocoles com-
plexes dans le modéle calculatoire;

3. Vautomatisation d’étapes élémentaires de preuves calculatoires via des méthodes
symboliques appliquées & des programmes probabilistes;

4. un prototype d’assistant de preuve dans le modéle de 'attaquant symbolique calcu-
latoirement complet.
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1 Introduction

If you can't give me poetry, can't
you give me poetical science?

(Ada Lovelace)

Communication technologies have brought a huge shift in our society, and now play a central
part in our everyday lives. We now rely on internet and instant communications to manage
our bank accounts, our daily communications, our health data, ... Those technologies come with
many advantages, but they come at a price. Each technological device that we connect to, if it
is ill-designed, may yet become another mean of control, surveillance and discrimination. Major
companies have built their empire over their user’s data, selling it to the highest bidder and using
it to adapt our news feed, to tailor the advertisement we receive and to discriminate over our
ability to obtain a job, a loan for a house, a health insurance, or a credit card. Depicted in
Orwell’s “1984” or Damasio’s “Les Furtifs” (among many others), theorized by Foucault [Fou75|
and Deleuze [Del92], an absence of Privacy may lead to catastrophic consequences.

As such, we expect this technology to come with guarantees. Can I have the guarantee that my
privacy is not violated by using an application, on my cellphone, e.g., a COVID tracking app? Can
I be sure that no one can steal the credentials I use to login on my bank account? Can I trust
e-voting systems? Can I hope that the communications with my close ones are secure? Currently,
the answer to all those question is no. But, all those questions deserve a better answer. And even
if it is impossible to provide a perfect solution that comes with strong guarantees, we must strive
towards the best possible solution.

Unfortunately, it is difficult to provide guarantees about communication technologies: they are
systems that involve communications between multiple entities and rely on many different layers.
In such systems, flaws may come from many different places:

» the protocol itself, i.e., the exact ordering of messages and operations followed by the devices
to send and receive messages, may be ill-designed;

» the cryptographic primitives, i.e., the mathematical constructs used to encrypt messages,
may be too weak;

» the implementation, i.e., the code meant to execute the protocol, could be flawed or contain
bugs;

» the operating system, i.e., the environment running the code, might be compromised;

» the hardware, i.e., what is physically running the code; might have back-doors or bugs;

» and finally, the users themselves may simply perform the wrong actions.

Providing guarantees at all those levels is a necessity, but also an overwhelming challenge. In this
Thesis, we focus on the protocols and their design. If those are flawed, the rest of the chain is
broken.

A major question is:
» what sort of guarantees can we obtain about protocols?

We would like to claim that no attacker can ever break the protocol, assuming that the rest of the
chain is secure. But what sort of claim is trustworthy? History has shown many times over that
designing protocols is a difficult task: many protocols considered or even “proved” secure at one
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point have later on been attacked. Thus, it has become widely accepted that for a protocol to be
deemed secure, a formal proof of its security should be provided. A big question remains:

» against what kind of attacker do we perform a proof of security?

If we do not consider attackers with sufficient power, the proof may be useless. If we give too much
power to the attacker, it will always be able to break the security of the protocol.

Ideally, we thus want to obtain formal proofs of security for the strongest possible attacker. Ac-
cordingly, we claim that proofs should be:

» formal - we must have a high level of confidence in its correctness;
» extensive - the proof should try to consider attackers as strong as possible, looking at all
possible threat models and configurations of the protocol.

This kind of proof allows to derive the exact assumptions under which the protocol is secure. It
is then possible to formally verify if the implementation and the rest of the chain do satisfy those
assumptions.

However, performing such proofs is a difficult challenge that has attracted a lot of attention over
the past decades. In this Thesis, we strive to make this process easier. To this end, we focus on
the following goals.

» mechanized - proofs should be performed in a mechanized prover, thus allowing for a high
level of trust in the proof.

» modular - proofs of compound protocols (complex protocols involving multiple components)
should be obtained from proofs of their components. Otherwise, proving compound protocols
can be an overwhelming challenge w.r.t. the size of the proof. Furthermore, a small change
in a component of the protocol, which happens often during the standardisation process,
would imply to redo the full proof.

» automated - proofs should be made easier through automation, removing the most te-
dious steps for the user. Ideally, proofs in a mechanized prover should follow the high-level
intuition.

Outline We strive to ease the process of performing formal and extensive proofs by relying on a
mechanized prover that allows to perform formal and modular proofs. Keeping in mind the four
paradigms, we

» provide in Chapter 2 the formal models we will use to perform security proofs;
show what an extensive and completely automated analysis may look like in Part I;
develop a composition framework to enable for modular proofs in Part II;

study the automation of some basic proof steps in Part III;

>
>
>
» and finally provide a mechanized prover in Part IV.

How to read This Thesis can be read at multiple levels, with some content highlighted in
dedicated environments:

» each Chapter contains at its beginning a brief Chapter Summary, along with dedicated
Related Work, Future Work and Limitations when relevant;

» each Section begins with a slightly more detailed Section Summary;

» in each Section, the most Technical details, not necessary to the general understanding, are
isolated;

» finally, proofs that are mostly technical and do not leverage interesting concepts have been
pushed in Appendices.

Reading the proofs can always be omitted, and all cross-references can be followed by clicking
on them. We tried to write this Thesis in a gender neutral way, notably through the use of the



1.1 Cryptographic Primitives, Security Properties and Protocols

singular they. Sentences such as “The attacker cannot know with which protocol among two they
are interacting” will thus appear.

1.1 Cryptographic Primitives, Security Properties and
Protocols

Before providing a general state of the art of formal protocol verification, we briefly introduce the
central notions of cryptography.

Security properties Different use cases lead to many different expectations in term of security.
For illustration purposes, let us consider the case of a user that wishes to consult their bank account
online, by connecting from their computer to a website. First, only this specific user should be
able to access and operate over the bank account. The server (hosting the website) should then
make sure that it is indeed the identified user that is accessing the website. In such cases, we say
that a server must authenticate the user. Furthermore, we also expect that nobody apart from the
user should be able to learn any information about the bank account. In this case, we expect the
confidentiality of the exchanged messages between the user’s computer and the server.

Those two properties, authentication and confidentiality, are typical examples of reachability prop-
erties. Those properties specify that some bad state should never occur, for instance that the
wrong user never accesses the bank account, or that nobody can ever learn the balance of their
account.

More complex properties involves the notion of privacy. For instance, we may expect that nobody
can identify a user that logged in over the website of a specific bank, and nobody should be able to
learn in which bank a given user has an account. To this end, the exchanges between the computer
and the server should preserve the anonymity of the user. In such a case, we expect that nobody
can know if it is the given user or another one that is performing the login. A stronger version of
this property expects that it is even impossible to know whether two consecutive logins are from
the same user or from two distinct users; this property is called unlinkability.

Those properties fall into the class of indistinguishability properties. They ask that nobody can
distinguish between two given scenarios. Anonymity is generally formalized as: none can distin-
guish whether a distinguished user, or another user performs the login. Unlinkability is formalized
by saying that the scenario in which the same user logs in multiple times is indistinguishable from
the scenario where many different users log in.

To provide such security properties, we must have means to hide the content of a message to
unauthorized parties, and to certify that a given message was produced by a given party. This is
the purpose of the cryptographic primitives.

Cryptographic primitives They constitute the building blocks of cryptography. They are func-
tions that allow to hide or authenticate a message (among more complex functionalities). The
most classical cryptographic primitives are divided in four categories.

» A symmetric encryption is defined by two functions enc and dec. The encryption should
intuitively guarantee that for any message m and bitstring sk, enc(m, sk), called the cypher-
text, returns a message that does not leak any information about m, unless one knows sk.
Computing dec(enc(m, sk), sk) should return m. sk is called the secret key.*

!This primitive, and the following ones, always come with a key generation algorithm, used to derive fresh
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» An asymmetric encryption is defined by three functions enc, dec and pk. It is such that
knowing pk(sk) is enough to compute cyphertexts with enc(m, pk(sk)). They do not leak
any information about m, unless somebody knows sk, in which case they may obtain m
by computing dec(enc(m,pk(sk)), sk). pk(sk) is the public key associated to sk, which,
together, form a key pair.

» A keyed hash function is defined by a single function h, such that h(m, sk) does not leak
any information about m. A hash function is meant to provide a short certificate about
a message, and thus h(m, sk) should be concise compared to m. It is thus non invertible,
contrary to encryption.

» A signature scheme is defined by two functions sign and verify. It is used to authenticate
a message. Knowing sk should be the only way to compute sign(m, sk), called a signature.
Then, anybody knowing the corresponding public key can verify if a given input z is indeed
a valid signature, i.e., verify(x, m, pk(sk)) returns true if and only if z is equal to the value
returned by sign(m, sk).

Given those building blocks, we must specify how each party is going to use them, and exactly
what is the sequence of messages that the parties are going to exchange. This list of instructions
is called a protocol, and even with secure primitives, protocols can often be insecure.

Protocols They are a sequence of instructions, that specifies at each step exactly which op-
erations a party should perform. We may consider a very simple protocol between two parties,
where

1. a party A samples a fresh random value n,;
2. sends the message enc({A,n,),pk(skp)) to a party B;
3. B decrypts the message using its secret key skp.

If B is the only one that knows the secret key skp and if the asymmetric encryption behaves as
expected, this protocol ensures the secrecy of the random value n,. However, remark that B has
no way of knowing that the message it received does come from A, as anybody could compute a
valid cyphertext containing the public identity of A and that B could decrypt. Thus, this protocol
does not provide any authentication.

We can modify the protocol as follows:

1. a party A samples a fresh random value n,;

2. sends the pair of message (enc(n,.,pk(skg)), sign(enc(n,,pk(skp)), ska) to a party B;

3. B receives the pair (x7,z3), checks that verify(xs, z1,pk(ska)) returns true, and then de-
crypts the message x1 using its secret key skp.

If sk, is only known to A, and skp only known to B, this protocol ensures the authentication of
A, as B is sure once it verified the signature that the message it received was computed by A. Of
course, this holds only if the signature behaves as expected. Remark however that in this protocol
A does not have any way to be sure that B did indeed receive its message. Further, B could accept
multiple times the same message, while A only sent it once. B would need to store all the randoms
n, he received, in order to avoid this.

We show with this example that to obtain some precise security properties, the design of a pro-
tocol based on some cryptographic primitives is a complex operation. This example raises many
questions, among them,

» What does it mean for a cryptographic primitive to “behave as expected”? Indeed, how can
we specify that a symmetric encryption correctly performs its expected duty.

» How can we be sure that the protocol satisfies some given security property? Even a protocol
based on secure cryptographic primitives can be ill-designed, and be insecure. It appears

random secret keys, that may rely on some random seeds. Further, the primitives must be randomized
to be able to provide a satisfactory level of security.



1.2 Formal Proofs

difficult to prove that nobody can break the security property, as we cannot know in advance
all the capabilities that an attacker may have.

» What does it mean that “nobody” should be able to break the security? If we consider
confidentiality, there is always the possibility to simply guess the secret value, and thus
break the security of the protocol, even though this is very unlikely to happen. We actually
need to consider a restricted class of attackers, with reasonable computational capabilities,
but at least as strong as attackers may be in practice.

1.2 Formal Proofs

To answer the previous questions, the notion of provable security was introduced in the 80’s, where
precise definitions of security and mathematical proofs of security were formalized. Two main
paradigms have been considered to show the security of protocols.

» The first one was introduced in the seminal paper of Goldwasser and Micali [GM84]. This
is the computational model, where a construction is secure if any arbitrary computationally
bounded adversary can only break the security with a very small probability. In this model,
security proofs often rely on the assumption that some problem is computationally hard.

» The second one is the symbolic model. It considers an attacker introduced by Dolev and
Yao [DY81], that has full control over the network, has no restriction on the computation
power in term of time and memory, but can only perform a fixed set of operations over the
intercepted messages. In this model, the cryptographic primitives are often assumed to be
perfect.

Computational model Adversaries are any arbitrary probabilistic polynomial time Turing Ma-
chines and messages are sequences of bitstrings. In this model, we reason over the probabilities
that a given message is sent over the network. Many of the proofs in this model take the form
of reductionist arguments in computational complexity, similar to the one used in undecidability
or hardness proofs. The security of a construction is always proven secure under a computational
assumption, that specifies that some mathematical problem is difficult. This model thus provides
strong guarantees, as long as the security of a construction relies on a computational problem
widely considered to be difficult, e.g., that nobody can solve for several decades.

In reductionist arguments, both the security goals (e.g., indistinguishability properties) and the
computational assumptions are modelled as probabilistic experiments where a challenger interacts
with an adversary; such experiments come with a winning condition, which captures the situation
where an adversary has broken the security property. In the simple case, only one assumption
is involved. The reductionist argument is then given by a method for transforming an adversary
A against the cryptographic construction under consideration into an adversary B against the
computational assumption, and a proof that pg < f(pa), where ps denotes the probability of B
winning the experiment (against the assumption), p4 denotes the probability of .4 winning the
experiment (against the construction), and f is a function such that f(x) is “small” whenever x is
“small”. This rigorous approach is a pillar of modern cryptography, and arguably one of the keys to
its success. However, reductionist proofs are becoming increasingly complex, as a consequence of
new application scenarios (requiring more complex constructions) and theoretical advances in the
field (yielding stronger but more complex constructions). Remark that cryptographic proofs tend
to be more complex that classical complexity reductions, due to the complexity of the constructions,
the importance of probabilities and the variety of assumptions.

The game-playing technique of Shoup [Sho04] is a popular methodology for proving security of
cryptographic constructions. This technique decomposes reductionist arguments into elementary
steps that can be justified individually with relative ease. In the simple case above, involving
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a single computational assumption, the technique involves defining a sequence of probabilistic
experiments (which are called games in this setting), such that the first experiment captures the
security of the construction, and the last experiment captures the security assumption. In addition,
the technique requires proving for all steps that p4,,, < fi(pa,), where A; is an adversary and p4,
is his winning probability in the i-th experiment. One then concludes by applying transitivity of
inequality. The game-playing technique is helpful to tame the complexity of reductionist arguments.
However, it remains difficult to build and verify game-playing proofs of complex constructions.

The code-based game-playing technique by Bellare and Rogoway [BRO6] is a common variant
of the game-playing technique where experiments are modelled as probabilistic programs. This
approach has been instrumental in the mechanization of reductionist arguments using tools based
on program verification [Hal05; Bla06; BGZ09; BGH " 11]. These tools have been used for verifying
many representative examples of cryptographic constructions. However, they remain difficult to
use by cryptographers, because automation is limited and expertise in program verification is
required.

Symbolic model Messages are syntactic constructs built over functions symbols, constants and
variables, i.e., terms built over a signature. They are equipped with an equational theory, that
captures all the possible equality between the terms. Compared to the computational model,
enc(n,, pk(skp)) would not be used to represent a bitstring; it only has a syntactic meaning.
However, the equational theory specifies that dec(enc(n,, pk(skgp)), skg) is equal to n,. Random
samplings are denoted by dedicated constants, e.g., n.., called names. Attackers can perform any
operation over the network, but are only given a fixed set of capabilities to manipulate messages,
accordingly to the equationnal theory. It implies that, with the previous rule for decryption, the
asymmetric encryption is perfect. Notably, if an attacker has enc(n,,pk(skg)), skg), they may
obtain n, by also having skp and computing enc(n,, pk(skg)), skg). Conversely, this implies that
if skp is not known to the attacker, n, is secret. Remark that by adding equations to the theory,
the attacker capabilities could be increased.

Proofs in this model are often performed by saturation of the attacker knowledge. As the attacker
has a fixed set of capabilities, one can try to explore all its possible sequences of actions. If
no attack is found, the protocol is secure. This process can however be very difficult, and even
undecidable, notably in the case of protocols with an unbounded number of sessions. In essence,
the more complex is the application scenario and the stronger is the attacker, the more difficult is
the proof process.

The applied pi-calculus, introduced by Abadi and Fournet [AF01]?, is based on the Dolev-Yao
attacker and models protocols using a basic programming language for distributed communicating
systems: the applied pi calculus extends the pi-calculus [Mil99] by allowing to exchange terms
rather than just names. It is one of the most widely used techniques to reason about protocols
in the symbolic model. Another popular representation includes Multi-Set Rewriting rules, where
protocols are modelled using atomic reduction rules, used to specify how the protocol may at each
step evolve and possibly change the attacker knowledge.

Thanks to this formalization, proofs can be automated by leveraging term rewriting techniques
such as unification. Several tools [Blal6; SMC'12; CKR18a] have demonstrated their usefulness
and have been used on complex application scenarios.

Comparison A traditional way of comparing the two models is to say that the computational
model specifies negatively the adversary while the symbolic model specifies it positively. In the first
one, we only say what the attacker cannot do, while in the second one we specify each capability of

2See [ABF17] for an up to date presentation of the model.
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the attacker. Consequently, if we forget in the symbolic model to give attackers a specific capability
that they may have in the real world, we may miss attacks. We thus say that the symbolic model
is not sound w.r.t. the computational one: a proof may exist in the first one, while an attacks may
exist in the second. The symbolic model is however complete w.r.t. the computational model, as
an attack in the symbolic model is also an attack in the computational model.

However, this distinction between the symbolic and the computational model has been blurred in
recent years. Notably, some attackers capabilities have been defined negatively even in the symbolic
model, see e.g., [BRS16; JCC'19]. The capabilities that are defined negatively are however based
on the logical execution of the protocol, and not on the implementation of the messages.

In this Thesis, we follow the idea that we can split the possible attacks and protocol flaws into two
distinct categories.

» We may consider high-level flaws: these are logical flaws that exploit ways to combine
capabilities provided by the protocol to produce an attack. They often rely on specific
ordering of actions, and we can reason over them in an abstract way. The security of a
protocol against such flaws may rely on an axiom specifying, for instance in the case of a
signature, that whenever a message appears to be an honest signature with a secret key, the
message must have been signed previously in the protocol. This axiom can be expressed both
in the computational and the symbolic model, and corresponds to a high level capability of
the attacker. It is however difficult to discover all possible logical flaws. Indeed, we may
need to assume that the attacker can gain control over some part of the equipment of a user,
or that an option of the protocol might be enabled and break the security.

» We may consider low-level flaws, that exploit flaws in the implementation of some primitives,
the actual length of the messages, or some probabilistic arguments. For instance, a protocol
might not be secure if the implementation of the pair construct (used to build tuples) can be
confused with a name (used to model a single random sampling) (see [Scel5| for a concrete
example of this flaw). Or a protocol might not be secure if, depending on some conditional,
it encrypts two messages of distinct length. To avoid as much as possible those flaws, it
is necessary to only define negatively the capabilities of the attacker, based on realistic
assumptions. Only then do we have that all the assumptions about the implementation are
explicit, and it may become possible to verify the implementation.

Those two levels of attacks involve distinct reasoning techniques, that may respectively be seen as
high-level reasoning, that involves logical reasoning about the protocol, and low-level reasoning,
that involves a detailed and sometimes probabilistic reasoning about some specific messages. The
symbolic model, with its high-level of automation, is ideal to show that a protocol does not have any
high-level flaw. Remark though that studying this for attackers as strong as possible (w.r.t. high-
level flaws) is still a challenge, due to the complexity of the scenarios involved. Furthermore, proofs
in the symbolic model are limited, as it is impossible to guarantee that all low-level flaws have
been taken into account. The computational model allows to find both high and low-level flaws. It
is however more difficult to reason in it about the high-level flaws, as the logical reasoning is more
cumbersome due to the high level of details. Furthermore, it lacks the automation of the symbolic
model, and some low-level proof steps are tedious to perform by hand.

Initiated by Abadi Rogaway [ARO00] and pursued by many, (see e.g., [CKW10] for a survey of
the field), the computational soundness approach tries to derive assumptions under which results
obtained in the symbolic models can be transposed to the computational model. It allowed to
obtain great insights into both models. However, computational soundness requires both much
stronger assumptions on the primitives, as every symbolic proof should yield a computational proof
under those assumptions, and a richer symbolic model, which makes the proofs more difficult.

The BC logic A new approach has been introduced in the recent years by Bana and
Comon [BC12; BCl4al. It tries to get the best of both worlds, performing proofs of security
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in a first-order logic designed so that the proofs are computationally sound. As it allows to work
in a first-order logic, we can reason about high-level flaws in a symbolic way, close to the intuition.
Furthermore, it allows to abstract away the details that are not required to prove the security, thus
simplifying the reasoning. Finally, as it is computationally sound by construction, it ensures that
we derive all the assumptions required to prevent any flaw, both high and low level.

This model has been successfully used to perform several case-studies of real life protocols [SR16;
CK17; BCE1S8; Koul9c|, and bears great promises. Two Thesis have studied decision procedures
for this model, where Scerri [Scel5| studied the case of reachability properties and developed
a mechanized prover for this case, and Koutsos [Koul9b] provided a decision procedure for the
indistinguishability logic, when restricted to a specific set of axioms. However, due to its relative
youth, it suffers the comparison with the symbolic and computational models on several points.

» It does not have any composition result that enables modular proofs, while many composition
frameworks exist for the other two models.

» It only allows for proofs of protocols with a bounded number of sessions. This means that we
can prove that for any fixed number of sessions, no attacker can break the security. However,
if the attacker is first allowed to choose the number of sessions, which we call an unbounded
number of sessions, they might be able to break the security. This can be an important
point, when real life protocols are used millions of time everyday.

» It does not have any mechanized prover for indistinguishability properties.

Remark that the BC logic is sometimes called the Computationally Complete Symbolic Attacker
(CCSA) model in the literature. We denote it by the BC logic, from its author names, both for
concision and because in the way we use it, it is neither a complete nor a symbolic attacker, but
rather a symbolic proof technique valid against computational attackers.

1.3 Our Contributions

Let us now outline how our contributions fit in this general state of the art®, by detailing each
of the four Parts of our Thesis. In all four Parts, we attempt to make the process of proving
security protocols easier by leveraging symbolic methods, to enable formal and mechanized proofs
of protocols against attackers as powerful as possible.

Part | - Extensive We consider an application scenario that involves a complex combination of
parties and equipment (computer, phone, server, USB token), called Multi-Factor Authentication
(MFA). Due to the number of parties, there are many possible threat scenarios and an extensive
analysis implies to look at several thousands of threat models. However, this class of protocols
does not tend to rely heavily on cryptographic primitives, and most flaws appear to be high-level
flaws. MFA is thus a typical application where the symbolic model is perfectly suited to perform
a security analysis: it allows to detect most potential flaws and is highly automated.

In this first Part, we provide a symbolic threat model suited for the study of MFA protocols against
attackers as powerful as possible, by giving the attacker extensive compromising capabilities. This
contribution shows how, even in the symbolic model, we may still consider a wide range of powerful
attackers. We use the PROVERIF [BCAT10] tool, an automated prover in the symbolic model, to
study the security of multiple protocols (variants of Google 2-step and FIDO’s U2F) against such
attackers.

This extensive analysis has a direct practical interest, as it is a novel study of real life protocols
that are widely used. It is however also interesting to note that this study highlights the strengths

3In each Chapter we provide a more detailed and dedicated Related Work Section.
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and limitations of the symbolic model. Thanks to its automation, we were able to analyse over
6000 distinct scenarios. Such a study is completely out of reach of the computational model or
the BC logic. However, the analysis is limited by the precision of the symbolic model. This is
why we strive in the remainder of this Thesis to simplify how computational guarantees can be
obtained.

Part Il - Modular 1In this part, we provide a composition framework suitable both for the
computational and the BC logic. It allows to decompose proofs of protocols into smaller proofs,
either for sequential and parallel composition, with or without shared state and long term shared
secrets. It notably allows to reduce the security of an unbounded number of sessions to the security
of a single one.

While we did not dwell on this point in our state of the art (it is developed in a dedicated related
work), this is an interesting contribution for the computational model, as it was still difficult to
handle composition for protocols that share long-term secrets.

The main contribution of this part is however the fact that we can use the framework in the BC
logic, as it removes two of its main drawbacks:

» the BC logic is now equipped with a composition framework, so that it is easier to use it to
study compound protocols;

» the BC logic is not anymore restricted to the study of a bounded number of sessions, but can
be used through the composition framework to derive the security of an unbounded number
of sessions.

To hint at its applicability, we use our framework to show how one may reduce the security of
a signed Diffie-Hellman key exchange (ISO 9798-3 [Iso|) and of the SSH [YL| protocol to smaller
single session proofs.

Part Ill - Automation Automation in the computational model is a challenge. Notably, for
protocols that rely heavily on group or bitstring operations, it is necessary to reason about the
probability distributions of the messages to prove the security of the protocol. This low-level
reasoning can be tedious, and may be necessary in both the computational and the BC logic.

In this part, we study relational properties over probabilistic programs. The properties can be used
as low-level proof steps either in the computational model or the BC logic. For several properties,
we provide a complexity analysis and/or obtain their decidability. As we show that many of the
problems are essentially non tractable, we derive efficient heuristics, based on widely used symbolic
methods. Surprisingly, we leverage the completeness of the symbolic methods to prove equality of
distributions and thus obtain computational guarantees.

Those heuristics have been implemented as a library that was integrated in two mecha-
nized cryptographic provers in the computational model, EASYCrRyPT [BGH"11; BDG™13| and
MASKVERIF |[BBD 15|, improving their automation. It has not been integrated in the BC logic,
but may become of interest if the model is used to study the security of advanced cryptographic
primitives or pairing-based protocols.

Part IV - A mechanized prover In this final part, we provide a mechanized prover for the
BC logic, called the SQUIRREL prover. We do not delve too much into the theoretical details, but
rather provide a high level overview of the tool. On top of the BC logic, we build a meta-logic that
allows to reason on multiple execution traces of the protocol in an abstract way. The tool allows
to reason symbolically on the protocols, with proofs close to the intuition, and abstract away the
most cumbersome details of the low-level implementation, while providing clear assumptions about
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it. A strength of the tool is that it supports both reachability and indistinguishability properties,
and reachability properties can be used to simplify indistinguishability proofs.

We use the SQUIRREL prover to verify the security of protocols involving multiple cryptographic
primitives (encryption, hash, signature, xor, Diffie-Hellman exponentiation), and this for multiple
security properties (unlinkability, anonymity, strong secrecy). We also use SQUIRREL to perform
the proofs obtained by applying our composition framework to the SSH protocol in Part II.

In a nutshell In Part I, we provide a practical study, pushing the symbolic model to its limits
by considering attackers as powerful as possible. We then focus in the the rest of the Thesis on
simplifying the process of deriving computational guarantees about a protocol.

In this respect, our main contribution is the development in Part II of a composition framework
simplifying proofs in the computational and the BC logic, notably allowing for security proofs of
an unbounded number of sessions in the BC logic. We build on this contribution in Part IV, by
providing a mechanized prover for the BC logic that allows to obtain for the first time a mechanized
proof for an unbounded number of sessions of a protocol through the BC logic.

Our final contribution, in Part III, is a mostly theoretical study of the automation of low-level proof
steps, that could be leveraged in game based or BC proofs. We hint at its usability in the compu-
tational model through an implementation integrated in the tools EASYCRYPT and MASKVERIF,
but further work is required to use it meaningfully in the context of the tool of Part IV.

External Repositories

» The models and scripts used to generate systematically all threat models for the MFA case-
study can be found at [Mfa].

» The SOLVEQ library, performing some Grébner basis computations and verifying probabilistic
properties, can be found at [Seq].

» The SQUIRREL Prover can be found at [Squ], with the sources and the case-studies.

Dependencies and concepts Not all Chapters heavily depend on one another, and they some-
times use very distinct ideas and concepts. The most important dependencies for each Chapter
are given bellow, so that readers may peruse this work more easily.

» Part I only relies on the symbolic model introduced in Chapter 2. It is a formal analysis of
real life multi-factor authentication protocols, and contains a very practical part.

e Chapter 3 introduces Multi-Factor Authentication protocols, and defines a modular
threat model in the symbolic model of Chapter 2.

e Chapter 4 performs an extensive, completely automated case study by leveraging the
modular threat model of Chapter 3.

» Part II involves an understanding of the computational model and its proof techniques.

e Chapter 5 builds on the computational model introduced in Chapter 2. It depends on
probabilistic arguments, and reasons about indistinguishability through cryptographic
reductions.

e Chapter 6 is in the framework of Chapter 5 cast into the BC logic presented in Chap-
ter 2.

» Part III studies probabilistic programs, independently from the protocol models. It relies
heavily on probability reasoning and algebraic tools.

e Chapter 7 introduces the setting of probabilistic programs and the multiple problems
that we consider.
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e Chapter 8 studies the complexity and decidability of the problems introduced in Chap-
ter 7. It involves complexity classes from the counting hierarchy, and leverages mathe-
matical background about the Local Zeta function and Linear Recurrence Sequences.

e Chapter 9 tries to derive efficient heuristics for the problems of Chapter 7. It relies
heavily on some classical symbolic proof techniques, and leverages Grébner Basis and
the notion of primal algebra.

» Part IV gives an overview of a novel mechanized prover that relies on the BC logic of
Chapter 2. For concision, it does not delve into the theory of the tool, but tries to carry the
main intuition. It lightly depends on Chapter 6 to perform some case-study in a modular
way.

Independent Results Going away from the global picture, this Thesis contains some results
that may be of interest outside its context and sometimes outside of the context of cryptography,
with:

» a comparison between Google 2-step and U2F as multi-factor authentication protocols (Sec-
tion 4.5);

» an extension of the BC logic to attackers with access to oracles, allowing for simpler expres-
sions of some axioms (Section 6.2);

» the decidability of universal equivalence of probabilistic programs over finite fields (Sec-
tion 8.3);

» the decidability of deducibility over field, rings and Diffie-Hellman exponentiation (Sec-
tion 9.4.1);

» a technique to decide if a function is a bijection trough deducibility (Section 9.3).
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2 Formal Models for Protocols

Reife des Mannes: das heiRt den
Ernst wiedergefunden haben, den
man als Kind hatte, beim Spiel

(Friedrich Nietzsche - Zitate)

Multiple models with distinct syntax and meanings have been used to express protocols and security
properties. In this Thesis, we work in

» the symbolic model, more precisely the applied pi-calculus, based on the Dolev-Yao attacker;

» the computational model, that is game based and consider an arbitrary Probabilistic Poly-
nomial Time attacker;

» the BC logic, based on labelled transition systems and a first-order logic.

For the sake of coherence, we choose to present here a unified syntax to express protocols and
messages, and an abstract execution model parameterized by the definition of an attacker and by
the message interpretation. Instantiating those parameters yields either symbolic or computational
semantics. The BC logic is then introduced, showing how it allows to derive proofs of security
valid in the computational semantics, while working with a first-order logic.

We remark that in multiple aspects, our syntax and semantics diverge from the classical ones of
the computational and symbolic models. Some of the differences are due to the unified point of
view, and others are design choices required by later results.

Q@ Chapter Summary

We provide a syntax for protocols, along with an execution model parameterized by an at-
tacker definition. It is instantiated with different attackers, providing a single syntax, and both
symbolic and computational semantics. We finally present the BC logic, which is sound with
respect to our computational semantics.

2.1 Generic Syntax and Semantics for Protocols

To provide unified semantics between the multiple models, we draw the syntax and semantics of
terms from the BC logic.!. We use symbols from an alphabet of names, to represent the random
samplings. The same symbol used twice represents the same (shared) randomness. Those names
can be seen as pointers to a specific randomness, where all the randomness has been sampled
upfront at the beginning of the protocol. This idea stems from the BC logic [BC14a], from which
we re-use exactly the same term semantics.

!This is also required to enable composition with long term shared secrets, where we must be able to
specify precisely the shared randomness between protocols
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TERMS
t = n name
| indexed name
| =z variable

f(t1,...,t,) function of arity n

Figure 2.1: Terms

2.1.1 Syntax

Figure 2.1 presents the syntax of terms, used to model messages. Messages can be obtained
by applying functions to randomly sampled values or variables (constants can be modelled with
function symbols of arity 0).

Random samplings are modelled by names, and variables model possible inputs of the protocol.
We denote by N the set of names, X the set of variables and ¥ the set of function symbols.
T(X,X,N) then denotes the set of terms.

Q Technical Details

We allow for a single kind of sampling, but some protocols may require to sample booleans,
finite field elements, bitstrings, ... While it is possible to type names and function symbols, this
would increase the complexity of the presentation. However, we do not lose generality, as even
with untyped terms, explicit constructors can be used to model types.

A key addition to the BC logic is that some names can be indexed by sequences of integers or
index variables in a set I. This is necessary so that we may later on consider the replication of
protocols. When a replicated protocol depends on a name n; for some variable ¢, the first copy
(session) of the protocol uses n1, the second no, .... Intuitively, names without index models
randomness shared by all sessions of the protocol. Variables are used to model the attacker inputs,
and function symbols allows to model the cryptographic computations. Names in A are only
names with index, or indexed with only integers and no index variable. They represent the names
that can be interpreted, while the other names must have their index variables bounds before they
can be given an interpretation.

Q Technical Details

Formally, each symbol name in N come with an arity, for any name of arity k, n; for a sequence
iof integers and [ — k variables is a name of arity [ — k in N. In particular, Niy,....q, With
i1,...,i, € NF is a name of arity 0 in A/. Only names with arity 0 can be interpreted as
bitstrings. When the arity is greater than one, the names depends on some variables that needs
to be instantiated before one can provide its interpretation.

Elementary protocols The syntax for elementary protocols, which models a thread running
on a computer, is depicted in Figure 2.2. For communications, channels are taken out of a set of
constants C' that are known to the attacker. in(c, z) denotes an input, binding the variable x to the
received value, and out(c, t) denotes the output of the term ¢ over the channel c. As channels are
constants known by the attacker, all communications are public. An extension with secret channels
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ELEMENTARY PROTOCOLS

P, == in(c,z).Py input
|  out(c,t).Py output
| letx=tin P, variable binding
| ift; = to then P, else P,;; conditionals
| O
| L
Figure 2.2: Elementary Protocol
ProTOCOLS
P Pel

P.; P sequential composition
P||P"  parallel composition

|*SN P parallel replication

|°P unbounded replication

P:ligN sequential replication

P} unbounded sequential replication

Figure 2.3: Protocol Algebra

is made in Section 3.4 for the symbolic case. The let construct allows for variable bindings in a
process, and if then else enables conditional branchings. 0 is a successfully terminated thread
and L is an aborted thread.

Example 2.1. We use the function symbol enc to model a probabilistic symmetric encryption.
Consider the elementary protocol

P :=in(c, x).out(c, enc(x,r, sk)).in(c, y).out(c, enc(y,r’, sk)).0

This elementary protocol just encrypts twice an input with a secret key sk.

Protocols The Protocol Calculus is presented in Figure 2.3. P; @ models sequential composition,
and P||@ the parallel one. In a sequential composition, 0; P reduces to P, while L; P reduces to
1. In most cases, to increase readability we will omit 0. Looking ahead, we make the distinction
between elementary protocols and protocols so that our algebra can be seen as a composition
algebra, geared toward the design of a composition framework in the computational model. Remark
that this distinction is not made in the classical applied pi-calculus, and that the composition
operator is not usually provided.

Example 2.2. We use dec to denote the decryption function associated to enc, and let @ :=
in(c, z).out(c,dec(x, sk)). @Q provides a one time decryption oracle to the attacker. P;Q models
the protocol where P must be executed before @, and P||Q the protocol where they can be
executed in any order. In both cases, ) could be used to decrypt one of the messages encrypted
by P. However, in @Q; P, Q must be executed before P and cannot be used to decrypt a message
produced by P.

If a protocol P depends on some name indexed by 7, given an explicit integer k, P{i — k} denotes
P in which all names n; are replaced by ng. Then, ||’V P with an explicit integer N corresponds
to N parallel copies of P, with the index i instantiated with 1,..., N. ||* denotes a replication

15



2 Formal Models for Protocols

16

where the attacker can choose the number of copies, i.e instantiating N himself. *¢ and *i<¥ are
similar, but of sequential replication. N (P) is further split into the local names N;(P), the set
of names indexed by variables, and the global names N, (P), the names without index, which are
shared between all copies of the protocol. In a protocol, all names appearing with index variables
must be such that the index variable is under the scope of a binder (||, |[ISY, *i| *isw).

We allow terms in a protocol to depend on some free variables and, in this case, we denote by
P(x1,...,x,) a protocol that depends on the free variables z1,...,2,. P(t1,...,t,) denotes the
protocol obtained when instantiating each z; by the term ¢;. We denote by C(P) the set of channels
appearing in a protocol, and N (P) the set of (indexed) names.

Q, Technical Details

Compared to the classical applied pi-calculus, we do not have a new construct used to bind
fresh names. In our case, names are explicit pointers to a value, which may be shared between
protocols: if P and @ are two protocols using the same name n, in P||@, both protocols will
use the same name n. This behaviour is distinct from the behaviour of (new n.P)||(new n.Q),
where P and @) both use a distinct name. We are able to replace the binding of fresh names
through the use of indexed names, which allows to replicate protocols an unbounded number
of time. This modelling of names is similar to the BC logic. It is a key point that allows us to
cast our composition framework in the BC logic.

Notice also that sequential composition can only contain elementary protocols on the left side.
Allowing protocols of the form ((P;]Pz2); @) would model a behaviour similar to the phases of
PROVERIF, that are difficult to handle in a composition framework.

Example 2.3. Given a randomized encryption function enc, we let P(x1,x2) be the protocol
in(c, z).out(c, enc(x, x1,22)). Given names sk, r representing respectively a secret key and a ran-
dom seed, F := ||*P(r;, sk) is then the protocol providing an encryption oracle for the key sk.

An encryption oracle for five distinct secret keys is expressed with ||*(|7<5P(r; ;, sk;).

2.1.2 Parameterized Semantics

@ Section Summary

The semantics are close to one of the classical semantics of the applied pi-calculus, but param-
eterized by:

» a domain D for messages interpretation, equipped with an equality =p;

» an interpretation of terms [¢t] : T(X, X, N) — D, with o : X — D, where T(2, X,N) is
the set of terms and o is a substitution containing the binding of variables of a protocol;

» an attacker A, from D* — (C' x D) U (I x N), where given a sequence of messages in D*
(D* is the Kleene star, denoting all sequences of elements in the given set), the attacker
must either provide an input to the protocol on a channel in C' with a message in D, or
choose the number of replications of an index in /. No assumptions are made about the
attacker, except that it receives and provides values of the correct type. It is instantiated
later on by attackers with limited computational power.

Let D be a domain for message interpretation (which must be equipped with an equality relation
=p). A (global) state of a protocol consists in a frame @, which is a sequence of messages in
D modelling the current attacker knowledge, and a finite multiset of pairs (P, o), where P is a
protocol and ¢ is a local binding of variables.
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Intuitively, the frame contains the sequence of messages output by the protocol. Each of the
components of the multi-set is the current state of a running thread. We write such global states
@, (Pr,01)|| -+ [|(Pn, 0n), where we assume commutativity and associativity of the operator ||.

The transition relation between global states is parameterized by an interpretation of terms and
an attacker. For any ¢t € T (X, X,N), we denote by [t]° € D an interpretation of ¢, if all the
variables in ¢ are bound by o. We denote by A a function D* — (C x D) U (I x N), modelling an
attacker. The attacker chooses which of the threads is going to move and computes, given ¢, the
input to that thread. These inputs are specified either as a channel along with an input message
(C x D), or with an index and an integer (I x N) when he must choose the number of replications
of a protocol. Given a value in C' x D or I x N, we denote by m; and mo the first and second
projection.

We give the rules describing the Structural Operational Semantics of the elementary protocols
in Figure 2.4. The semantics of elementary protocols assumes that, after an attacker input, the
protocol progresses as far as possible until it terminates or has to wait for another input. Formally,
we define a relation — that does not depend on the attacker. OuUT adds to the current frame

(which intuitively models the attacker knowledge) the interpretation of the output made by the
protocol, given the current assignment of variables. LET stores in the local assignment of the
variables the interpretation of the new binding. IF and ELSE reduces the protocol according to the
intuitive execution of a conditional branching.

The first four rules of Figure 2.4 defines a reduction relation — , that trivially terminates and

has a normal form. We write —» for the reduction of a global state to its normal form w.r.t.
— . It corresponds to reducing as much as possible the global state without any action of the

attacker. We can then define the transition relation 7 between configurations, which depends

on the attacker A. We will write % for its reflexive transitive closure. 7) can reduce protocols

T can, accordingly to RED. To perform an input with IN; the attacker must produce a value

(¢,m) in C' x D, such that ¢ corresponds to the channel of some enabled input. m is then bound
to the given variable.

Figure 2.5 presents the rules corresponding to the sequential composition, whose composition
semantics are straightforward: in P;(@Q, P has to be executed first. SEQ models the fact that P
can be executed in P; @, and SEQFAIL and SEQSUCC capture the fact that @ is executed only if
P succeeded and reduced to 0. In case of success, ) inherits the bindings of P. For unbounded
sequential replication, SEQREP simply unfold the given number of copies, and the attacker can
choose with SEQSTAR the number of times the protocol will be replicated by providing the index in
I to be instantiated with the given integer. Here, we add to the frame some constant cst, denoting
any fixed constant of D known to the attacker, so that the attacker knows that this action was
performed.

Finally, Figure 2.6 presents the rule for parallel composition. PARNULL and PARFAIL allow to
remove terminated processes from the configuration. PARC pushes a parallel process in the config-
uration. PARREP and PARSTAR behave similarly to the operators for the sequential replication.

Q Technical Details

The semantics can be non deterministic because of parallel composition, for instance if two
parallel processes expect an input on the same channel. Symbolic semantics will be non deter-
ministic, but to provide computational semantics, we will have to consider a restricted class of
processes for which the semantics are deterministic (Definition 2.8).

17
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Elementary protocols

U out(e.5) P.o) = ww {[I7} (P,0)

LET
o,(letz =tin P,o) — ¢, (P,ow{z— [t]7})

IF IF o — ta‘
¢, (if s =t then Pelse Q,0) — ¢,(P,0) [s17 =p [1]

ELs . o
LE(p7(ifS:tthenPelseQ,g) S 0.(Q.0) IF [s]7 #p [t]

o (Pow {z e m(A@)}) > &, (P,0)) 0, (Po) = ¢ (P0)
In IF m (A =c RED
(e Po) = g Py A o (Po) 5 7.(P.7)
Figure 2.4: Operational Semantics of Elementary Protocols
Sequential Composition
¢, (P,o) — ¢, (P, d)
SEQ SEQSuUCC
¢, (P;Q,0) = ¢, (P;Q,0") 0, (0;Q,0) = ¢,(Q,0)
SEQFAIL SEQREP
¢, (L;Q,0) = ¢, (L,0) @, (PM<N,0) = ¢, (P{i—1}...; P{i— N}, 0)
SEQSTAR IF m1(A(p)) =4

@, (P*,0) — pWost, (Prisma(A@) | g)

Figure 2.5: Operational Semantics of Sequential Composition
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Parallel Composition

PARNULL PARFAIL
¢, (0,0)[|[E — ¢, E e, (L o)[[E — ¢, E

¢, (Po) = ¢ FE
PARrRC Par
¢, (P,o)||E — ¢, E'|E . (PlQ.0) — @, (P,0)](Q,0)

PARREP TN - -
907(”_ P,O') — wa(P{Z’_)l}HHP{Z’_)N]WU)

PARSTAR - . IF w1 (A =1
([ P.o) = poast, ([Z0@p ) A

Figure 2.6: Operational Semantics of Parallel Composition

2.1.3 Reachability Properties

Reachability properties characterize properties that are true on every possible executions of the
protocol. For instance, we can specify that some value will always be secret, or that some event
is always preceded by another one. To formalize the notion of events, we extend the syntax with

the construction event e(ty, ..., 1), where t1,...,t; is a sequence of terms and e a fresh symbol,
with the associated reduction rule ¢, (event e(t1,...,tx).P,o) — ¢,(P,0).
Definition 2.1. Given a reduction sequence A Y Ay, with s1,...,8, € T(2Z, X, N)
we say that the event e(si,...,sg) occurs at position ¢ with substitution o' if A4; =
@, (event e(tq,...,t5).P,0)||E such that for all 1 < j < k, [¢t;]7 = [s;]°. Given a pro-
tocol P, we say that e(s1,...,sg) is unreachable if for any attacker .4 and all reductions
0, (P,0) % o, (P',0), e(s1,...,s;) does not occur at any position.

We will later on be interested in verifying authentication properties. We model them, following
[Bla09], as correspondence properties of the form

e1(ty, ... tn) = ea(uy,...,u)
Such a property holds, if in each execution, every occurrence of an instance of ej(t1,...,t,) is
preceded by the corresponding instance of eg(u1, ..., u,,). This property typically represents au-

thentication between two entities, where a server must only accept a connection if a user initiated
it.

We denote by dom(c) the domain of a substitution o, and say that two substitutions o,c’ are
compatible if for all z € dom(c) Ndom(o), xo = zo’.

Definition 2.2. The property eq(t1,...,t,) = ea(uq,...,uy) is verified by a protocol P if
for all symbolic attacker A and all reductions 0, (P, () - Ay = Ag,ifeg(t1,...,tn)

occurs at position ¢ with substitution o, then there exists j such that es(uq,. .., u.,) occurs at
position j with substitution ¢/, where o, ¢’ are compatible.
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Q Technical Details

Contrary to the intuition, the previous definition does not explicitly require j to be smaller
than 7. Indeed, it is actually implied by the definition: if there are only reductions where es
occurs after ej, as we quantify over all reductions, we can consider the prefix of the reduction
that ends with e, which does not satisfy the property.

We may actually expect a stronger property, where the event can be matched with a single other
one. For such properties, we use injective correspondence properties

el(tl,...,tn) :>inj €2(U1,...,um)

that require that each occurrence of e; is matched by a different preceding occurrence of
€9.

Definition 2.3. The property e (t1,...,tn) =>in; €2(u1,...,uy) is verified by a protocol P

if for all symbolic attacker A and all reductions (), (P, 0) 7 Ay 7) 7) Ay, there exists

an injective function f over the integers, such that if ei(¢1,...,t,) occurs at position i with
substitution o, es(uq,...,u,) occurs at position f(i) with substitution ¢/, where o,0’ are
compatible.

2.2 Symbolic Semantics

Q@ Section Summary

In the symbolic model, terms are simply interpreted as terms, with equality modulo an equa-
tional theory modeling properties of cryptographic constructions. The attacker is any function
producing ground terms through function applications over its knowledge.

2.2.1 Interpretation of Terms

In the Dolev-Yao model, the cryptographic primitives are assumed to be perfect. Terms are
interpreted modulo an equational theory modelling the primitives.

An equational theory E is a set of equations u = v where u,v € T(X,X,N). The equivalence
relation =g is defined by the equalities of F closed by reflexivity, transitivity, substitutions of
variables by terms and application of function symbols, i.e the smallest equivalence relation such
that

» up =g vo for any u,v € T(X, X, N) and substitution ¢;
> U =vp,...,ug = = f(ur,...,ux) = f(v1,...,v;) for any f € ¥ of arity n.

Example 2.4. With z,y, z € X, we define the equational theory E that associates to the function
symbols enc,dec the equation dec(enc(zx,y,z),z) = x. Then, for any ground term (without
variables) ¢, random r and secret key sk, we have dec(enc(t,r, sk), sk) =g x

Given F, we instantiate the previous parameters such that D is 7(X, ) (the set of ground terms)
equipped with the equality relation =g, and [t]” = to. Compared to PROVERIF, we do not define
a notion of constructors and destructors symbols, that allow to model function symbols whose
reduction may fail on some inputs.
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2.2.2 Attacker Capabilities

The attacker will only be able to produce terms according to the equational theory and its knowl-
edge. To this end, we introduce the classical definition of deducibility.

Definition 2.4. Let E be an equationnal theory and ¢1,...,t;, s € T(2, X, N). We say that
s is deducible modulo E from ti,...,tx, denoted t1,...,t; Fg s if and only if:

AR e T (X, (21,...,2),0). Ro =g s

where 1, ..., are variables disjoint from X and o = {z1 — t1, ...,z — t&}.

Intuitively, the term R models the computation of the adversary, and the variables z; are used as
handles to refer to the corresponding terms ¢;.

Example 2.5. With the equational theory F of Example 2.4, we have that sk, enc(m,r, sk) Fg m
thanks to the term R(x1,x2) := dec(z2,x1). However, we have enc(m,r, sk) g m

Notice that when performing a deduction, the attacker is not allowed to use the names modelling
the secret random samplings of the protocol. We assume that 3 contains an infinite set of constants,
to allow the attacker access to an unbounded number of values. When clear from the context, we
omit F.

Given an equational theory, a symbolic attacker A is then a function D* — (C'x D)U(I xN), which
given a list of ground terms t1,. .., either gives back an index and and integer (for replication)
or a term s along with a channel, such that ¢1,...,tx Fg s.

2.2.3 Symbolic Indistinguishability

Indistinguishability captures the fact that no attacker can decide with which protocol among two
they interact. We first define static equivalence, which specifies when two sequences of terms cannot
be distinguished by an attacker.

Definition 2.5. Two sequences t1,...,t, and t7,...,t2 of terms in T (X, X, ) are statically
equivalent in E, written t{,...,t; ~g t3,...,12 iff

u101 =F UQUI
Yuy,ug € T(E, (21,...,2k)). &

U10'2 =E UQ0'2

where z1, ...z, are variables disjoint from V and o' = {@q — t%,..., 25 — ti }.

Intuitively, two sequences of terms are statically equivalent if the set of equations between terms
are the same on both sequences.

Example 2.6. With the equational theory E of Example 2.4, we have that encryption is statically
equivalent to a name when the attacker does not have the secret key, i.e., enc(m,r, sk), m ~g n, m.
However, sk,enc(m,r, sk),m g sk,n, m, as the relation dec(zs,x1) = x3 is true on the left side
but not on the right side.

We then define trace equivalence to hold for two protocols if they have for any attacker the same
set of possible reductions, and the produced frames are always statically equivalent.
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Definition 2.6. Two protocols P, Q) are trace equivalent if, for any symbolic attacker A, the
reductions @, (P, () % vp, Ep and 0, (Q,0) % g, Eq have the same length and ¢p ~5 ¢g.

Q Technical Details

We use in Chapter 4 PROVERIF to prove results about symbolic indistinguishability. Remark
that PROVERIF actually proves a stronger relation which implies in particular trace equivalence.

2.3 Computational Semantics

Q Section Summary

In the computational model, terms are interpreted as bitstrings. Function symbols and names
are interpreted through PTTMs taking as input an infinite random tape and a security param-
eter. The attacker is any PTTM with an infinite random tape.

2.3.1 Semantics of Terms and Attackers

We interpret terms as elements of a set of bitstrings. In the computational model, security is
parameterized by the length of the randomly sampled values, called the security parameter. Thus,
the interpretation of terms must depend on some security parameter. We must moreover provide
a consistent way to interpret names, such that given a security parameter, all names correspond
to random sampling of the correct length, and the same name returns the same value. To provide
such an interpretation, and in the spirit of the BC logic, we interpret terms through deterministic
Polynomial Time Turing Machines (PTTM for short) that are parameterized by an infinite random
tape and a security parameter. Providing the same random tape to all PTTMs allows to obtain a
consistent interpretation of names.

Messages are thus interpreted through deterministic PTTMs, parameterized by:

» ps, a random tape for secret names (e.g. secret keys);
» 17, the security parameter.

We then leverage the notion of a functional model My, a library implementing the function symbols
and names that are used in the protocol: for each function symbol f (encryption, signature,...),
Ay is a PTTM, which we view as a deterministic machine with an infinite random tape and taking
as input the security parameter. The functional model also contains a PTTM A,, for each n € N,
which will extract from the random tape a bitstring of length n. We give 7 in unary to the PTTMs
as they are expected to be polynomial time w.r.t. n in the computational model.

Definition 2.7. A functional model M; is a set of PTTMs, one for each name and symbol
function, such that:

1. if n € N, n is associated to the machine A,, that on input (17, p,) extracts a word of
length n from the tape ps. Different names extract disjoint parts of the random tape.

2. if f € ¥ is of arity n, f is associated to a machine Ay which, on input 17, expects n more
bitstrings, and does not use ps. Intuitively, the functions are completely deterministic,
and if randomness is required, it should be given explicitly as an argument to the function

symbol.
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Given an assignment o of variables to bitstrings, the random tape ps, a security parameter n € N
and a functional model M, the (evaluation of the) interpretation of a term ¢ is inductively defined
as follows:

> [[n]]ﬁfhps = A, (1", ps) if ne N

> [z]%f,,, = (@o)ifzeX

> [f@IX], . = A" IRy, ) i fED
Given a functional model My, a security parameter n and an infinite random tape p,, we thus
fix D as {0,1}*, the set of bitstrings equipped with syntactic equality, and [¢]7 = [¢ "Aff’ ,.- The

attacker is then any PTTM, parameterized by an infinite random tape p, and a security parameter
1.

2.3.2 Computational Indistinguishability

Q Section Summary

We define protocol oracles that reflect the behaviour of the abstract semantics. Given two
protocol oracles, indistinguishability corresponds to any attacker having access to either of the
two oracles, deciding with at most negligible probability with which they interact with.

In the classical game-based semantics of the computational model, the interactions between an
attacker and a protocol are described using a game, i.e., a list of execution instructions and queries
to the attacker. Rather than taking this point of view, we consider the equivalent idea of using
oracles given to Turing Machines to model the interactions between the protocol and the attacker.
Oracles are more suited for the design of a composition framework. For instance, giving access to
two protocol oracles to the attacker is equivalent to giving access to the oracle realizing the parallel
composition of the protocols.

However, providing a protocol as an oracle is possible only for a subclass of protocols, that we call
action determinate ([BDH15]). The idea is that the behaviour of the oracle should be deterministic,
i.e., completely defined by the action of the attacker. In particular, no two inputs on the same
channel should be possible at any given time.

Definition 2.8. A protocol is action determinate if §), (P, () cannot be reduced w.r.t. N

3

and for any attacker A there exists a unique reduction (), (P, §) % .

Q Technical Details

This notion of action determinate is not equivalent to the one of [BDH15|, but implies it. As
we have assumed that internal reduction of processes are always performed as much as possible,
we only have to consider input channels to obtain a usable notion of determinism. We choose
this version for its simplicity, which still provides a satisfactory level of expressiveness. One of
the restrictions implied by the definition is that a protocol cannot start by an output, e.g. all
outputs must be preceded by an input (which can be a trivial one).

We instantiate a protocol with an oracle, taking as input the next input computed by the attacker,
along with the history of all the previous queries. Looking forward, all definitions and Lemmas
below will be extended to support an extra stateless oracle in Section 5.2. In this first defini-
tion, protocol oracles can be arbitrary functions, and in particular do not have any computational
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restrictions. We provide later the construction of the protocol oracle corresponding to a proto-
col given in our syntax. Protocol oracles based on actual protocols will by construction run in
polynomial time.

Definition 2.9 (Protocol Oracle). A Polynomial Time Oracle Machine (PTOM) is a Turing
machine A®F equipped with:

» an input/working/output tape (as usual; it is read/write);

» a read-only random tape p, (attacker’s coins);

» a protocol oracle read-only random tape p, (not accessible by the Turing Machine);
» a protocol oracle input tape;

» a protocol oracle history tape 6;

» a protocol oracle output tape.

A protocol oracle Op is a function that takes as input a tuple (w, 8), and is parameterized by
a security parameter n and a secret random tape ps. Besides the usual moves of a multiple
tape Turing machine (that respect the read/write constraints above), the machine may call the
oracle, in which case there is a single move from the current configuration to a configuration,
in which only the protocol oracle output tape and protocol oracle history tape are modified
(and the control state):

» the content of the oracle output tape is set to Op((w, 8), ps,n) where W is the content of
the oracle input tape, 6 the content of the oracle history tape, and p, the protocol oracle
read-only random tape.

» the history tape is updated by appending the content of the oracle input tape.

Such PTOMs can be written with all the parameters explicit, e.g. as APP®P=(p. p,), or by
omitting some parameters when they are implicit from the context. In general, protocols are
stateful, and a way to store this state is required. Rather than providing an explicit notion of
state, we choose to store in an history tape the list of all previous inputs. The protocol can
then, based on its previous inputs, recompute the corresponding state. This modelling does not
correspond the real life behaviour of protocols in term of running time, but allows for a simpler
expression of the oracles. Given a protocol P and a functional model M ¢, the protocol oracle Op
is such that given a query m with history h the oracle replies what would be the output of P, given
the successive inputs h, m. It also appends the query m to the history tape.

Definition 2.10. Given an action determinate protocol P, a functional model M, a security
parameter n € N and a random tape ps, Op is the protocol oracle, which, given ps and a
history 8 = {01, ...,0,} € ({0,1}*)", on a query m:

» recomputes the control state g of the protocol using the history tape;

> set ¢ :={x1 > 01,...,&n > Op, Tpy1 — M}

» selects the (only) executable input transition of P (defined by action determinism);
» outputs the corresponding output and appends it to the history tape.

An oracle may implement multiple parallel protocols: the oracle O(p, . p,) first checks which P;
is queried (there is at most one such 4, by action determinism) and then replies as Op,.

Definition 2.11. For any protocols P, ..., P, such that V1 < i < j < n. C(P;) NC(P;) =0,
we define the oracle < Op,,...,Op, > (ps,0) which on input query:

» checks if its input is of the form query := (channel, mess);

» computes ¢ such that channel € C(F;), and reject if there is no such 4;

» computes the projection 6; of its history 6 such that 6; = {(channel, mess) € 0|channel €
C(P)};

» return the value of Op, (ps, 0;)(mess).

We will often write A9P1OPn (w, p,.) for A<OP1+OPn>(w, p,.). This finally allows us to introduce
the classical notion of computational indistinguishability.
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Definition 2.12. Given a functional model M/ and protocols P, Q, we write P = Q if for
every PTOM A, the attacker’s advantage Adv’ =Q equal to

‘Pps,pr{AOP(ps)(Pra ") =1}
—P,, 5, {A%(pr,17) = 1}]

is negligible in 7.

This definition quantifies universally over all polynomial-time attackers. In practice, we assume
that no attacker can break a specific cryptographic primitives, and perform an indistinguishability
proof under this assumption. Some protocols are however unconditionally indistinguishable.

AS an example, we consider the unforgeability axioms for signatures, called the EUF-CMA axiom
[GMRS8S]. We informally use the classical game based description to match the classical definitions
of the axiom.

Definition 2.13. A signature scheme (Sign, Vrfy) is EUF-CMA secure for an interpretation
of keys Ay if, for any PTTM A, the game described in Figure 2.7 returns true with probability
(over p,., ps) negligible in 7.

For a fixed signing algorithm Sign and a fixed secret key sk, the attacker is given access to an
oracle that performs signatures. The attacker wins the game if they can provide a message that
corresponds to a valid signature for Vrfy, and such that it was not queried to the signing oracle.
This means that the attacker can compute the forgery of a signature, without having access to the
secret key.

Game EUF—CMASZ,;A(n,pr, Ps): Oracle Sign(m):
List < |] List < (m : List)
(pk, sk) < ([pkl,., [sk],.) 0 « Sign(sk, m)
(m, o) < ASE"(pk,n, p) Return o
Return Vrfy(pk,m,o) A m & List

Figure 2.7: Game for Unforgeability (EUF-CMA)

~

Example 2.7. For two names n and m, we have that out(c,n) = out(c,m). Intuitively, with-
out any further information, no attacker can distinguish two random samplings. if we have
a boolean function f over names, and an extra name b, we also have out(c,n) = if f(b) =
true then out(c,n) else out(c,m). Without further assumptions and contrary to the symbolic

model, we do not have out(c, enc(m, r, sk)).out(c,m) = out(c, n).out(c, m).

Q Technical Details

Notice that this definition extends to multiple protocol oracles. It relies on the fact that indis-
tinguishability of an oracle enabling protocols in parallel corresponds to the indistinguishability
of the multiple oracles in parallel. In other term, the oracle implementing the behaviour of
multiple oracle in parallel behaves the same as the oracle implementing the parallel of our
calculus.

Lemma 2.1. For protocols P,Q, A, B, and a list O; of protocol oracles,

|Ip>ps’pr{v4<9z,0m|p(ps)(pm 1) =1} _ |Pps’p1.{AOZ:OA(ps)voP(ps)(pT’ 1) =1}
_Pps’pT{AOlvoBHQ(Ps)(pr’ 1) =1} _]P)p&pr{_Aol70B(ps)7OQ(Ps)(pT7 17) =1}
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We do not provide a proof of this Lemma, as we will prove a stronger version when tackling
composition in Section 5.2.

2.4 The BC Logic

@ Section Summary

In the BC logic, the knowledge of the attacker obtained during the execution of a protocol is
completely modelled in terms, using uninterpreted function symbols to model attacker compu-
tations. Then, reasoning about those terms in a first-order logic whose models are PTTMs, we
can obtain proofs of computational indistinguishability.

We present a proof technique based on the BC logic that can be used to perform proofs of com-
putational indistinguishability for bounded protocols. Given a protocol, we start by considering
abstract executions where the scheduling is fixed, but the attacker messages are left unspecified
through uninterpreted function symbols. Then, for each scheduling we obtain a frame, which is
simply a sequence of terms. Introducing a logic with a predicate for indistinguishability, we are
able to reason over such terms soundly w.r.t. computational indistinguishability. Remark that
this proof technique is only valid for bounded protocols, as we need to enumerate their set of
possible execution flow. We also choose a more restricted approach compared to the BC logic: we
can only prove indistinguishability for protocols that share the same set of execution flows. It is
indeed challenging to perform indistinguishability proofs for protocols without the same execution
flow. We perform this restriction in order to design the first mechanized approach to the BC logic
in Part IV.

2.4.1 From Protocols to Terms

Attacker function symbols For any execution of the protocol, the attacker knowledge is mod-
elled using the frame. In the previous models, given an attacker, this frame was completely defined,
either as a sequence of bitstrings (the computational model) or of ground terms (the symbolic
model). Here, we want to reason about frames in an abstract way, proving indistinguishability for
all attackers. Thus, rather than asking for explicit computations from the attacker, we will create
a sequence of terms depending on uninterpreted function symbols, which will be interpreted later
on an arbitrary PTTM. We assume from now on that we have a set of function symbols G, used
to represent the attacker’s computations.

Example 2.8. The terms representing the attacker interactions with the protocol P of Example 2.1
are:

enc(go()a Ty Sk)’ enc(gl(enc(gO()7 k, ’I“)), TI’ Sk)

where gg,91 € G. The first attacker input go() is computed without any prior knowledge, while
the second attacker input g;(enc(go(),r, sk)) depends on the first output of the protocol.

Notice from the previous example the recursive behaviour: to model a frame ¢, = t1,...,t,, the
function modelling the attacker’s computation g; in t; is given the previous frame ¢;_1 as argument.
We build iteratively a sequence of messages depending on abstract function symbols, giving as
argument to those function the sequence up to this point. It is then possible to give one PTTM
meant to interpret each function symbol, and if they are all parameterized by a shared random
tape, each PTTM can completely recompute the state of the previous PTTMs before performing
a new computation. Thus, this modelling is equivalent to having a single PTTM computing in
sequence all the inputs of the frame and maintaining its internal state: we are essentially cutting a
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PTTM into many smaller ones, each performing all the computations of the main one up to some
message.

Those uninterpreted function symbols allow to model a frame for a given scheduling of the com-
munications, i.e., a sequence of input channels. If the protocols are finite, e.g., do not contain
unbounded replication, it is possible to produce a frame for each possible scheduling. Thus, given
a protocol, one can produce a set of frames that models all possible executions of the protocol.

Conditional branchings To correctly model the protocols, one last difficulty remains: condi-
tional branchings. Indeed, given a scheduling, an input on some channel may produce distinct
terms based on some conditions on the input. In order to have a single frame corresponding to
a scheduling, the idea is then to push the conditionals in the terms. Thus, in addition to the
if then else of the protocol syntax, we now extend the syntax of terms so that we may write
in them conditionals. In other terms, we do not see conditional branchings as part of the protocol
control flow, but only as part of the messages that are produced. To this end, we now assume that
> always contain the following function symbols:

» constants true and false;

» a symbol ite of arity three;
» a unary symbol —;

» binary symbols =, A, V, .

All those function symbols are assumed to have a fixed interpretation in all functional model. This
means that there semantics always correspond to the one of propositional logic.

For simplicity, we will write if b then t else s for ite(b, ¢, s), but bear in mind that it is not anymore
a construct of protocols, but a function symbol that will be interpreted in the natural way in all
functional models. If omitted, the else branch will contain cst.

Example 2.9. We define a protocol that allows to obtain the encryption of an input message x,
if for some function symbol f, f(z) is equal to some constant true. We do not give any precise
meaning to f, it could for instance check that the first byte of x is equal to 1.

in(c, x);if f(x) = true then out(c, enc(z,, sk)) else out(c, fail)

Based on the previous discussion, one can see this protocol as the following equivalent protocol:

in(c, z); out(c, if f(z) = true then enc(z, r, sk) else fail)

And the corresponding frame is:

if f(go()) = true then enc(go(), r, sk) else fail)

We now use our execution model to build such frames. Similarly to the symbolic model, we
interpret terms as terms, but adding attacker function symbols. D is T(X,N), [t]° = to, and
attackers are function such that A(¢,) = (¢, gn(dn)) or A(¢,) = (i,n). Notice that as outlined
previously, the execution only depends on the scheduling of the attacker as the computed inputs
are abstracted away. We call such an attacker a scheduler, completely defined by a sequence of
values in C'U (I x N). Because the inputs of the attacker given to the protocol are of the form
9n(¢Pn), the IN rule will construct frames that are of the previously demonstrated form. Then, the
sequence of values in C'U (I x N) can be seen as specifying a possible execution flow of the protocol,
where the scheduling is fixed, but not the computations of the attacker.
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Definition 2.14. A protocol that is action determinate, finite, and without conditional branch-
ings is called simple. Given a simple protocol P, a scheduler A and its corresponding sequence
7 of n values in C U (I x N), we call 7 an observable trace of P if P can be reduced according
to this scheduling, i.e., there exists a final configuration (Pi,01)] ... |(Pk, ox) such that:

0.(P.0) = oo 5 Om (Pron)]-[(Pryon)

We denote by ¢5 the corresponding frame ¢,,, called a concrete trace of P.

Recall that considering that a protocol is without conditional branchings is not a restriction, as
we express the conditional in the terms. A formal translation from protocols to protocols without
conditional branching is straightforward.

Q Technical Details

Given a protocol, we produce a sequence of terms modelling the corresponding frame for each
scheduling. Thus, we can model all behaviours of the protocol in a finite set of term sequences.
In the first paper of the BC logic for indistinguishability ([BC14a|), all the behaviours of the
protocol were captured in a single term, by using a technique called folding. The idea is to push
the scheduling in the terms, using conditionals over additional uninterpreted function symbols.
This produces a large term that can be difficult to read, and manipulate in proofs. Moreover,
most proofs in the BC logic start by performing a case study on all possible values of the
symbols modeling the scheduling, thus yielding our set of frames. For those reasons, we choose
to avoid this folding step, and directly produce a frame for each observable trace. However, we
cannot anymore reason about protocols that do not have the same set of observable traces.

@ Section Summary

Given a simple protocol (a deterministic and finite protocol where all conditionals are modelled
in the messages using a dedicated function symbol), one can produce for each scheduling a
frame modelling all the possible attacker knowledge that can be obtained for this scheduling.

2.4.2 A Logic over Terms

Now that we can extract from a protocol the sequences of terms that model all possible executions
of the protocol, we provide a logic allowing to reason over such sequences, and most notably to
prove computational indistinguishability of two protocols by reasoning on their concrete traces in
a first order logic. We thus define semantics of terms for this logic. Those semantics should not
be confused with the previously provided semantics: in the BC logic we only use the calculus to
define the concrete traces of a protocol without interpreting the terms; the semantics of terms of
the BC logic corresponds to the semantics of a first order logic.

Semantics of terms

Definition 2.15. A computational model M is an extension of a functional model M ¢, which
provides an additional PTTM A, for each symbol g € G, that takes as input an infinite random
tape p,, a security parameter 17 and a sequence of bitstrings.

We define the interpretation of extended terms as, given M, 7, o (which is now a mapping
from variables to ground terms), ps and p,:
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¥V = A, (1", ps) ifneN
), = [[xa]]y\’/l‘ips’pr ifreX

@I . p = As([@iy,, ) iEf €D
Iipepn = AdlRL . P 17) i g €G

vvyyvyy

The attacker is basically given the interpretation of its different inputs, but also the security
parameter and its own randomness. Notice that all PTTMs interpreting the attacker’s function
symbols are given the same random tape as parameter, thus modelling accurately the behaviour
previously defined, where a single attacker against a protocol can be seen as a set of attackers,
each recomputing all the previous interactions.

Q Technical Details

We defined a notion of computational model which is not directly a valid model for a first order
logic. Indeed, in a logic, all terms are of the same sort and must be interpreted over the same
domain, but here we have PTTMs that do not have the same parameters. The actual domain of
interpretation of terms (for the logic) is the set of PTTMs taking as input a security parameter
1", two random tapes ps; and p, and possibly a sequence of bitstrings. In our case, we further
restrict the PTTMS so that for instance, A,, that interpret the name n does not access p,. (the
attacker’s randomness), and we simply write 4,,(17, ps) instead of A,, (17, p,, ps). Furthermore,
we only give the interpretation in the case of a o that maps variables to ground terms, while
for the first order logic it can be any mapping from variables to the domain of interpretation
of terms.

We can easily derive a valid notion of models for a first-order logic from our definition of
computational models. Our definition is sufficient to give the intuition of the interpretation
of terms in the case where 7 is given. It is also sufficient to give the interpretation of the
indistinguishability predicate in all our use case, as in practice we only construct formulas
without free variables.

Interpretation of formulas Atomic formulas of the logic are built using a set of predicate
symbols ~,, of arity 2n. Given terms ty,...,t,,S1,..., Sp, the predicate ~,, (t1,...,tn,81,.-.,8n)
will be interpreted as computational indistinguishability between the two sequences of terms. We
use infix notation, and always omit n as it is clear from the context, thus denoting the previous
equivalence by t1,...,t, ~ s1,...,8,. The first order formulas are then built using the usual logical
connectives V,A, T, L, =,3,V, .

Definition 2.16. Given a computational model M, two sequences of ground terms ¢, %, and
an assignment o of the free variables of #,% to ground terms, t ~ 7 is satisfied by M and o,
denoted by M, o =t ~ , if, for every polynomial time oracle Turing machine A,

|Pf’s,ﬂv‘{"4([[t j’/[n’p“pz’? Prs 177) = 1}
_Ppswr{A([[ﬂ]]/\’/ln,ps,pT?pT’ ]_77) = 1}|

is negligible in 1. Here, ps and p, are drawn according to a distribution such that every
finite prefix is uniformly sampled. (PTIME computable distributions have to be made explicit
through function symbols). If M,o =t ~ @ holds for all o, we write M }= ¢ ~ w. The
satisfaction relation is extended to full first-order logic as usual.

~

Example 2.10. Considering again the two first indistinguishability of Example 2.7, out(c,n) =
out(c,m) is expressed as the formula n ~ m, and out(c,n) = if f(b) then out(c,n) else out(c, m)
as the formula n ~ if f(b) then n else m. Proving the validity of those formulas requires axioms
and logical deduction rules.
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The random tape given to the adversary machine (modeling the distinguisher) is identical to the
one used for the interpretation of terms, and thus to the one given to the other attacker machines
in the terms. Then, the distinguisher and the attackers computing the protocol inputs can once
again be seen as modelling a single PTTM. This links our notion of satisfiability with computational
indistinguishability, where the computational attacker that distinguishes and computes the inputs
of the protocol is split into multiple PTTMs, one for each message and one for the final output.

Axioms and logical rules We outline some of the axioms used to derive the validity of formulas
in the BC logic. A more extensive presentation of the rules allowing to reason in this logic is
postponed to Part IV. In this part, we only provide intuition about why those axioms can indeed
be used in the BC logic to derive computational indistinguishability.

A first example corresponds to the fact that any term is indistinguishable to the same term where
all occurrences of a name are replaced by a fresh name. Essentially, we can perform a-renaming
on terms. This correctly models the fact that names are only pointers to random samplings, and
they are interchangeable.

Example 2.11. The (recursive) set of formulas corresponding to the a-renaming axiom is given
by the set of formulas ¢ ~ t{n — n’} for each term t € T (3, N), each name n € N, and any name
n/ that does not appear in t.

A widely used technique is that if two sequences of terms are indistinguishable, then applying any
deterministic function to the sequences yields two indistinguishable terms.

Example 2.12. The (recursive) set of formulas corresponding to the function application axiom
is given by the set of formulas t,...,t, ~t},...,t) = f(t1,...,tn) ~ f(¢},...,t,) for any terms
Ly estn, th, ..., th € T(3,N) and function symbol f € 3.

Finally, we present a more complex example, based on the EUF-CMA axiom of Definition 2.13.
We can transpose this axiom in the BC logic, saying that any term that is a valid signature, must
in fact be equal to the signature of a message appearing in the term. We use the function symbols
sign,pk and checksign, where intuitively checksign(z, pk(sk)) should only be equal to true if x
is equal to a message of the form sign(x, sk). We denote by St(t) the set of sub-terms of ¢, which
is defined completely syntactically.

Definition 2.17. Given a name sk, we define the axiom scheme EUF-CMA; as, for any
term ¢ such that sk is only in key position:
if (checksign(t, pk(sk))) then

\/sign(x,sk)GSt(t) (t = sign(m, Sk)) ~ T
else T

By saying that the formula on the left hand-side is indistinguishable from true, we say that the
formula is true with overwhelming probability.

Example 2.13. Let us consider the term g(sign(m, sk)), where g models some computation of
the attacker. The only signature appearing as a sub-term of g(sign(m, sk)) is sign(m, sk). Thus,
with the EUF-CMA axiom, we could conclude that

if (checksign(g(sign(m, sk)), pk(sk))) then
l(g(sTign(m’ sk)) = sign(m, sk)) ~ T

Thus, in any protocol (seen as a term) where this message is verified as a valid signature, we could
use the fact that it is equal with overwhelming probability to sign(m, sk).
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Computational Soundness Given a functional model M ¢, we can consider all possible attack-
ers by considering all computational models M that extend M by providing interpretations for
the attacker’s function symbols. We denote this relation by M D M, which is formally defined
as set inclusion. Given simple protocols P, and a functional model M, if the protocols have
the same set of observable trace, we can try to prove the indistinguishability of each concrete trace
in the logic. By requiring that the protocols share the same set of observable traces, we design a
proof technique restricted to a subclass of protocols. As we consider simple protocols in this part,
this is in fact not a restriction, as we expect that conditionals are in the terms, and protocols that
do not have the same set of observable traces are naturally distinguishable.

Lemma 2.2. Given two simple protocols P, Q with the same set T of observable traces, random
tapes py, ps and a functional model M ¢, we have:

Vr € T,YM D My M E ¢ ~ ¢

P=Q

Sketch of Proof. We do not provide the proof, that will be performed in Section 5.2 in a more
general setting. As we only consider finite protocols the set of observable traces is also finite.
While it is of exponential size w.r.t. the protocol, the size is fixed w.r.t. the security parameter,
which allows us to perform the proof. Thus, if there exists a distinguisher for P and @Q, its
advantage must be non negligible for at least one abstract trace. For this given abstract trace, we
can construct a model that negates the desired formula by splitting the distinguisher into multiple
attackers. |

This Lemma does not provides us with a usable proof technique, as it is not possible in practice
to make a proof for each computational model. However, as we are in a first order logic, if one
can find a set of axioms that are satisfied by all computational models, a proof under such axioms
implies that the formula is satisfied by all computational models. We write Az = ¢ if the set of
formulas Ax and the formula —¢ are inconsistent. We want to consider axioms that hold for a
family of computational models, for instance all M D> M given a functional model M.

Definition 2.18. Given a family of computational models F, a set of first order formulas A
is sound (w.r.t. F) if, for every ¢ € A, every M € F, M E .

We can finally perform a proof of indistinguishability using such axioms.

Theorem 2.1. Given two simple protocols P, Q with the same set of observable traces T, a set
of axioms A and a functional model MY, if we assume that:

» A is sound w.r.t. F ={M > M'};
> forallTET,A|:¢>}~¢é

Then P = Q.

The proof will be performed in Section 5.2 in a more general setting. In practice, we can for instance
assume that all PTTMs satisfy the classical EUF-CMA axiom), and then prove that the first-order
formulas of Definition 2.17 define a sound BC version of the EUF-CMA axiom. Performing proofs
under such an axiom yields indistinguishability assuming the classical EUF-CMA axiom.
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Part |

Extensive

In which we try to demonstrate how one may carry out a so called
extensive analysis of a protocol
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3 A Symbolic Model for Multi-Factor
Authentication

If you are asked for the password,
type in “password”.

(Ockham’s Razor)

3.1 Introduction

To provide strong guarantees about the security of a protocol, we should consider all combinations
of attacker capabilities. Ideally, an extensive analysis should provide for each possible threat model
either an effective attack against the protocol or a security proof. To achieve this level of precision
requires highly automated tool: it can nowadays only be performed in the Symbolic model.

In this chapter, we provide an example of a detailed and modular threat model that can be leveraged
to perform an extensive analysis in the symbolic model. We focus on authentication properties,
a major concern: users need to authenticate to an increasing number of electronic services in
everyday life, such as email and bank accounts, agendas, e-commerce sites, etc. Authentication
generally requires a user to present an authenticator, that is ‘‘something the claimant possesses and
controls (typically a cryptographic module or password) that is used to authenticate the claimant’s
identity” [GGF17]. Authenticators are often classified according to their authentication factor:

» what you know, e.g., a password, or a pin code;
» what you have, e.g., an access card or physical token;
» what you are, e.g., a biometric measurement.

Although these different mechanisms exist, passwords are still by far the most widely used mecha-
nism, despite the fact that many problems with passwords were already identified in the late "70s
when they were mainly used to grant login into a computer [MT79]. Since then, things have be-
come worse: many people choose the same weak passwords for many purposes, and large password
databases have been leaked. Studies have shown that the requirement to add special characters
does not solve these problems, and the latest recommendations by NIST [GFNT17] even discourage
this practice.

To palliate password weaknesses, multi-factor authentication protocols combine several authenti-
cation factors. Typically, instead of using only a login and password, the user proves possession of
an additional device, such as there mobile phone or a dedicated authentication token. Two popular
protocols are Google 2-step [G2s| (which actually regroups several mechanisms) and FIDO’s U2F
[Fid] (the version implemented by Yubico for their Security Keys), which is supported by many
websites, including Google, Facebook, and GitHub. In (one version of) Google 2-step, the user
receives a verification code on their phone that they must copy onto their computer, while FIDO’s
U2F requires the use of a specific USB token that must be plugged into the computer.

Multi-factor authentication (MFA) protocols thus provide complex situations where multiple agents
are involved, and with protocols leveraging mechanisms that are very different in nature. To
study such protocols, we provide a detailed threat model, trying to capture all possible levels of
compromise of the multiple agents. We then explain how one can at a high level model each
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component of the threat model in the symbolic model presented previously, after extending it to
support communications over secret channels.

@ Chapter Summary

Multi-factor authentication strengthens authentication mechanisms by adding to passwords
additional proofs of identity. They constitute complex protocols involving multiple agents.
We present a detailed and modular threat model for those protocols. It takes into account
communication through TLS channels in an abstract way, yet modelling interesting details such
as session identifiers and TLS sessions with compromised agents. Moreover, we consider different
levels of malwares in a systematic way by representing a system as a set of interfaces with access
rights. Additionally, we allow the adversary to perform phishing and spoof fingerprints, and
consider scenarios where a careless user does not perform expected checks. We formalize this
model in the applied pi calculus, defining a formal and modular threat model.

3.1.1 Our Contributions

In classical protocol analysis, the attacker is supposed to control the communication network.
However, the protocols we study in this part make extensive use of TLS communications and are
supposed to provide security even if some devices are infected by malware.

We therefore propose a novel, detailed threat model for multi-factor authentication protocols which
takes into account many additional threats.

» Compromised passwords: our basic assumption is that the user’s password has been com-
promised. Otherwise multi-factor authentication would not be required.

» Network control: we define a high-level model of TLS channels that guarantees confidentiality
and authentication of messages and additionally ensures, through inclusion of session ids,
that messages of different TLS sessions cannot be mixed. Nevertheless, we allow the attacker
to delay or block messages. Our model also contains a notion of fingerprint that is used in
some protocols to identify machines, and we may give the adversary the power to spoof such
fingerprints.

» Compromised platforms: we give a structured and fine-grained model for malwares. We take
an abstract view of a system as a set of input and output interfaces, on which an adversary
may have read or write access, depending on the particular malware.

» Human aspects: we take into account that most of these protocols require some interaction
with the human user. We model that humans may not correctly perform these steps. More-
over, we model that a human may be a victim of phishing, or pharming, and hence willing
to connect to and enter their credentials on a malicious website.

» “Trust this computer mechanism™ to increase usability, several websites, including Google
and Facebook, offer the possibility to trust a given machine, so that the use of a second
factor becomes unnecessary on these machines. We add this trust mechanism to our model.

We completely formalize these threat scenarios in the applied pi calculus.

&S Limitations

We do not generalize the modelling to the computational semantics, but restrict our analysis to
the symbolic semantics. Indeed, for the high-level model of TLS, we need dynamic secret chan-
nels (secret channels that can become public), which would significantly increase the complexity
of the computational semantics. Moreover, as we need to perform an efficient and automated
analysis given the number of scenarios, the computational model is ill suited for this purpose
at the moment.
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3.1.2 Related Work

Bonneau et al. [BHOT12] propose a detailed framework to classify and compare web authentication
protocols. They use it for an extensive analysis and compare many solutions for authentication.
While the scope of their work is much broader, taking into account more protocols, as well as
usability issues, our security analysis of a more specific set of protocols is more fine-grained in
terms of malware and corruption scenarios. Basin and Cremers [BC14b] formalizes the notion of a
protocol-security hierarchy, which provides for multiple adversaries the strengths and weaknesses
of each protocol. Adversaries are defined in a modular way, combining multiple notions of key and
state compromise. Our methodology is similar as we identify the largest threat scenarios that a
protocol can tolerate through a modular combination of attacker capabilities.

Basin et al. [BRS16] studied how human errors could decrease security. Their model is more
evolved than ours on this aspect. However, we consider more elaborate malwares and also check
for a stronger authentication property: an attack where both a honest user and an attacker try to
log into the honest user’s account but only the attacker succeeds is not captured in [BRS16], as
they simply check that every successful login was proceeded by an attempt from the corresponding
user to login. As a side remark, notice that [BRS16] blurs the line between the Symbolic and
Computational models, defining negatively what the human (which is a second attacker) cannot do.
In the same vein, [BRS15| studies minimal topologies to establish secure channels between humans
and servers. Their goal is to establish a secure channel, while we consider entity authentication.
They consider authentic and confidential channels, which we extend by being more fine grained.

3.2 Multi-factor Authentication Protocols

Q@ Section Summary

Google 2-step relies on a cellphone as a second factor: it either sends a confirmation code via
SMS, or asks for confirmation by touching the screen. FIDO’s U2F provides a small USB token
that can perform signatures after a button press. The signature can be performed over the
authentication material and checked by the server.

3.2.1 Google 2-step

To improve security of user logins, Google proposes a two factor authentication mechanism called
Google 2-step [G2s]. If enabled, a user may use there phone to confirm the login. On their website
Google recalls several reasons why password-only authentication is not sufficient and states that
“2-Step Verification can help keep bad guys out, even if they have your password”. Google 2-step
proposes several variants. Google’s mechanisms are not documented, and were reverse engineered.
Thus, some distance between our presentation and real life implementation may exist. The default
mechanism sends to the user, by SMS, a verification code to be entered into there computer. An
alternative is the “One-Tap” version, where the user simply presses a Yes button in a pop-up on
there phone. The second version avoids to copy a code and is expected to improve the usability of
the mechanism. This raises an interesting question about the trade-off between security and ease
of use. We also present a more recent version of “One-Tap” that we dubbed “Double-Tap”.

As Google does not provide any detailed specification of the different authentication mechanisms,
the following presentations are based on reverse engineering. As the protocols are simple and do
not contain complex cryptographic operations, the reverse engineering is rather straightforward,
based on the operations visible by the user and behavioral tests. Notice though that we may
have omitted some checks performed by the server, based on some information that is not entered
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Figure 3.1: G2V Protocol Figure 3.2: 20T Protocol

by the user, such as the timing of the login. As we validated the attacks found systematically
in a laboratory environment, our protocol models appear to be precise enough. All experiences
presented in this Part were performed in January and February 2018.

Google 2-step with verification codes - g2V In Figure 3.1 we depict the different steps of
the protocol. All communications between the user’s computer and the server are protected by
TLS. The three main steps of the protocol are:

1. the user enters their login and password into their computer, which forwards the information
to the server;

upon receiving login and password, the server checks them. In case of success, the server
generates a fresh 6 digits code, and sends an SMS of the form "G-****** is your Google
verification code” to the user’s mobile phone;

the user then copies the code to their computer, which sends it to the server. If the correct
code is received login is granted.

2.

When the password is compromised, the security of the protocol only relies on the code sent on
the SMS channel. Thus, if the attacker can intercept the code produced in step (2) before it is
received by the server, the attacker could use the code to validate their own session and break the
security. This could be done for instance by intercepting the SMS, compromising the phone with
a malware, or through a key-logger on the user’s computer.

Google 2-step with One-Tap - g20T In Figure 3.2 we present the One-Tap version of Google
2-step, the main steps being:

1. the user enters their login and password into their computer, which forwards the information
to the server;

2. the server then creates a fresh random token that is sent to the user’s mobile phone. Unlike
in the previous version, the communication between the server and the phone is over a TLS
channel rather than by SMS;

3. the phone displays a pop-up to the user who can then confirm the action or abort it, by
choosing “Yes” or “No” respectively;

4. in case of confirmation the phone returns the token and login is granted.

Note that in its most basic version, the user only answers a yes/no question. Google announced
in February 2017 [teal7] that the pop-up would also contain in the future a fingerprint of the
computer, including information such as IP address, location and computer model. However this
new version has yet to be implemented on some of the smartphones we used for tests. In the
following we will analyse both versions, with (G20T""") and without (G20T) the fingerprint.
Remark that in steps (2) to (4), the authentication token is never sent to the computer. This is
an important difference with the previous version, disabling attacks based on compromising the
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Figure 3.3: G2DT"™® Protocol Figure 3.4: U2F Protocol

computer, e.g., a key-logger. The independence of the second factor with respect to the computer
then improves the security. Adding a fingerprint to the screen additionally improves the security,
as it allows the user to perform a suspicious login from an unknown location.

Google 2-step with Double-Tap - g2DT"  The issue with One-Tap compared to the code
version is that the user is likely to simply press “Yes” without reading any displayed information.
To mitigate this issue, Google sometimes uses a version which we call Double-Tap. We were not
able to find a public documentation of this variant, but we saw it at work in practice. The first
step is the One-Tap protocol previously presented, with the display of the fingerprint. It is then
followed by a second step, where a two digit number is displayed on the user’s computer screen,
and the same number is displayed on the user phone along with two other random numbers. The
user is then asked to select on their phone the number displayed on their computer. This selection
mechanism mimics the behaviour of a verification code displayed on the computer and that the
user should enter on their phone, but with the benefits of greater simplicity and ease of use. If
we abstract the selection mechanism used to simplify the user experience and simply consider that
the user is entering the data on their phone, the protocol outline is shown in Figure 3.3.

3.2.2 FIDO'’s Universal 2nd Factor - U2F

FIDO is an alliance which aims at providing standards for secure authentication. They propose
many solutions under the U2F, FIDO and FIDO2 |[FID18; BLVGB ™' 17| (also known as the WebAu-
thn) standards. We only study partially the Universal 2nd Factor (U2F) protocol [Fid], focusing
on the version using a USB token as the second factor. More precisely, we study the implementa-
tion of the standard performed by the Yubico company, producing the Yubikey token. The U2F
protocol relies on a token able to securely generate and store secret and public keys, and perform
cryptographic operations using these keys. Moreover, the token has a button that a user must
press to confirm a transaction. To enable second-factor authentication for a website, the token
generates a key pair' and the public key is registered on the server. This operation is similar to
the registration of a phone as a second factor in the case of a Google account. We must assume
that this step was performed securely by the user at a time where their password was secure, and
ideally at the time of the creation of the account. Else, no security may come from the second
factor. Once the registration has been performed, the token can then be used for authenticating;
the steps of the authentication protocol are presented in Figure 3.4, and can be explained as:

'In the case of the Yubikey token, the key is generated by hashing a fresh random with a fixed secret
stored in the token.
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1. the computer forwards the user’s login and password to the server;

the server generates a challenge which is sent to the user’s computer;

3. upon reception, the browser generates a payload containing the URL of the server, the
challenge and the identifier of the current TLS session to be signed by the token;

4. the user confirms the transaction by pressing the token button;

5. the token signs the payload, and the signature is forwarded to the server for verification.

o

Compared to G20T and G2DT*"®, the second factor and the user’s computer are not independent,
which may lead to attacks base on malware on the computer. However, thanks to the signature
of the payload, the signature sent back to the server is strongly linked to the current session, and
session confusion is significantly harder. Moreover, as the signature includes the URL seen by the
user, this may counter phishing attacks.

3.2.3 Disabling the Second Factor on Trusted Devices

When designing an authentication protocol, as also emphasized in [BHO'12|, a key require-
ment should be usability. On a user’s main computer, used on a daily basis, it may not
be necessary to use a second factor: for instance, using a second factor each time a user
pops there emails on there main laptop would be very cumbersome. This is why sev-
eral providers, including Google and Facebook, propose to trust specific computers and dis-
able the second factor authentication on these particular machines. This is done by check-
ing a “Trust this computer” option when initiating a two-factor authenticated login on a
given machine. Technically, the computer will be identified by a cookie and its fingerprint.
A fingerprint typically includes information about the user’s IP

address, inferred location, OS or browser version, etc. As those

elements will obviously change over time, in practice, a distance USER  DEVICE COMPUTER SERVER
between fingerprints is evaluated, and if the fingerprint is too * * T T
far from the expected one, the second factor authentication will
be required. To the best of our knowledge, this feature is not

Successful trusted Multi Factor login

documented and the full mechanism has not been studied pre-
viously even though it may lead to security issues. To capture
such security issues we will include the “Trust this computer”
mechanism in our analysis.

Registration J

lnew sk‘ lnew (:ook’ie‘

cookie
<
pk(sk)

3.2.4 Token Binding T T T T

login| pass
logfn, pass, cogkie
While cookies are a common mechanism widely used to remem- @@
ber a computer after a successful login, a new protocol called
TOKENBINDING [PNB'18] is under development. Its usage is ToxeNBINDING
recommended by the FIDO standards, but providers are free .sig‘n(TLS,gid,sk)‘

to use it or not. After a successful login, a public key may be
bound to the user account, and the corresponding secret key
will be used to sign the session identifier of the following TLS check@
sessions. It may be seen as a partial U2F where the keys are

sign

directly stored on the computer. We describe the protocol in
Figure 3.5. If a computer has been successfully authenticated,
the registration part of TOKENBINDING may be enabled and
the computer may generate a new secret key, and simply send
the corresponding public key to the server.

Figure 3.5: TOKENBINDING

In parallel, the server may send a classical cookie to the computer. For later logins, the server will
ask for the cookie but also for the signature of the TLS session identifier by the registered public
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key. We remark that the cookie and the signature may actually be sent at the same time, and
TOKENBINDING thus does not require more communications than classical cookie authentication
after the registration.

3.3 Threat Model

In order to conduct an in depth analysis of MFA protocols, we consider different threat models,
types of attacks and corresponding attacker capabilities. We will consider a Dolev-Yao attacker
[DY81] that controls any compromised parts and, classically, the network. However, many of the
protocols we study use channels protected by TLS. The attacker may block a message, even if they
cannot read or write on such channels. Moreover, as we are studying multi-factor authentication
protocols, in order to assess additional protection offered by these protocols, we are interested
in the case where the user’s password has been compromised. Therefore, the most basic threat
scenario we consider is the one where the attacker has (partial) control over the network, and
knows the users’ passwords.

There are however several ways the attacker can gain more power. Our aim is to present a detailed
threat model, reflecting different attacker levels that may have more or less control over the user’s
computer, the network, or even over the user itself. Those levels aim at capturing the attacker
capabilities that are necessary for a given attack.

Q Section Summary

We define a fine-grained threat model. The attacker may gain read/write or read-only access
over all the communication channels of the user platform (USB, display, network, HDD). The
user’s phone may be compromised, the human may be subject to phishing or not perform some
checks such as comparing two values, and the fingerprint of the platform might be spoofed.

3.3.1 Malware Based Scenarios

The first range of scenarios covers malwares that give an attacker control over parts of a user’s
device, also known as Man In The Machine attacks.

Systems as interfaces To give a principled model of malwares and what parts of a system the
malware may control, we take an abstract view of a system as a set of interfaces on which the
system receives inputs and sends outputs. Some interfaces may only be used for inputs, while other
interfaces may be used for outputs, or both. For example the keyboard is an input interface, the
display is an output interface, and the network is an input and output interface. Compromise of
part of the system can then be formalized by giving an attacker read or write access to a given
interface. On a secure system, the attacker has neither read nor write access on any interface.
Conversely, on a fully compromised system the attacker has read-write access on all interfaces.

Out RW
More formally we consider that for each interface the attacker / \
may have no access (NA), read-only access (RO), write-only In RW Out RO
access (WO), or read-write access (RW). We may specify many \ /
different levels of malware by specifying for every interface
two access levels, one for inputs and one for outputs on the In RO
interface. Obviously, for a given interface not all combinations l

NA

Figure 3.6: Access Lattice
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need to be considered: a read-write access will yield a stronger
threat model than read-only access, write-only or no access.
We consider for each interface five levels, that can be organized
as the lattice depicted in Figure 3.6.

Q Technical Details

We suppose in this work that it is harder to control the outputs of an interface than its inputs:
therefore a given access level to the outputs implies the same access level on the interface inputs.
Although not a limitation of our model, this choice is motivated by practical considerations.
Running for instance a key-logger does not require specific rights, because the keyboard data
is completely unprotected in the OS. FIDO devices are identified by the OS as a keyboard (at
least on Linux systems). However, reading data sent by an application to a USB device, i.e.,
having read access on the USB interface’s output, may require to corrupt the driver (or in the
case of Linux enable the “USBmon” module) which requires specific privileges. Similarly, we
suppose that having write access implies having read access.

Malware on a computer For a computer, we will consider four interfaces:

» the USB interface, capturing for instance the keyboard, or a U2F USB key, with all possible
types of access;

» the display, the computer screen, with only output interfaces;

» the TLS interface, capturing the network communications, but by always assuming that the
attacker has the same level of control over inputs and outputs;

» the hard drive interface, capturing control of the storage of the computer, with all possible
types of access.

We can succinctly describe a malware on a computer by giving for each interface the attacker’s
rights for both inputs and outputs of this interface. We use the notation M:Ztszgl out-aceys Where

interf might be TLS, USB, hdd or dis, and accl and acc2 might be RO or RW, to denote that the
attacker has rights accl on the inputs, respectively rights acc2 on the outputs, of interface interf.

By convention, if we do not specify any access level, it means that the attacker has no access. A

key-logger is for instance denoted with Mllf;ggo If the access level is the same both for the inputs

and the outputs, as we always assume for TLS, we may write M;Z:ng, thus capturing the fact
that the attacker may have full control over the user browser, or that they might have exploited a

TLS vulnerability.

Remark that we give a very high-level threat model for TLS, only considering read and write
accesses. While this subsumes all possible capabilities, this does not reflect precisely the capabilities
that an attacker may gain through XSS or CSRF attacks. However, such attacks tend to be linked
to the actual implementation of the web server or of the browser, rather than being protocol specific.
Furthermore, capturing such attacks requires a very fine grained model of the web infrastructure,
such as the one presented by Fett et al. [FKS14]. Such a fine grained model would break the
automation of our analysis, which was already at the limit of PROVERIF’s capabilities (minor
changes to the model lead to non termination of PROVERIF).

Malware on a phone For a mobile phone, the type of interface may depend on the protocols,
with for instance SMS inputs or TLS inputs. To simplify, we will consider a phone to have only
one input and one output interface. We thus only consider a generic device interface called dewv,
with all possible access levels. M?rf:%zo then corresponds for instance to the attacker having broken
the SMS encryption, or to some malware on the phone listening to inputs.
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3.3.2 Fingerprint Spoofing

Whenever a user browses the Internet, the user provides information about him or herself, called
their fingerprint. Those elements will be very useful later on for additional checks in our protocols,
and as we mentioned Google is adding this kind of details to their One-Tap protocol. However, in
some cases the attacker might be able to obtain the same fingerprint as a given user. While some
elements, such as the OS version, are rather easy to spoof, it is more complicated to spoof the IP
address and inferred location. It is nevertheless possible if an attacker either completely controls
the network the user connects on, or is connected to the same WiFi, or works in the same office.

3.3.3 Human Errors

The attacker may also exploit vulnerabilities that rely on the user not or wrongly performing some
actions, or preferring to ignore security warnings. The assumption that users may not behave in
the expected way seems reasonable given that most users are not trained in computer security, and
their goal is generally to access a service rather than performing security related actions.

Phishing In our model, we capture that users may be victims of phishing attempts, i.e., willing to
authenticate on a malicious website. For instance, an untrained, naive user may be willing to click
on a link in an email which redirects to a fake web site. While a phishing attack through an e-mail
may not fool a trained user, even a more experienced user may be victim to more sophisticated
attacks, for instance if they connect to an attacker WiFi hotspot which asks to login to a website
in order to obtain free Wii. Therefore, when we consider the phishing threat scenario we allow the
attacker to choose with whom the user will initiate the protocol. We consider phishing as one of
the simplest attacks to mount, and protocols should effectively protect users against it.

However, even though we consider that users might be victim of phishing, we suppose that they
are careful enough to avoid it when performing the most sensitive operations: these operations
include the registration of the U2F key, and logging for the first time on a computer they wish to
trust later on. Indeed, if we were to allow phishing to be performed during those steps, no security
guarantees could ever be achieved as the use of a second factor authentication requires a trusted
setup.

No compare A protocol may submit to the user a fingerprint and expect the user to continue
the protocol only if the fingerprint corresponds to their own. When given a fingerprint and a
confirmation button, some users may confirm without reading the displayed information. Thus,
when considering the no compare scenario, we assume that the user does not compare any value
given to him and always answers yes.

3.3.4 Threat Scenarios Considered

In our analysis we consider all the possible combinations of the previously presented scenarios.
This yields a fine-grained threat model that allows for a detailed comparison of the different
protocols, and to identify the strengths and weaknesses of each protocol, by showing which threats
are mitigated by which mechanisms.

By considering those possibilities, we capture many real life scenarios. For instance, when a user
connects to a WiFi hotspot in a hotel or train station, the WiFi might be controlled by the
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attacker, making the fingerprint spoofing and phishing scenarios realistic, because the attacker can
have full control over the network, and thus use the provided IP address or redirect a user to a
fake website.

If we try to connect on some untrusted computer, for instance the computer of a coworker, it may
contain a rather basic malware, for instance a key-logger ( 3157]230) However, if we connect on
a computer shared by many people at some place, for instance at a cybercafe, there could be a
very strong malware controlling the display of the computer ( g}ﬁ:RW) or controlling any TLS
connection on this computer (MTE2),). Moreover, the network in this unknown place might also
be compromised, and we may have some other scenarios combined with the malware, such as

phishing (PH) or fingerprint spoofing (F'S).

Our different scenarios provide different levels of granularity going from no attacker power at all
to complete control over both the network and the platform. Our threat model abstracts away
from how the attacker gained this power. Thus, the scenarios we consider will contain at some
point all the possible attacks, without the need to specify how they may be performed. Note that
we distinguish access to the RAM of the computer and access to the hard drive. For instance,
a TLS session key will only be stored in RAM and a cookie will be stored on the hard drive. A
side channel attack such as Meltdown |[LSG ™ 18| or Spectre [KGG 18] may allow the attacker to
read the RAM of the user computer. In the protocols studied in this Part, all values stored in
the RAM are received over one of the channels and not generated by the computer. Thus, in our
examples the RAM read only access is equivalent to giving read-only access to all the interfaces of
the computer (MYSB, MTLS ) Mdis, ) MDdd, ). Another threat scenario is pharming, where the
attacker can “lie” about the URL that is displayed to the user. This may happen either because
of a malware that edits the hosts file (on a UNIX system), or by performing DNS ID Spoofing or

. . . . S
DNS Cache Poisoning. All of these scenarios are simply captured as MI):LRW.

3.4 The Formal Model

For our formal analysis, we model protocols in the applied pi-calculus presented in Section 2.1. As
required by the modelling of TLS, We first extend the semantics with support for secret channels,
and then provide a detailed threat model.

Q Technical Details

In the next chapter, we use the PROVERIF tool, which has a slightly different syntax and
semantics. The precise semantics used by PROVERIF can be found in [Blal6]. We use our
calculus for the sake of coherence with the multiple parts of the Thesis, and the gap between
the semantics should not impact our analysis. The main syntactic difference, when comparing
the example given here and the PROVERIF files of the case study (|[Mfal), is the presence of

types.

3.4.1 Extension of the Process Calculus with Secret Channels

To allow for a high level modelling of the behaviour of TLS, we extend the pi-calculus with secret
channels. Rather than sampling channels in the fix set C of constants, we allow channel identifiers
to be arbitrary terms in 7(%, X', V), where all variables must be bound in protocols. This implies
that channels can be dynamically created. This extension is dedicated to the symbolic model,
where we can thus assume that we have access to the deducibility relation g (Definition 2.4). We
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Server= Platform=
in(a,x); in(kb, zpm1);
if z = (login, pass) then out(a, Tm1);

out(sms, code;); in(kb, zm2);
in(a, Teode); out(a, x;,2).

if 2,04 = code; then
event Login(login).

User= Mobile=
event Initiate(login); in(sms, Teode );
out(kb, (login, pass)); out (phone, Tcode)-

in(phone, Teode);
out(kb, Tcode)-

|*(Server|| Platform| Mobile|| User)

Figure 3.7: Google 2-step Toy Example

replace the rule OUT of Figure 2.4 by the two following rules:

our o, (out(t,s).P,o) — ow{[s]°}, (P, o) IF p g [t]°
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The rule OUT only applies if the attacker can deduce the identifier of the channel, once it has
been interpreted w.r.t. to the local binding variables of the process. SYNC allows an input and
an output on the same channel to be reduced in a synchronous way, without leaking anything to
the attacker. It can only be executed if the term of the channel cannot be deduced, and if the
communications are on the same channel.

We provide an example of a process in Figure 3.7. a is a constant known to the attacker, modelling
an insecure Internet communication. All other string identifiers are names: sms models the sms
channel, kb the keyboard between the user and the platform and phone the screen of the mobile.
A user process User wants to authenticate to some server Server. To do so, the user sends their
login and password pass to their platform which are then forwarded to the server. The Server
generates a fresh code; for each session which sent to the user’s Mobile. The code is then forwarded
to the user, and back to the server through the platform.

Considering this example, we model the correspondence property (Definition 2.2) that any accepted
login was actually initiated by the user

Login(z) = Initiate(z)

This property is satisfied here, thanks to the sms channel which is private. In this case, the
property is even injective.
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3.4.2 Modelling TLS Communications

Most web protocols rely on TLS to ensure the secrecy of the data exchanged between a client
and a server. In order to formally analyse online authentication protocols, we thus need to model
TLS sessions and corresponding attacker capabilities. A possibility would of course be to precisely
model the actual TLS protocol and use this model in our protocol analysis. This would however
yield an extremely complex model, which would be difficult to analyse. A more detailed model of
TLS would mostly be of interest for the analysis of TLS itself, rather than the protocol that make
use of it. Therefore, for this Part, we opt to model TLS at a higher level of abstraction. In essence
we model that TLS provides

» confidentiality of the communications between the client and the server, unless one of them
has been compromised by the adversary;

» a session identifier that links all messages of a given session, avoiding mixing messages
between different sessions.

To model this in the applied pi calculus, we use what is called private function symbols. Terms
can be built using those symbols, but they are not available to the attacker for the deduction.

Q Technical Details 1

Private function symbols are built-ins of PROVERIF. We may encode them formally in our
model by defining the syntactic sugar TLS(x,y) — TLS(x,y,ns), where TLS a function symbol
of arity 3 and ny is a secret name, that is completely fresh for the protocols.

We then model TLS as follows:

» we define a private function TLS(id,id) where id is a user defined type of identities, and
use the channel TLS(c,s) for communications between client ¢ and server s;

» we define a TLS manager process that given as inputs two identities ¢dy and ids outputs on
a public channel the channel name TLS(id1,ids), if either id; or idy are compromised;

» we generate a fresh name of type sid for each TLS connection and use it as a session
identifier, concatenating it to each message, and checking equality of this identifier at each
reception in a same session.

However, even if the communication is protected by TLS, we suppose that the adversary can block
or delay communications. As communications over private channels are synchronous we rewrite
each process of the form out(TLS(c, s), M).P into a process out(TLS(c, s), M)|P. This ensures that
the communications on TLS channels are indeed asynchronous. We provide the new elements of
our previous toy example in Figure 3.8. We use pattern matching to bind the variable on inputs,
e.g., in(c, (z,y)) is a shortcut for testing if the input is a pair, and assigning the projection to the
variables. If the input received does not follow the pattern, the thread goes into a failure state.

The TLS manager essentially allows the attacker to have a valid TLS session as long as the
communication is not between the honest user and the server. This means that, even though
we consider a single honest user, the attacker can perform all actions corresponding to sessions
involving other users. Hence, in our model we consider a single honest user in parallel with an
arbitrary number of corrupted users. As the corrupted user may behave honestly, considering a
single honest user is not a limitation. Note however, that we assume that there are no interactions
between the user’s computer and phone and the equipment of other users.
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Server=
in(a, z;4);

Platform= in(TLS(x;4,1dS), (z));
in(kb, (Tiogins Tpass, Tids)); if © = (login, pass) then
OUt(TLS(idpv xidS)a <xlogina :Epass>§ OUt(SmSa COdei);

| in(kb, Zcode); in(TLS(ziq, 1dS), Zeode );
out(TLS(idP, T;4s), Tcode)- if T.o4q. = code; then

event Login(login).

T-L‘S’rrl,(magerﬁ
in(a> <xidca xids>)§ User=
if not(zi4. = idP)||not(z;4s = idS) then event Initiate(login);

out(a, TLS(Zjde, Tids))- out(kb, (login, pass,idS));

in(phone, Tcode);
out(kb, Tcode)-

|*(Server|| Platform| TLSmanager || Mobile|| User)
Figure 3.8: Google 2-step Toy Example with TLS

3.4.3 Modelling Threat Models

We will now present how we model the different scenarios discussed in Section 3.3 in the applied
pi calculus.

Malware As discussed in Section 3.3.1, we view a system as a set of interfaces. By default,
these interfaces are defined as private channels. Let a be a public channel (i.e., a constant).
A malware providing read-only access to an interface ch is modelled by rewriting processes of
the form in(ch,x).P into processes of the form in(ch,z).out(a,x).P, respectively out(ch, M).P
into out(a, M).out(ch, M).P, depending on whether inputs or outputs are compromised. Read-
write access is simply modelled by revealing the channel name ch, which gives full control over
this channel to the adversary. We provide in Figure 3.9 an example where the input received
on the keyboard channel kb is forwarded to the attacker. The modified part of the process is
highlighted .

Fingerprint and spoofing When browsing, one may extract information about a user’s location,
computer, browser and OS version, etc. This fingerprint may be used as an additional factor for
identification, and can also be transmitted to a user for verification of its accuracy. We model
this fingerprint by adding a function £pr(id) which takes an identity and returns its corresponding
fingerprint. Given that all network communications are performed over a TLS channel TLS(c, s)
the server s can simply extract the fingerprint fpr(c). However, in some cases we want to give
the attacker the possibility to spoof the fingerprint, e.g., if the attacker controls the user’s local
network. In these cases we declare an additional function spoof fpr(x) and the equation

fpr(spoot j,, (fpr(c))) = £pr(c)

which provides the attacker with an identity whose fingerprint is identical to fpr(c), and allows
the attacker to initiate a communication on a channel TLS(spoof ;,,.(fpr(c)), s).
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User=
Platform= event Initiate(login);
in(kb7 <xlogin7 Tpass, xidS>); OUt(kbﬂ <lOg’LTl, pass, ZdS>)a
out(a, <xlogin7 Tpass, midS>); ln(phonea <5rcodea Z fingerprint >)7
out(TLS(z’dP, idS), <mlogin7 xpass); if L fingerprint = fPr(ldP) then

out(a, Tcode)-

Figure 3.9: Key-logger
Figure 3.10: Fingerprint
User=

event Initiate(login);
in(a, xq);
if ;4 = idS then

out(kb, (login, pass, x;4));

in(phone, <xcodea xﬁngerprint»;

if 2 fingerprint = £pr(idP) then

out(kb, Tcode)-

Figure 3.11: Phishing

We show in Figure 3.10 an example where the User also receives from their phone the fingerprint
of the platform seen by the server, and checks that the fingerprint does match the fingerprint of
their platform.

Human errors - No compare Our model contains dedicated processes that represent the
expected actions of a human, e.g., initiating a login by typing on the keyboard, or copying a
received code through the display interface of their computer or phone. A user is also assumed to
perform checks, such as verifying the correctness of a fingerprint or comparing two random values,
one displayed on the computer and one on the phone. In the No Compare scenario we suppose
that a human does not perform these checks and simply remove them. The corresponding process
is obtained from Figure 3.10, by simply removing the highlighted conditional “if Zgngerprint =
fpr(idP) then ”.

Human errors - Phishing In our model of TLS we simply represent a URL by the server identity
1dS, provided by the human user, as it was shown in Figure 3.8. This initiates a communication
between the user’s computer, with identifier idC, and the server over the channel TLS(idC), idS).
This models that the server URL is provided by the user and may be the one of a malicious server,
which their machine is then connecting to. We let the adversary provide the server identity x;4 to
the user in order to model a basic phishing mechanism. We distinguish two cases: a trained user
will check that x;q = idS, where idS is the correct server, while an untrained user will omit this
check and connect to the malicious server. The updated User process is provided in Figure 3.11,
where we highlight the line to be removed under phishing.



4 An Extensive Analysis

Les réves, ¢ca ne se compare pas.

(Le roi Arthur - Kaamelott)

4.1 Introduction

We want to have a detailed and modular threat models, so that we may consider attackers as
powerful as possible. We defined such a model in the previous Chapter, yet, once a detailed threat
model has been defined, performing the corresponding analysis on concrete examples is challenging.
Given a protocol, one needs to explore all combinations of attacker capabilities, which can yield
thousands of distinct analyses to perform. We perform such an analysis on the MFA protocols
presented in the previous chapter, thanks to the highly automated tool PROVERIF [BCAT10].

The analysis of multiple protocols designed to provide the same guarantees allows to obtain a high
level understanding of the weaknesses and strengths of each protocol. Also, the precise security
guarantee provided by a given mechanism in a more complex security protocol can be clearly
identified. Such results can be used to help system designers to choose the protocol that best suits
their needs, given their specifications.

We perform the extensive analysis by ranging over all possible combinations of attacker capabili-
ties (but without exploring the scenarios already subsumed), and exploring multiple versions of a
protocol. However, remark that we only consider authentication properties. To perform a truly ex-
tensive analysis, one would need to consider all the possibly interesting security properties provided
by a given protocol. This can be of importance in contexts where we expect a protocol to provide
multiple properties. E-voting protocols can for instance be considered, where many properties can
be expected. In the context of authentication protocols, one may want to consider privacy proper-
ties such as unlinkability. We briefly address this subject on the FIDO’s U2F protocol, where the
specific setting only yield one interesting scenario.

@ Chapter Summary

We use the PROVERIF tool to systematically and automatically analyse several versions of
Google 2-step and U2F in an extensive way, considering all possible threat combinations and
analysing over 6000 (incomparable) scenarios. The resulting protocols comparison highlights
strengths and weaknesses of the different mechanisms, and allows us to propose some simple
variants, adding actions to the displayed information or linking the URL to the payload, which
improves security. We also study unlinkability of FIDO’s U2F protocol. Using our formalism,
we rediscover two previously reported attacks. While these attacks have been considered non
critical we argue that both attacks can be combined into a more dangerous one. Finally,
we validate our models and findings by demonstrating the feasibility of several attacks, in
laboratory conditions. We conclude with a final comparison between FIDO’s U2F and Google
2-step approaches.
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4.1.1 Our Contributions

We analyse several variants of the Google 2-step and FIDO’s U2F protocols in a detailed threat
model. The analysis is completely automated, using scripts to generate systematically all combi-
nations of threat scenarios for each of the protocols and using the PROVERIF tool for automated
protocol analysis. Even though we eliminate threat scenarios as soon as results are implied by
weaker scenarios, the analysis required over 6 000 calls to PROVERIF, yet finishes in only a few
minutes. Our analysis results in a detailed comparison of the protocols which highlights their
respective weaknesses and strengths. It allows us to suggest several small modifications of the
existing protocols which are easy to implement, yet improve their security in several threat sce-
narios. In particular, the existing mechanisms do not authenticate the action that is performed,
e.g., a simple login may be substituted by a login enabling the “trust this computer” mechanism,
or a password reset. Adding some additional information to the display may thwart such attacks
in many of our threat scenarios. We propose the variant G2DTP™* of the previously introduced
G2V protocol, where such information is displayed. We also propose a new variant of Google
2-step building on ideas from FIDO’s U2F protocol.

To validate our model and analysis we verify that the weaknesses we found can indeed be put
into practice. We report on our experiments with the google mail server and a FIDO USB token,
implementing FIDO’s U2F protocol. Even though our experiments are performed in a laboratory
environment they confirm the relevance of our models and analyses.

In addition to authentication, we also study wunlinkability. The FIDO’s U2F specification claims
that it should not be possible to link two accounts that use the same second factor token. Modelling
unlinkability in the applied pi calculus, we are able to find two attacks. Both attacks we found
appeared to be known. However, we argue that they may be combined into a more relevant one.

¢S Limitations

Our analysis is performed in the symbolic model, and thus lacks the precision of the computa-
tional model. Moreover, the analysis on unlinkability is performed for a single threat model.

Essentially, we are limited by the current state of the art of automated analysis both in the
symbolic and computational models. Notably, while we may want to perform analysis for other
properties or other protocols (involving more complex primitives), we believe that we may have
reached the limits of PROVERIF. Indeed, small changes to the modelling for the authentication
study causes non termination of the analysis.

4.1.2 Related Work

Regarding the practical extensive analysis, many studies were performed by generating multiple
protocols or multiple scenarios systematically. We only mention three of the most recent work fol-
lowing this idea, based on distinct provers. [CGT18| studies with PROVERIF three distinct security
properties of a single e-voting protocol, given a fixed threat model, but with a protocol parame-
terized by an integer n and instantiating the parameter with multiple values. Each scenario was
produced from a single file in a systematic way. Still in the e-voting protocol area, [CDD¥17| pro-
vides machine checked proofs of privacy related properties using EASYCRYPT for several hundred
variants of an e-voting protocol. [GHS™20] studies the Noise framework by analysing many differ-
ent protocols of the framework and systematically deriving the maximal threat model supported
by each of the protocol using the TAMARIN prover.

Concerning MFA, other attempts to automatically analyse MFA protocols were made, including
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for instance the analysis of FIDO’s U2F [PRW17], the Yubikey One Time Password [KK16; KS13],
the analysis of MFA combined with Single sign-on with SATMC [SCR™18] and the Secure Call
Authorization protocols [ACZ13|. However, those analyses do not study resistance to malware, nor
do they capture precisely TLS channel behaviour or fingerprints.

? Future Work

As a direction for future work, it would be interesting to perform an in depth analysis of
U2F |FID18] and FIDO2 [BLVGB 17|, also known as WebAuthn, standards, using our fully
mechanized approach.

As another direction, we consider the use of enclaves in trusted execution environments: such
environments could provide execution certification and a way to enable secure login on a com-
pletely untrusted computer, if the computer is equipped with a trusted module. One could
then use a phone as a U2F token assuming that we also have an efficient way to establish a
channel between the computer and the phone in order to pass the payload. The U2F keys
could be stored on the phone, and the next natural step would be to merge G2DT""* and U2F
by performing a U2F on the phone in parallel of the G2DT"". The user would only see the
G2DTP"™ part, which would even be simplified without the double tap, because thanks to the
channel between the phone and the computer, there would not be any need to ask the user to
select the correct random. G2DT""™ combined with for instance the storage of the keys using a
trusted execution environment, such as TrustZone would then palliate the issue of keys being
revealed due to malware on the phone.

4.2 Analysis and Comparison

Q@ Section Summary

We use the formal framework presented in Chapter 3 to analyse several MFA protocols, focusing
on authentication properties. The analysis is completely automated using the PROVERIF tool,
along with a script which generate all possible combinations of attacker capabilities from a
single modelling file. All scripts and source files used for these analyses are available at [Mfa].
The results are summarized in tables (systematically produced from the analysis), allowing to
compare the respective guarantees provided by distinct protocols, depending on the considered
scenario.

4.2.1 Properties and Methodology

Properties We focus on authentication properties and consider that a user may perform 3 dif-
ferent actions:

» an untrusted login: the user performs a login on an untrusted computer, i.e., without selecting
the “trust this computer” option, using second-factor authentication;

» a trusted login: the user performs an initial login on a trusted computer, and selects the
“trust this computer” option, using second-factor authentication;

» a cookie login: the user performs a login on previously trusted computer, using their password
but no second factor, and identifying through a cookie and fingerprint.

For each of these actions we check that whenever a login happens, the corresponding login was
requested by the user. We therefore define three pairs of events

(init,(id), accept . (id)) x € {u,t,c}
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The init,(id) events are added to the process modelling the human user, in order to capture
the user’s intention to perform the login action. The accept,(id) events are added to the server
process. The three properties are then modelled as three injective correspondence properties:

accept, (id) =in; init;(id) x € {u,t,c}

When the three properties hold, we have that every login of some kind accepted by the server for
a given computer matches exactly one login of the same kind initiated by the user on the same
computer.

Methodology For every protocol, we model the three different types of login, and then check
using PROVERIF whether each security property holds for all possible (combinations of) threat
scenarios presented in Section 3.3. As we consider trusted and untrusted login, we provide the user
with two platforms: a trusted platform on which the user will try to perform trusted logins, and an
untrusted platform for untrusted logins. We will thus extend the notation for malwares presented
in 3.3.1 by prefixing the interface with ¢ if the interface belongs to the trusted computer, and u
if it belongs to the untrusted computer. For instance, M:‘n_%‘sob corresponds to a key-logger on the
untrusted computer. A scenario is described by a list of considered threats that may contain

» phishing (PH);

» fingerprint spoofing (FS);

» no comparisons by the user (NC);

» the malwares that may be present on the trusted and untrusted platform.

For instance, “PH FS Mito_%ﬁg,” denotes the scenario where the attacker can perform phishing,
fingerprint spoofing, and has read-write access to the inputs and outputs of USB devices of the
trusted computer. “NC Mfo_%iv :'O_R"f,(’) i”O}%fV” models a human that does not perform com-
parisons and an attacker that has read-write access to the inputs and outputs of the TLS, USB
and display interfaces of the untrusted device.

We use a script to generate the files corresponding to all scenarios for each protocol and launch
the PROVERIF tool on the generated files. In total we generated 6 172 scenarios that are analysed
by PROVERIF in 8 minutes on a computing server with twelve Intel(R) Xeon(R) CPU X5650 @
2.67GHz and 50Go of RAM. We note that we do not generate threat scenarios whenever properties
are already falsified for a weaker attacker (considering less threats or weaker malware). The script
generates automatically the result tables, displaying only results for minimal threat scenarios that
provide attacks, and maximal threat scenarios for which properties are guaranteed. In the following
Sections we present partial tables with results for particular protocols. Full results for all protocols
are given in Tables A.1 and A.2 in Appendix.

The result tables use the following notations:

» results are displayed as a triple ut ¢ where u, t, ¢ are each X (violated) or v (satisfied) for the
given threat scenario; each letter in the set {u,t,c} gives the status of the authentication
property for untrusted login, trusted login and cookie login respectively;

» % and ¢ are shortcuts for XXX and vV V/;

» signs are greyed when they are implied by other results, i.e., the attack existed for a weaker
threat model, or the property is satisfied for a stronger adversary;

» we sometimes use blue, circled symbols to emphasize differences when comparing protocols.

Even if PROVERIF can sometimes return false attacks, we remark that any X corresponds to an
actual attack where PROVERIF was able to reconstruct the attack trace.
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Table 4.1: Analysis of the Basic Google 2-step Protocols

4.2.2 Google 2-step: Verification Code and One-Tap

In this Section we report on the analysis of the currently available Google 2-step protocols: the
verification code (G2V, described in Section 3.2.1), the One-Tap (G20T, described in Section 3.2.1)
with and without fingerprint, and the Double-Tap (G2DT"*", described in Section 3.2.1). The
results are summarized in Tables 4.1 and 4.2.

g2V In the G2V protocol the user must copy a code received on their phone to their computer
to validate the login. We first show that G2V is indeed secure when only the password of the user
was revealed to the attacker: as long as the attacker cannot obtain the code, the protocol remains
secure. If the attacker obtains the code, either using a key-logger (MT;;‘;};), or by reading the
SMS interface ( ?Tff;ao), or any other read access to an interface on which the code is transmitted,
the attacker can use this code to validate their own session. Looking at Table 4.1, it may seem
surprising that a malware on a trusted platform may compromise an untrusted login. This is due
to the fact that a code of a trusted session may be used to validate an untrusted session and
vice-versa. Moreover, if the attacker can access the hard disk drive (Mit;:f;ld), they may steal the

cookie that allows to login without a second factor, and then perform a login if they can also spoof
the platform fingerprint (F'S).

We have tested on the Google website that a code generated for a login request can indeed be
used (once) for any other login, demonstrating that such attacks are indeed feasible. Interestingly,
this also shows that in the actual implementation, the verification code is not linked to the TLS
session. Not linking codes to sessions is actually useful as it allows to print in advance a set of
codes, e.g., if no SMS access is available. Moreover, we note that linking the code to a session does
not actually improve security in our model, as the code of the attacker session will also be sent to
the user’s phone and could then be recovered. In practice, if the code is linked, an attack can be
produced only if the attacker’s code is received first, i.e., if the attacker can login just before or
after the user.

We remark that the results for G2V are also valid for another protocol, Google Authenticator. On
this protocol the phone and the server share a secret key, and use it to derive a one time password
(OTP) from the current time. In all the scenarios where the SMS channel is secure, G2V can be
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seen as a modelling of Google Authenticator where the OTP is a random value “magically” shared
by the phone and the server.

g20T In the G20T protocol a user simply confirms the login by pressing a yes/no button on
their phone. We first consider the version that does not display the fingerprint, and which is
still in use. Our automated analysis reports a vulnerability even if only the password has been
stolen. In this protocol, the client is informed when a second, concurrent login is requested and
the client aborts. However, if the attacker can block, or delay network messages, a race condition
can be exploited to have the client tap yes and confirm the attacker’s login. We have been able to
reproduce this attack in practice and describe it in more detail in Section 4.3. While the attack
is in our most basic threat model, it nevertheless requires that the attacker can detect a login
attempt from the user, and can block network messages (as supposed in the Dolev-Yao model).

g20T™"  We provide in the third column of Table 4.1 the analysis of G20T*"®. To highlight the
benefits of the fingerprint, we color additionally satisfied properties in blue. In many read only
scenarios ( .t(;7tzls(")7 27“;(1;7 I”O}%l(sg, :‘nfﬁsob), and even in case of a phishing attempt, the user
sees the attacker’s fingerprint on there phone and does not confirm. However, if the user does not
check the values (NC) or if the attacker can spoof the fingerprint (FS), G2OT" " simply degrades
to G20T and becomes insecure. Some attacks may be performed on the cookie login, for instance
for scenarios Muto_;zliv or Mlto_%f{), as the attacker may initiate a login from the user’s computer

without the user having any knowledge of it, and then use it as a kind of proxy.

Because of the verification code, in scenarios FS or NC, G2V provides better guarantees than
G20TT PR, Tt is however interesting to note that G2OT™ ™ resists to read only access on the device
as there is no code to be leaked to the attacker. One may argue that an SMS channel provides
less confidentiality than a TLS channel, i.e., the read-access on the SMS channel may be easier
to obtain in practice. Indeed, SMS communications between the cellphone and the relay can be
made with weaker encryption (A5/0 and A5/2) than TLS, and the SMS message will anyway be
sent over TLS between the relay and the provider’s servers. While this argument is in favour of
G20TF"®, one may also argue that G2V has better resistance to user inattention, as a user needs
to actively copy a code.

g2DT™"  To palliate the weakness of G20T compared to G2V, Google proposes G2DT*® where
a comparison through a second tap is required. The additional security provided by the second
tap is displayed in Table 4.2, where we highlight in blue the differences between G20T"® and
G2DT*"®. The attacker must be able to have their code displayed and selected on the user’s device
in order to successfully login. Therefore, F'S or NC scenarios with some additional read only access,
are secure. Interestingly, in the NC scenario, we are now as secure as G2V, while having greater
usability. We note that we are still not secure in the PH FS scenario. This means that an attacker
controlling the user’s network or some WiFi hotspot could mount an attack against G2DT""F.

4.2.3 Additional Display

In this Section, we propose and analyse small modifications of the previously presented protocols.
Given the benefits discussed in Section 3.2.1, we first add a fingerprint to G2V.

In Google 2-step some attacks occur because the attacker is able to replace a trusted login by an

untrusted one, e.g., under Mf'n_%s}f{, If this happens, the attacker can obtain a session cookie for

their own computer and perform additional undetected logins later on. A user might expect that
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Table 4.3: Google 2-step Protocols with Additional Display

by using a second factor, they should be able to securely login once on an untrusted computer and
be assured that no additional login will be possible.

We now study a variant of each of the protocols where the user’s action (trusted or untrusted
login) is added to the display. This addition may create some harmless “attacks” where the attacker
replaces a trusted login with an untrusted login. However, such attacks indicate that an attacker
may change the type of action, such as password reset, or disabling second-factor authentication.

We call G2V*® the protocol version that additionally displays the fingerprint, and G2VP"",
G20T"" and G2DTP"™ the versions that additionally display the action, and provide in Table 4.3
the results of our analysis. To highlight the benefits of our modifications, we color additionally
satisfied properties in blue, when considering G2V and G2VF™ G2V*® and G2VP"*® g20T"*"
and G20TP" and G2DT™"® and G2DT"".

It appears that adding the action - and the fingerprint in the G2V case - performs as expected:
the protocols become secure in all the scenarios where the only possible attack was a mixing of
actions.
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Table 4.4: Comparison of Google 2-step with Code or Table 4.5: U2F Results

Tap

4.2.4 Conclusion Regarding Google 2-step

Currently, Google proposes G2V, G20T, G20T" " and ¢2DT""®. Adding the type of login being
performed (trusted or untrusted) to the display would provide additional security guarantees.

Among the studied mechanisms, G2V and ¢2DT"™* provide the best security guarantees in our
model, having each advantages and disadvantages. In Table 4.4, we provide a comparison between
these two mechanisms. We observe that G2VP"" performs better than G2DTP* only in scenarios

where we have /\/llt;%fv, which may be considered as a powerful malware.

G2DTP"™ provides better guarantees in many simpler threat scenarios, with for instance read-only
access to the phone. As the code is sent back to the server from the phone rather than the
computer, this mechanism is more resilient to malware on the computer. Moreover, the code is
sent through a TLS channel rather than via SMS, which may arguably provide better security.

Finally, even though Google 2-step may significantly improve security, phishing attacks combined
with fingerprint spoofing are difficult to prevent. This seems to be inherent to the kind of protocol,
where the security is only enforced through the 2nd factor. As we will see in the next section the
FIDO U2F protocol may provide better guarantees for these threat scenarios.

4.2.5 FIDO U2F

FIDO’s U2F adds cryptographic capabilities to the mechanism through its registration mechanism.
As explained previously, the URL of the server the user is trying to authenticate to is included in
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the query made to the FIDO USB token, and also in the signature returned by the token. The
server will then only grant login if the signature contains their own URL.

We present the results of our formal analysis in Table 4.5. U2F is secure under many threat
scenarios, including some that combine phishing and fingerprint spoofing. However, an attack is
found when the computer runs malware that controls the USB interface of the trusted computer
( It;%sfv) Indeed, the malware can then communicate with the U2F token, and thus send a
request generated for an attacker session. Also, if the attacker can control the TLS interface
( ::o_7t€li/\1 or M:’O_gf,v), they may change the intended action and replace an untrusted login with
a trusted one. As a consequence, a login on an untrusted computer with U2F may enable future
attacker logins on this computer. This contradicts claims that Yubikeys (an implementation of
U2F token) guarantee protection against "phishing, session hijacking, man-in-the-middle, and
malware attacks." While the claim indeed holds for the first threats, malware attacks are still
possible. Moreover, one might expect an external hardware token to allow users to securely log
on an untrusted computer. However, this enables an attacker to submit their own request to the
user’s token. Even though a user has to press the token button to accept each request, as noted
previously, a malware controlling the TLS connection will allow several attacker logins for one user
press due to the “trust this computer” mechanism.

U2F may lead to another problem that is out of the scope of our analysis: a Yubikey does not
have any way to provide feedback for a successful press. When the computer submits two requests
in a row to the token and the user just presses once, the user may believe that the press failed, and
press once more. This is reminiscent of the problem identified during the analysis of the One-Tap
mechanism: success and failure of the second factor should not be silent.

To summarize, one might expect U2F to protect against malware, as it is based on a secure
hardware token providing cryptographic capabilities. Thus, even if U2F does provide a better
security than most existing solutions, it does not uphold this promise completely. However, the
U2F mechanism providing protection against phishing is very interesting. What appears to be
lacking from U2F is some feedback capabilities, i.e., a screen, to notify failures, successes, and
maybe information such as the fingerprint of the computer.

4.2.6 Token Binding

We previously studied the security of the protocols combined with the “trust this computer” mech-
anism where a cookie is used to authenticate a computer on the long term. We provide in Table 4.6
the results of the formal analysis of TOKENBINDING combined with U2F and G2DT"", and high-
light in blue the security gained with respect to the classical cookie version. It provides protection
against a read only access to the TLS interface, because it is not any more sufficient to steal the
cookie. We do not gain protection against control of the computer memory, as the secret key is
stored the same way as the cookie. The attacker needs to be able to access the private key of the
user which was generated on their platform but never sent over the network.

4.2.7 A g2DT9s Extension : g2DTe*

Core idea We propose an extension of G2DTP" based on ideas from U2F. Our goal is to provide
a protocol which will have the same user experience as G2DTP® but will provide a stronger
protection against phishing by using the second factor to confirm the origin and the TLS session
id.

To protect against phishing, the URL seen by the user must be authenticated. This requires
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Table 4.6: Results for the TOKENBINDING Extension
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Figure 4.1: G2DT™" Outline

an external intervention. For instance, in U2F the browser extracts the URL and sends it to the
token. With a phone serving as a second factor, we may mimic this behavior by having the browser
transmit the URL to the phone through some secure channel. The phone can then transmit the
URL to the server on an independent channel, allowing the server to check that the URL seen by
the user corresponds to their own URL. This however requires an efficient way to transmit data
from the computer to the phone, ideally without any particular setup. NFC like technologies may
provide a promising means for such a channel. Without this channel the selection mechanism of
G2DTP* may be used: to verify that a user has seen some data on their computer the phone
displays the data among other random data, and asks the user to select the correct one.

Of course, an efficient and easy to deploy channel would be preferable to the selection mechanism.
Yet, the selection mechanism of G2DTP* allows for a protocol with the same user experience,
rather easy to deploy, but with greater security.

Extension description The extension is similar to G2DTP™, except that the server does not
send a freshly generated digit to the computer. The user’s browser extracts the URL and the TLS
session identifier and produces a short hash of those values that is displayed in a pop-up outside
the web page. The server computes the same hash and sends it to the phone. The phone displays
the hash among two other random values. If the user selects the correct value, the phone confirms
the login to the server.

Intuitively, instead of using a signature to transmit securely the URL and the TLS session identifier,
the protocol relies on a confirmation on the user’s phone. The outline of the protocol is displayed
in Figure 4.1.

Currently, G2DTP" uses only a 2-digit integer. Hence, an attacker has probability 1/100 to guess
the integer, which is much higher than usually accepted. If in G2DT™*" we were to use 2 digit hash
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values, an attacker could easily find collisions. To maintain usability and improve the security by
transmitting more information, it might be worth exploring different mechanisms, such as using
images or visual hashes. The only conditions are that the domain should be large, and a human
should be able to instantly pick the correct value out of the three proposals.

4.2.8 g2DTe* Analysis

We provide in Table 4.7 the advantages of G2DT**" when compared to G2DTP"™, where we high-
light the newly secure cases in blue. We ensure higher security guarantees in some common
scenarios such as phishing combined with a distracted user who does not compare values. This
means that G2DT™ " can be used to effectively protect untrained people against phishing. More-
over, it is also secure in the case of phishing and fingerprint spoofing. Hence, the protocol provides
secure login even when connecting on an untrusted network. The comparison between U2F and
G2DT™*T is displayed in Table 4.8, where we highlight differences in blue. We do not display the
device malware scenarios, that are not relevant for U2F, but in which case it naturally provides
better security. To summarize, U2F is more secure against an attacker who can manipulate the
display of the computer, or of course the phone itself. G2DT"*T is more secure against an attacker
who can manipulate the USB ports of the computer or the network. It is difficult to say which
protocol provides the best security as it depends on more practical considerations, that we discuss
in the Section 4.5.1.
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4.3 Validating Attacks in Practice

@ Section Summary

We provide below a more practical description of a few selected types of attacks and weaknesses.
Demonstrating that these attacks can be put in practice, albeit in laboratory conditions, val-
idates our protocol and attacker models. Some of these attacks were found with PROVERIF,
while others were discovered during the reverse engineering of the protocols. We do not claim
novelty of those attacks, which are not particularly complex. We provide for each type of
attacks

» the outline of the required steps of the attacks,

» high level comments about the severity of the attacks and an understanding of how they
work and why they are possible;

» a description of how the attack was validated in a lab environment, that explains how
exactly those attacks might be performed, by whom and what are the required capabili-
ties.

Each attack was reproduced in a laboratory setting with laptops and an internet connection,
using a dedicated Google account for the G20T attacks, and the first version of the “Security
Keys series by Yubico” along with an open source API* for the FIDO attacks. Remark that
some of the following weaknesses might also be combined into stronger attacks.

“https://github.com/Yubico/libu2f-server

4.3.1 Session Confusion on g2V

Outline

The different steps of the attack are as follows:

1. The user enters their email and password, initiating a user session;

2. the browser informs the user that a code will be received on their phone;

3. the attacker enters the user’s login and password on another computer, initiating an attacker
session;

4. the attacker intercepts the code intended for the user session;

5. the attacker uses the code of the user session to validate the attacker session.

Comments

The fact that the code generated to validate the user session can be used to validate the attacker
session may be surprising. It implies that the attacker does not need to intercept the code intended
for their own session, but can use the code of any user session. This is an important observation:
if the attacker uses for instance a key-logger, the code that the user enters on their computer is
the first one received, which is most likely the code for the first session, i.e., the user session. If
the codes were linked to the sessions on the server side, the code entered on their computer by
the user would be useless to the attacker. We also remark that, as previously mentioned, the SMS
channel might not provide a high level of security, at least compared to TLS. Hence, it might be
possible for an attacker to obtain the verification code through a weakness of the SMS channel.
This weakness does not directly lead to a severe attack but it may facilitate performing some of
the following attacks.
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Attack Validation

We created a fresh Google account and enabled the second factor authentication by associating a
previously unregistered phone. Using two distinct computers, we initiated a first login attempt on
the first one and received a first code. We then initiated a second session on the second computer
and received a second code. The second code was then used to validate the first session, and
conversely. This confirms that the code sent is not linked to a specific login attempt.

4.3.2 Session Confusion on g20T

Outline

The different steps of the attack are as follows:

1. the user enters their password and email, initiating a user session;
2. the browser displays a request to confirm the request on their phone;
3. the attacker detects that the user contacted the server. After the first reply from the server
the attacker blocks all further messages;
4. the attacker enters the user’s login and password on another computer, initiating an attacker
session;
5. depending on the timing, two things may then happen:
» the user presses yes, nothing happens on their screen, and the attacker is logged in;
» or the user presses yes, nothing happens on their screen, but another yes/no pops up
on their phone. If the user presses yes once more, the attacker is logged in.

Comments

A robust implementation should reject any kind of simultaneous login from different sessions, or
at least display it clearly on the phone, as it is done in the browser. We believe it to be plausible
that users, after having pressed yes on their phone without a successful login, would press yes a
second time. This attacks relies inherently on a lack of feedback given to the user, and a lack of
a strong link between the computer that starts the session and the phone that validates it. This
attack is concerning because of its simplicity. Google is implementing G2OT™ ™ but G20T is still
deployed on older mobile phones. It might be advisable to disable G2OT entirely.

Attack Validation

This attack was easy to reproduce in practice as it does not involve any complex manipulation.
Using again a dedicated Google account, we

1. initiated two sessions for the same user on two distinct computers,

2. disconnected one computer from the network to reflect that the attacker blocks the network,
and

3. validated the session of the other computer on the phone.

Sometimes we had to confirm twice on the phone to validate the malicious session, and sometimes
only once. In a basic version of this attack, which does not require to block the network, an
attacker observing the target user could initiate a session just a few moments after the user, and
be logged in when the target validates on their phone. The target would see an error of the type
"Something went wrong" on their computer and might retry to login. However, the error message
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may appear before the user validates, as it appears as soon as a simultaneous login attempt is
made. Thus, the more evolved version of this attack implies to block the Internet connection of
the target computer after the user started their login. In our experiment, we simply temporarily
disabled in step (2) the WiFi connection of the computer to disconnect the computer from the
network. This effectively models an attacker that has the control over the network. Indeed, if the
attacker controls the network, the attacker can detect all connections to the server IP address,
and block all but the first connections through a firewall rule (although we did not implement the
experiment detecting automatically the connection).

4.3.3 Phishing Attack on Google 2-step

Outline

The different steps of the attack are as follows:

1. the attacker directs the user to some malicious web page;

2. the attacker initiates a login attempt with the server, and the malicious web page simply for-
wards every information and query from the login attempt to the user through the malicious
web page.

Comments

In [BHO™12], G2V was deemed secure with respect to phishing because they only considered
passive phishing, where the attacker cannot for instance forward the query of the verification code
to the user. We believe that it is necessary to consider active phishing as it is a reasonable capability
nowadays. This kind of attack can be performed on a large scale without targeting a specific user.
We argue that second factor authentication should efficiently protect against phishing, and even
phishing combined with fingerprint spoofing, which are likely scenarios under which a user may
wish to perform a secure login. Ideally, a second factor should even provide protection against this
attack for a completely untrained human only following basic instructions.

Attack Validation

The core of this phishing attack is a man-in-the-middle attack. Interestingly, the interception can
be completely invisible for the user. In our different examples, we will consider a user who wishes
to login on google.com. Several user behaviors may be problematic when dealing with phishing:

» the user follows any untrusted link close enough to the authentic one, e.g.  google-
security.com;

» the user ignores an HTTPS warning;

» the user does not check that the protocol is HT'TPS, but accepts HTTP.

We believe that most untrained users may be victims of the first two, and that even trained users do
not always check that they are protected by HTTPS before providing their credentials. Depending
on the attacker capabilities, many different kinds of phishing attacks might be performed, some of
them difficult to avoid even for experienced users.

The most basic phishing attack is to get the user to click on a malicious link which is close to
the official one. It can be performed for instance through a mail which invites the user to login
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on google-security.com to solve some security issue. Here, the attacker may have obtained a valid
certificate for the malicious domain, and the user will see a valid HTTPS connection.

Suppose we connect to a malicious WiFi Network. Different kinds of attacks can be performed.
First, the malicious network may act as a free WiFi Hotspot network which requires third party
authentication. Changing the DNS, for instance to contain the line "google.com IN A 192.168.0.1",
the google.com domain will be redirected to an IP address controlled by the attacker. This may or
may not raise an HT'TPS error depending on the state of the cache of the user’s browser. More
precisely, as most websites, http://google.com contains a 301 redirect code to https://google.com.
This redirection is cached by the browser according to the headers, which contain "Cache-Control:
max-age=2592000". This means that the 301 redirect from HTTP to HTTPS is cached by the
user browser for 2592000 seconds, i.e., 30 days. If the cache is still valid when the user connects to
google.com, their browser remembers the 301 and connects to https://google.com. As the attacker
cannot provide a valid TLS certificate the user sees an HT'TPS warning, that the user may choose
to ignore. If the cache has expired, which happens once every month, the user connects through
HTTP to the malicious server, and believes to be on google.com without any warning displayed.
If the user does not check for HT' TPS, the phishing attempt succeeds.

To confirm this behavior, we forced the DNS client of a Linux machine to resolve the url
“google.com” to a local IP address (editing the /etc/hosts files). Then, when trying to connect
to “http://google.com” in a completely fresh browser session, a local dummy page was displayed
without any warning. In a browser session that was used previously to visit the honest Google
website in the past 30 days, we obtained the HTTPS warning as the browser remembered the 301
redirect code.

We can design an even stronger attack, by setting up the WiFi network as a network which requires
authentication through a captive portal. This is a feature classically supported by most access
points, which can be provided with an URL or an IP address to which all users who try to login
should be redirected. When performing an actual test for instance on Firefox, the browser detects
that we are on a network which requires authentication, and proposes in a pop-up to redirect us to
the captive portal. Even a trained user is likely to follow the link to have an Internet connection.
The attacker can then redirect the user to a link of their choice: the attacker may redirect the user
to hitps://google-security.com with a valid HTTPS certificate, or redirect through basic HT'TP to
a subdomain of google.com that does not exist, for instance api.login.google.com, and reconfigure
the DNS as previously. As the subdomain does not exist, the attacker is ensured that the user’s
browser does not have any cached 301 redirection for this site. The user then connects to the
attacker server via HT'TP on a seemingly legitimate URL. Using a DNS redirection such that all
websites are resolved to the captive portal (this is a classical implementations of the captive portal
for WiFi hotspots), we were able to redirect the user to an arbitrary page, containing any arbitrary
link, notably to a fake google page. The fake page corresponding to http://api.login.google.com was
successfully displayed without warning. To complete the attack with https://google-security.com,
we would need to register a TLS certificate for this domain. This could have be done for instance
using the “Let’s encrypt” certification system, although we did not perform this registration.

Some attacks could be avoided or at least complicated through the use of DNSSEC (which en-
forces a signature validation system for DNS requests) or HSTS (which declares that some website
should only be accessed through HTTPS), but this is not supported by most websites, including
google.com.

The phishing attacks can be made perfect (the user sees google.com under HT'TPS but is connected
to the attacker server) if the attacker can install a malicious HTTPS certificate on the user
computer. On a computer running a Debian Linux distribution with libnss3-tools installed, this
was achieved through the command certutil -d sql:§ HOME/.pki/nssdb -A -t TC -n "mitm" -i
malicious_ cert.pem. We then successfully reproduced a valid HTTPS connection over a malicious
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server by using the mitmprozy tool on Linux that allows to intercept all connections and mimic
the behavior of a man-in-the-middle.

4.3.4 Action Confusion and Mixing on Google 2-step and U2F

Outline

The different steps of the attack are as follows:

1. the user initiates an untrusted login;
2. the attacker transforms the untrusted login into a trusted one;
3. the attacker uses the acquired cookie to perform other logins;

or

1. the user initiates an untrusted login;

2. the attacker initiates a trusted login;

3. the attacker uses the multi-factor actions made for the untrusted login to validate their
session.

Comments

Using multi-factor authentication, a user may expect that after a successful login, once the user has
disconnected from the computer, even an attacker with full control over the malicious computer
should not be able to perform other logins. If the attacker can obtain a cookie through transforming
an untrusted login into a trusted login, this property is violated. Note that this change may be
completely invisible to the user, and hence the user may not check the list of trusted devices in
the preferences of their account.

The core of this attack is an action confusion, where an intended action, the untrusted login,
is transformed into another action, a trusted login. Another instance of action confusion occurs
when a verification code intended for a login attempt is used by the attacker to reset the user’s
password. Note that every SMS from Google has the same content, independent of the action type.
We recommend the SMS or the display of the second factor to provide the user with the intended
action that is currently being validated. Untrusted login, Trusted login, Password Reset and
deactivation of Multi-factor authentication are sensitive actions that should require multi-factor
authentication and not be confusable.

This is particularly complicated for U2F, which does not provide the user with feedback through
the second factor.

Attacker Validation

We were able to perform several sequences of actions that can lead to action confusion.

First, after a successful second factor login, multi factor parameters of the account can be accessed
by only retyping the password. Hence, the second factor protection can be disabled. Although an
e-mail is sent to notify the user about this change, as the attacker is already logged in, the attacker
can simply delete the e-mail. Once the second factor protection is disabled, the attacker can login
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from any untrusted computer. This is not per se an action confusion, but we note that a code
intended for a login also allows an attacker to change the authentication settings of the user.

Second, many browser extensions, e.g., Greasemonkey or TamperMonkey, allow the behavior of
specific pages to be changed. On the Google login page, we were able thanks to a five line JavaScript
code to hide the "I trust this computer” check-box by adding the attribute style="visibility:hidden;"
to its “div”. As the box is checked by default, we were able to perform a login with a second factor
enabled where the box was invisible. The platform then became trusted, and we were able to
perform a second login where only the password was required, and the second factor was not
asked.

Third, we recall that a login validation and a password reset action yield the same SMS. By
initiating simultaneously a login attempt and a password reset, we receive two similar SMS. An
attacker may thus initiate a password reset while the user is trying to log into their account. The
user will receive the code for the password reset, that the attacker may intercept, e.g., using a key-
logger, and change the user’s password. We reproduced those attacks using a dedicated Google
account and a phone as a second factor.

4.3.5 USB Attack on U2F

Outline

The different steps of the attack are as follows:

1. the user initiates a login;

the attacker initiates another login;

the attacker sends to the token the payload corresponding to their session;
the attacker sends to the token the payload corresponding to the user session;
the user presses once the button of the token;

the attacker get backs the signed data, and completes their login;

after the first press, the token keeps blinking without any change;

the user presses again, and validates their session.

e N o

Comments

This weakness is inherent to the fact that the U2F factor does not provide feedback to the user.
Therefore, the user is unable to know which action is actually validated when pressing the token
button. Moreover, when submitted two queries in a row, the token will simply keep blinking after
the first press. Given that at least some tokens have touch buttons (and not a press button) the
user may have the impression that the press was unsuccessful.

The weakness is also related to the fact that U2F does not have an independent communication
channel with the server, and cannot provide any security when plugged into a malicious computer.
We believe however that providing a secure one time only login on a malicious computer is a
reasonable user expectation.
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Attack Validation

We performed our tests on the Yubikey U2F FIDO security key, which is equipped with a touch
button. Using an open source API!, we were able to submit two simultaneous signature requests to
the token, in a similar way that the requests are submitted by the browser. The token then started
blinking as usual, expecting a user touch to confirm the signature. After touching once the button,
it kept blinking as if the press were unsuccessful. Pressing once again, we received both signatures
through the API. Hence, we could implement a malware that would detect an honest request and
would submit a second request at the same time. Then, the user may press once, believe that the
press was not registered and thus press once again, thus validating without their consent for the
two requests. This problem could be avoided by forbidding two simultaneous requests, and simply
dropping any request as long as the current one is not validated.

4.4 Unlinkability

@ Section Summary

We analyse unlinkability of the U2F protocol, but not of Google 2-step as it is directly linked
to Google and the cellphone. The formal analysis allows to rediscover two known attacks.
However, we remark that these two attacks can actually be combined into a more severe attack.

4.4.1 On Privacy

So far, our analysis did not cover privacy considerations. As we assumed that the attacker knew
the user password, we also assumed that they knew the user’s identity. Google 2-step does not
provide privacy guarantees as users provide their phone number to the server. However, U2F is
advertised as enforcing privacy: it can be read on Yubiko’s website that by using a fresh key pair
for every account "Example.com cannot know whether Userl and User2 shares the same device."
2. The FIDO alliance also backs up some claims about the unlinkability of U2F by advertising
"No linkability between services or accounts" 3.

We analysed unlinkability in the U2F registration and authentication protocols and were able to
observe two weaknesses. We noted that, independently, both weaknesses were already acknowl-
edged in the FIDO specification, although deemed either not critical or too costly to fix. We will
describe the two attacks on privacy, and argue that, when combined, their impact may be higher.
We propose several possible fixes to be considered.

4.4.2 Formal Analysis

Unlinkability captures the fact that a server should not be able to tell if two users share the same
device or not. PROVERIF supports verification of indistinguishability properties, modelled as an
observational equivalence between processes. Observational equivalence expresses the fact that the
attacker cannot know with which of the two process they are interacting with.

"https://github.com/Yubico/libu2f-server
’https://developers.yubico.com/U2F/Protocol _details/Overview.html, section 3
3https://fidoalliance.org/about/what-is-fido/
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let fsk = smac((rnd, sk;), sk) in
let handle = (mac((tsk, URL), ski),rnd, pk(fsk)) in
out(USB, handle).

ir‘a'u,thi
in(USB, (handle));
let fsk = smac((rnd, sk;), sk;) in
if handle = (mac((tsk, URL), sk),rnd, pk(fsk)) then
out(USB, sign((URL, challenge), fsk)).

Figure 4.2: U2F Token Modelling

A U2F token may generate a fresh key for every new registration. We model here the key generation
process of the Yubikey 4, which follows FIDO’s U2F’s guidelines. It has been designed so that the
device does not need any writable memory. To register to a new server, the U2F token proceeds
as follows, where sk is the token’s global secret key, and mac denotes a MAC function:

» generate a fresh random rnd;

» compute the fresh secret key fsk := mac((rnd, sk), sk);

» compute the corresponding public key fpk;

» compute the key handle, which is the triple mac(fsk, sk), rnd, fpk;
» output the key handle.

Including the random 7nd in the key handle allows the token to recompute the secret key; the
MAC guarantees the authenticity of the secret key, i.e., it ensures that the secret key was indeed
issued by the token.

When receiving a login request the server replies by sending a challenge together with the key
handle. The token responds with a signature on the challenge and the URL. The model of the U2F
token, with one process for the registration and another for authentication, is given in Figure 4.2.

The process parameters are the token’s secret key sk;, used to derive new keys, and the server’s
URL. The input of the authentication process is given by the attacker, modeling a malicious
server. tsk is the new secret key registered on the server side through the corresponding public
key pk(tsk) and the key handle. Given these processes, we can express our security property as

" (Treg | Tautn) = 17 (1= (Treg | Tautn)

where ~ denotes observational equivalence. Observational equivalence models the attacker’s in-
ability to distinguish the left-hand and the right-hand processes [ABF17]. The above property
expresses the fact the server, identified by URL, cannot know if it is interacting with a single
token, as in the left hand-side, or with multiple different tokens, as on the right-hand side.

4.4.3 Attack against Key Generation

The FIDO overview ° documents an attack where a server may check if two users share a same
token, i.e., if two accounts do in fact correspond the same person. Using the above modelling,
PROVERIF allows us to capture this attack. Considering two accounts on the server, one with login
logl and key handle khl, and the other log2 and kh2, the server may

“https://developers.yubico.com/U2F/Protocol_details/Key_generation.html
Shttps://fidoalliance.org/specs/fido-u2f-v1.2-ps-20170411/fido-u2f-overview-vi.
2-ps-20170411.pdf
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» receive a login attempt from logl, and answer with kh2
e if both khl and kh2 were generated by the same token, the token will accept kh2 and
provide the corresponding signature;
e else, it will fail;
» if the server receives a signature, it links logl and log2, and, otherwise, differentiates them.

This attack in itself may not be critical, as the server must target two particular users that it
wishes to distinguish.

4.4.4 U2F with Counters

The U2F protocol uses global counters that are incremented at every signature made by the token
with the counter value included in the signature. These counters tracking the number of signatures
issued by the token allow to detect device cloning or key leakage: if a server observes two login
attempts with inconsistent counter values, they may have been produced by two different tokens,
i.e., the original token and a clone.

Related privacy considerations are briefly mentioned in FIDO’s U2F webauthn standard®. They
mention the risk that a global counter for all key pairs can produce correlation attacks. Indeed,
even an honest but curious server may check that the login sequences, ordered by timestamp, made
by two of its users form a strictly increasing sequence of counter values. If this is verified for a large
number of values, the two accounts are likely to share the same device. Providers sharing their
information may also allow this attack. Using separate counters for each key pair would avoid this
attack, yet this increases the device cost, and Yubikeys currently use a single counter.

4.4.5 An Attack Based on Global Counters

We integrated the use of counters in our formal model. We use private channels to “store” the
current value of a counter, and model integers by a zero constant zero and a successor function
s(). PROVERIF finds an attack which corresponds to the basis of the correlation attack. Consider
two accounts, with respective logins logl and log2, with no previous login attempt. The server
may:

» receive a first login request for the login logl, and obtain the corresponding token’s counter
value, which is 0;

» receive a first login request for the ling log2, and obtain the corresponding token’s counter
value, which is either 0 or 1;

» If the value is 1, they share the same token, else they do not.

If logl and log2 share the same token, its counter is increased by both logins, which is not the case
when different tokens are used.

We also modeled the version where tokens maintain different counters for each key pair instead of
a global one. PROVERIF proves that in this case the U2F tokens are indeed unlinkable.

4.4.6 Combining Both Attacks

We note that the two previous attacks might be combined. While the first attack is “visible”, i.e.,
the fact that the server replies with a wrong key handle is observable, the second attack is not

Shttps://www.w3.org/TR/webauthn/#sign- counter


https://www.w3.org/TR/webauthn/#sign-counter

4.5 Google 2-step vs U2F

observable, but does not allow to link users with certainty. A server that does not wish to be
detected while misbehaving, often modelled by a honest-but-curious server, is unlikely to perform
the first attack. However, combining the attacks, a server may try to link together accounts
probabilistically using their counters, and then confirm its suspicions using the first attack. This
scenario is currently possible on Yubikey’s implementation.

4.4.7 Improvements

In the attack against the key generation, the root cause is that the key pair is not strongly linked
to the corresponding account. For instance, if the user login was also to be included in the MAC
provided in the key handle, the token could detect a mismatch and provide an error. This requires
that the browser is capable of forwarding the login name to the token, it must therefore be able to
extract the login of the user from the login page. This might be possible through an authentication
API that the login page must follow, and might be included for instance in the webauthn API.

The attack based on counters can be avoided by using a different counter for each key pair.
This however requires more costly tokens. Counters could also be completely removed, losing the
possibility to detect cloning. We note that cloning can only be detected; it does not prevent an
attacker from performing a login. Typically an attacker having cloned a device may use a very
large counter. This counter is likely to be consistent, i.e., larger, than the counter on the original
token. In that case cloning will only be detected when the honest user performs a login after the
attacker. Hence, the use of one or no counters is a question of priority of whether one favors privacy
or clone detection.

4.5 Google 2-step vs U2F

Q Section Summary

We provide a final comparison of the Google 2-step and U2F approaches to MFA. We first
look at some practical considerations that are outside the scope of our threat model, and then
conclude based on both our analysis and those practical considerations. The comparison does
not say which approach is the best, but provides insight on the key points to look at if one
desires to choose between the two solutions in a given scenario.

4.5.1 Practical Considerations

As mentioned previously, there are some interesting aspects that are outside of the scope of our
threat models and formal analysis. We therefore discuss below some additional thoughts and
findings.

Independence of the Second Factor

When trying to log into an account from a compromised computer, we observed that the U2F token
might be used by the attacker if the attacker controls the channel used for communication with the
second factor. Therefore, the U2F approach cannot provide strong protection against malwares
on the user computer. The risk is mitigated by the fact that the attacker may only perform
a single action authenticated by the second factor, but if this action can be used to deactivate
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the second factor, or reset the user password, the user account may be completely compromised
by this single action. The approach of Google 2-step provides a second communication channel
that is independent from the computer, and may enable security even on a completely untrusted
computer.

On the Need for Feedback

An advantage of the phone over the U2F token is the feedback provided to the user. In particular,
on FIDO’s U2F, two consecutive button presses may remain unnoticed. On the phone, a success or
failure confirmation after pressing the button is easily provided. Moreover, the phone can be used
to produce improved versions of U2F, where the display is enriched with additional information,
as we did for G2DTP*. We note that FIDO proposes the “secure transaction" mechanism, which
specifies that second factors might use a display. However, the message content is not included in
the standardization.

Storing the Keys on a Dedicated Secure Token

An advantage of the U2F token is that, even if a computer is compromised, the number of attacker
logins is limited by the number of times the button is pressed. This is due to the fact that keys
are stored on a token and not completely compromised. If keys are stored on a computer or a
smartphone, a malware may extract them. As discussed previously, U2F does not provide perfect
security either. Although keys are more difficult to compromise, one should be careful about how
the token is used to ensure that no unwanted computer becomes trusted, or that a user does not
press the button twice in a row. A solution to mitigate key leakage for computers or smartphones
could be to consider an Isolated Execution Environment, such as Intel SGX, ARM TrustZone or a
Trusted Platform Module.

Carrying Additional Authenticators

An important aspect of multi-factor protocols is of course usability. From that point of view, the
need to buy and carry an additional token may be cumbersome. Nowadays, more and more people
possess and constantly carry their phone, making it a natural choice for a second factor.

Disabling the Second Factor

On some websites, for instance GitHub, disabling the second factor (and then changing the pass-
word) does not require the use of the second factor, once a login was performed. It seems advisable
to require a second factor authentication to disable the mechanism.

4.5.2 Final Comparison

It is difficult to compare the two approaches which are quite different. We try to provide a brief
summary of the main advantages of both (we consider here U2F with a dedicated USB token):

» Google 2-step provides an independent channel of communication with the server, and feed-
back through the display;
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Google 2-step may be compromised by malware on the phone;
U2F provides privacy (if implemented correctly);

U2F may suffer from key leakage or device cloning;

U2F requires an additional device;

» U2F does not provide enough feedback.

>
>
| 4
>

If we consider U2F where the phone is used as the dedicated token to store the keys and perform
the cryptographic operations, U2F may provide enough feedback to the user (fingerprint, trusted
login attempt,...) and would not require carrying another device. We would however potentially
lose the privacy, the key storage would need to be completely secured and isolated, it could be a
victim of malware, and we need a convenient mechanism to set up a channel between a phone and
a computer.

Against both versions of U2F, Google 2-step provides better security against some critical scenarios

(connection to a dishonest network or on a corrupted computer). Yet, Google 2-step is currently
unable to provide unlinkability.
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Modular

In which we try to bring some modularity to our proofs
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5 A Composition Framework in the
Computational Model

One essential object is to choose
that arrangement which shall
tend to reduce to a minimum the
time necessary for completing the
calculation.

(Ada Lovelace)

5.1 Introduction

Our goal is to strive for formal and mechanized proofs of complex protocols, against attackers
as powerful as possible. In the previous Part, we exposed what an extensive analysis can look
like. It was performed in the symbolic model, and for a class of protocols that does not involve
complex primitives. Performing such an analysis for more complex protocols, e.g., an e-voting
protocol, or in the computational model is currently out of reach. To tackle complex protocols in
the computational model, we must find ways to simplify the proofs. To this end, we consider in
this Part security proofs of composed protocols, where the proof of the protocol is derived from
multiple simpler proofs.

We consider the security property P||R = Q||R. It is well known that when R does not share any
secrets, i.e., any randomness with P and @, we have that P = @ implies that P||R = Q| R. In
this case, the idea is that the attacker can actually simulate R by sampling itself the values of the
names used only by R, and produce messages that have exactly the same distribution as the one
produced by R. In essence, R does not provide any useful information to try to break P = Q.
Thus, when trying to (de-)compose security properties, the main difficulty comes from the fact
that different protocols may share some secrets. For instance, R could provide a decryption oracle
for a secret key appearing in P and @, thus breaking the security of P. In practice, situations arise
where we want to split a protocol into components that share some secrets.

This is typically the case for multiple sessions of the same protocol, or for key exchange protocols,
which result in establishing a shared secret that will be later used in another protocol. Protocols
may also share long term secrets, for instance the same signing key may be used for various authen-
tication purposes. Another example is the SSH protocol with the forwarding agent feature [YL],
which we will consider later. The forwarding feature allows to obtain, through previously estab-
lished secure SSH connections, signatures of fresh material required to establish new connections.
It raises a difficulty, as signatures with a long term secret key are sent over a channel established
using the same long term secret key.

When decomposing the security of a composed protocol into the security of its components, we
would like to break a complex proof into simpler proofs, while staying in the same proof framework.
This is also a difficulty since the attacker on a protocol component might use the other components:
we need a proof with respect to a stronger attacker. In [BDFT 18|, such a strong attacker can be
simulated by a standard one, because there is no shared long term secret.
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Q@ Chapter Summary

We design a method that allows to decompose a security property of a compound protocol into
security properties of its components. This works for parallel composition, but also sequential
composition and replication: we designed a reduction from the security of multiples copies
of a protocol to a security property of a single copy. Our method works even if the various
components share secrets and (in case of sequential composition) when a state is passed to the
other component.

We illustrate our composition results showing how to split the security of any (multi-session
with shared long term secret) composed key exchange into smaller proofs. Actual proofs of
protocols are delayed to Part IV, where the proofs are mechanized.

We generalize the application to key exchanges performing key confirmations, i.e., using the
derived key in the key exchange (as in TLS). The generalization is simple, which is a clue of
the usability of our framework.

5.1.1 Our Contributions

We provide a composition framework that reduces the security of a compound protocols to the
security of its components. We allow both state passing and shared long term secrets. The
framework relies on the definitions of protocols and the computational semantics of Figure 2.3 (its
protocol algebra was designed in order to provide a suitable composition algebra for our framework).
Our main composition Theorems are generic: the classical game based setting can be used to prove
the sub-goals, or the BC logic, as it will be shown in Chapter 6.

The starting idea is simple: if we wish to prove the security of a composed protocol P||Q, it is
sufficient to prove the security of P against an attacker that may simulate ), maybe with the help
of an oracle. If m are the secrets shared by P and @, this simulation has to be independent of the
distribution of 7. This is actually an idea that is similar to the key-independence of [BFS'13|.

Therefore, we first introduce the notion of O-simulation, in which an oracle O holds the shared
secrets: if @ is O-simulatable and P is secure against an attacker that has access to O, then P||Q
is secure. Intuitively, O defines an interface through which the secrets can be used (e.g., obtaining
signatures of only well tagged messages). O simulatable protocols conform to this interface.

We extend this basic block to arbitrary parallel and sequential compositions, as well as replication
of an unbounded number of copies of the same protocol. In the latter case, the security of a
single copy of P against an attacker that has access to an oracle allowing to simulate the other
copies, requires to distinguish the various copies of a same protocol. In the universal composability
framework, this kind of properties is ensured using explicit session identifiers. We rather follow a
line, similar to [KR17], in which the session identifiers are implicit.

5.1.2 Related Work

The security of composed protocols has been widely studied in the last two decades. For in-
stance, Universal Composability (UC) and simulation based reductions [Can00; CR03; BPWOT;
HS15; BDHT08; CKK™19| and other game-based composition methods [Maull; BFS™13; Blals;
BDF 18] address this issue. While the former proceed in a more bottom-up manner (from se-
cure components in any environment, construct secure complex protocols), the latter proceed in



5.1 Introduction

a more top-down way: from the desired security of a complex protocol, derive sufficient security
properties of its components. Such “top-down” proofs design allows more flexibility: the security
requirements for a component can be weaker in a given environment than in an arbitrary envi-
ronment. The counterpart is the lack of “universality”: the security of a component is suitable for
some environments only.

We follow here the “top-down” approach. While we aim at designing a general methodology, our
target is the management of formal security proofs in the BC logic [BC14a]. We do not review
here the composition results in the symbolic model, as we are directly in the computational model.
As far as we know, the existing composition results that follow the “top-down” approach cannot be
used in situations where there is both a “state passing”, as in key exchange protocols, and shared
long term secrets. For instance, in the framework of [BDF 18|, the same public key cannot be
used by several protocols, a key point for reducing security of multiple sessions to security of one
session.

We introduce the composition problem through a process algebra: protocols are either building
blocks (defined, e.g., with a transition system) or composed using parallel and sequential compo-
sition, and replication. This prevents from committing to any particular programming language,
while keeping a clean operational semantics. This approach is also advocated in [BDF 18|, which
follows a similar approach. Other works on composition (e.g., [Maull; BDHT08|) rely on specific
execution models.

Our starting idea, to prove a component w.r.t. a stronger attacker that has access to the context,
is not new. This is the basis of many works, including [BFW'11; BFS™13; Blal8; BDF"18|.
The main difference, that we wish to emphasize, is that these works do not support long term
shared secrets, used in different components. Notably, the oracles of [BDF 18| are only used to
decompose protocols with state passing. Our notion of simulatability allows sharing long term
secret by granting the attacker access to oracles that depend on the secrets (for instance, signing
oracles). It also allows a symmetric treatment for proofs of a protocol and proofs of its context.

For several specific problems, typically key exchanges, there are composition results allowing
to prove independently the key exchange protocol and the protocol that uses the exchanged
key [BEW™11; BFS™13; Blal8; FG14; KR17]. In such examples, the difficulty also comes from the
shared secret, especially when there is a key confirmation step. In that case, the derived key is used
for an integrity check, which is part of the key exchange. Then the property of the key exchange:
“the key is indistinguishable from a random” does not hold after the key confirmation and thus
cannot be used in the security proof of the protocol that uses this exchanged key. In [BFST13], the
authors define the notion of key independent reduction, where, if an attacker can break a protocol
for some key distribution, they can break the primitive for the same distribution of the key. This is
related to our notion of simulatability, as interactions with shared secrets are captured by an oracle
for fixed values of the key, and thus attacks on the protocol for a fixed distribution are naturally
translated into attacks against the primitive for the same distribution. Key exchanges with key
confirmation are therefore a simple application of our composition results. Along the same line,
[FG14] extends [BFW™ 11| to multi staged key exchanges, where multiple keys might be derived
during the protocol. While we do not directly tackle this in our work, our framework could be
used for this case.

The authors of [Blal§] also provide results allowing for the study of key renewal protocols (which
we capture with the sequential replication Theorem), and has the advantage to be in a mechanized
framework, while we only cast our results in a mechanizable framework. It does not however
consider key confirmations.

The UC framework initiated by [Can00] and continued in [CKK"19; HS15; BPWO7] is a popular

way of tackling composition. As explained above, this follows a “bottom-up” approach, in which
protocols must be secure in any context, which often yields very strong security properties, some of
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which are not met in real life protocols. Moreover, to handle multiple sessions of a protocol using a
shared secret, joint-state theorems are required. This requires a tagging mechanism with a distinct
session identifier (sid) for each session. Relaxing this condition, the use of implicit session identifiers
was established in [KT11] for the UC framework, ideas continued in [KR17] for Diffie-Hellman key
exchanges, where they notably provide a proof of the ISO 9798-3 [Iso] protocol.

We do not consider a composition that is universal: it depends on the context. This allows us
to relax the security properties regarding the protocol, and thus prove the compositional security
of some protocols that cannot be proved secure in the UC sense. We also rely on implicit sids
to prove the security of multiple sessions. Some limitations of the UC framework are discussed
in [BFW™11, Appendix A].

In [BDHT08], the authors also address the flexibility of UC (or reactive simulatability) showing how
to circumvent some of its limitations. The so-called “predicates” are used to restrict the order and
contents of messages from environment and define a conditional composability. Assuming a joint-
state conditional composability theorem, secret sharing between the environment and the protocol
might be handled by restricting the accepted messages to the expected use of the shared secrets.
However, the framework does not cover how to prove the required properties of (an instance of)
the environment.

Protocol Composition Logic is a formal framework [DMPO03] designed for proving, in a “Dolev-Yao
model”, the security of protocols in a compositional way. Its computational semantics is very far
from the usual game-based semantics, and thus the guarantees it provides [DDM™05] are unclear.
Some limitations of PCL are detailed in [Cre08].

Summing up, our work is strongly linked to previous composition results and captures analogues of
the following notions in our formalism: implicit disjointness of local session identifiers [KT11], single
session games [BFWT11], key-independent reductions [BFS*13] and the classical proof technique
based on pushing part of a protocol in an attacker, as recently formalized in [BDF"18]. We build
on all these works and additionally allow sharing long term secrets, thanks to a new notion of O-
simulatability. This fits with the BC model: the formal proofs of composed protocols are broken
into formal proofs of components. All these features are illustrated by a proof of SSH with (a
modified) forwarding agent.

? Future Work

The framework could be used to consider more complex protocols, such as for multi-party com-
putation protocols. While we chose to use later on the BC logic to perform cases studies lever-
aging our framework, it could also be used to help proving complex protocols in EASYCRYPT
[BGH"11] for example, as security w.r.t. an attacker accessing an oracle can be formalized in
this tool.

5.2 Protocols and Indistinguishability

@ Section Summary

Classical indistinguishability specifies that an attacker interacting with either oracle @7 or O,
both oracles modelling protocols, cannot know with which of the two oracles they are interacting.
We extend the definitions of Section 2.3.1 by giving the attacker access to a stateless oracle O to
increase their capabilities. Classical indistinguishability is implied by the O-indistinguishability,
for any given oracle O.
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5.2.1 Stateless Oracle Machines

For reasons that have been explained in the introduction, we wish to extend the semantics of
protocols and their indistinguishability (Chapter 2) to attackers that have access to an additional
stateless oracle. At this stage, we need stateless oracles in order to be compositional. Let us
explain this. Assume we wish to prove a property of R in the context P||@Q||R. The idea would be
to prove R, interacting with an attacker that simulates P||Q. This attacker is itself a composition
of an attacker that simulates P and an attacker that simulates . The protocols P, @, R share
primitives and secrets, hence the simulation of P, requires access to an oracle that holds the
secrets. If such an oracle were to be stateful, we could not always build a simulator for P||Q
from simulators of P, ) respectively, since oracle replies while simulating ) could depend on oracle
queries made while simulating P, for instance.

We now refer to stateless oracles as simply oracles, that should not be confounded with protocol
oracles (Definition 2.9) that are stateful through their history tape. The oracles depend on a
security parameter 1 (that will not always be explicit), (secret) random values and also draw
additional coins: as a typical example, a (symmetric key) encryption oracle will depend on the key
k and use a random number r to compute enc(m,r, k) from its query m. Therefore, the oracles
can be seen as deterministic functions that take two random tapes as inputs: p, for the secret
values and po for the oracle coins.

Formally, oracles take as input tuples (77,7, s) where T is a finite sequence of bitstrings, r is a
handle for a random value and s is a handle for a secret value. r and s are respectively used
to extract the appropriate parts of po,ps respectively, in a deterministic way: the randomness
extracted from po is uniquely determined by 7, r, s and the extractions for different values do not
overlap.

In what follows, we only consider oracles that are consistent with a given functional model M.
Such oracles only access ps through some specific names. This set of names is called the support
of the oracle.

Example 5.1. An encryption oracle for the key k (corresponding to the handle “17), succes-
sively queried with (m,1,1),(m/,2,1), (m,3,1), (m,1,1), (m/,2,2),... will produce respectively
the outputs enc(m, 1, k), enc(m’,re, k), enc(m,r3, k), enc(m,r1, k), L,...Here ry, 75, r3 are non-
overlapping parts of po (each of length 7). The support of this oracle is {k}.

Q Technical Details

The formal definition of stateless oracles is a bit involved, notably to formally specify the
randomness extraction. This construction is required to ensure the determinism of the oracles.
Determinism is required to build a single simulator for two parallel protocols from the individual
simulators for the two protocols.

For instance, for an oracle performing randomized encryption, rather than always encrypting
with a fresh nonce, this system allows multiple attackers to obtain an encryption of a message
with the same random.
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Definition 5.1 ((Stateless) Oracle). An oracle O is a triple of functions that have the
following inputs

» a sequence of bitstrings w € ({0,1}*)™ and two bitstrings r, s: the query, consisting of
an input query w, an input tag r, an nput key s;

» a random tape p, for the (secret) random values;

» the security parameter 7;

» a random tape po for the oracle’s coins.

The first function assigns to each w, s, an integer n(w, s,r) € N and is assumed injective.
n(w, s,r) is used to extract a substring e; (n(w, s,7), 7, po) from pe, which is uniquely de-
termined by the input. We assume that the length of the substring extracted by e; only
depends on 7, and substrings extracted with e; are disjoint for different values of n.

The second function es assigns to each s a sequence p(s) of natural numbers, that are used
to extract secret values from pg: ea(s,n, ps) is a sequence of bitstrings. It is also assumed to
be injective.

The third function takes n,w, r,s, e1(n(w,s,r),n, po), ea(s,n, ps) as input and returns a
result (a bitstring) or a failure message.

Example 5.2. Expanding upon Example 5.1, the encryption oracle is given by the triple of
functions (e1, ea, e3) such that:

» ei(n(w,s,r),n, po) extracts the substring r at position range [n(w, s,7) x 1, (n(w, s,7) +
1) x 5] from pe.
[k], if s =1

> ea(s,m,ps) = 0 else

» €3 (777w7 s, e1 (n(@, S, 7’)7 7, PO)v 62(57 7, ps)) = Henc(yv T, x)]]?yHﬁ,rHr,mHeg (s,m,p5)

Given 77, and a sequence of bitstrings m, we call r; the sequence of bitstrings at position range
[n(m, 1,1) x 1, (n(m, 1,1)+ 1) x 5] from po. Then, on input (m, 1,1), ex(n(m. 1,1),n, po) = r1,
e2(1,m, ps) = [k]})_ and the oracle returns ez(n, m, 1,1,r1, [k]} ) = [enc(y,r, k)]}

P Yy—=m,rery

We now replace the previous Definition 2.9 of PTOMs by adding tapes and access to the ora-
cle.

Definition 5.2 (Protocol Oracle). A Polynomial Time Oracle Machine (PTOM) is a Turing
machine denoted by A® 7 and equipped with:

» an input/working/output tape (as usual; it is read/write);

a read-only random tape p, (attacker’s coins);

an oracle input tape po;

an oracle output tape, which is read-only.

a protocol oracle and oracle read-only random tape ps (not accessible by the Turing
Machine);

a protocol oracle input tape;

a protocol oracle history tape 6;

a protocol oracle output tape.

>
>
>
>

vvyy

Note that once the oracle’s random tape is fixed, we ensure that all our oracles are deterministic.

As previously, we distinguish between the inputs that the machine can access and the inputs that
can be accessed by the oracle only; we use the notation APPs:r0)-Or(rs)(y, p,.) for a PTOM with
access to the oracle O and the protocol oracle Op. We will often omit to specify the oracles
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argument, and simply write:

AC©Or (w, pr)
Similarly to protocol oracles, these definitions extend to multiple oracles (Oy,...,O,), prefixing
the query with an index in {1,...,n}. We will often write A%tk (w, p,.) for A<O1Ok>(w, p,.).

We may finally consider multiple oracles that combine protocols oracles and stateless oracles.

ALO1:0m) (0P 0P, ) s also written AC1Om:Opy s Op,

We can then extend Definition 2.12 to the new PTOMs.

Definition 5.3. Given a functional model M7, an oracle © and protocols P,Q, we write
P~ Q if for every PTOM A©, the attacker’s advantage AdvF =9 equals to

|Pps,pr{AO’OP(ps)(pr7 1) =1} - Pps,pr{AO’le(ps)(Prv 17) = 1}

is negligible in 7.

Remark that by giving an oracle to the distinguisher, we strictly increase its power. Thus, we
trivially have that for any protocols P, @ and oracle O, P 2» Q@ = P = Q.

Q Technical Details

Once again, the new definition actually depends on the matching between the oracles modelling
parallel protocols and the actual behaviour of parallel protocols.

Lemma 5.1. For protocols P,Q, A, B, an oracle O and a list Oy of protocol oracles,

|Pps,pr{AO’ol’OA”P(pS)(Prv 17) =1} _ Ppp. {AO’OI’OA(ps)’OP(pS)(Pm 17) =1}

—Pp.p {A%C0OBIP) (p 17) = 1} —Py, p, {A0O1OB():00(00) (p,. 17) = 1}

Proof. For protocols P, @ such that C(P) NC(Q) = @, for any message m, random tape ps and
history tape 0, we have by definition of the semantic of || and the definition of the parallel
oracles:

Opiiq(ps; 0)(m) =< Op,0q > (ps, 0)(m)
The desired result then immediately follows. |

5.3 Simulatability

Q Section Summary

We define a notion of “perfect” simulation, where a protocol depends on some secrets that the
attacker can only access through an oracle, and an attacker must be able to produce exactly
the same message as the protocol. This means that an attacker, given access O but not to a
set of secrets 7, can completely simulate the protocol P (using O to have a partial access to
the secrets), i.e., produce exactly the same distribution of message.

Formally, given a set of names m, an oracle O and a protocol P. We say that vn.P is O-
simulatable, if there exists a PTOM A® such that for any attacker B®, the sequences of messages
produced by B®©F has exactly the same probability distribution as the on produced by B¢
interacting with A9 instead of Op.
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Assume that @ 2» R and vm. P is O-simulatable, where 7 contains the secrets shared by P, Q
and R. Any distinguisher against Q Z» R can also produce any message that would produce
P in this context, and can therefore be transformed into a distinguisher against Q||P =0 R||P.
In other terms, @ Zp R and vi.P is O-simulatable implies that Q||P = R||P.

5.3.1 Protocol Simulation

The goal in the rest of the Chapter is to use this notion of simulatability to obtain composability
results. Suppose one wants to prove P||Q = P||R, knowing that Q 2o R and P is O-simulatable.
The way to obtain a distinguisher for Q ¢ R from one on P||Q = P||R is to “push” the (simulated
version) of P within the distinguisher. A protocol P is then simulatable if there exists a simulator
A that can be “pushed “ in any distinguisher D. We formalize this construction below, where a
protocol is simulatable if and only if any distinguisher D behaves in the same way if the protocol

oracle Op is replaced by its simulator A®. We define formally D[A®]® the replacement of Op in
DO:Or,

Definition 5.4. Given an oracle O, a functional model My, a protocol P, PTOMs
DOOr(p,,17) and AC(---,17), we define D[A°]®(p,,17) as the PTOM that:

1. Splits its random tape p, into p,,, pr,

2. Simulates D997 (p,.,, 1) by replacing every call to Op with a computation of A®: each
time D enters a state corresponding to a call to Op, D[A®] appends the query m to a
history @ (initially empty), executes the subroutine A® =) (p, 6§ 1"7) and behaves as
if the result of the subroutine was the oracle reply.

3. Prefixes each random handle of an oracle call of D with 0 and random handle of an oracle
call of A with 1.

4. Outputs the final result of D.

D[A®]® must simulate A® and D so that they do not share randomness. To this end, D[A®]°
first splits its random tape p, into p,, (playing the role of po) and p,, (playing the role of pp).
The oracle queries are prefixed by distinct handles for the same reason. D€ has access to the
shared secrets via both O and Op, while D[A®]® only has access to them through the oracle O .
Remark that if A9 and D®©* has a run-time polynomially bounded, so does D[A®]°.

To define the central notion of O-simulatability, the distribution produced by any distinguisher
interacting with the simulator must be the same as the distribution produced when it is interacting
with the protocol. However, as we are considering a set of shared secrets @ that might be used
by other protocols, we need to ensure this equality of distributions for any fixed concrete value ©
of the shared secrets. Then, even if given access to other protocols using the shared secrets, no
adversary may distinguish the protocol from its simulated version.

Definition 5.5. Given an oracle O with support 7, a functional model M7, a protocol P, a
sequence of names 7, then, vin. P is O-simulatable if and only if there exists a PTOM A% such
that for every PTOM D?:©7  for every 7, every v € ({0,1}")I7l ¢ € {0,1}*,

Po..or00 {DO’OP (prs 1(;7)02 c| W]Zs =0}
= IPPS»PMPO {D[AP} (pT’ 177) =c ‘ [[ﬁ]]z5 = i}

Note that our definition of simulatability is a very strong one as it requires a perfect equality of
distributions, as opposed to computational indistinguishability. This is intuitively what we want:
O-simulation expresses that P only uses the secrets in @ as O does. This notion is not intended
to capture any security property.
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In practice, let us consider the security property P||Q = P||Q’, where P is simulatable by A9. The
idea of the later composition result is that an attacker D that distinguishes between D79 and
DO:07:00" can be turned into an attacker that distinguishes between D[AS]°< and D[AP]CCe.
Notice that here, ) and P may share some secrets, and their distributions are not independent.
The intuition is that @ is fixing a specific value for the shared name between P and @, and P then
needs to be simulatable for this fixed value. This is why the notion of simulatability asks that a
protocol is simulatable for any fixed value of a set of secret names. The formalization of this proof
technique is given by the following Proposition.

Proposition 5.1. Given an oracle O with support 7, a functional model My, protocols P, Q)
such that N(P)NN(Q) C 7, then, for any PTOM AS, vi.P is O-simulatable with A% if and
only if for every PTOM D °7:9a _ for every n, every v € ({0,1}")™ ¢ € {0,1}*,

PPS,PWPO {DO7OP7OQ (po"’?(l}zo) = I HﬁHZS = ﬁi _
= Ppmpml)o {D[AP] ’ Q(pr? 177) =cC | [[nﬂgs = U}

It then implies that:

Pp..pr00 {DO’OP’OQ (pr, 1) = c} = Pp..pr00 {D[Ag}O’OQ (pr, 17) = c}

While this Definition intuitively captures the proof technique used to allow composition, it does
not provide insight about how to prove the simulatability. Another equivalent definition states that
a protocol is simulatable if there exists a simulator that can produce exactly the same distribution
of messages as the protocol interacting with any attacker. We formalize in the following Technical
Details this second Definition, and prove that the two Definitions are equivalent, which also yields
the proof of Proposition 5.1.

Q Technical Details

For this second Definition of simulation to be realizable, we need to ensure that simulator’s
oracle calls and attacker’s oracle calls use a disjoint set of random coins for the oracle random-
ness. We thus assume, w.l.o.g., that the random handles 7 of simulator’s queries are prefixed
by 1. This ensures that, as long as adversaries only make oracle calls prefixed by 0 (this can
be assumed w.l.o.g. since it only constrains the part of the oracle’s random tape where the
randomness is drawn) the oracle randomness used by the simulator is not used by the adversary.
We provide later in Example 5.4 a complete example illustrating both simulation and the need
of the prefix and a formal definition of prefixed models.
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Definition 5.6. Given a functional model My, a sequence of names 7, an oracle O and
a protocol P, we say that vn.P is O-simulatable if the support of O is m and there is a
PTOM A® (using random handles prefixed by 0) such that, for every ¢ € {0,1}*, for every
7 € ({0,1}M)I7!, for every m > 1, for every PTOM B (using random handles prefixed by
1),

]P)Ps »PrysPro PO {Ao(ps,po) (ph ’ 071n 72177) =
= Pps,prl,prg,po{OP(Pm 05,) =c

— 0
=l
3
=
>3
Il
o4
—

where
D1 = %, Op(ps, 07)

d)lngrl = ¢11c7 AO(pS’pO)(pnvglia 77)
92«%1 = 9}2)80(95,90)(prz7,'77 (b}chrl)
for 0 <k < m and ¢g = 0, g = BOP:r0)(p,., 1, D).

The machine A® can be seen as the simulator, while B is an adversary that computes the
inputs: the definition states that there is a simulator, independently of the adversary. We
asks for equality of distributions, between the sequence of messages 62, corresponding to the

interactions of B® with Op, and the sequence of messages 6, corresponding to the interactions
of B® with A°.

Note that our definition of simulatability is a very strong one as it requires a perfect equality
of distributions, as opposed to computational indistinguishability. This is intuitively what we
want: O-simulation expresses that P only uses the shared secrets as O does. This notion is not
intended to capture any security property.

The two definitions are indeed equivalent. To prove this, a first technical Lemma is required.
It shows that O-simulation, whose definition implies the identical distributions of two messages
produced either by the simulator or by the oracle, implies the equality of distributions of
message sequences produced by either the oracle or the simulator. It is proved essentially via
an induction on the length of the sequence of messages. For any sequence of names 7 and
parameter 7, we denote D.L = {[7]}.ps € {0,1}*} the set of possible interpretations of 7. We
reuse the notations of Definition 5.6.

Lemma 5.2. Given a functional model M7, a sequence of names, an oracle O with support
7 and a protocol P, that is O-simulatable with A®, we have, for every Z,, ¢, 2,5 € {0, 1}*,
every v € DL, for every m > 1, for every PTOM BC (using tags prefized by 1):

Ppsxp'rl sProsPO {9’})’7, = j’ ¢71’I’L = y| Hﬁ]]zb = 67 pg =TB,Pry = 7'2}

= ]P)Ps,/)rl 1Pro s PO {072n =1, ¢$n = ?| [[ﬁ]]z; =, Pg =TBPry = 7’2}

where we split po into pé W pg such that O called by B only accesses pg and O called by A
only accesses pé (which is possible thanks to the distinct prefizes).

We now prove that Definition 5.6 implies Definition 5.4, i.e that the simulatability implies that
we can replace a protocol oracle by its simulator.
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Lemma 5.3. Given an oracle O (with support @), a functional model My, a sequence of
names T , P, Q protocols, such that vm.P is O-simulatable in the sense of Definition 5.6 with
A8 and N(P)NN(Q) C 7 then, for every PTOM D979 (prefived by 1), every n, every
v € DL and every c € {0,1}*,

IP)P.e,Pr,Po {DO’OP’OQ (pm 177) =c | ﬂﬁ]]z.; = @}

=Pp,.pr00 {D[AICD)}O’OQ (pr, 1") = c| [[ﬁ]]zg =7}

The idea is to use the definition of O-simulatability, using a PTOM B® that behaves exactly
as D when it computes the next oracle queries from the previous answers. The difficulty is
that D may call the oracle Og, while B has no access to this oracle. We know however that
shared names are included in 7, whose sampling can be fixed at once (thanks to the definition
of O-simulation). The other randomness in @ can be drawn by B from p,, without changing
the distribution of Og’s replies.

Proof. Fix 1 and the interpretation [n]] = 7.

Given D, we let D,,, be the machine that behaves as D, however halting after m calls to Op
(or when D halts if this occurs before the mth call) and returning the last query to Op.

We have that D,, first executes D,,_1, then performs the oracle call Op(ps,0m—1), getting
Um—1 and performs the computation of the next oracle call v, (if D makes another oracle call),
updates the history 6,, := (v1,...,v;) and returns v, if there is one or the output of D oth-
erwise. D,,[AP] first executes D,,—1[AP], then performs the computation A (M, p,,, 00 1)
of u!,, computes the next oracle call v/, (if one is performed), updates 6/, := (v},...,v},) and
outputs either v,, of the output of D.

We wish to use the definition of O-simulation in order to conclude. However, we cannot directly
use the O-simulation, as D has access to an extra oracle Og.

Part 1
We first prove that, assuming A9 is a simulator of Op:

Pp..pr00 {DO’OP (pr; 17) = c} = Pp..pr.p0 {D[A(Ig]o(Pm 1") = c}

This is a straightforward consequence of Lemma 5.2.  Writing respectively pi(c) =
Ppsmr,po{’DO’OP (pry17) = ¢} and pi(c) = Pp‘s,pr,Po{D[Ag]o(praln) = c}, Using py,, pr, as
in Definition 5.4, we have

PO = Y Prp oo DO (1) = c | ([T, 0B, pry) = (T,75,72)}
TB;T2
xppmpmpo{([[ﬁ]]zﬁapgapTz) = (ia TBaT2)}
) = 3 Poso (DI (pr,17) = ¢ (AL, 5. pra) = (@, 75, 72)}

TB,T2

X]P)Pwpmpo{[[ﬁ]]zs =7, pg =TByPry = 7“2}

We let

p%(TBvr% 'l_}a C) = ]P)PS,PT,PO {DO’OP (pr» 17’) = Cl (Hﬁ]]zgvpga prz) = (@7 ?"3,7"2)}
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and

p%(?‘gﬂ“g,’ﬁ,C) = Pps’Prfpo{D[Ag]O(pﬁ 1”) = C‘ ([[ﬁ]]zs7pg7prz) = (57 7‘377‘2)}

We use Definition 5.6 with B (p,,,n,#) as the machine that simulates D,, for m = |¢| and
using ¢ instead of querying the oracle. Let us define ¢! , 6 for i = 1,2 as in Definition 5.6.
Note that with the definition of D, B uses prefixes for oracle calls, disjoint from those used in
Ap, hence randomness used for oracle calls in A and B are disjoint. Let v?, be the last message
of 9. By definition of D and B we have v}, = v,, and v2, = v/,. Choosing m such that D
makes less than m oracle calls, we have

pé (TBv T2, U, c) = Z;i s.t. Tm=c,J ]P)ps,prl Pro PO {Qin =1, Qﬁn = y| ([[ﬁ]]zg ’ Pg, pf’z) = (E B, TQ)}'

Lemma 5.2 yields for all rg, o, c that p3(rg, re, ¢) = p3(r5,72, ¢), which concludes part 1.

Part 2
We now prove that:

VD. Pp. p..p0 {DOO"(p17) = ¢} = Poe.prp0 {DIARI(p;,17) = ¢} (1)
= 1
VD. Py, p..p0 {DO’OP’OQ (pr, 1) =} =Py, p, po {D[Ag]O’OQ (pr,17) = c}

We are thus going to show that, with the interpretation of @ fixed, we can simulate Og in some
D’ by sampling in p, instead of p;. However, both computations of Op and Og depend on p;.
This is where we need the assumptions that 7 contains the shared secrets between P and @,
as well as the splitting of p,.

For any machine M©92  we let [M]Q be the machine that executes M, simulating Og for
a fixed value v of m. The machine samples the names appearing in ) and not in @ and hard
codes the interpretation of 7.

More precisely, we write Og(ps,0) := Oq((Pses Ps15 Pss), 0) Where pg, is used for the sampling
of m, ps, for the sampling of other names in ), and p,, for the reminder.

Then [M]€(p;, 17) is the machine that:

» Splits p, into two infinite and disjoints p,q, pras and initializes an extra tape 0 to zero.
» Simulates M(prar, 17) but every time M calls Og with input u, the machine adds u to
6, and produces the output of Og((7, prq,0),0).

Such a machine runs in deterministic polynomial time (w.r.t. 7). For any machine M©:©:0r
we similarly define [M]g,op . Now, we have that, for any ¢, by letting, for any X and U,
P (U) :==Px{U = ¢| [[ﬁ]]zs =7}

]P)IC),E/) o (DO,OP(pS[ypsl1952),OQ(p50,p517p32)(p7‘7 177))

55P7,PO

1 Z,Up ) 'DO,OP(P.@UvPsl 1P52),0Q(Psq P51 ,0) (pr’ 177))
s,PrPO

_2 C,U 0,0 s030,p5,),0 sosPse 0

= Pp517p527pr7po(D P(Pa9:0:052),00(Psg p:1,0) (p,. 17))

—3 pc,v 0,0p (7,0, 00 @,ps. |0

. P”ﬂvp%pmpo (D o ;((7 Opsz)) OQ(& Per O))(Pr, 1))

= ¢,V ) v,U,05), V,psQ,

o PPszPsyPrmpo(lD " P QNnpe (praln»

=5 PP, o (DI 07 (o, 1)) (i)

PssPr,PO n
Since

1. Og does not access ps,
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2. Op does not access psg,

3. We are sampling under the assumption that [7]
4. Renaming of tapes

5. By construction

N, =T, le., ps, is equal to v.

And we also have similarly that, for any c:

Pp. prpo{PIAR]O9 (p,, 17) = c| [A]}}, =}
= Py, 00 L IPIARIIE (pr, 17) = c | [A]}}, =7} (i)

By applying the left-handside of (1) to [D]g’op(ﬂs)(pr, 17) and [D[AZ],]1€ (pr, 1"), and using
(ii) and (iii), we can conclude by transitivity. We conclude the proof of the lemma by putting
Part 1 and Part 2 together.

We now prove the converse direction.

Lemma 5.4. Given an oracle O with support @, a functional model MY, protocols P,Q
such that N'(P)NN(Q) C m, if there is a PTOM A% such that, for every PTOM D-©r:Oa
for every n, every v € DL and every ¢ € {0,1}*,

Py, pr.p0 {DO’OP’OQ (pr, 1) = c| [7]
=Py, p.p0 {PIAR]OO2 (pr, 17)

7)

po =108
=c|[nl}, =7}

then vm.P is O-simulatable.

Proof. Let B be a PTOM, 7, an interpretation 7 € DL and m € N, we must prove that the
output distribution of B will be the same whether it interacts m-th time with A9 or Op. We
define D as follows. For i := 0 to m—1, D computes w; := B(aq,...,a;). Then D calls Op with
w; and let a; 41 be the reply. D finally outputs a.,,. We denote by w; and o the corresponding
values for D[AG]Oc

Let us denote
(25%_;'_1 = d)iv OP(pSa 91%)

Bhs1 = Oy A7) (M, pry, O3, 1)
ki1 = Ok, BOYP0) (M, prym, 1)
for 0 < k <m and ¢y = 0y = 0.

We have by construction of D for any c:

]P)l)svpv‘l sPro PO {w’m = C| Hﬁ]]zs = @} = Pﬂmprl 7Przva{OP(pS79$n) = C| Hﬁ]]zs = E}
and

Ppsmrl Pro PO {wy, =c| [[ﬁ]]zs =} = Pps,prl sPro PO {Ao(ps’pO)(Mﬁ Pris 07171’ n) =c| [[ﬁ]]zs =7}

The hypothesis gives us that :

Pp,.pr)10rg00 {wm = c| [[ﬁ]]Z =7} = P o0y 0rg.00 {wy, =c]| ﬂﬁ]]z =7}
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So we conclude that:

PPS,Prl sPro PO {AO(pS)pO)(MJW gm ) 071717 77) = | [[ﬁﬂzs = ﬁ}
= ]P)psval 7/77‘21/)(9{0P(p$? am) =cC | [[ﬁﬂzs = 5}

We can finally conclude, as Lemmas 5.3 and 5.4 directly yields that Definition 5.6 is equivalent
to Definition 5.6 simply by taking @ as the empty protocol.

Example 5.3. We fix first My (in an arbitrary way). We consider the following handshake
protocol, in which n,r, k,r’ are names:

A:= in (ca,xzo).out(ca,enc(n,r k)). in (ca,x).
if dec(z, k) = (n,1) then out(ca, ok)
I B:= in(cp,y).out(cp,enc({dec(y,k),1),r',k))

We consider the oracle 03" that, when receiving (¢,m) as input, answers enc(m,r,, k) if t =
"enc", and dec(m, 1) if t = "dec" (the oracle actually also expects an handle for the secret key and
a tag to specify where to sample 7,). We can easily prove that vk.A is O5*“*“-simulatable, as the
attacker can sample an arbitrary n’, use the oracle to compute enc(n’,r,, k) (which has the same
distribution as enc(n’,r, k) for any fixed value of k) with the request ("enc",n), and dec(z, k) with

the request ("dec", z).

Intuitively, the shared secret k is only used in A in ways that are directly simulatable with the
oracle, and A is thus O-simulatable.

Thanks to the more intuitive Definition of simulatability (cf. Definition 5.6 for details), proving
simulatability is in practice a syntactic verification. With O§*“*® from the previous example, vk.P
is O-simulatable for any P where all occurrences of k occurs at key position, and all encryptions
use fresh randoms.

Q Technical Details

Let us explain why the previous examples illustrate the need for prefixed models.

Example 5.4. We take a more formal view on Example 5.3.

Let O be the encryption-decryption oracle: it expects an input ("dec",m) or ("enc", m), a key
s =1 (only one encryption key is considered), an input tag t and a security parameter n and
returns

» enc(m,r k) if the query is prefixed by "enc", k is the secret value extracted from p;
corresponding to the key 1, r is drawn from po and associated with the tag ¢ (via eq).

» dec(m,k) if the query is prefixed by "dec", k is the secret value extracted from p;
corresponding to the key 1

» an error message otherwise (either the primitives fail or the query does not have the
expected format).

The goal is to show that vk.A is O-simulatable. (So, here, B is useless, and we let P be A).

Op is then defined as follows (according to the Section 2.3.2):
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» On input wi, with an empty history, it outputs [enc(n,r,k)]} and writes w; on the
history tape.

» On input wy with a non empty history tape, it outputs ok if [dec(x, k)]7:*7*2 = [(n, 1)]7
and an error otherwise.

The machine A (p,,,0,7) is then defined as follows:

» If 0= {ml}
1. A draws a (for the value of n) from p,, and draws ¢ from p,,

2. calls O with ({"enc",«a),1,t) and gets back the bitstring [[enc(n,r,z)]]z;jjgkﬂgs.

The interpretation of k is indeed fixed at once since it belongs to the “shared”

names bounded by v.
) ) Kl
3. outputs [enc(z,r, 2) ZT‘THQ I,

» If 6= (ml,mg),
1. calls O with (%"dec", ma),1,—) and gets back the bitstring w =
[dec(y, 2)]¥~™2*~F5. or an error message.
2. checks whether w = [(n, 1)]]ZT1. If it is the case, then outputs ok.

Now, consider an arbitrary PTOM B°.

» ¢ = [enc(n,, k)%t where sy is the randomness used by O when queried with [¢],,,
(note: we will see that it does matter to be very precise here; we cannot simply claim
that the value of z is just a randomness drawn by O).

» ¢7 = [enc(n,r, k)]]gs

» 0! = w;, an arbitrary bitstring, computed by B using the oracle O, ¢} and the random
tape pr,.

> o) = 41, ok if
[dec(y, 2)|y vk, = [(n, 1]} and an error
otherwise '

> ¢5 = 7,0k if [dec(z, k)]7" "2 = [(n,1)]7 and an error otherwise

A O-simulates vk.P iff, for every v = [k],,,

Pps sPr1,Pre PO {[[dec(y’ Z)]]y}—)wlyz'—)v = |I<n7 1> 27‘1 }
= Pps,prl 1Pr2,PO {[dec(z, k)]]z;wsz = [(n, 1>]]Zﬁ}

First, the distributions of ¢} and ¢7 are identical. ¢1 depends on p,., and pp, while ¢? depends
on pg only. The distributions of ¢{, [(n,1)],,, and ¢7,[(n,1)],, are also identical.

Now the distributions wy = B (1, pr, ), [(n, Dlp,, and we = BO(¢3, pry), [(n, 1)],. are equal if
the randomness used by B are disjoint from the random coins used in ¢}, ¢3. This is why there
is an assumption that p,, and p,, are disjoint and why it should be the case that the random
coins used in the oracle queries of B are distinct from the ones used in the oracle queries of A.
This can be ensured by the disjointness of tags used by A and B respectively.

With these assumptions, we get the identity of the distributions of dec(wy,v), [(n,1)],, and
dec(wsz,v), [(n,1)],,, hence the desired result.

Without these assumptions (for instance non-disjointness of tags used by B, A), B can query
O with a random input and a random tag, say n’,t’. As above, we let s; be the random value
drawn by O corresponding to the tag ¢'. Then P{[n],, =n’ A [r],, = s1} = 53; while

P{[[”Hpn =n'A [[T]]prl =s1} = Q%P{Ht]]pr = [[ﬂ]prz 1\/ ([[t]]prl # [[t/ﬂpTQ A [[T]]prl =[r'"]po)}
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In other words, the collision is more likely to occur since it can result from either a collision in
the tags or a collision in the randomness corresponding to different tags.

As demonstrated in the previous example, it is necessary to assume that oracle randomness used
by the simulator queries and the attacker queries are disjoint. The simplest way of ensuring
this is to force all tags of oracle calls to be prefixed. We show here that this assumption can
be made without loss of generality.

Definition 5.7. Given a PTOM A® and a constant c¢. We define Af . as a copy of

ref —c
A, except that all calls to the oracle of the form w,r, s are replaced with calls of the form

w,c-r,s, where the - denotes the concatenation of bitstrings.

The following lemma shows that we can, w.l.0.g., consider models, in which the tags are prefixed.

Lemma 5.5. For any non-empty constant ¢ and any PTOM A®, we haves

Pp, o000 {Ao(ps’pO)(Pm ") =1} = Pp..or00 {AO(ps’po)(Pr’ 1) =1}

pref —c

Proof. We fix a constant ¢, for any oracle O (with functions n, eq, e2), we define Op,ef—. (with
mapping function n’, e}, e}) the copy of O such that:

n'(w,s,r) = n(w,s,c|r)

n is injective by definition, so n’ is injective too. For any v € {0,1}", as all extractions of e;
are unique for each value of n and their length only depends on 1, we have for any w,r, s

Poofer(n(w, s,7),n, po) = v} = Ppo{er(n’(w, 5,7), 1, po0) = v}

This implies that for any input, O and Opef—. will produce the same output distribution. So
A® and A%~ will produce the same distributions for any input. We conclude by remarking

that A%-< and Afmffc behaves the same by construction. n

An immediate consequence of this Lemma is that for all indistinguishability results, we can,
w.l.o.g., constrain attackers to only use prefixed oracle calls.

In particular it implies equivalence between indistinguishability in a computational model and
indistinguishability for prefixed distinguishers in the prefixed computational model.

Thanks to the previous Definitions, simulatability is stable under composition operators. This is
an important feature of the notion of simulatability, as it allows to reduce the simulation of large
processes to the simulation of simpler processes.

Theorem 5.1. Given an oracle O, protocols P,Q, and mw =N (P) NN (Q), if

» vn.P is O-simulatable
» vn.Q is O-simulatable

Then vi.P||Q and vi.P; Q are O-simulatable.
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Proof. Let D be an arbitrary PTOM. By Lemma 5.3, there is a machine .,41(2 s.t.

Py, 000D OO, 17) = ¢ | [0]], =T}

=Py, p,.p0{ DIABI? O (pr, 1) = c | [A]}}, = T}
Applying once more the Lemma 5.3, there is a machine Ag s. t., for every ¢ € {0,1}*,

Py, prpo {DO’OP’OQ (%rv 172 Z c| [[ﬁ]]gs =}
= Pp..p,.00 {DIARIAGI" (pr, 1) = c| ]}, =}
We define AIQ”Q(Mf, pry, 0,17, m) as the machine that behaves as AQ (M7, p,, p,0p, 17, m) (resp.
./48(/\/lf7 Pri.0,00, m)) if m is a message supposed to be handled by P (resp. by Q) (use of action
determinism) Then the result is appended to 6p (resp. 6g). This assumes (this is an invariant)
that 6 can be split into §p and g.

We note that D[AB][AF]C = D[AgHQ]O. Then we use Lemma 5.4 to conclude. ]

Q Technical Details

Alternative notions of simulatability We discuss here some variation on our notion of
simulatability. First, let us note that our notion of simulatability assumes that models are
prefixed. As demonstrated previously this is necessary in order to get an achievable notion of
simulatability. We will therefore not consider models that are not prefixed. We may consider
variants of simulatability, depending on the order of the quantifiers and sharing of randomness
between simulator and distinguisher. We define simulatability as the existence of a simulator
that works for all distinguishers. In other words our ordering of quantifier is:

3A°(pr,)VD(pr,)
In a prefixed model, we believe that switching the quantifiers lead to the same notion:
3AC (pr, VD (pr,) & VD (pr,)3A (p;,)

We provide no proof, but the intuition is that there exists a “universal” distinguisher, namely the
PTOM D, which performs any possible queries with uniform probability. Now, considering any
other distinguisher D', as the simulator A® for D has to provide the exact same distribution as
the protocol for each query of D, as D performs all possible queries (with very small probability),
AC will also be a correct simulator for D’.

Another alternative is to allow the simulator and the distinguisher to share the same ran-
domness. Then, 3A°(p,)VD(p,) seems to provide an unachievable definition. Indeed, if the
simulator is not allowed to use private randomness while the protocol is, the simulator cannot
mimic the probabilistic behavior of the protocol.

The last possibility however seems to offer an alternative definition for simulatability:
vD(p,)3A° (pr)

This seems to be a weaker definition than ours as the choices of the simulator can depend on
the ones of the distinguisher. It may simplify (slightly) the proofs for the main theorem, but
it would create issues for the unbounded replication as it would break uniformity of reductions
(since the runtime of the simulator may now depend on the environment it is running in).
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5.3.2 Generic Oracles for Tagged Protocols

Q Section Summary

In order for our definition of simulatability to be useful, the design of oracles is a key point.
They need to be:

1. generic/simple, yet powerful enough so that protocols can be easily shown to be simulat-
able,
2. restrictive enough so that proving protocols in the presence of oracles is doable.

We provide here with examples of such oracles, namely generic tagged oracles for signature,
that will be parameterized by arbitrary functions, together with security properties that are
still true in the presence of tagged oracles.

In practice, protocols that use some shared secrets use tags, for instance string prefixes, to ensure
that messages meant for one of the protocol cannot be confused with messages meant for the other
one. These tags can ensure what is called “domain separation” of the two protocols, ensuring that
the messages obtained from one cannot interfere with the security of the second protocol. These
tags can be explicit, for instance by adding a fixed constant to the messages, or implicit, where
each message of a protocol depend on some fresh randomness that can be used to define some kind
of session identifier.

We define generic oracles for decryption and signatures, parameterized by an abstract tagging
function T and a secret key sk, that allow to perform a cryptographic operation with the key sk,
on any message m satisfying T'(m). T can then simply check the presence of a prefix, or realize
some implicit tagging, checking that the message depends on the randomness used by a specific
session.

After defining those generic oracles, we define generic axioms, parameterized by T, that allow to
perform proofs against attackers with access to the oracle. The generic axiom for signatures (or
any other primitive) are implied by the classical cryptographic axioms.

We see tagging as a boolean function T computable in polynomial time over the interpretation of
messages. For instance, if the messages of protocol P are all prefixed with the identifier idp, T is
expressed as T'(m) := Jxz.m = (idp,x). In a real life protocol, idp could for instance contain the
name and version of the protocol.

Intuitively tagged oracles produce the signature of any properly tagged message and allow to
simulate P.

With these oracles, an immediate consequence of the composition Theorems found in Section 5.4 is
the classical result that if two protocols tag their messages differently, they can be safely composed
[ACD12]. Note that as our tag checking function is an arbitrary boolean function: tagging can be
implicit, as illustrated in our applications in Section 5.6.

As an example, we provide two oracles, one for encryption and one for signing, that allow to
simulate any protocol that only produces messages that are well tagged for T'.

Definition 5.8. Given a name sk and a tagging function 7', we define the generic signing
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oracle O7.%; and the generic decryption oracle O%fgk as follows:

075 (m) -

if T(m) then
output(sign(m, sk))

O (m) :=  if T(dec(m, sk)) then

output(dec(m, sk))

Any well-tagged protocol according to T, i.e., a protocol that only decrypts or signs well tagged
messages, will be simulatable using the previous oracles. Hence we meet the goal 1 stated at the
beginning of this section, as this can be checked syntactically on a protocol. We provide, as an
example, the conditions for a tagged signature.

Example 5.5. Any protocol P whose signatures are all of the form if 7'(t) then sign(t, sk) for
some term ¢ (that does not use sk) is immediately vsk.P OF %;-simulatable. Indeed, informally, all
internal values of the protocol except sk can be picked by the simulator from its own randomness,
while all terms using sk can be obtained by calls to the tagged signing oracle, as all signed terms in
P are correctly tagged. Let us emphasize that the simulation holds for any specific value of sk, as
the distribution of outputs is the same, whether it is the simulator that draws the internal names
of P, except sk, or P itself.

As we need to perform cryptographic proofs in the presence of oracles, it is useful to define security
properties that cannot be broken by attackers with access to these oracles (without having to
consider the specific calls made to these oracles). The games defining these properties slightly differ
from the classical security games. Consider the example of signatures and the usual EUF-CMA
game. If the attacker is, in addition, equipped with an oracle O that signs tagged messages, they
immediately win the EUF-CMA game, “forging” a signature by a simple call to O. We thus define
a tagged unforgeability game (EUF-CMAr ), derived from the EUF-CMA game presented in
Definition 2.13, where the adversary wins the game only if they are able to produce the signature
of a message that is not tagged.

Definition 5.9. A signature scheme (Sign, Vrfy) is EUF-CMA 7 4 secure for oracle O and
interpretation of keys Ay if, for any PTOM A, the game described in Figure 5.1 returns true
with probability (over p,, ps, po) negligible in 7.

Game EUF—CMA;:ﬁC(n,pT,pS,p@): Oracle Sign(m):
List + [] List <— (m : List)
(pk, sk) <= ([pk]p. [sk]p.) o < Sign(sk, m)
(m, o) « AOpspo)Sien(pk n. p,) Return o
Return =7'(m) A Vrfy(pk, m,o) A m & List

Figure 5.1: Game for Tagged Unforgeability (EUF-CMA 1)

The main goal of the previous definition is to allow us to prove protocols in the presence of oracles
(hence composed with simulated ones), reaching the goal 2 stated at the beginning of the section.

More precisely, one can, for instance, simply design a classical game based proof, reducing the
security of the protocol to the security of the EUF-CMAr 5, game rather than the classical
EUF-CMA game. This reasoning is valid as EUF-CMA implies EUF-CMA~7 g even in the
presence of the corresponding oracle.

Proposition 5.2. If a signature scheme (Sign, Vrfy) is EUF-CMA secure for keys given by
Ak, then (Sign, Vrfy) is EUF-CMA7 . secure for the oracle O37; and the interpretation of
keys Agp.
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Remark that the base assumptions made about the cryptographic primitives are classical ones,
and thus the final proof of the composed protocol only depends on some classical cryptographic
hypotheses.

5.4 Main Composition Theorems

Q@ Section Summary

We distinguish between two complementary cases. First, Theorem 5.2 covers protocols com-
posed in a way where they do not share states besides the shared secrets (e.g., parallel com-
position of different protocols using the same master secret key). Second, Theorem 5.4 covers
protocols passing states from one to the other (e.g., a key exchange passing an ephemeral key
to a secure channel protocol). We finally extend these composition results to self-composition,
i.e., proving the security of multiple sessions from the security of a single one or the security of
a protocol lopping on itself, for instance a key renewal protocol.

5.4.1 Composition without State Passing

Essentially, if two protocols P, @) are indistinguishable, they are still indistinguishable when running
in any simulatable context. The context must be simulatable for any fixed values of the shared
names of P, and the context. The context can contain parallel or sequential composition as
illustrated by the following example.

Example 5.6. Let P,Q, R, S be protocols and O an oracle. Let m = N(P||Q) N N(R|S). If
P =» @ and vi.R||S is O-simulatable, then some applications of Theorem 5.2 can yield

1. PIR =0 Q|R
2. R;P o R;Q
3. (R P)|IS =0 (R;Q)IS

We generalize the previous example to any simulatable context and to n protocols. For any integer
n, we denote by C[_4,..., _,] a context, i.e., a protocol built using the syntax of Figure 2.3 and
distinct symbols _,, viewed as elementary processes. C[Py,..., P,] is the protocol in which each
hole i is replaced with P;.

Example 5.7. In the three examples of Example 5.6, in order to apply the next theorem, we
respectively use as contexts

> Cl_4]=_4lRr
» C[_]:=R;_,
> 0[71] = (R _)lIS.

In this first Theorem, no values (e.g., ephemeral keys) are passed from the context to the protocols.
In particular, the protocols do not have free variables which may be bound by the context.

Theorem 5.2. Given a functional model My and an oracle O, let Py,..., P, Q1,...,Qn
be protocols and C[_4,...,_,] be a context such that all their channels are disjoint, 0 some
constant, m a sequence of names and c1,...,c, fresh channel names. If

1L N(C)NN(Py,...,Py,Q1,...,Qn) €7
2. vn.Clout(cy1,0),. .., out(cy,0)] is O-simulatable
3. Pl [P =0 Qull-. . [|Qn
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Then
ClPy,..., P =0 ClQ1,...,Q4]

Specifically®, there exists a polynomial ps (independent of C') such that, if pc is the polynomial
bound on the runtime of the simulator for C', we have,

AdVC[Pl ..... Pn]%oC[Ql ..... Qn] (t)

< AdvPll-1Pn=0Qull--lIQn (ps(tm, ICI,pc(t)))

“We provide, in this Theorem and the following ones, explicit advantages, as our constructions do
not directly allow for unbounded replication. This will later be used to ensure that the advantage
of the adversary only grows polynomially with respect to the number of sessions.

Note that the bound we obtain for the reduction is polynomial in the running time of the context.
We denote by C the protocol C in which each i is replaced with out(c;, 0).0, where ¢; is a channel
name and 0 is a public value. Intuitively, C' abstracts out the components P;, only revealing which
P; is running at any time. The intuition behind the proof of the Theorem is then as follows. First,
we show that C||P1|...|| P, =o C|Q1]...||Qn implies C[P, ..., P,] 2o C[Q1,...,Qx]. This is
done by a reduction, where we mainly have to handle the scheduling, which is possible thanks to
the information leaked by C, and the action determinism of the protocols. In a sense, this means
that indistinguishability for protocols in parallel implies indistinguishability for any scheduling
of those protocols. Secondly, by simulating C' thanks to Proposition 5.1, the two hypothesis of
the Theorem imply C||Pi]|...[|P, =0 C||Q1]|...||Qn. The second part is where our notion of
simulatability comes into play, and where it is essential to deal carefully with the shared secrets.

For our latter results, we must actually generalize slightly this Theorem. A use case is for instance
when we want to prove that P||Q = P||P implies that if b then P else Q = P for some boolean
condition b. In this case, we actually need to rename the channels used by P and @ in the second
protocol, so that both P and @ uses the same channels. We thus introduce a renaming on channels
o that allows us to compose components in an arbitrary way.

Q Technical Details

The generalized version of the Theorem is as follows.

Theorem 5.3. Let C[_,,..., ] be a context. Let Pi,..., Py, Q1,...,Qn be protocols,
and let o : C(Py,...,P,) — C such that C||P1]|...||Pn, C||Q1]]...|Qn, C[P1ro,...,Pyo],
ClQ10,...,Qno] are protocols. Given a functional model My, an oracle O, if

1. ﬁ;ﬁN(C)mN(Pl,...,Pn,Ql,...Qn)
2. vn.C is O-simulatable
3. Pill-Po 0 Qi | @

Then
C[Pyo,...,Pyo] 2o ClQ10,...,Qu0]

Specifically, there exists a polynomial pg (mﬁependent of C') such that, if pc is the polynomial
bound on the runtime of the simulator for C, we have,

AdyClP1o: Pao]=0ClQ10,....Qn0] (t) < Adv Pl I1Pr2oQull-[1Qn (ps (t, n,|C|, |0‘|7pc(t))>

Proof. Let A be an attacker against

ClPyo,...,Pyo] 2o ClQ10,...,Qn0].
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In the scheduling part, we first build an attacker against

CllPl.. [I1Pn =0 CllQull- . | Qn-

We then remove the context C' through the O-simulatability.

Scheduling part Let us construct B9 ©cOri:Orn with either for every i, R; = P;, or,
for every i, R; = Q;. B9PcOr1:Orn initially sets variables ci,...,c, to 0 (intuitively, ¢;
records which processes have been triggered) and sets T to the empty list. It then simulates
AC:Ocirio....knol but, each interaction with Oc¢|(Ro,...,R, o) and the corresponding request (c, m)
is replaced with:

» if there exist ¢ such that ¢; = 1 and ¢ € C(R;0) then

e query O, with (co™1,m)

o if Op, returns L, then, if contexts C; and C, are such that C[_4,..., ,] =
Ci[_;; Col, it adds to T the channels C(C3). (This corresponds to the semantics
of sequential composition: an error message disables the continuation).

e clse the answer (¢, m’) is changed (¢, m’) (and the simulation goes on)

» clse if ¢ € C(C) and ¢ ¢ T then
e query Og with (¢,m)
e if O7 answers T on channel ;, set ¢; = 1
e clse continue with the reply of O

This new attacker is basically simply handling the scheduling of the protocols, using the signals
raised in the context to synchronize everything. The condition that there exists ¢ such that ¢; =
1 and ¢ € C(R;) is always satisfied by a unique 4, otherwise C[Pyo,..., P,o] or C[Q10,...,Q,0]
would not be well formed.

The execution time of B then only depends on the number of channels in C', the size of the
channel substitution o, the number of protocols n in addition to the cost of simulating A. Hence
if ¢ is the runtime of A, there exists pg, such that the runtime of B is bounded (uniformly in
C, P,...,P,,Q1,...Qn) by ps, (n,t,|C|, |o]):

c IARRE] ngc N nE n
Adv (gt PI=C@ue @y < Ady P I =19 (g (1, 1O, o))

Simulatability Now, with the fact that vn.C is O-simulatable, we have a simulator .A% such

that, thanks to Lemma 5.3, B[A%]O’OR behaves exactly as B9 ©a:©r. We have, for pc the
polynomial bound on the runtime of A, by Definition 5.4,

AdvyBls =@ 1) < Advig ke le =@ 19 e () + 1)

and finally,

Advcglo',“.,Pno]%C[QlU,...,Qn,a'] (t)
< Advi?%ﬂ{gdf"g@”“”é‘ (alpc o ps, (n,1.]C]. |o]) + ps, (n. 1. [C]. o))

Given a protocol P and a context C, for Theorem 5.2 to be used, we need an oracle such that:

1. the context C' is simulatable with the oracle O,
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2. the protocol P is secure even for an attacker with access to O (P 2o Q).

Our goal is to find an oracle that is generic enough to allow for a simple proof of indistinguishability
of P and @ under the oracle, but still allows to simulate C. Notably, if we take as oracle the protocol
oracle corresponding to the context itself, we can trivially apply Theorem 5.2 but proving P Z» @
amounts to proving C[P] = C[Q)].

Application to tagged protocols We consider two versions of SSH, calling them SSH,
and SSH;, assuming that all messages are prefixed respectively with the strings “SSHv2.0” and
“SSHv1.0”. Both versions are using the same long term secret key sk for signatures. We assume
that both versions check the string prefix.

To prove the security of SSHsy running in the context of SSH;, we can use Theorem 5.2. If we
denote by I the idealized version of SSHj, the desired conclusion is SSHs|SSH, = I||SSH;.
Letting C[_4] = _||SSHi, it is then sufficient to find an oracle O such that:

1. vsk.SSH; is O-simulatable (the simulatability of C' directly follows),
9. SSHy = I

If we define the tagging function Tsgy, that checks the prefix, SSH; is trivially O;lsg; sk
L

simulatable (see Definition 5.8) as SSH; does enforce the tagging checks. We thus let O be
OngSH1757€'

Assuming that sign verifies the classical EUF-CMA axiom, by Proposition 5.2, it also verifies the
tagged version EUF-CMAr, s To conclude, it is then sufficient to prove that SSHy =o I
with a reduction to EUF-CMArg,,, k-

Application to encrypt and sign For performances considerations, keys are sometimes used
both for signing and encryption, for instance in the EMV protocol. In [PSST11], an encryption
scheme is proven to be secure even in the presence of a signing oracle using the same key. Our
Theorem formalizes the underlying intuition, i.e. if a protocol can be proven secure while using
this encryption scheme, it will be secure in any context where signatures with the same key are
also performed.

5.4.2 Composition with State Passing

In some cases, a context passes a sequence of terms to another protocol. If the sequence of terms
is indistinguishable from another one, we would like the two experiments, with either sequences of
terms, to be indistinguishable.

Example 5.8. Let us consider once again the protocol P(z1,z2) := in(c, x).out(c, enc(x, z1, z2))
of Example 2.3. We assume that we have a function kdf, which, given a random input, generates
a suitable key for the encryption scheme. Let a random name seed and let C[_,] := let sk =
kdf(seed) in _,. C[||"P(r;, sk)] provides an access to an encryption oracle for the key generated in
C:

let sk = kdf(seed) in

C[||iP(Ti7 Sk)] = ||i(in(c, x),out(c, enc(x, Tiy Sk)))
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A classical example is a key exchange, used to establish a secure channel. The situation is dual
with respect to the previous theorem: contexts must be indistinguishable and the continuation
must be simulatable.

Theorem 5.4. Let C,C’ be n-ary contexts such that each hole is terminal. Let Py(T), ..., P,(T)
be parameterized protocols, such that channel sets are pairwise disjoint. Given a functional

model My, an oracle O , m D N(C)NN(Py,...,P,), t1,... tn, th, ... 1, sequences of terms,
C := Clout(c1,t1),. .., out(cy, t,)] and C' := C'[out(cy,t}), ..., out(cy,)]. If

Cliin(cy,T).Py(@)||. .. |in(cn, T).Po(T) is a protocol and:
1. C E10) c’
2. vm.an(c1,T).PL(T)|| ... |in(cn, T).Po(T) is O-simulatable

then C[Py(t1),..., Pu(ty)] Zo C'[Pi(t)), ..., Pu(t])]

Specifically, there exists a polynomial ps (independent of Pi,...,P,) such that if po is the
polynomial bound on the runtime of the simulator for P := in(c1,T).P1(T)| ... ||in(cn, T). Pp(T),
we have,

Adv C[P1(t1)s.., Pr (t0) |20 C[P1 (E)v--wpn(ﬁ)](t) < Adva%oél (ps (t, n, |P|,pp(t))>

C is the context, in which all the bound values (for instance the key derived by a key exchange)
are outputted on distinct channels. c’ corresponds to the idealized version. We can pass those
bound values to another protocol P, if this protocol P can be simulated for any possible value of
the bound values.

Proof. The proof is very similar to Theorem 5.2.

Let us assume that we have an attacker such that

We denote C; = Clout(ci,t1),...,0ut(cy,t,)], Co = Clout(cy,t),...,out(c,, )], Pl =
in(1,7).P(T), ..., P, =1in(n,T).P,(T). We first construct an attacker against:

Cil|Prll- 1Py = Co|| P 1,

. 0,00,0p1,..,0 . . 0,0 _ _ _
Let us consider B~ 771 Ph which simulates A~ CP1ED - PrEl?CPLED, - Pri)] Byt af-

ter setting some variables di,...,d, to 0 and some list T to the empty list, for every call to
O L), PG 2CIPL (TP () ©F theE form (c,m):
» if there exist ¢ such that d; = 1 and ¢ € C(P/) then
e query Opy with (co~',m)
e if Op/ terminates set ¢; = 0 and if it returns L, then, with C and C” such that
C[_ 4oy _,)=C[_;;C"] it adds to T the channels C(C")
e clse it forwards the answer (¢/,m’) as (c'o,m’)
» clseif c € C(Ch) and ¢ ¢ T then
e queries Op with (¢, m)
e if Op answers with some ¢; on channel ¢
* setd; =1
* sends (4,%;) to Op; and forwards the answer
e clse forwards the answer of Op
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With this construction, we do have

Adv (807001702’0"1""’0’*> — ¢

Using Lemma 5.1, we get a distinguisher B’ such that:

Adv (B/O,Ocl‘rcroP{H.-~HP7'L) = €p

Now, with the fact that vm.P[||...|| P, is O simulatable, we have a simulator A(Ig{llm\l ps such that

thanks to Proposition 5.1, B’[Ag,u ”P,]O’OD behaves exactly as B P 1p O
L EERY | E e

We finally have Adv (B’ [AI(%’H---HP/ ]O,Ocl?@) = €.

The bound on the advantage is derived similarly to Theorem 5.2.

When we do so, we only assume that they are all distinct. The following example shows how
Theorems 5.2 and 5.4 can be used to derive the security of one session of a key exchange composed
with a protocol.

Example 5.9. Let us consider a key exchange I||R where 2! (resp. x?) is the key derived by the

initiator I (resp. the responder R) in case of success. We denote by KE[ ;, o] :=1I; ||R;_,
the composition of the key exchange with two continuations; the binding of 2! (resp. z'?) is passed
to the protocol in sequence. Consider possible continuations P!(x!), PE(z) that use the derived
keys and ideal continuations (whatever “ideal” is) Qf(z!), Q% (z®). We sketch here how to prove
KE[PI(21), PE(zB)] =2 KE[Q'(z!), QF(2®)] (i.e., the security of the channel established by the
key exchange). This will be generalized to multi-sessions in Section 5.6. We use both Theorems 5.2
and 5.4.

Assume, with a fresh name k, that:

1. Ok is an oracle allowing to simulate the key exchange
2. Opg allows to simulate in(cy, z).P!(z)|in(cg, z).PE(z) and
in(cr,7).Q! (2)|in(cg, ).Q%(x)

3. PI(k)|[P"(k) =o,, Q" (K)|Q" (k)

4. KE[out(cr,z'), out(cg, z")] o, , KElout(cs, k),out(cg, k)]
Hypothesis 3 captures the security of the channel when executed with an ideal key, and Hypothesis
4 captures the security of the key exchange. Both indistinguishability are for an attacker that can
simulate the other part of the protocol.

Using Theorem 5.2 with Hypothesis 1 and 3 yields

KE[P!(k), P (k)] = KE[Q'(k), Q" (k)]
Hypothesis 2 and 4 yield, with two applications of Theorem 5.4, one for P and one for @, that
KE[P!(a1), PR(zR)] = KE[P!(k), PR(k)] and KE[Q! (1), QR(a™)] 2 K E[Q! (k), Q® (k). Tran-
sitivity allows us to conclude that the key exchange followed by the channel using the produced

key is indistinguishable from the key exchange followed by the ideal secure channel:

KE[P!(a"), P (2")] = KB[Q'(27), Q% (™))
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In Theorem 5.4, the simulatability of
viin(cp, k); P(k)|lin(cq, k); Q(k)

may be a requirement too strong in some applications. This issue will be raised when we consider
the forwarding agent of the SSH protocol, as detailed in Section 5.9.3, but we can avoid it in this
specific case. For more complex applications, it might be interesting in the future to consider a
weaker version of function applications where the produced key k always satisfies a condition H (k).
We could then design an oracle O so that for all names satisfying condition H (k) we would have
that P(k)||Q(k) is O-simulatable.

5.4.3 Unbounded Replication

An important feature of a compositional framework is the ability to derive the security of a multi
session protocol from the analysis of a single session. To refer to multiple sessions of a protocol, we
consider that each session uses some fresh randomness that we see as a local session identifier.

The main idea behind the Theorem is that the oracle will depend on a sequence of names of
arbitrary length. This sequence of names represents the list of honest randomness sampled by each
party of the protocol, and the oracle enables simulatability of those parties.

We provide bellow the Proposition that allows to put in parallel any number of replications of
simulatable protocols.

Proposition 5.3. Let O, be an oracle parameterized by a sequence of names s, and O an
oracle. Let D be a sequence of names, P(Z), R}(Z,7),...,RN(T,7) and Q(T) be protocols,
such that Ni(R}, ..., RF) is disjoint of the oracle support. If we have, for sequences of names
—1 —k . — —J
Isid , ..., lsid ", with’s = {lsid; }1<j<kien :
1. Vi, j € Nyup, @ZR{ (@, @Z) is Oy.-simulatable.
2. P(p) =o, Q(p)
8. S is disjoint of the support of O.
Then, for any integers Ny, ..., N:
P(p) /<N (R, Tsid, | . |1<N RE (p, Tsid; )
—\ (% _ —l i _ —k
0,0, Q=M R} (B, Isid; )| ... "= RE (P, lsid; )

Specifically, there exists a polynomial ps (independe_nt of all R7) such that if prs is the poly-
nomial bound on the runtime of the simulator for R?, we have,

—\ 1% — T3 i — 7k~ —\ 1% — T3 i . — 77—k
AdyP @I RG-Sk RE G5 20 Q) <™ B BT[Nk RE BT, (4

< AdvP P00 9D (g (8 Ny, R o, Niy [BY s (1), pe (1))

Q Technical Details

In the previous proposition and following applications, we talk about sequences of names of the

form s = {lsidi}lgjgk,ieN. This does not have any practical meaning and is only a shortcut.
In practice, we must have that the previous hypotheses hold for any polynomial p and any

sequence 5 = {lsz’dZ}1<j<k 1<i<p(n)- We will precisely define this in Section 6.4.

=Wl =US



5.5 Unbounded Sequential Replication

Applying the previous Proposition with P and Q as R' and R?, we can obtain the Theorem for
the unbounded replication of a protocol, where the number of sessions depends on the security
parameter.

Theorem 5.5. Let O,., O be oracles both parameterized by a sequence of names s. Let b
be a sequence of names, P;(T,y) and Q;(T,y) be parameterized protocols, such that Ni(P,Q)

7}3 [R—
1s disjoint of the oracles support. If we have, for sequences of names lsid ,lsidQ, with § =
7P [R—
(Isid, ,Tsid> Yien:

1. Vi>1,vp, @f.ﬂ(ﬁ, mf) is Op-stmulatable.
2. Vi>1,up, @?.Qi(ﬁ, @?) 18 O,.-simulatable.
3. S s disjoint of the support of O.
4 Po@,mop) 0,0 Qo@,@oQ)
then,
Py, Tsid; ) o |['Qu(p, Isidy’)

To prove this result, we use the explicit advantages that can be derived from our composition
Theorems, which increases polynomially with respect to the number of sessions, and apply a
classical hybrid argument to conclude.

In our applications (Section 5.6), the main idea is to first use Theorem 5.5 to reduce the multi-
session security of a key exchange or a communication channel to a single session, and then use
Theorems 5.2 and 5.4 to combine the multiple key exchanges and the multiple channels.

Remark, that in practice, to express the security properties of the protocols, we need to allow the
protocols to use a predicate T'(x) whose interpretation may depend on the list of honest randomness
sampled by each party of the protocol. For instance, this predicate may be used to check whether
a value received by a party corresponds to a randomness sent by another party, and we would have
T(xz) := = € 5. The two previous Theorems are in fact also valid in such cases, and we will use
such notations in the application to key exchanges, but we delay to Chapter 6 the formalization of
such predicates.

5.5 Unbounded Sequential Replication

We replicate a sequential composition where at each occurrence, a value produced by the protocol
is transmitted to the next occurrence. This corresponds to the security of a protocol looping on
itself, as it is the case for some key renewal protocols.

Such protocols depend on an original key, and are thus parameterized process of the form P(z).
As they renew the key stored in the variable x, they rebind z to some new value and thus contain
a construct of the form let z = in.

Proposition 5.4. Let O be an oracle, two parameterized processes P(x), Q(x), a set of names

= Ny(P,Q) and fresh names ko,l. We assume that Ni(P, Q) is disjoint of the support of O.
If:

viv.in(cp, z); P(z)||in(cg, z); Q(x) is O-simulatable, and

» .
» P(ko); out(cp,x)||Q(ko); out(cq, x) Zo P(ko); out(cp,)||Q(ko); out(cg, )
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then, for any N,

P(ko); P(x)™; out(cp, =) [|Q(ko); Q(z)"; out(cq, x)
>0 P(ko); P(x)N; out(cp,1)||Q(ko); Q(z); out(cg,!)

The main idea behind the proof is to perform as many function applications (Theorem 5.4) as
needed, one for each replication of the protocol. Remark that compared to the previous replication,
where we considered multiple sessions of the protocol and thus a notion of local session identifier was
required, here we consider a single session looping on itself, and we do not need those identifiers.

5.6 Application to Key Exchanges

Q Section Summary

Although our framework is not specifically tailored to key exchanges or any specific property,
we choose to focus here on this application. We outline how our theorems may be used to prove
the security of a protocol using a key derived by a key exchange in a compositional way. (Let
us recall that the key exchange and the protocol using the derived key may share long term
secrets).

5.6.1 Our Model of Key Exchange

In order to obtain injective agreement, key exchanges usually use fresh randomness for each session
as local session identifiers. For instance in the case of a Diffie-Hellman key exchange, the group
shares may be seen as local session identifiers.

As in Example 5.9, KF is a key exchange with possible continuations. In addition, we consider
multiple copies of K F, indexed by i, and local session identifiers [sid for each copy:

KE;| |, o):=I(sid! id"); ||R(sid?, id™);

Here, id captures the identities of the parties and [sid captures the randomness that will be used
by I and R to derive their respective local session identifiers. In the key exchange, I binds z! to
the key that it computes, x{sid to the value of Isid received from the other party and xi[d to the
received identity. Symmetrically, R binds the variables =%, :Cf;i 4 and xﬁl.

If we denote by P!(z!)||PE(z®) the continuation (e.g., a record protocol based on the derived
secret key), KE;[P!(z!), PI*(z)] is the composition of a session of the key exchange with the
protocol where the values of !, 2% (computed keys) are passed respectively to P! (z!) or PF(xf).
With @ an idealized version of P (however it is defined), the security of the composed protocol is
expressed as follows:

'K B[P («"), Pfi(a™)] = |'K Ei[Q] ("), QF (27)]
Intuitively, from the adversary point of view, P is equivalent to its idealized version, even if the
key is derived from the key exchange as opposed to magically shared.
Equivalently, the security of the composed protocol can be proved if we have that the advantage
against the following indistinguishability is polynomial in N (and of course negligible).

ISNKELP! (@), PR)] 2 SV KE(QI(), Qf («)]

A Corollary formalizing the following discussion can be found in Appendix B.1.
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5.6.2 Proofs of Composed Key Exchange Security

Following the same applications of Theorems 5.2 and 5.4 as in Example 5.9, we decompose the
proof of the previous indistinguishability goals into the following goals:

1. find an oracle Op, to simulate multiple sessions of P or @,

2. design an oracle Oy, to simulate multiple sessions of K FE

3. complete a security proof under Ok, for multiple sessions of the protocol using fresh keys,
4. complete a security proof under Op g for multiple sessions of the key exchange.

We further reduce the security of the protocol to smaller proofs of single sessions of the various
components of the protocols under well chosen oracles. The following paragraphs successively
investigate how to simplify the goals (1),(2),(3),(4) above. For simplicity, we only consider here
the case of two fixed honest identities.

In the following, we provide the conditions S-1,5-2,P-1,P-2,P-3,P-4 K-1,K-2,K-3 that must be sat-
isfied, so that we can prove

I"K B[P (a"), Pli(a™)] = |'K Ei[Q] ("), QF (27)]

using our framework and the decomposition of Example 5.9. Corollary B.2, that formalizes the
following discussion and generalizes it to non fixed identities, can be found in Appendix B.1.

We denote p = {id!,id"} and assume that they are the only shared names between K E, P and
@ and are the only names shared by two distinct copies P;, P; (resp. @, Q;). We also denote by
5 = {Isid!,lsid};cn the set of all copies of the local session identifiers.

Protocol simulatability For the simulation of the protocol, there must exists an oracle Op g
such that
S-1 vp.in(cr, z'). Pl (2!) |lin(cg, 27). P (27) is Op g-simulatable

Indeed, if this condition is fulfilled (and a similar one replacing P with @), then, thanks to The-
orem 5.1, vp.||!(in(cy, z7). P! (1) |in(cg, 7). PE(2®)) is Op g-simulatable (and similarly for Q).
This meets the condition (2) of Theorem 5.4.

Key exchange simulatability For the simulation of the key exchange context, we need N (with
N polynomial in the security parameter) copies of KE and, in each of them, the initiator (resp.
the responder) may communicate with N possible responders (resp. initiators). We therefore use
Theorem 5.2 with a context C' with 2N?2 holes. C is the parallel composition of N contexts and,
as above, we use Theorem 5.1 to get the condition (1) of Theorem 5.2. Let KE! bel

i I _je;dR ..
KE; 15}1;lesid = Isid} then out(c, (i, j)) else L,

. R _ . I . .
1S}f§Nzlsid = lsid; then out(cg, (i, j)) else L]

C is then ||"SNKE! and C can be inferred by replacing each out((i,5)) with a hole. We output
(1,7) so that we know that the full scheduling is simulatable. Then, the condition to be met by
the key exchange is that

S-2 vp.K E} is Og-simulatable

We then get, thanks to Theorem 5.1 the condition (1) of Theorem 5.2.

lywe denote  _if__ci then a; else ' :=if ¢c; then a, else if ¢z --- then a, else a’
JSN

1<
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Security of the protocol Our goal is ||*Pi(k;) Ze,. ||'Q:(ki). Based on Theorem 5.5, we only
need an oracle O, so that:

P-1) Vi > 1,vp, k;.Po(k;) is O,-simulatable,
P-2) Vi>1,vp,k;.Qo(k;) is O,-simulatable,
P-3) 3 is disjoint of the support of O,
P-4) Py(ko) =0, 0. Qol(ko)-

We use the fresh names k; to model fresh magically shared keys, and use them as local sids
for Theorem 5.5. The intuition is similar to the notion of Single session game of [BFW™11], where
the considered protocols are such that we can derive the security of multiple sessions from one
session. For instance, if the key is used to establish a secure channel, revealing the other keys does
not break the security of one session, but allows to simulate the other sessions.

Security of the key exchange The security of the key exchange is more complicated to define,
in the sense that it cannot simply be written with a classical replication. The partnering of sessions
is not performed beforehand, so we must consider all possibilities. We may express the security
of a key exchange by testing the real-or-random for each possible session key. We denote k; ; the
fresh name corresponding to the ideal key that will be produced by the i-th copy of the initiator
believing to be partnered with the j-th copy of the responder. The security of the key exchange is
captured through the following indistinguishability:

=N KE;] 1<i{f<lelsid = lsidf* then out(k; ;) else L,
i<N e I Ry o <<
=Y K Eifout(z7), out(27)] =0, q 1<i.f<N(le§id = Isid}) then out(k; ;) else L]
<<

where the advantage of the attacker is polynomial in N. Remark that we sometimes omit channels,
when they only need to be distinct.

Using a classical cryptographic hybrid argument (detailed in Proposition B.2), we reduce the
security of multiple sessions to the security of one session in parallel of multiple corrupted sessions;
the security of each step of the hybrid game is derived from Equation (5.1) using Theorem 5.4. It
is expressed, with state;X = (%, 1lsid*, z;%,,), as

<N K E;[out((state!)), out((statel))] 2o,

'SN-LK B, [out((state])), out((statel)]

| KEn| if 21, = lsid% then out((k,lsidk, z! )
elseifz/,, ¢ {lsid?}1<i<y_1 then L,
else out((statel)),
if 2%, , = lsidy, then out((k,lsidR%, x5, )
elseif zf,, ¢ {lsid! }1<;<n—1 then L,
else out((statelt))]

The previous equivalence expresses that when we look at NV sessions that all output their full state
upon completion, the particular matching of the parties in K Fy has a key that is real or random
if they are indeed partnered together, and if they are not partnered together, they must be talking
to another agent from the other K F;. We may see the other sessions as corrupted sessions, as they
leak their states upon completion.

We further reduce the problem to proving the security of a single session even when there is an
oracle simulating corrupted sessions. To this end, we need to reveal the dishonest local session’s
identifiers to the attacker, but also to allow him to perform the required cryptographic operations,
e.g. signatures using the identities.

We define, for X € {I, R}, 5% as the set of copies of the local session identifiers of I or R, except a
distinguished one (indexed 0 below) and 5 = 5/ U3". To obtain the security of multiple sessions of
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the key exchange, we use Proposition 5.3.2. To this end, we would need to design an oracle O,., such
that the following assumptions are satisfied, where Op g corresponds to O of Proposition 5.3:

K-1) V1 <i < N,vlsid!,id!, lsid?, id".
KE;[out(z!), out(z?)]|out((Isid?, Isidl)) is O, simulatable.

K-2) KEo| out((z!,lsid}, z!,,)), o, 0po KEo| ifxl;, = lsid then out((k,lsid},z];,))
out((zf, Isidlt, =1, )] else if 2/, ¢ 3% then |
else out((z!, lsid}, z7 ,,)),
if 27, = lsid} then out((k,lsidf,zf,,))
else if z7,, ¢ 5/ then L
else out((zft, Isidlf, 2%, )]
K-3) 5 is disjoint of the support of Opg.

Intuitively, if the initiator believes to be talking to the honest responder, then it outputs the ideal
key, and if it is not talking to any simulated corrupted party, it raises a bad event.

Note that while the structure of the proof does not fundamentally change from other proofs of
key exchanges, e.g. [BFWT11], each step of the proof becomes straightforward thanks to our
composition results. Our proofs are also more flexible, as shown by the extension to key exchanges
with key confirmation in Section 5.8.

5.7 Basic Diffie-Hellman Key Exchange

Q@ Section Summary

We outline here the application of our framework to the ISO 9798-3 protocol, a variant of the
Diffie-Hellman key exchange. It is proven UC composable in [KR17|. We use our result to
extend the security proof to a context with shared long term secrets (which was not the case in
the UC proof). We present the protocol in Figure 5.2, and show how to instantiate the required
values and oracles to perform the proof presented in Section 5.6.2. The formal proofs (using
the BC model [BC14a| and our tool) are provided in Part IV.

Our decomposition and subsequent proofs show that the DDH key exchange can be used to
securely derive a secret key for any protocol that does not rely on the long term secret used in
the key exchange. Our proof is also modular, in the sense that it could be adapted to provide
also the security when the continuation protocol uses the long term shared secret as well.

A high level view of the protocol is given in Figure 5.2, and it is formally expressed in our algebra
in Figure 5.3, where I and _ R denote the possible continuations at the end of each party. We
use pattern matching in the inputs to simplify the notations, where for instance in(c, (m, z)) with
m some constant only accepts inputs whose first projection is m, and then bind the variable x
to the second projection. If the inputs are not of the given form, the protocols goes to an error
branch.

Our goal is to apply the decomposition of Section 5.6.2, for some abstract continuations P and @
that are supposed to used the derived key. We need to find suitable identities and local session
identifiers so that the Conditions from the decomposition of Section 5.6.2 are fulfilled. As we do
not specify P and @), we only discuss the conditions relative to the security of the key exchange,
e.g., K-1,K-2 and K-3. Remark that those conditions are sufficient to derive a notion similar to the
classical security of a key exchange, as for any P and ) that do not share long term shared secrets

2We also use Theorem 5.1 to get the simulatability of N sessions in parallel from the simulatability of
each session.
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INITIATOR RECEIVER

pk(skr), g* R
k(skg), g%, sign((g9*, 9", pk(skr)), skg)

sign((¢”, g%, pk(skr)), skr)

Figure 5.2: ISO 9798-3 Diffie Hellman Key Exchange

out((pk(skr), g"'))

in(<xpka B, wm>)

if verify(xy,, xpr) = (9%, xB, pk(skr)) then
out(sign({zp, 9", ¥pk), skr))
let k; = 2% in

I

in((zpk, 24))-
out((pk(skr), 9", sign((x4, g%, 2pk), skr)))
in(zy,).
if verify(zm, 7pr) = (9%, x4, pk(skr)) then
let kr = xﬁ( in
—R

Figure 5.3: ISO 9798-3 Diffie Hellman Key Exchange in the Pi Calculus (omitted channels)

with the key exchange. The other conditions are trivial to derive or only rely on the security of
the continuation when using an ideal key.

The identity of each party is its long term secret key, and thus, we use sk; and skgr as id; and
idr. Each session of the key exchange instantiates a fresh Diffie-Hellman share, that can be seen
as a local session identifier. We thus use g% and g% as Isid! and lsid. These values can also be
used as implicit tagging since any signed message either depends on a; or b;.

With those choices, we need to find a tagging function T that will provide a tagged oracle Op
such that the Conditions K of Section 5.6.2 are satisfied. Those Conditions, reformulated with the
current notations and with Op standing for O,., are expressed as follow:

K-1) V1 <i < N,va;, skr,b;, skg.
I[out(k7)]|| R;[out(kg)]|lout({g*, g*)) is Op-simulatable.
[ if zp = g* then out({z}, g%, x5))
I() else ifIB ¢ {gbi}i21 then L
Iy [out((kr, g%, z8))] ~ else out((k7, g%, xg))
|Ro [out((kg,gb, x4))] ~—O7Ore [ if 24 = g% then out((z%, g%, x4))
|[Ro | elseifzs ¢ {g*}i>1 then L
| else out((kgr, g%, zp))
K-3) {g%, g% };>1 is disjoint of the support of Op q.

K-2)
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K-2 either corresponds to a matching conversation (i.e., all messages received by one were sent
by the other) between the sessions with sids g?°, g%, in which case the output is (twice) an ideal
key k, or else it is a matching conversation with a simulated session, in which case it outputs
the computed keys. It is neither of those cases, it should not happen, and we raise a bad event
(denoted L). The proof of the K-2 is thus a real-or-random proof of a honestly produced key.
We do not provide the proof of K-2 in this part, as it will be performed in the mechanized prover
of Part IV.

We must define an implicit tagging that allows to both have the simulatability and the indistin-
guishability. Remark that first, we extend the tagging function 7' of Definition 5.8 so that it may
depend on a second argument of arbitrary length, yielding 7'(m,5), the corresponding signing or-
acle being denoted 0%, . This is required so that the implicit tagging may depend on all the
possible local session identifiers. The exact definition of this extension is given in Section 6.4.

We define the implicit tagging functions 77 and TF as

TI(m,{g%, g"}i>1) == 3s € {a;}i>1, Ima, ma.m = (mq, g°, m2)
TE(m,{g%, g }i>1) := 3s € {bi}iz1, Ima, ma.m = (ma, g5, m2)

This tagging function will suit our needs, as all messages signed by the two parties follow this
pattern. Moreover, in the protocol, the value sent in the first message should match g% in the last
message. Therefore, when the protocol of Figure 5.2 is successfully completed, we can prove that
if vp # g%, then zp € {gb]i > 1}, i.e., TR®(xp,{g%, g% }i>1) is true (and similarly for R).

Let 5 = {g%, g% }i>1, we finally define Op = O3 oe Os, where Os simply reveals the

T sk, 5’ TR skr,s’
elements in 3, we do obtain the simulatability of multiple sessions of the key exchange (Hypothesis

1).

To adapt this proof to a concrete example, the security proof of K-2 would be performed under
an oracle Op ¢ that allows to simulate the continuation (Condition P-1 of Section 5.6.2). The
continuation should then be proven secure when using an ideal key (Conditions P of Section 5.6.2).
In some cases, this step is trivial. Indeed, let us consider a record protocol L := L!(x1)||LF(z®),
that exchanges encrypted messages using the exchanged key, and does not share any long term
secret, i.e., does not use the signing keys of the key exchange. Without any shared secret, we do
not need any oracle to simulate in(k); LY (k)| in(k); L% (k), so we can choose a trivial Op ¢ that
does nothing.

5.8 Extension to Key Confirmations

@ Section Summary

We present how our compositional framework can be used to prove the security of a key ex-
change, in which the key is derived in a first part of the protocol and then used (key confirmation)
in the second part. Compared to [BFST 13|, our method allows in addition sharing of long term
secrets.

Consider a key exchange I(lsid!,id")|R(Isid®,id®). We further split I and R into I; :=
I0(Isidfid?); I} (z7) and R; := RY(Isidf,id"); R} (), where I? and RY correspond to the key
exchange up to, but not including, the first use of the secret key (z! or z?), and I! and R} are the
remaining parts of the protocol. The intuition behind the proof of security is that at the end of I?

and RY, i.e. just before the key confirmation, either the sessions are partnered together and the

107



5 A Composition Framework in the Computational Model

108

derived key satisfies the real-or-random, or they are not, which means that the key confirmation
performed by I} and R} will fail. We denote

KE[_y, o) =1(sid]},id"); I} (z"); _, | R (Isid[,id™); R} (7); _,

and
KEJ[_y, o] =1)(sid],id"); _||R)(Isid},id"); _,

We proceed as in Section 5.6, outlining how we may split the security proof into smaller proofs
using our framework, using the same composition Theorems at each step. We thus provide the
necessary Conditions S-1,S-2,P-1,K-1,K-2,K-3 so that, for some continuation Pf(z!)||Pf(xf) and
its idealized version (),

'K E[P! (z"), P (z")] = | KE[Q] (), Qf («™)]

A formal Corollary can be found in Appendix B.2.

5.8.1 Proofs with Key Confirmations

Key exchange and protocol simulatability We modify slightly the conditions S-1 and S-2
of Section 5.6.2 to reflect the fact that we now consider the key confirmation to be part of the
continuation:

S-1) vp.in(z).I (z); P!(z), in(z).RY (z); PE(z), in(z).1%(z); Q% (z),
in(z).R'(z); Q% (x) are Op g simulatable.
S-2) vp. ||*=N I2(Isid!,id"); 1§£‘;lelsid = lsidfa then
out((z, j))
else I} (z1); L
['=N RY(Isidft,id®); if afl, = lsid] then
1<i<N
out((z, j))
else R} (z); L

is Ope-simulatable.

Security of the protocol Compared to Section 5.6.2, the continuation must be secure even in
the presence of the messages produced during the key confirmation:

P-1) =N (ah); P (2DIIR; (27); PR(®) Zo, 0, IV} (21); QF (x| R} (27); QFF (27)

We could once again split this goal into a single session proof using Theorem 5.5. We remark
that to prove the security of the single session, we can further reduce the proof by using an oracle
that may simulate I' and R!, as the security of P should not depend on the messages of the key
confirmation.

Security of the key exchange We proceed in a similar way as in Section 5.6.2 and we use the
same notations. The following Conditions are then suitable:

K-1) Vi < N,visid!,id?, lsid!, id".
KE?[out(x!), out(z%)]|out(({lsid, Isidl)) is Op-simulatable
K-2) 5 is disjoint of the support of Opg.
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PLATFORM SERVER 1 SERVER 2
- ske,ai oo shsboe skridi

1

let sid = hash({g%, g%, g%%)) ‘
__aib;
g pi(sks), sign(sid, sks) [V <9
enc(sign(sid, skp), k)
C Successful login of the user on Server 1 )
9
’let sidy = hash({g%, g%, g%%)) ‘
let ko = g%
B enc(sidy, k) B g%, pk(skr), sign(sida, skt
enc(sign((sids, “forwarded’), skp),k) | enc(sign((sida, “forwarded”), skp), k2)

Figure 5.4: SSH with Forwarding Agent

K-3) KEQ[if 2}, ¢ 5" then I} (z!) o, .00, KEY[if 2], = lsid{ then out((k, lszdo7 ziua)

else out((x!, Isid}, z7 ,,)), else if z/ ,, ¢ 37 then I}(2!);out(L)
ifzf,, ¢ 3’ then R}(zF) else out((z!, Isid}, =, ,)),
else out((x, Isidlt, x %%, )] if 272, , = lsid} then out((k,lsidf, zF,,))

else if 2%, ¢ 5! then R}(z%); out(L)

(x
else out((zf, Isidff, 2ft, )]

The indistinguishability expresses that, if the two singled out parties are partnered, i.e., x{sid =
Isid{t or xllgid = Isid} , then we test the real-or-random of the key. Else, it specifies that a party
must always be partnered with some honest session, i.e., that xfgid ¢ 5Y will never occur. To this
end, on one side, when a:ifid ¢ 57 we run the key confirmation, and on the other side we run the
key confirmation followed in case of success by a bad event. Finally, when two honest parties are
partnered, but are not the singled out parties, they leak their states.

5.9 Application to SSH

@ Section Summary

SSH [YL] is a protocol that allows users to login onto a server from a remote platform. It is
widely used in the version where signatures are used for authentication. An interesting feature
is forwarding agent: once a user u is logged on a server S, they may, from S, perform another
login on another server T. As S does not have access to the signing key of u, it forwards a
signature request to u’s platform using the secure SSH channel between u and S. This represents
a challenge for compositional proofs: we compose a first key exchange with another one, the
second one using a signature key already used in the first.

We provide the decomposition of the security proof of SSH composed with one (modified)
forwarding agent. We use multiple times in sequence our composition Theorems, that allow us to
further simplify the required indistinguishability proofs. The corresponding indistinguishability
proofs are performed in Part IV.

There is a known weakness in this protocol: any privileged user on S can use the agents of any
other user as a signing oracle. Thus, in order to be able to prove the security of the protocol,
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P, = S; =

out(g"); in(za);

in((zp, pk(sks), sign)) let k = a:i{ in

let k =27 in let sid = hash((z4, g%, k)) in

let sid = hash({¢%,xp, k)) in out((g%, pk(sks), sign(sid, sks)))

if verify(sign, pk(sks)) = sid then in(enc(zsign, k))
out(enc(sign(sid, skP),k)); if verify(2sign, pk(skP)) = sid then
_p s

SSH = |['(P:]0]18;[0])

Figure 5.5: Basic SSH Key Exchange

we only consider the case where there is no such privileged user. Figure 5.4 presents an example
of a login followed by a login using the forwarding agent. For simplicity, we abstract away some
messages that are not relevant to the security of the protocol.

In the current specification of the forwarding agent, it is impossible for a server to know if the
received signature was completed locally by the user’s platform, or remotely through the forwarding
agent. As the two behaviors are different in term of trust assumptions, we claim that they should
be distinguishable by a server. For instance, a server should be able to reject signatures performed
by a forwarded agent, because intermediate servers are not trusted. To this end, we assume that
the signatures performed by the agent are (possibly implicitly) tagged in a way that distinguishes
between their use in different parts of the protocol. This assumption also allows for domain
separation between the two key exchanges, and thus simplifies the proof.

We consider a scenario in which there is an unbounded number of sessions of SSH, each with one
(modified) forwarding agent, used to provide a secure channel for a protocol P. Thanks to multiple
applications of Theorems 5.2 and 5.4, we are able to break the proof of this SSH scenario into small
ones, that are very close to the proof of a simple Diffie-Hellman key exchange. This assumes the
decisional Diffie-Hellman (DDH) hypothesis for the group, EUF-CMA for the signature scheme
and that the encryption must ensure integrity of the cyphertexts (this last assumption is only
required for the forwarded key exchange, where a signature is performed over an encrypted channel).
P also has to satisfy the conditions of Section 5.8.1. In particular, it must be secure w.r.t. an
attacker that has access to a hash that includes the exchanged secret key, since SSH produces such
a hash. Note that the scenario includes multiple sessions, but only one forwarding. The extension
would require an induction to prove in our framework the security for any number of chained
forwardings.

5.9.1 The SSH Protocol

The basic SSH key exchange is presented in Figure 5.5, with possible continuations at the end
denoted by P and _S. In this Section, we use a strong notion of pattern matching, where for
instance in(enc(zsign, k)) is a syntactic sugar for in(z);let x4, = dec(z, k) in _.

As it is always the case for key exchanges that contain a key confirmation, the indistinguishability
of the derived key is not preserved through the protocol. The difficulty of SSH is moreover that
once a user has established a secure connection to a server, they can from this server establish
a secure connection to another server, while using the secure channel previously established to
obtain the user credentials. We provide in Figure 5.6 a model of the SSH with forwarding of agent
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PDistant;(oldk) := SForward; :=
out(g"); in(za);
in((zp, pk(sks), sign)) let k = a:i{ in
let k =27 in let sid = hash((w4, g%, k)) in
let sid = hash({¢g%,zp,kP)) in out((g%, pk(sks), sign(sid, sks)))
if verify(sign, pk(skg)) = sid then in(enc(sign, k))
out(enc(sid, oldk)) if verify(sign, pk(skP)) = (sid, “fwd”) then

in(enc(sign, oldk))
out(enc(sign, k))

_SF

—PD-

ForwardAgent(k) :=
in(enc(sid, k))
out(enc(sign((sid, “fwd”), skP),k))

SSHrporward := ||/(Pi[ForwardAgent(k)]||SForward;||S;[PDistant;(k)])

Figure 5.6: SSH Key Exchange with Forwarding Agent

(reusing the definitions of P and S from Figure 5.5). After a session of P terminates successfully,
a ForwardAgent is started on the computer. It can receive on the secret channel a signing request
and perform the signature of it. In parallel, after the completion of a session of S, a distant
session of P that runs on the same machine as S can be initiated by PDistant. It will request on
the previously established secret channel the signature of the corresponding sid. Finally, as the
forwarding can be chained multiple time, at the end of a successful PDistant, a ForwardServer
is set up. It accepts to receive a signing request on the new secret channel of PDistant, forwards
the request on the old secret channel, gets the signature and finally forwards it.

The forwarding agent implies a difficult composition problem: we sequentially compose a basic
SSH exchange with a second one that uses the derived key and the same long term secret keys.
Thus, to be able to prove the security of SSH with forwarding agent, we must be able to handle
key confirmations and composition with shared long term secrets.

5.9.2 Security of SSH

We show how to prove the Conditions of Section 5.8 to the basic SSH protocol (without forwarding
agent). We provide in Figure 5.7 the decomposition for key exchanges with key confirmation
corresponding to the SSH protocol. We directly specify that P and S may only relate to each
other by hard-coding the expected public keys in them. This is the classical behaviour of SSH
where a user wants to login on a specific server, and the public key of the user was registered
previously on the server.

For some abstract continuation RF(x)||R(z) and its idealized version QF(x)|Q®(x), our goal
would be to prove that

P); Pl(zp, k)[R" (K)|1S7; S} (sid, k)[R® (k)] = PY; Pl (x5, k)[Q" (K)]||ST; S (sid, k)[Q° (k)]
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Pio = S? =
out(g"); in(z4);
in(zp) let k = 2% in
let k =27 in let sid = hash((z 4, g%, k)) in
0. out(g")
Pil(wB,k) = Sil(sid, k) =
in((pk(sks), sign)) out((pk(sks), g%, sign(sid, skg)))
let sid = hash((¢%, zp, k)) in in(enc(sign, k))
if verify(sign, pk(skg)) = sid then if verify(sign, pk(skp)) = sid then
out(enc(sign(sid, skp),k)) 8.
P.

Figure 5.7: Divided SSH Key Exchange

Without specifying the continuation, a first step toward the security of the basic SSH key exchange
is to obtain Conditions K-1 and K-3 of Section 5.8. Recall that if a key exchange satisfies those
Conditions, it can be seen as a secure key exchange in the classical sense as it can be composed
with any continuation that do not share any long term secrets. The proofs only need to ne adapted
when it is not the case.

The behaviour of the protocol is very similar to the signed DDH key exchange (Figure 5.2) pre-
viously studied. We can once again see the DH shares {a;, b; };cn as local session identifiers that
can be used to pair sessions. For each session and each party, the messages signed by this party
always depend strongly on the DH share. We can thus make all SSH sessions simulatable with the
following tagging functions and corresponding signing oracles.

Tp(m,s):= 3s € {a;}ien, IM1, m = hash(g®, m1, m$)
Ts(m,s) := 3s € {b; }ien, IM1, m = hash(my, g°, mj)
We have that the set of axioms Ax = EUF-CMArp, ¢35 A EUF-CMA7, sk55 s

sign sign L .
OTp,F,skp,§7OTS,F,stS’Oaivbi sound thanks to Proposition 6.1. We use those axioms to per-

form the proof of K-3, where the tagging essentially implies the authentication property. However,
the proof must be slightly stronger, when we consider that the continuations P, () are instantiated
with a second round of SSH with a forwarding agent that uses the same long term secrets.

5.9.3 SSH with Forwarding Agent

For concision, we write FA for ForwardAgent, SF for SForward, and PD for PDistant.
Let us consider an abstract continuation protocol, satisfying a security property of the form
RP (k)| R° (k) = QF(k)||Q° (k) where k denotes a fresh name modelling an ideal key produced
by a key exchange.

We once again assume that the agents are only willing to communicate with the honest identities,
i.e., pk(sks) and pk(skp) are predefined in the processes. The goal is to prove the following
equivalence.

|© (Pi[FA(k)] = || (B[FA(K)]
1S:[PD(k); R” (kpp)] 1Si[PD(k); Q7 (kpp)]
ISFIR®(ksr))) ISF[Q% (ksF)])



5.9 Application to SSH

It corresponds to the fact that we should have RP(k)||R%(k) = QT (k)||Q°(k), even if the ideal
key k is replaced for each party by a key derived by a SSH key exchange (PD and SF') using an
forwarding agent (F'A) based on a previous SSH key exchange (P and S).

We apply twice the decomposition of Section 5.8, once to show the security of the first key exchange
(as done in the previous paragraph), and that we can thus prove the security of the second key
exchange using an ideal key derived instead of the one derive by the first exchange. The second
application is then used to prove the security of this second key exchange.

First application The fist application is performed with the following Conditions (corresponding
to the one of Section 5.8), which allow to derive the desired conclusion.

K-3):
Fy; ifzp = g" then
OUt(kvgaoaxB)
Py; ifzp ¢ 3then else if x5 ¢ 5 then
Pi(zp,k); out(k) Pl(xp,k);bad
else out(k, g%, zp) else out(k, g%, z4)
1Sy; ifxa ¢35 then TOPs:Oporwara|160. if 14 = g% then
SH(xa, k); out(k) out(k, g%, x4)
else out(k, g%, z.4) elseif rp ¢ 5 then
Si(xa, k); bad
else out(k, g%, z.4)
P-1):

I*PLR)EAMRS] (R)[PD(k); REIISFIR] 2o, |'PH(K)FARK)|S] (K)PD(k); Q71| SFIQ?]

We use the following oracles:

» Ops allows to simulate (K-1) the other honest sessions of P and S, it corresponds to
O 5% skss Ore Frskp 5 Qan s Of Section 5.9.2.

» Oforward allows to simulate (S-1) the continuation, i.e., protocols of the form
in(k); P(k)[FA(K)][in(k); S* (k) [PD(k); RP)||SFRY)

» Ok, allows to simulate (S-2) ||*(7||S;) (it is identical to Opg).

All simulations are performed under vskg,skp. To define Oforypard, We need to settle an issue.
Indeed, for hypothesis S-1, we need to provide an oracle that can simulate sessions of the forwarding
protocols. However, in order to get the simulatability of in(k).F A(skp, k), one must give a generic
signing oracles to the attacker, which would obviously make the protocol insecure. Based on the
assumption that the forwarded sessions perform signatures tagged with “fwd” (as shown below),
we can however provide a signing oracle for such messages only. It allows for the simulatability
of the forwarding agent and of the forwarded client and server. More specifically, recall the the
forwarding agent is of the form:

FA(skp, k) =
in(enc(sid, k));
out(enc(sign((sid, “fwd”), skp),k))

We may obtain its simulatability with the following tagging function:

Tpor(m,5) i= Imy. m = (my, “fwd”)
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sign

Then, Oforward 1S simply O;;gn Foskrs Ol Fosks s Qa - We prove Condition K-3 under the
corresponding EUF-CMA axioms in Part IV.

Second application We further simplify Condition P-1 of the previous paragraph with a second
application of the decomposition of Section 5.8. We now denote §' = {a},b};en. PD; and SF;
are split into PDY, PD} and SF?, SF}! similarly to the split of Figure 5.7 before and after the key
confirmation. The tagging functions used are only slight variations of the tagging functions for the

first SSH key exchange:

(m,s') ;= 3i,3X,m = (hash(g%, X, X %), “fwd”)
(m,s') := 3i,3X,m = (hash(X, g%, X%), “fwd”)

wigd

We then need to prove the Conditions:

K-3):
) Pi(k); FA(K)|Sa(k); PD3(k); ifxp ¢ 3 then
PD}(xp, k); out(k)
else out(k, g, zp)
|SFY; ifza ¢ 3 then
SF}(za,k);out(k)
else out(k,gbé,xA)
gOKEuO?«“PS’ORQ
P (k); FA(K)||S¢(k); PDY;  if 5 = g then
out(lc,gaé,xB)
else if x5 ¢ 5 then
PD}(xp,k); bad
else out(k, g%, x 4)
|SFQ: ifza = g% then
out(k,gbé,xA)
else if x5 ¢ ' then
SF}(xa,k); bad
else out(k, g%, x )

Note that k is a fresh name that could be considered as a long term secret, i.e., in p.

And P-1):

I*PD}(k'); RY (K")|SEG (K); R (K') 201z, ,00ps |'PD;(K); QT (K)|SE! (K'); Q% (K)

With the oracles:

> Ok, allows to simulate (K-1) the other honest sessions of PD and SF, it corresponds to
sign sign .
OT}:,sks,E’ OTé,Skp,g’ Ou; b, of Section 5.9.2.
» Oprg allows to simulate (S-1) the continuation, i.e., protocols of the form

in(k); PD' (k); R (k) [in(k); SF" (k); RO (k)

We once again prove Condition K-3 under the corresponding EUF-CMA axioms in Part IV.
Remark that to ensure that the forwarding agent only signs the sid sent by PD, it is required that
the encryption scheme is an authenticated encryption scheme.



6 The Framework in the BC Logic

Nul n’est jamais assez fort pour
ce calcul.

(Troisiéme théoréme
d’incomplétude)

6.1 Introduction

Our framework allows to split the indistinguishability proof of a compound protocol into the indis-
tinguishability proof of its components. The core idea is that instead of proving indistinguishability
against PTTM attackers, we give some extra power to the attackers by giving them access to an
oracle. A protocol secure against such attackers is secure in any context that the attacker can
simulate thanks to the oracle. The composition framework does not depend on any particular
technique to prove the hypothesis of its Theorem. We outlined how one can define axioms that
are sound even for attackers with access to some oracle. Those axioms could be used to derive
the compositional security of a protocol, for instance using the classical game hopping technique
to perform proofs under those axioms. Keeping in mind the necessity for proofs to be formal and
machine-checked, EASYCRYPT could be adapted to perform such proofs.

As we believe that the BC logic bears promises of automation and ease of use (in the specific case
of protocols), we rather focus on this specific model, and show in this Chapter how it can be used
in the context of the composition framework. As we actually designed our framework with the BC
logic in mind, the BC logic is easily extended to support attackers with oracles, and similarly for
its axiomatic system.

Using the composition framework in the BC logic yields an interesting side result: we can for
the first time derive proofs of security for an unbounded number of sessions from a proof in BC.
Indeed, as BC models protocols as terms in a first-order logic, there is no simple way to model
protocols with an unbounded number of sessions. Moreover, as the advantage of the adversary
is not explicit, even when performing proofs by induction over the number of sessions, we cannot
derive the security of an unbounded number of sessions.

@ Chapter Summary

In the composition framework of Chapter 5, protocols are proved secure against attackers with
access to an oracle. Protocols secure under an oracle are then also secure in any simulatable
context, i.e., any context that an attacker can simulate using the oracle. To perform such
proofs, we use axioms that hold even for attackers with access to a given oracle.

In this Chapter, we extend the BC logic so that it supports such oracles. The BC logic then
allows for further simplification of our framework, as its axiomatic system is easily adapted to
the new cryptographic assumptions. This opens the way to mechanized proofs, and also allow
for the first time to derive the security of an unbounded number of sessions of a protocol from
a proof in BC. We present in Part IV a tool dedicated to the BC logic, and use it to showcase
applications of our framework.
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6.1.1 Our Contributions

We extend the BC logic so that it can capture attackers with access to oracles. Our composition
framework can then be used side by side with the BC logic, aiming at providing formal and
modular security proofs. As the BC logic is a first-order logic, it is amenable to mechanization,
thus paving the way for mechanized modular proofs of security. We will provide such mechanization
in Part IV.

In a second step, we also extend the BC logic so that one can use predicates depending on infinite
sequences of names, as it is required by the key exchange application to be able to test, for instance
given a variable z and an indexed name a;, if € {a; }ien.

Moreover, as our reductions from one session to multiple sessions are uniform, we may now complete
proofs in the BC logic for a number of sessions that is parameterized by the security parameter.
This was a limitation (and left as an open issue) in all previous BC works, as it was either only
possible to

» perform a proof for a bounded number of sessions,
» or via an induction derive a proof for each number of sessions, but it does not depend on
the security parameter.

6.1.2 Related Work

To the best of our knowledge, efforts towards the formal verification of protocols through both com-
position results and machine checked proofs are very nascent. Blanchet [Blal8] provides multiple
composition theorems, and the CRYPTOVERIF tool was used to prove the required proofs. It was
used to prove the security of TLS. The composition theorems are dedicated to key exchanges. An
attempt at casting the UC model in EASYCRYPT was performed by Canetti et al. [CSV19]. The
application are restricted to very basic toy protocols. The constructive cryptography paradigm
has been formalized in the CryptHOL by Lochbihler et al. [LSB™19].

6.2 Oracles in the BC Logic

Q Section Summary

We extend the semantics of the BC logic so that it now refers to attackers that can have access
to an extra oracle O. We then lift the notion of soundness for the axioms to support oracles,
defining the notion of O-soundness.

6.2.1 Syntax and Semantics

We introduced the BC logic in Section 2.4. We here generalize the Definition and Propositions of
this Section to handle attackers with access to oracles. While the functional model stays as is, the
computational model must now also depend on some oracle that is given to the attacker, and the
corresponding random oracle tape. Definition 2.15 now becomes as follows.

Definition 6.1. A computational model M is an extension of a functional model M, which
provides an oracle O, and an additional PTOM .Ag for each symbol g € G, that takes as input
an infinite random tape p,., a security parameter 1”7 and a sequence of bitstrings.



6.2 Oracles in the BC Logic

We define the interpretation of extended terms as, given M, n, o, ps , po and p;:

> [n]tf =A, (17, ps) ifn e N

MPsz PO n
= [zo]}f,. ppo fTEX
.Af(ln[[]]"” )if feX

)]] 7/)57/)7'7/)(9 O( M, ps,pr,po
I M,ps,p“po =y pespe) ([a ]]M’ps’p, porPr 1) i g€G

> [z]"
> [f(m
[

> [9(@

M ps,pr,po

Q

S

We also adapt Definition 2.16 of the interpretation of ~.

Definition 6.2. Given a computational model M, including an oracle O, two sequences of
terms ¢, @, and an assignment o of the free variables of ¢, @ to ground terms, we have M, o Eo
t ~ 1 if, for every polynomial time oracle Turing machine A©,

‘ psmmpo{AO p;,p((og) Hps,phpoypTv "7) = 1}
Py prpo {ACCPN (@, por pr 17) = 1}

is negligible in 7. Here, ps, p,, po are drawn according to a distribution such that every finite
prefix is uniformly sampled.

6.2.2 Oracle Soundness

To perform proofs in the logic, we need to design axioms that are sound w.r.t. an attacker that
has access to O; we say that the axiom is O-sound in this case. They should be easy to verify for
actual libraries, yet powerful enough for the proofs that we intend to complete. The purpose of
this Section is to provide such axioms. We first extend the notion of soundness to oracles.

Definition 6.3. Given a family of computational models F using oracle O, a set of first order
formulas A is O-sound (w.r.t. F) if, for every ¢ € A, every M € F, M o 1.

With such a definition, if A is O-sound (w.r.t. F) and A = ¢ (where ¢ is a closed formula), then,
for every M € F, M o ¢.

Example 6.1 (Function application). For any O, F, function f, terms t1,...,t,, U1,..., Uy,
tlyeeiytn ~ UL ety = f(t1, .o tn) ~ f(ur, ... up)
is O sound.
Example 6.2. Given a single key encryption oracle O for key k, the formula
enc(0,r,k) ~ enc(1,r k)
is
» not sound (nor O-sound) in general,

» sound but not O-sound for non randomized SPRP encryption,
» O-sound for IND-CPA encryption.

Note that the axioms that are designed in [BCl4a] cannot be borrowed directly. For instance,
n ~n', where n,n’ are names, is a standard axiom: two randomly generated numbers of the same
length cannot be distinguished. However, if either n or n’ is in the support of O, some information
on their interpretation can be leaked by the oracle. The axiom n ~ n’ is sound, but not O-sound.
We have to modify this axioms as follows:
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| Lemma 6.1. For any oracle O with support i, the axiom Vk, k' ¢ i,k ~ k' is O-sound.

Proof. We are given a functional model, and oracle O with support 7, and two names k, k&’ not in
the support. We are also given Ay which is a distinguisher over k ~ k’. We define a PTTM A’
which on input (m, p,, 17):

» Splits p, into three distinct infinite tapes pso, Pra, Pro-
» Simulates AP (Ps0rro) (m, prq, 17).

Let us a prove that A’ is a distinguisher over k ~ k', which contradicts the unconditional soundness
of this axiom when there is no oracle.

We denote by m5(ps,n) the tapes where every bit of p, which does not correspond to a name of k
is set to 0, and similarly 7 (ps,n) where all bits for k are set to 0. We then have for any PTOM
Ao: _
]P)Psvpra,l)o {AO(PMPo) (Ilk]]g)-sna Prs 1"7) = 1}
=1By, o LACTEP M) ([T 5, 1) = 1)
:2 Ppslaps2)prap(’3 {AO(pSl7p0)(HﬁJg;Z7 Prs 117) = 1}
=° Pps(),pawpmupg) {AO(’DS(”pTO)([[k}]g;n? Pras 1”) = 1}
=1 Py o {A([F]], pr, 17) = 1}
1. Thanks to the definition of support, the oracle answers the same on m(ps,n) and ps;
2. we split p in two, to replace independent tapes m7(ps,7) and 7ze(ps,n);
3. we rename random tapes;
4. by construction of A’.

This shows that A’ has the same advantage as Ao against k ~ k', which concludes the proof. W

Other axioms in [BC14a] can be extended without problem. For instance the transitivity of ~ or
the function application axiom:

Lemma 6.2. For any O, f € F, terms t1,...,tn, U1,..., Uy
tl,eeeytn ~ UL, .oy Uy = f(tl,...,tn)Nf(ul,...,un)

1s O sound.

In general, what we have is that any axiom independent from the oracle support is sound.

Lemma 6.3. For any O, and terms t,s, such that all names in t,s do not appear in supp(O),
we have that t ~ s is sound if and only if t ~ s is O-sound.

This allows us to derive, given an oracle and a recursive set of axiom, the set of axioms which is
sound w.r.t. an oracle.

For instance, the general DDH axiom is, for any names a, b, ¢, g%, g°, g*® ~ ¢%, g%, g¢. If we denote
by s the support of some oracle, the O-sound DDH version is simply the set of formulas DD Hz
for all name a, b, c ¢ 3, g%, g°, g®® ~ g%, ¢°, g¢. Here, the notation ¢g® corresponds to g(n)"*), where
g is the function which extracts a group generator and r the function which evaluates names into
exponents. We may consider that we have two interpretations of those function such that DDH
holds.



6.2 Oracles in the BC Logic

EUF-CMA We define a BC version of the tagged EUF-CMA axiom. It is a direct adaptation
of the BC EUF-CMA axiom (Definition 2.17) to match the behaviour of the tagged EUF-CMA
axiom (Figure 5.1).

Definition 6.4. Given a name sk and a function symbol T, we define the generic axiom scheme
EUF-CMATr s, as, for any term ¢ such that sk is only in key position:
if (checksign(t, pk(sk)))
then T'(getmess(t))

Vsign(a,skyese(r) (¢ = sign(z, sk))
else T

~ T

The tagged signing oracles is defined as previously, only adding the extra argument to the tagging

function.
Definition 6.5. Given a name sk and a function T', we define the generic signing oracle Ole o
as follows:

(’);352 (m) := if T'(m) then output(sign(m, sk)))

Proposition 6.1. For any computational model in which the interpretation of sign is
EUF-CMA, any name sk, and any boolean function T, EUF-CMAr g, is OF % -sound.

Proof. Let us assume that soundness is violated. We then have a term ¢ and a computational
model such that ¢ does not satisfy EUF-CMA7 5. It means that the formula on the left hand
side holds. As in ¢ the secret key sk only occurs in key positions, we can simulate ¢ by sampling
all names, performing applications of function symbols, and sometimes calling the oracle O3 to
obtain a signature. ¢ may also depend on attacker function symbols that have access to an oracle

0518 Thus, we can build a PTOM ACTE O that produces exactly the same distribution of ¢
for any fixed value of sk.

sign

Let B%:+ be the PTOM which:

» simulates AOSTli?k, by sampling all names itself, except sk;
» for every call made by A to O35, with input m, B checks that T'(M) holds, and if it is the
case query the signing oracle to get the signature, else fails.
The probability distribution of BOI is exactly the same as .AOSTlfk’Ozlkgn, so BO" also produces
an output o which violates the EUF-CMAr 4, axiom. We thus have that o is a valid signature,
and is either not well tagged or does not correspond to a sub-term of t.

As all calls to @;,icgn made by B either correspond to a well tagged message or to a sub term of ¢,

we know that o does not correspond to a signature produced by the signing oracle. BO is thus
an attacker which given access to a signing oracle can produce a signature for a message not signed
by the oracle, i.e., an attacker which can win the EUF-CMA axiom. |
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6.3 Computational Soundness

@ Section Summary

We prove the computational soundness of the logic extended with oracles. It means that the
extension of the BC logic still allows to derive computational guarantees, and is thus suited for
our composition framework from Chapter 5.

We first prove the fact that the logic indeed allows to perform proofs of indistinguishability. In-
tuitively, if there exists a distinguisher in the computational model, the distinguisher wins with
overwhelming probability on a specific trace. Indeed, as there is a finite number of traces, the
advantage cannot be negligible over all of them. Then, given a specific trace, we can cut the
distinguisher into multiple pieces, in order to construct a computational model which contradicts
the BC indistinguishability of the frames corresponding to this trace.

Lemma 6.4. Given two simple protocols P, Q with the same set T of observable traces, random
tapes py, ps, and oracle O and a functional model My, we have:

VTGT,VMDMf. M':OQZ)}NQSE)
=
P=oQ

Proof. Let us proceed by contradiction. We are given a distinguisher B® against P =y Q. We
thus have,

Advng = |Pp37pmpo {BO’OP (pry1M) =1} — Pp,.prp0 {BO’OQ (pr, 1) = 1}

is non negligible. We must find 7 and M such that M [Eo ¢F ~ o

Find a trace 7 We split this probability, by conditioning over the observable trace (Defini-
tion 2.14) is executed by B. We denote by E. the event “7 is the scheduling produced by B”.

By dichotomy, we have

P
AdVBOQ = |Pps,pr,po {BO’OP (pr, 17) = 1}Pps,pr,po {BO’OQ (pr, 1) = 1}]

= ZTGT Pps,py-,p%{gr}x 0.0
|]P)P57Prap(9{6 Cr(p,17) =1 ‘ ET} - Pps,pmpo{B “e(p,17) = 1| ETH

We of course have that for any 7, Py, ,. ,o {E-} < 1. We thus obtained the following upper-bound.

P
Ade@Q < ZTET |Pp37pmpo {BO’OP (Prs 17’) =1 ET} - Pps,pr,po{BaoQ (Prv 177) =1 | ET}‘

As the advantage is overwhelming, so is the sum. Recall that as P and @ are simple, they are
finite, and in particular T is simple. Now, we classically have that a finite sum is overwhelm-
ing if and only if one of its element is overwhelming. Thus, there exists a trace 7 such that
Pp. orpo{BCCT (pry 1M) = 1| E.} =P, 5 00 {B992(pr, 17) = 1| E,}| is overwhelming.

Build the model M Let us consider this 7 of length n given. We denote by my, ..., m, the
consecutive calls of B to the oracle, once the scheduling is removed. Consider now the PTOM A?k,
that, on input b1, ..., bk, n, p, executes the same code as B, but

» replaces the ith call to the oracle Op (resp. Og), i < k, using b; instead of the oracle reply;



6.3 Computational Soundness

» if the scheduling of B does not follow 7, stop and return some arbitrary fixed value.

The result of Agk is then what B would have queried at the k + 1 oracle call, if B is currently
following trace 7. By their direct definition, ¢7 =t1,...,t, is the sequence of terms produced by
the protocol, i.e., the protocol oracle, when interacting with B. Thus, in the computational model
M given by the Ag, , we have that given p,, ps, po, for any n and k (less or equal to the length of
: o _

T, if B follows 7, then Agk([[tl]]"MA’p&pmpo, cey [[tk]]rfl\/l,pS,pr,po) =my.

Thus, we have that whenever we condition over event £, B and A, distinguish with the same
probability, i.e.,

Pp..or00 {Aﬁgﬂ%}ﬂm%ppmomm 1) =1]E;} - Po.prpo {ABSIN . 0 pos Prs 1) = 1| E7
= |PPS7PT7PO{B ’ P(p"" 177) =1 | ET} - PPS,PNPO{B ’ Q(ﬂ"'? 17]) =1 | ET ‘

Thus, both of these terms are overwhelming, and we have that

‘PP37P7~7PO {A((JD,L(II ;’ .(;-\7/177,/)‘5,pqﬂ,p(«)’p"'7 1”) = 1} - Ppmpmpo {A([[¢TQI|j7/ln7ps7pmpo7pT’ 17]) = 1}|

is also overwhelming. In other terms, M is a computational model such that M (o ¢% ~ ¢5,
which concludes the proof. |

Q Technical Details

Notice that compared to [BCl4a], we do not prove the completeness at this step. This is for
concision, but we do not actually lose much. Indeed, we lose completeness later on, as we will
often use axioms that are not complete. We focus here on proof finding, rather than attack
finding. Remark nonetheless that trying to perform a BC proof often allows to identify missing
axioms, as it is completely formal, and thus potential attacks.

We finally have a computational soundness result. We write with the classical notation Az = ¢ if
the set of formulas Az and the formula —¢ are inconsistent, i.e., if no model can satisfy both of
them at the same time.

Theorem 6.1. Given P,Q two protocols, O an oracle, A a set of axioms, MI a functional
model we assume that:

» A is O-sound w.r.t. F={M > M'};
> forall7’€T,A|:qbe~¢TQ.

Then P =0 Q.

Proof. Let us assume that we have a distinguisher for P =» @, but that A is O-sound.
By Lemma 6.4 we have a computational model M > MY and a trace 7 such that M |=p ¢% # oG-

As A is O-sound, we also have M E» A, and this contradicts the fact that the formulas are
inconsistent, i.e., that A = ¢p ~ ¢F,. [ |

We reduce computational indistinguishability to an inconsistency proof on the one hand and a
soundness proof of the axioms on the other hand.
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6.4 Extension to the Model for Unbounded Replication

@ Section Summary

Recall that for unbounded replications, we used notations such as x ¢ 3, for infinite sequences
of names 5. While the previous extension is enough to handle our composition results, we need
for our applications to key exchanges to be able to express formally those predicates. To this
end, for any name n of arity [, we give a formal interpretation to 7, that intuitively models the
sequence of names 7y, 1,...,Nr, .. Of length polynomial in the security parameter.

We define the syntax and provide variations of the axioms that can be used to reason in this
context. We then provide the concrete semantics so that these axioms are sound as technical
details.

Q Technical Details

We provide a way to support infinite sequences in the BC logic, but note that our composition
framework does not always require infinite sequences. When considering basic key exchanges,
it is enough to use cofinite sequences. Basically, if the property

KFEylif 21,;; = lsid¥ then out(k) else out(z),if z1t,, = Isid] then out(k) else out(z{)]

holds even when the attacker can simulate corrupted sessions, it is enough to derive the security
of multiple sessions. It is interesting, as this property does not rely on infinite sequences.

To understand this, let us briefly consider a basic unsigned Diffie Hellman key exchange. It
must of course not verify the previous property. The exchange shares are g%, g®. To break the
previous property, we can give as a share to I the correct g%, I will then produce depending
on the side k or g® . If we provide R with g% x g%, R does not believe to be paired with I
and it then always output as key ¢2?0%. One can then easily distinguish if the output of R is
the square of the output of I.

Basically, this stems from the fact that always outputting the actual key leaks information to
the attacker when agents are not paired together.

For key exchanges with key confirmation, we wish to test the real or random before we have any
authentication (as the authentication may come from the key confirmation). So if we always
leak the key of the agent, the property will not be verified. However, we do need to leak the key
to enable to go from one session to multiple sessions (to give the attacker enough information
for the simulatability). The idea is then, as expressed in the previous Theorems, to only leak
the key when two “honest” parties are paired together. Else, we execute the key confirmation,
which should fail. Here, we have an explicit need to be able to test which sessions are honest,
whether they are corrupted or not, and this for an unbounded number of sessions. Hence the
need for a test based on infinite sequences.

Syntax Recall that names are defined with an arity (Figure 2.1), where a name n of index arity
[ can be indexed by [ integers, yielding a distinct copy of the name for each indexes. Moreover,
in a protocol, the index variables occurring in names must all be bound through a parallel or a
sequential binder, and thus once we consider the term corresponding to the protocol in the BC
logic, all names appear without index variables.
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For any name n of index arity [, the syntax of terms in the BC logic only contained all the copies
Nk, ...k for ki,...,k € N as symbols of arity 0 (a constants of the term algebra). For each name
n, we add to the syntax of terms the symbol seq,, of arity 0. We also provide a function symbol &
using infix notation, so that ¢ € seq,, is now in the syntax.

Axioms The classical a-renaming axiom still holds, but all copies of a name are renamed at
once. Thus, for any sequences of terms ¢, and any names n,n’ of index arity ! such that n’ does
not occur in ¢, we have:

(1) € ~ #{seq,, — seq,, } U{np, ..k, = N, 5, | k1, ki € N}

Furthermore, we also provide axioms that allow to reason about the membership predicate, defined
as:

(2) nk,y,...k € seq, ~ true for any name n and all kq,...,k € N;
(3) ny, ... € seq, ~ false for any name n' distinct of n and all k1, ...,k € N,

Remark that as € is a boolean function symbol, it is in contradiction with its negation and we
trivially have that that for any term ¢ and name n,

t € seq, At ¢ seq,, ~ false

This is actually what is used in our proofs of indistinguishability, as tagged oracles in our appli-
cations provide messages m such that we have f(m) € seq,, for some function f, and the security
property raises bad if f(m) ¢ seq,,.

Q Technical Details

Semantics The idea is that seq,, should model all sequences seq,, = {n1,...,n,q} for any
polynomial p. Then, if an indistinguishability holds for all such sequences for all polynomials,
it also holds when the polynomial is bigger than the running time of the distinguisher, and the
sequence then models an infinite sequence. To model this, the interpretation of a term ¢ may
now depend on some polynomial p with one indeterminate and with positive integer coefficients
given to the PTTMs, and the interpretation is denoted [t](, , . ,o-

The indistinguishability predicate ~ is now interpreted as indistinguishability for all distin-
guishers and all polynomials p. Definition 6.2 now becomes:

Definition 6.6. Given a computational model M, including an oracle O, two sequences
of terms ¢, U, and an assignment o of the free variables of f,u to ground terms, we have
M, o Eo t ~ @ if, for any strictly increasing polynomial p and every polynomial time oracle
Turing machine A©,

Py 0o {AO(p’pS’pO)(Hfﬂ?\ﬂp,ps;pr;po’p’”’ 17) =1}

—Pp. prp0 {Ao(p’ps’po)([[aﬂi\)/ljp,ps;pr;pwp” 1) = 1}

is negligible in 1. Here, ps, pr, po are drawn according to a distribution such that every finite
prefix is uniformly sampled.

So, we can now assume that the interpretation of terms may depend on a polynomial p. We
previously assumed for a name n;, that the functional model was providing a distinct Turing
Machine for each copy of the name, i.e., a machine A, for each k¥ € N. However, to build a
machine that can interpret seq,,, all the copies of the name must be extracted in a uniform way,
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so that it is possible to collect all of them in polynomial time. To this end, we now consider that
a functional model provides, for each name n; of index arity [, a Turing Machine A,, that takes
as input the security parameter, the random tape pg and [ integers, and returns a sequence of
bitstrings of length 1 extracted from ps;. Then, the interpretation of the name ng,, . x,, with
k1,...,k € Nis, given M, n, o, ps , po and p,.

, 0

(s I o po = AL pss ety )

The set of all the A,, should use distinct parts of the random tape p,, and each A,, should return
distinct parts of the tape for each sequence of integers given as integers. This can be done for
instance if ps is seen as a folding of random tapes ps , in a single tape, such that each A,, only
accesses bits corresponds to ps ., through the inverse folding (this essentially corresponding to
bijective mappings from N¥ to N). Then, for each sequence of integers ki, ..., k;, A, extracts
from ps,, a unique sequence of bits by computing a bijection f from N’ to N, and extracting
the bitstrings of length n at position n x f(ki,..., k).

Using this new interpretation for names, we now define the semantics of seq,,, for any name n
of index arity [, as, given M (that now contains a polynomial p), n, o, ps, po and p,,

Hseqnﬂrj]\’/ﬁpwapr,po = Aseqn (1n7p7 ps)

where Aseq is the machine that:

» contains ! nested loops over the [ variables ¢q, ..., ¢ all ranging from 1 to p(n);
» at each iteration, simulate A, (17, ps, c1, ..., ¢;) and appends its result to the output tape.

Remark that given a model M, and thus the machine A,,, we completely fix the machine Aseq, -
Essentially, Aseq, Will produce the sequence of bitstring corresponding to the interpretation of

N1,..,1 -5 p(n),....p(n) -

The BC axioms presented previously are still sound in this semantics. Essentially, this is
because when the axiom scheme does not depend on any seq,,, all the occurrences of seq,, in
terms satisfying the guards of the scheme can be simulated by an attacker who samples p(7)
randoms.

Lemma 6.5. For any computational model in which the interpretation of sign is
EUF-CMA, any name sk, EUF-CMAr g is O7 7 -sound even for terms that may depend
on some seq,,.

Proof. We have a term ¢, a computational model and a polynomial p such that the interpretation
of t where all sequences seq,, are of length p(n) contradicts the EUF-CMA7 5 axiom.

The proof is exactly the same as Proposition 6.1, as we can once again from ¢ build a Turing
Machine that samples all names but sk (and may thus sample p(n) names for each sequence),
and is then able to simulate all operations of ¢. |

This means that we can safely consider a version of EUF-CMA g where for instance T'(x) is
of the form z € seq,, and still have the soundness of the axiom. Remark that this proof would
hold similarly for other cryptographic axioms.

We however have to prove the soundness of the axioms that are specific to seq.
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Proposition 6.2. Azioms (1),(2) and (3) are sound in all models where the interpretation
of € is given by the machine Ac(1",x1,x2) that checks if x1 is a bitstring of length n and
returns true if and only if x1 is a sub-string of xo starting at a position which is a multiple
of n.

Proof.

1. The alpha-renaming axiom is sound, unconditionally. This is similar to the classical
BC logic alpha-renaming axiom, which holds as all randomness for a given name (of any
arity) are completely independent and uniform. Replacing all occurrences of a name by a
another fresh one thus yields exactly the same distribution. In essence, we replace in the
interpretation of f all occurrences of A, and Aseq, by A,/ and Aseq,,. As the machines for
n' did not occur previously in the interpretation of ¢, we indeed have that the machines
of n and of n’ produce the same independent distribution for the interpretation of ¢.

2. Given ny, .., and seq,,, we have for any polynomial p strictly increasing that for n large
enough, k; < p(n) for 1 < i < . Thus, for n large enough, the interpretation of seq,
contains the result of A, (17, ps, k1, ..., k) (simulated by Aseq, ), and Ac always output
true. The advantage of any attacker then becomes 0 which is negligible.

3. The probability of collision between two sequences of bitstrings of length 7 is 2% For
any polynomial p, as seq,, is a uniform sampling of length p(n) x 1, and nj  , is an
independent uniform sampling of length 7, the probability that n%hwkl occurs in seq,,
at a position which is a multiple of 7 is the probability 1 — (1 — 2%,)7’("). Thus, Ac will
answer true with only a negligible probability.

As the interpretation A¢ given in the previous proposition corresponds to the interpretation
required in the application to key exchanges (Section 5.6), we can indeed use those axioms in
proofs of key exchange security.
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Automated

In which we look at low level automation

127






7 Probabilistic Language and Problems

The new always happens against
the overwhelming odds of
statistical laws and their
probability, which for all practical,
everyday purposes amounts to
certainty; the new therefore
always appears in the guise of a
miracle.

(Hannah Arendt)

7.1 Introduction

In Part II, and later in Part IV, we focus on simplifying the logical reasoning about protocols and
the applications of cryptographic axioms. However, some protocols do not rely on cryptographic
primitives, but rather on some properties of finite fields, groups and multi-linear maps, boolean
operators, ...Proving the security of such protocols requires a systematic reasoning about the
probability distributions of the messages produced by the protocol.

In this Part, we focus on this low-level reasoning by trying to derive automatically properties
about the distribution of messages in a protocol. This automation could then be used to transform
a low-level reasoning into a single proof step at the logical level. We study four probabilistic
questions, equivalence and up-to-bad, classical properties that can be used in the security proof of
a protocol, and non-interference and differential privacy, that are not directly related to protocols
but are close to the two previous properties and are naturally studied together. Those properties
can informally be described as follows:

» cquivalence - it asks that the distributions of two messages are equal. If two messages follow
the same distribution, one can be replaced by the other in a cryptographic proof.

» non interference - the security of a system may depend on the fact that a message does
not leak any information about a secret. The system should then produce outputs with
the same distribution, when running with two distinct secrets. This can also be seen as
an independence property, where the output distribution should be independent from the
secret.

» up-to-bad - given a system, we may need to verify that the probability of an event corre-
sponding to a security breach is small, for instance that the secret is leaked with only a very
small probability.

» differential privacy - it quantifies the privacy of a system: roughly, an algorithm is differ-
entially private if when its inputs are close, its outputs are close. Intuitively, it means that
the algorithm does not depend strongly on small changes over its input. If the input is a
collection of private date about users, it means that the algorithm does not depend strongly
on the information of a specific user.

Many cryptographic systems are based on probabilistic arithmetic circuit (circuits that encode
operations over finite fields), or on small probabilistic programs that operate over booleans or
bitstrings. To have a foundational approach, we translate the four previous questions into two
relational properties between simple probabilistic programs, i.e., programs that operates over a
domain D, and given a set of inputs in D, can perform some random samplings over D, some
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operations (e.g., and, xor, addition, multiplication, conditional branchings), and finally return a
tuple of values in D.

Given a probabilistic program P that expects m inputs and produces n outputs, an input i€ Dm
and a possible output & € D™, we denote by [P]}, (0) the probability that the output of P is equal

to 0 when P takes as input i. In this Part, the two relational properties between probabilistic
programs that we consider are:

» D-equivalence (denoted by P; =p P) requires that P; and P, define the same distributions,
i.e., for every input ¢ € D™ and possible output ¢ € D},

P11, (3) = [P]] (6)

» D-majority requires that for a fixed r € Q, and for every input i € D™ and output ¢ € D",
we have . .
[Pl (6) < 7 [P]p (0)
D-0-magjority (denoted by Pi <, P») is a variant of majority, where we only consider the
output b = 0", rather than quantifying over all outputs.

The relationships between the previous security questions and our the two relational properties
can be explained informally as follows:

» probabilistic non-interference: for simplicity, assume that P has two inputs = (secret) and y
(public), and a single (public) output. For every z, let P, be the unique program such that
P,(y) = P(x,y). Then P is non-interfering iff for every z; and x2, the two programs P, and
P,, are equivalent.

» up-to-bad: given a program P and an event E, we can produce a program P’ such that the
probability of the program being equal to zero is the probability of E in P. Then, we can bound
the probability of E in P with 0-majority over P’.

» differential privacy: for simplicity consider the case where the domain is Fy, i.e., the booleans.
For every program P with n inputs, define the residual programs P; o and P; ; obtained by fixing
the i-th output to 0 and 1 respectively. Then the program P is log(r)-differentially private iff
for every i, P; o and P;1 (and P;; and P, ) satisfy r-majority.

Equivalence and majority can then be used to reason about security problems, for instance to
prove that two boolean programs are equivalent. However, in many cases, recall that security
systems are parameterized by a security parameter 7, and we must prove that the system is
secure asymptotically w.r.t. 7. From the point of view of the computational indistinguishability
from Section 2.3.2, let ¢ be a channel identifier and s, ¢ terms over an arbitrary signature. When
we reason about the indistinguishability property out(c,s) = out(c,t), we look at all possible
interpretations of s and t for all possible n. If s and ¢ are bitstrings,  may correspond to the
length of the bitstring. If they model elements of a finite field, the 7 may correspond to the size
of the finite field. This introduces a new problem: to use the fact that two terms have the same
distribution in an indistinguishability proof, we must actually prove that the two terms have the
same distribution for all possible 7.

We thus define, based on the previous relational properties, two universal variant, that we call
universal equivalence and universal majority. In this setting, programs do not depend on a single
interpretation domain D, but can depend on a family of interpretation { Dy }ren. For the case of
finite fields, we would for instance consider the family of interpretations {Fx }xen, e.g., the family
of all extensions of a finite field. Formally, the universal variants are defined as follows, given a
family { Dy }ren :

» D -equivalence requires the property to hold on all domains of the family, i.e.,

Pl Do P2 iff Vk. P1 Dy P2
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» D..-0-majority requires the property to hold on all extensions of a field, i.e.,
P -47]300 b, iff V. Py _<TD;C Py

Remark that the universal case is not a trivial extension of the fixed case. The following two
programs, whose execution is parameterized by the domain and expressed using uniform sampling

from the domain (z & D) and a return instruction (return ), illustrate the difference between
equivalence and universal equivalence.

Example 7.1.
P=z & D; return (22 + ) Py =return 0

are 2- but not 22-equivalent, and hence not 2°-equivalent. Indeed, when instantiating I with Fo,
the left hand side program simply evaluates to zero, which is not the case with F4. On the other
hand, the programs

Q== & D; return (x) Q== & D; return (z + 1)

are Fy-equivalent for any prime power ¢ as both programs define the uniform distribution, what-
ever finite field is used for the interpretation of . These examples also illustrate the difference
with the well-studied polynomial identity testing (PIT) problem, as the first two programs are
2-equivalent, while PIT does not consider 2 + z and 0 to be equal on Fs, nor would Q; and Q-
be considered identical.

In this Part, we investigate both theoretical and practical aspects of the fixed and the universal
case, first studying the complexity and decidability of the probabilistic problems, and then trying
to derive heuristics usable in practice.

Q@ Chapter Summary

We introduce syntax and semantics for probabilistic programs parameterized by an interpreta-
tion domain D. Our programming languages cover programs that arise in different application
domains, primarily security and privacy, but potentially also in machine learning and algorith-
mic fairness.

Based on the probabilistic semantics, we formally define multiple relational properties that have
direct applications in cryptography: they can be seen as low level proof steps inside protocol
security proofs. Each of these properties is lifted to its universal version, where the property
must hold on all elements of a family of interpretations, e.g., the family of bitstrings of all
length.

As preliminaries to the next two Chapters, we study the links between those properties, showing
that independence and equivalence are inter-reducible, and that in the case of equivalence one
can consider programs without inputs, and only study the sub case where we ask if a program
follows the uniform distribution. We finally introduce a generic semantic characterization of
equivalence.

7.1.1 Our Contributions

We set the foundations for the study of the complexity and decidability of multiple relational
properties. For their practical study through heuristics, we will leverage classical symbolic meth-
ods such as deducibility. To this end, after introducing the programming language, we formally
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define its semantics and each of the properties. Like many other probabilistic programming lan-
guages, our language supports sampling from distributions, and conditioning distributions on an
event!. Sampling is interpreted using the uniform distribution over sets defined by assertions, and
branching and conditioning are relative to assertions.

The semantics are parameterized by the signature used to build terms and the interpretation
domain. Although we will often consider in practice programs over finite fields, working over an
abstract domain allows to derive more general results.

In this parameterized setting, we show under which conditions equivalence and independence are
inter-reducible. We further reduce equivalence to equivalence over programs without inputs, and
then to deciding if a program follows the uniform distribution. Those links provide insights and first
intuitions about the nature of problems we are considering. We give a summary of the reductions
in Figure 7.2.

We conclude by providing a semantic characterization of equivalence: two programs are equivalent
if and only if there exists a bijective mapping between their random samplings such that they
become equal point by point.

¢S Limitations

Our probabilistic language does not support loops. We show in Chapter 8 that the addition of
loops makes universal equivalence undecidable in the case of finite fields.

Moreover, our programs cannot perform samplings from non uniform distributions. This is
because most of our results rely on a link between the probability of some event and counting
the number of samplings such that the event happens. This limitation is slightly mitigated,
as some non uniform distribution can be constructed using multiple uniform variables and
dedicated function symbols.

7.1.2 Related Work

There are many works regarding semantics of probabilistic languages. In this Chapter, we rely on
the formalism of [BGV18a], notably to handle the conditioning.

Fixed equivalence There is a vast amount of literature on proving equivalence of probabilistic
programs. We only review the most relevant work here.

Murawski and Ouaknine [MOO05] prove decidability of equivalence of second-order terms in proba-
bilistic ALGOL. Their proof is based on a fully abstract game semantics and a connection between
program equivalence and equivalence of probabilistic automata.

Legay et al [LMO™08| prove decidability of equivalence for a probabilistic programming language
over finite sets. Their language supports sampling from non-uniform distributions, loops, procedure
calls, and open code, but not conditioning. They show that program equivalence can be reduced
to language equivalence for probabilistic automata, which can be decided in polynomial time.

!Conditionings over an event is classical construct of probabilistic languages, that allows to condition the
distribution of the output over some event. It corresponds to only considering the distribution of the
outputs over the execution that satisfy the event.
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Barthe et al [BGZ09] develop a relational program logic for probabilistic programs without condi-
tioning. Their logic has been used extensively for proving program equivalence, with applications
in provable security and side-channel analysis.

Universal equivalence Without formalizing the question as a general problem, the case of linear
programs (boolean programs with only XOR operations) is studied in [BDK™10]. The authors pro-
pose a decision procedure for universal equivalence based on the classic XOR-lemma [CGH"85].

The case of linear programs with random oracles is considered in [CR16]. The authors give a poly-
nomial time decision procedure for computational indistinguishability of two inputless programs.
Their proof is based on linear algebra.

Majority problems The closest related work develops methods for proving differential privacy
or for quantifying information flow.

Frederikson and Jha [FJ14] develop an abstract decision procedure for satisfiability modulo count-
ing, and then use a concrete instantiation of their procedure for checking representative examples
from multi-party computation.

Barthe et al [BCJT19] show decidability of e-differential privacy for a restricted class of programs.
They allow loops and sampling from Laplace distributions, but impose several other constraints on
programs. An important aspect of their work is that programs are parameterized by € > 0, so their
decision procedure establishes e-differential privacy for all values of €. Technically, their decision
procedure relies on the decidability of a fragment of the reals with exponentials by McCallum and
Weispfenning [MW12].

Strongly linked to probabilistic non-interference, masking is a countermeasure based on secret
sharing used to protect arithmetic programs against differential power analysis. There exist generic
masking compilers that take as input an arithmetic program P and output a masked program P,
where the masking order k is a parameter corresponding to the desired level of protection. The
parameterized program Py uses for loops; however, for every fixed value of k, one can unroll
loops in Py to obtain a program in our language. Over the last few years, there has been an
active line of work to prove masking automatically using type systems, relational logics and model
counting [KR19]. All these works target verification for a fixed k. It would be interesting to obtain
decidability results for the parameterized verification problem. However the interpretation of Py is
over a fixed field F, for all values of k. Therefore, the problem has a distinct flavour from ours.

7.2 Probabilistic Programming Language

@ Section Summary

We define a probabilistic programming language, based on terms built over a signature X
equipped with an interpretation, called a Y-algebra D. We first give a general surface language,
and then consider a simpler core language. We define for this core language deterministic and
probabilistic semantics.

Recall that a signature ¥ is an indexed set of function symbols with their arity. Given a set X of
variables, the set Ts(X) of terms is defined inductively as previously (see Figure 7.1).
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t = x variables
function of arity n
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=
\;f-
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b = boolean conditions
| t1 =1t atomic formula
’ b1 A by and
| by V by or
| b not
e u= Program erpressions
| xz:=t assignment
| 71, T & {X e D™ | b} sampling
|  observe b observe
| erser sequential composition
| if b then e; else ey conditional branching
| return (t1,...,t,) return of arity n

Figure 7.1: Program Syntax

Definition 7.1. A Y-algebra D for the signature X is given by a set D and the interpretation
of ¥, which consists of a total function fP : D™ s D for each f € ¥ of arity n.

For any ground term ¢, tP corresponds to the interpretation of ¢ defined inductively by
fltr, .o ty) = fPEP, ... tP) for f € ¥ of arity n.

We will always consider that ¥ contains a constant 0, and that D provides a corresponding value
also denoted by 02. For a given interpretation domain D and a signature X, there is often a single
natural Y-algebra. In such cases, we denote D by simply D.

For instance, we often use ¥y, = {+, x} UF, and instantiate D with F,. Remark that this is the
simplest model of a finite field, where we directly integrate all the constants of the field as function
symbols of the signature, rather than providing a minimal generating set of constants. We denote
by F, the (unique) finite field with ¢ elements, where ¢ = p¥ for some integer k and a prime p.
The X-algebra F, (also denoted F,) corresponding to F,, instantiates multiplication and addition
with the corresponding field operations. Given a polynomial P € F,lz1,...,2m]) and X € FZ}“ we
denote by P(X) the evaluation of P given X in [Fx.

7.2.1 Syntax and Informal Semantics

We consider a probabilistic programming language with sampling from subsets and conditionings,
as well as a more pure, yet equi-expressive, core language that can encode all previous constructs
and define its formal semantics.

We define in Figure 7.1 the syntax for probabilistic programs without loops nor recursion. Programs
are parameterized by an abstract Y-algebra D, that can be instantiated by a X-algebra D. The
expressions of our programs provide constructs for assigning a term ¢ to a variable (z := t), as well

as for randomly sampling values. The expression r1,..., 7, & {X € D™ | b} uniformly samples

2This avoids the corner case of empty algebras.
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m values from the set of m-tuples of values in D such that the condition b holds, and assigns them
to variables r1,...,r,,. For example, r & {z € D | 0 =0} (which we often simply write r & D)

uniformly samples a random element in D, while 71, ry & {x1,29 € D? | =(x; = 0)} samples two
random variables, ensuring that the first one is not 0. In the case of finite fields, note that the use
of polynomial conditions allows to express any rational distribution over the base field F, i.e., any
distribution that assigns rational probabilities.

The construct observe b allows to condition the continuation by b: if b evaluates to false the
program fails; the semantics of a program is the conditional distribution where b holds. Expressions
also allow classical constructs for sequential composition, conditional branching and returning a
result.

Given two disjoint sets of variables I and R, we denote by Ps (I, R) the set of well-formed programs,
where a program P is well-formed if:

» variables in R are sampled only once;

» variables in R only appear in the program after they have been sampled;

» each branch of P ends with a return instruction that returns the same number n of elements;
n is then called the arity of the program and denoted by |P|.

I is the set of free variables of the programs, that corresponds to input variables. We will often
omit the ¥, when it is explicit from the context.

Example 7.2. Consider the following simple program over finite fields

L i $ ;
inw(i) == if ¢ = 0 then return 0 else r <— D;observe r x i = 1;return r

When D is instantiated by a finite field, this program defines a probabilistic algorithm for computing
the inverse of a field element ¢. If ¢ is 0, by convention the algorithm returns 0. Otherwise,
the algorithm uniformly samples an element r. The observe instruction checks whether r is the
inverse of ¢. If this is the case we return r, otherwise the program fails. As we will see below,
our semantics normalizes the probability distribution to only account for non-failing executions.
Hence, this algorithm will return the inverse of any positive ¢ with probability 1. This is obviously
not a practical procedure for computing an inverse, but we use it to illustrate the semantics of
conditioning. Equivalently, this program can be written by directly conditioning the sample

inv'(i) == if i = 0 then return 0 else r & {reD|xxi=1};returnr

7.2.2 A Core Language

While the above introduced syntax is convenient for writing programs, we introduce a more pure,
core language that is actually equally expressive and ease the technical developments. To define
this core language, we add an explicit failure instruction L, similarly to [BGV18b]. It allows us to
get rid of conditioning in random samples and observe instructions. Looking ahead, and denoting
by [P]p, the semantics of the program P in D, we will have that

[rl,...,rmg{Xe]D)mM};e}D = [rl,...,rmﬁ]D)m;ifbtheneelseJ_}D and

[observe b;e], = [ifbtheneelse L],

Without loss of generality, we can inline deterministic assignments, and use code motion to perform
all samplings eagerly. In other terms, we assume that all random samplings are performed upfront
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at the beginning of the program. Therefore we can simply consider that each variable in R is
implicitly uniformly sampled in D. Programs are then tuples of simplified expressions (ey,...,e,)
defined as follows.

e simplified expressions

| P term
| L failure
| ifbthen e; else e; conditional branching

We suppose that all nested tuples are flattened and write (P, Q) to denote the program which simply
concatenates the outputs of P and (). When clear from the context, we may also simply write
0 instead of the all zero tuple (0,...,0). We denote by P (I, R) the set of functional programs,
that are simply tuples of terms. In the case of finite fields, functional programs are arithmetic
programs. Remark that functional programs cannot fail.

Q Technical Details

One may note that the translation from the surface language to the core language is not polyno-
mial in general. Indeed, constructs of the form (if b then x := t; else x := ty; P), i.e., sequential
composition after a conditional, implies to propagate the branching over the assignment to all
branches of P, and doubles the number of conditional branchings of P. All complexity results
will be given for the size of the program given in the core language. Remark that in a functional
style version of the surface language, where we replace x := ¢ by let x = ¢ in and removed
sequential composition, the translation would however be polynomial. Similarly, for the class
of programs without sequential composition after conditional branchings, the translation is also
polynomial.

7.2.3 Semantics

We now define the semantics of our core language. The precise translation from the high level
syntax previously presented and our core language is standard and omitted.

Deterministic semantics. We first define a deterministic semantics where all random samplings
have already been defined.

For a set X' of variables, with ¢t € T(%, &) and ¥ € DIXI, ¢(%) denotes the evaluation of ¢ in D,
where X is then seen as an ordered tuple of variables. We choose to use the classical notation for
polynomial functions, as we will often reason about finite fields. Variables in ¢ are evaluated with
the value given by ¥, and each function symbol f is evaluated with fP.

We also denote by b(¥) the evaluation of a boolean test, where all terms are evaluated according to
#. For a program e € P(I, R) and ¥ € DMYEl we define the evaluation of e, denoted [e]%, which
is a value in DITI x {1}:

[t]5, = t(©) wherete T(X,IWR)

Ly = &

[e1]% if b(¥) holds on D

[e2]Y, if b(¥) does not hold on D
L if [e;]%, = L for some i

(lea]D, -, [enlD) else

[if b then e; else es]}, =

[[(61, s aen)]]ﬁD



7.2 Probabilistic Programming Language

Intuitively, the set of executions corresponding to non failure executions represent the set of possible
executions of the program. We next define probabilistic semantics by sampling uniformly the
valuations of the random variables while conditioning on the fact that the program does not fail.

Remark that we explained everything for clarity, but we essentially reuse the semantics for terms
of Chapter 2, that was denoted by [t]? for some substitution o over the free variables of t. As it is
now an important parameter, we make the domain of interpretation D explicit, and for concision,
we denote [t]*~7 by [t]5.

Probabilistic semantics. For any n, we denote by Distr(D") the set of distributions over D™.

For a program P € P(I, R) with |P| = n, and |I| = m, we define its semantics, denoted by [P]},
to be the distribution of the output corresponding to the inputs i. We assume that programs in
P € P(I, R) do not fail all the time, i.e., for any possible input and any program its probability of
failure is strictly less than 1. For program P and input i€ D™ we set

{171y =0
{[P)5 # L}

P s
7 IR

[P, : 0

P s
7 DI

Note that the normalization by conditioning on non-failing programs is well defined as we supposed
that programs do not always fail.

Example 7.3. Over Py, ({z}, {u,v,w}), let?

» PP=xz+v

» P, =2xv

» P; =uv+ovw+wu

1
2
[Pl]]%?2 (0). However, P, is always equal to zero when x is null, i.e., [Pg]]%2 (0) = 1. When, z is one,

1
5

Py is the uniform distribution for any input z. In other terms, we have that [Pl]](;2 (0) =

P, simply follows the uniform distribution and [PQ]%Z (0) =

[Ps] only depends on the random variables. We can easily compute its distribution by writing the
truth table of the program:

v |0 0 0 0 1 1 1 1
v |0 0 1 1 0 0 11
w |0 1 01 0 1 0 1
P;10 0 01 01 11

We see that [P3]™ is actually the uniform distribution and we have that [Ps]y_(0) = 3.

3We denote = x v by zv.
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7.3 Decision Problems and Universal Variants

Q@ Section Summary

We introduce formally several decision problems on probabilistic programs:

» D-equivalence, P ~p @Q: two programs must produce the same distribution over all
inputs;

» D-0-majority, P <7, Q): the probability that P equals to 0 divided by the probability
that @ equals 0 is bounded by the rational r;

» D-independence, 1Y) (P,..., P,): the distributions of the n programs must be indepen-
dent.

We introduce their respective universal variants, where for instance universal equivalence for a
family of algebra {Dy}ren asks that the Dy-equivalence hold for all k. We often reason over
the family of all extensions of a finite field, i.e., {IF» }xen. Each of those properties is associated
with a decision problem.

Equivalence D-equivalence requires equality of distributions between the outputs of two pro-
grams for all possible inputs. Notably, two equivalent programs are indistinguishable by any at-
tacker, and a program equivalent to the uniform distribution does not leak any information about
its inputs to the attacker.
Definition 7.2. Two programs P; and P» are D-equivalent, denoted by P, ~p P», if P; and
P define the same distributions over all inputs, i.c., for every input 7 € D™ : [Py]}, = [Ps]’.

Example 7.4. Continuing Example 7.3, we have that u+z ~p, u ~f, uv+vw+wu, but ur #r, u.

Majority D-majority bounds the quotient of the distributions of two programs by a rational.
Our results focus on the case where we compare the two distributions on a single point. It can
be used to decide vanilla (i.e. not approximate) e-differential privacy, that quantifies the privacy
leaked by some mechanism.

Definition 7.3. D-majority between two programs P;, P, requires that for a fixed r € Q, and
for every input i € D™ and output 6 € D", we have

[P]L, (3) < - [Pa]ly (6)

D-0-majority, denoted by P <7, @, is the variant where we only consider the output ¢ = 0,
rather than quantifying over all output.

We only provide a notation of D-0-majority, as our results for the general majority are very limited.
Notably, D-majority in the case of » = 1 is the same as equivalence, and D-majority is in fact
harder than equivalence.

Example 7.5. Over P, ({z}, {u,v,w}), we have that [u + ac]%2 (0) = [uav]]%-2 (0), but [u + wh& (0) =
1 and [uw]](;2 (0) = 1. Thus, we have that uz < u+ . This means that the probability that uz is
equal to zero, is always at most twice as big as the probability that u + x equals zero. The closer

to 1 the coefficient r is, the closer the two distributions are.

Independence A distribution is independent from a given variable if the distribution is the same
for any fixed value of the variable. It implies that the distribution of one of the programs does not
provide any information about the distribution of the other one. This can for instance be used to
bound the advantage of an attacker.



7.4 First Results

Definition 7.4 (D-conditional independence). Let Pi,..., P, € P(I,R). Given Y C R, we
say that Pi,..., P, are independent conditioned by Y, denoted by LY (Py,..., P,), if:

7

vie DI i e DIV [(Py, ... PO = (1P ... [Pa))

7

<.

We write Lp (Py,...,P,) for J_V)D (Py,...,P,), which simply denotes independence of the pro-
grams.

Example 7.6. In particular, considering boolean programs in P, ({i1,i2},{r}), we have that
L, (i1(i2 4+ 7),42), which means that i, (i + r) leaks no information about is. However, [,
(il(iz + T),’il).

Universal variants Given a fixed signature, one can provide distinct interpretations. For in-
stance, given the signature associated to finite fields, for a given ¢, D can be instantiated by any
Fgr. In cryptographic proofs, the power of the finite field is often a parameter that can be instan-
tiated by any value. To leverage the equivalence between two programs in a cryptographic proof,
we need to have the equivalence of the two programs for all possible IF . We define a variant of
all our probabilistic relations, where the relation must hold over a family of ¥-algebras.

Definition 7.5. Let { Dy }ren be a family S-algebra. For any relation Rp in {~p, <%, LY},
we define the corresponding universal relation, denoted by Rp__, to hold if for all k, Rp, holds.

In the case of finite fields, when Dy, = F g, we denote Dy, by Fye.

When we consider a finite interpretation D, all problems previously introduced are decidable in
the non universal case: it is always possible to compute the distributions by enumerating all
possibilities. For the universal case, decidability is however not trivial anymore. Remark that, for
some programs, universal equivalence can be easily obtained.

Example 7.7. We have that u + = RF, U for any k, as adding a random variable to any fixed
input always produces the uniform distribution. Thus, we have that u + = ~p .. u.

Decision problems We define the corresponding decision problems, for k¥ € NU {oo} (I, R are
also always part of the input):

Dy-equivalence Dy-majority Dy.-conditional independence
INPUT: P,Q € P(I,R) INPUT: P,Q € P(I,R),r€Q INPUT: P € P(I,R),Y CR
QUESTION: P ~p, Q7 QUESTION: P <’,},k Q7 QUESTION: J_ﬁk P?

7.4 First Results

Q@ Section Summary

We provide reductions between some of our problems, studying the links between equivalence
and independence, and simpler version of equivalence. Finally, we provide a characterization
of equivalence, that can be used to prove equivalence by providing an explicit bijection. In the
following two chapters, those results will be used to derive the complexity or decidability of the
associated decision problems, or provide multiple approaches to tackle the same problem.
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7.4.1 Links between Problems

We now study several links between our problem. All omitted proofs can be found in Appendix C.1.
We provide in Figure 7.2 a summary of the reductions provided in this Section.

For technical reasons, our later work requires that we introduce a slight generalization of equiv-
alence, conditional equivalence, that allows for a simpler reasoning. D-conditional equivalence is
a generalization of equivalence, where we require that the distributions of the programs are equal
when conditioned by some other program being equal to zero.

Definition 7.6 (D-conditional equivalence). Let Py, Q1 € P(I, R) and Ps, Q2 € P(I, R) with
|Pi| =|Q1| =n. We write P, | Py &~p Q1 | Q2, if:

-, h -,

Vi e DIl va e D, [(PL, P (5,0)

I
—
Q
—_
O
V]
P
o}
—
S

(e
=

The universal version D..-conditional equivalence is defined similarly to D.-equivalence, and the
associated decision problem is for £ € NU {c0}:

Dy.-conditional equivalence

INPUT: P, Q1 € P(I,R), P»,Q2 € P(I,R)
QUESTION: P; | Py ~p, Q1 | Q27

Note that conditional equivalence is a direct generalization of equivalence, as for P,Q € P(I, R)
and k € NU{oo}, P~p, Q if and only if P |0 =p, @ | 0.

An interesting feature of equivalence is that inputs do not make the problem harder, as we can
encode inputs using randoms that are concatenated to the output of the programs.

Lemma 7.1. Let P1,Q1 € P(I,R), P»,Qs € P(I,R). When o : I — Ry is the substitution
that replaces each variable in I by a fresh random variable in Ry, we have:

P | Py=p, Q1| Q2 (Pio,Ry) | Pho =p, (Qi0,Rr) | Qa0

Sketch of Proof. We replace all input variables in I by fresh random variables in R;. As we
concatenate the “inputs” variables R; to the outputs of both programs, whenever we consider the
probability that one program is equal to some value, this value conditions the value of the “inputs”.
Asking that the probability of the two programs is equal on all given points then asks for each
point, that given the value of the “inputs” variables fixed by the point, the probabilities are equal.
This is the expected behaviour of equivalence for inputs. |

Next, we see that conditional independence is in fact as easy as non-conditional independence.

Lemma 7.2. Let Pi,..., P, be programs over P(I,R), and Y C R.

15, (Pr,...,P,) &Llp, (Po,...,P0)

where o 1Y — Iy is the substitution that replaces each variable in'Y by a fresh input variable
m [y.
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Sketch of Proof. Conditioning over the random variables Y is similar to only considering the dis-
tributions of the two programs for any fixed given value of the variables in Y. This corresponds to
seeing Y as inputs variables. |

To reduce independence to equivalence, the idea is that if n programs (as a tuple) are equivalent
to a copy of the n programs where they all sample independently their randomness, they are
independent. This translates into the following Lemma.

Lemma 7.3. Let Py,..., P, be programs over P(I,{r1,...,m})
J—Dk (Pl,...7pn)<:>(P1,...,Pn) ~D, (Plo'l,...,PnO'n)

where o; is the substitution that to any r; associates a fresh random variable r;

We now provide a Lemma which states that a program P follows the uniform distribution if and
only if it can be used to hide the value of some secret s. This follows the intuition that in the
boolean case, any secret xored with the uniform distribution yields the uniform distribution. To
provide the general version, we ask that Dj contains a symbol with a property similar to the
Xor.
Definition 7.7. A function f : Di +— D is right invertible if there exists f~! such that for
any x,y, we have f(f~(z,y),y) =z, i.e. for any y, z + f(z,y) is a bijection.

In any algebra with such a function, uniformity can be reduced to independence.

Lemma 7.4. Let Dy be a Y-algebra that contains a binary symbol 4+ such that +P* is right
invertible. Let P = (p1,...,px) be a program in P(I,R) with {r1,...,7x} C R and x1,...,x}
fresh input variables. We have that

Prp, 11,k S Lp, (01 + 21, bk +2p), (21, 28))

Finally, we show that equivalence reduces to deciding the equivalence to a uniform distribution.
However, we only do so for linear programs, i.e., programs in P (I, R).

Lemma 7.5. Assume that Dy, is at least of size two, and contains a right invertible symbol +.
There exists T(Py, Py, Q1,Q2) such that for any Py,Q1, P2, Q2 € P(I,R) withr € R,

Pi|Py =p, Q1|Q2 & T(P1,P,Q1,Q2) =p, 7

Sketch of Proof. We only show the simpler case of Boolean algebras, i.e., the case where Dy = F,
and linear programs returning a single value. Let

T = (ifr =1then P elsel —Q)

We show that
P%]FQ Q iﬁ‘T%[FQ T

where r is a fresh random variable. We fix a valuation i € IE“2P|. By disjunction on the possible
values of r, we have that

; ) ) 0o @
7, 0) = 2 PE, 0+ 1@, () = 5+ DO 0s O
It follows that: T ~, r < Vi. [T]i, (0) = £ & Vi. [P]i, (0) = [Q]i, (0) & P ~p, Q n
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/_P%Dﬁ,...,rk Lemma 7.1

D right-invertible, Lemma 7.4 \

P=pri,...,r over P(0, R)
1Y (P,...,P) P,Q € P(I,R), Lemma 7.5
P =p Q over P(0, R)

Lemma 7.3 /

— s P~pQ Lemma 7.1

Lemma 7.3: L1p (P,...,P,) < (P1,...,P,) ~p (Piol,..., Pyoy)
Lemma 7.4: if 47 is right-invertible,

Prpri,...;rp &Lp (p1+ 21, Dk + k), (21, -, T%))
Lemma 7.5: if +P is right-invertible and D is not a singleton,

Pi|Py =~p Q1|Q2 & T(P1, P2,Q1,Q2) ~p (1)
Lemma 7.1: P=~p Q < (Po,Rr) ~p (Qo, Ry)

Figure 7.2: Summary of Reductions

7.4.2 Semantic Characterization of Equivalence

For any set S, we denote by bijs the set of bijections over S. We characterize the equivalence of
two programs through the existence of a bijection over their random sampling, so that they verify
point-wise equality.

Proposition 7.1. Let P,Q € P(I, R).

P~p, Q< Vie D! v*e DIl {7 e DlRl\[[P]]Dk — 3| = [{re DMIQIY = &)

& 3f € bU Vz € Dy. [[P]] = [[Q]]g;(r)

Sketch of Proof. The programs are equivalent if their distributions are equal. It means that for
each possible output value, the set of random samplings such that the two programs return this
value have the same size. If they have the same size, it means that a bijective mapping can be
built between those two sets. Doing this for all outputs produces a bijection f over the sampling
space, such that if P is equal to ¢ when sampling values 7, @ is equal to ¢ when sampling values
f(7). Remark that all the previous implications are in fact equivalence. |

Providing a bijection can be a very concise way to prove equivalence, as providing the truth table
is not always convenient. Remark that however, proving the existence of a bijection, or the fact
that a given function is a bijection, can be difficult.

Example 7.8. We consider sets of input variables I = {z} and random variables R = {u, v, w}.
Using Proposition 7.1 we can prove that x + v &, v using the bijection f : v — x + v (we may see
f as a function over the terms, rather than the valuations) which satisfies  + v = f(v).
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Consider now the equivalence P; ~y, u where P3 = uv 4+ vw + wu. We define the function

(1,0,0) if (r,s,t) = (0,1,1)
f(rys,t) =< (0,1,1) if (r,s,t) = (1,0,0)
(r,s,t) otherwise

where a valuation is denoted by a tuple of values. Obviously, f is a bijection and with the following
truth table, shows that f verifies V7" € F3, [uv + vw + wulf, = [[u]]f;ir)

v |0 0 0 0 1 1 1 1
v |0 0 1 1 0 0 1 1
w| 0 1 01 01 0 1
Ps|{0 0 01 01 1 1
fulO 0O 0O 1 0 1 1 1

where f,, denotes the projection of f(u,v,w) on the first component. Intuitively, f, simply swaps
the fourth and the fifth colons of the truth table, in order to produce the distribution of Pj.

Relying on Proposition 7.1 we now introduce a characterization of uniformity based on the notion
of R-bijection. Intuitively, a program is R-bijective if for any fixed value of its inputs, the output
produced by the program can be seen as a bijection over its random variables. For P € P(I, R),
it is possible if and only if |P| = |R|, i.e., the number of outputs returned by the program is equal
to its number of random samplings.

Definition 7.8. Given D, P € P(I, R) is R-bijective if and only if
vie DI 7 [P]Y € bij?

Example 7.9. We have that z+u € Pr, ({2}, {u}) is {u}-bijective as for any 7 € Fy, 7 — [[u—i—x]]]%j
is a bijection, with itself as inverse.

Corollary 7.1. If P € P(I,R) with |P| = |R| and R = {ry,...,ri}, then

P=pry,...,rx. < P is R-bijective

Proof. We prove both directions separately.
(=) Let 7 = (r1,...,7,) We must prove that Vi € DIXI. 71— [[P]]i’f is bijective. Using Proposi-
tion 7.1, we have

vi e DI 3f e bijf. vie DIR. [P]Y =[] "

As f is a bijection, 7+ [[r]]gf(ﬁ) is bijective, and as [P]%y = [[r]];’)f(m, so is 7 [P]%7.
(<) The proof of this direction is similar: for each i € DIXI, 7 — [P] %F is the bijection that allows
us to apply Proposition 7.1. [ ]

Note that for uniformity to imply R-bijectivity the condition that |R| = |P| is necessary.

Example 7.10. As seen before, z+u ~p, u (Example 7.8), and x+u is {u}-bijective (Example 7.9).
Note that |R| = | P| is important here, as for instance uv + vw + wu is not {u, v, w}-bijective, and
|uv + vw 4+ wul, the arity of the program that returns uv 4+ vw + wu, is equal to 1, and not to
[{w, v, w}|, but we do have that uv + vw + wu ~p, .
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8 Complexity and Decidability

Independence is happiness.

(Susan B. Anthony)

8.1 Introduction

Driven by the security applications, we focus on programs that operate over finite fields, i.e., the
case where D = F,. In this Chapter, we perform a theoretical study of the previous problems,
equivalence, majority and independence, both in the finite and the universal case.

In the finite case, the decidability is trivial, but the complexity study allows to derive the exact
complexity of the aforementioned problems. It notably provides some insights about whether there
exist or not efficient algorithms to solve the given problems. As we place the problems in non trivial
complexity classes (above NP and bellow PSPACE), it hints at the fact that there does not exist
any efficient algorithm to decide for instance probabilistic non-interference, even in the boolean
case.

In the universal case, the family of interpretations considered is {IF x }ren. The integer k can then
be seen as the security parameter used for computational indistinguishability. Even before asking
whether an efficient algorithm exists for the universal equivalence problem in this setting, one must
settle the question of decidability for the universal variants of the problems. In the equivalence
case we answer this question positively, and provide insights about the majority problem. This
is done through a general reduction from our problems to problems over simple Linear Recur-
rence Sequences. Thanks to this reduction, we also provide some first insights about approximate
equivalence, corresponding to the notion of program indistinguishability. Remark that universal
equivalence of two programs implies that they are perfectly indistinguishable by any attacker,
without any assumptions on its computational power. They are thus indistinguishable by any
polynomial time attacker, i.e., computationally indistinguishable.

@ Chapter Summary

In the case of probabilistic programs over finite fields, we study the complexity and decidability
of equivalence, majority and independence problems both in the finite and universal case. We
derive non trivial complexity for the finite case, suggesting that efficient algorithms do not
exist. We show decidability of universal equivalence, and devise a general way to draw links
between the universal probabilistic problems and widely studied problems on linear recurrence
sequences. This yields decidability of independence, and majority over a single point. We also
define and provide some insights about program indistinguishability, proving that it is decidable
for programs always returning 0 or 1.
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8.1.1 Our Contributions

The first contribution of this Chapter is a systematic study of the complexity of the aforementioned
problems in the fixed setting. Some background about the complexity classes discussed in the
following is given Page 147. We prove that the I x-equivalence problem is coNPC:P—complete
for any fixed k. We also study the special case of linear programs, i.e., without multiplication,
conditional nor conditioning, for which the problem can be decided in polynomial time. For the
majority problem, we consider two settings: programs with and without inputs. We show that the
k-majority problem for inputless programs is PP-complete, whereas the k-majority for arbitrary
programs is coN PPP—complete—thus the second problem is strictly harder than the first, unless
PH C PP!. The proofs are given by reductions of MAJSAT and E—MAJSAT respectively. These
results complement recent work on the complexity of checking differential privacy for arithmetic
circuits [GNP19], see Related Work below.

The second, and main contribution, is the study of universal equivalence, F;--equivalence for short,
and universal (0-)majority, Fye-(0-)majority for short. First, we show that the F,e-equivalence
problem is in 2-EXP and coNP“=F-hard.

Our proof is based on local zeta Riemann functions, a powerful tool from algebraic geometry, that
characterizes the number of zeros of a tuple of polynomials in all extensions of a finite field. Lauder
and Wan [LWO06] notably propose an algorithm to compute such functions, whose complexity is
however exponential. Interestingly, this local zeta function also provides us with a way to reduce
our problems to problems over Linear Recurrence Sequences (LRS)?: properties of the local zeta
function imply that the sequence of number of zeros of a tuple of polynomials over each extension
of a finite field is a LRS.

Based on this result, our proof proceeds in two steps. First, we give a reduction for arithmetic
programs (no conditionals, nor conditioning) from universal equivalence to checking that some
specific local zeta Riemann functions are always null, or equivalently that two LRS are equal. Then,
we reduce the general case to programs without conditioning, and programs without conditioning
to arithmetic programs. To justify the use of the local zeta Riemman functions, we also provide
counterexamples why simpler methods fail or only provide sufficient conditions. Our decidability
result significantly generalizes prior work on universal equivalence [BDK 10|, which considers the
case of linear programs, see Related Work below. In the special case of arithmetic programs, i.e.,
programs without conditionals nor conditioning, equivalence can be decided in EXP-time, rather
than 2-EXP.

Second, we give an exponential reduction from the universal 0-majority problem to the positivity
problem for Linear Recurrence Sequences (LRS), which given a LRS, asks whether it is always
positive. Despite its apparent simplicity, the positivity problem remains open. Decidability has
been obtained independently by Mignotte et al [MST84] and by Vereshchagin [Ver85] for LRS
of order < 4 and later by Ouaknine and Worrell [OW14a] for LRS with order < 5. Moreover,
Ouaknine and Worrell prove in the same paper that deciding positivity for LRS of order 6 would
allow to solve long standing open problems in Diophantine approximation. In the general case, the
best known lower bound for the positivity problem is NP-hardness [OW12].

Unfortunately, the order of the linear recurrence sequence is related to the degree of the local
zeta Riemann function, and thus decidability results for small orders do not apply. This suggests
that the problem may not have an efficient solution. We remark that the LRS obtained from the
majority problem is simple, and we can thus decide a close problem, which is ultimate positivity
(is the LRS always positive after some point), that was proven decidable in [OW14b]. Using the

LAs PH C coNPPP, PP = coNPFP would imply PH C PP which is commonly believed to be false.
2An LRS is a sequence of integers satisfying a recurrence relation.



8.1 Introduction

£ Complexity Background - The counting hierarchy

Exact counting The exact counting complexity class, denoted by C_P, is the set of
decision problems solvable by a NP Turing Machine whose number of accepting paths is
equal to the number of rejecting paths. halfSAT is the natural C_P-complete problem,
defined as follows.

halfSAT

INPUT: CNF boolean formula ¢
QUESTION: Is ¢ true for exactly half of its valuations?

coNP®=P is the set of decision problems whose complement can be solved by a NP
Turing Machine with access to an oracle deciding problems in C_P. The canonical
coNP=P problem is (using results from [Tor88, Sec. 4] and [LGM98]):

A—halfSAT

INPUT: CNF boolean formula ¢(X,Y")
QUESTION: For all valuations of X, is ¢(X,Y") true for exactly
half of the valuations of Y7

Majority counting The complexity class PP is the set of languages accepted by a prob-
abilistic polynomial-time Turing Machine with an error probability of less than 1/2 for
each instance, i.e., a word in the language is accepted with probability at least 1/2, and
a word not in the language is accepted with probability less than 1/2. Alternatively, one
can define PP as the set of languages accepted by a non-deterministic Turing Machine
where the acceptance condition is that a majority of paths are accepting. Notably, PP
contains both NP and coNP, as well as C_P. Also, PP is closed under finite intersection.
A natural PP-complete problem is MAJSAT, the set of boolean formulae true for at
least half of their valuations:

MAJSAT

INPUT: CNF boolean formula ¢
QUESTION: Is ¢ true for at least half of its valuations?

coNPPP is the class of problems whose complement is decided by a non deterministic
polynomial time Turing Machine with access to an oracle deciding problems in PP. The
classical NPPP problem is E-MAJSAT [LGM9S] :

E—MAJSAT

INPUT: CNF boolean formula ¢(X,Y)
QUESTION: Is there a valuation of X such that, ¢(X,Y") is true for at least half
of the valuations of Y7

Its complement, A—MINSAT is then the classical coNPPP problem.
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x-(conditional )-{ equivalence, independence, uniformity }

linear arithmetic general
r=Fu | PTIME | coN P=P_complete coNP“=P_complete
x =Fyo | PTIME | EXP coNP“=P-hard | 2-EXP  coNP“=P-hard

Figure 8.1: Summary of Results Related to Equivalence

Fx-0-majority Fx-majority F yoo-0-magority F yeo-magjority

PP-hard
<gxp POSITIVITY

without inputs PP-complete coNPPP_complete

with inputs coNPPP

-complete
coNPPP-hard

Figure 8.2: Summary of Results Related to Majority

results from [Kie76], we observe that the reduction extends to a more general form of universal
majority problem.

We obtain lower complexity bounds by reducing the finite case to the universal case. It remains
an interesting open question whether the universal case is strictly harder than the finite case.

As side contributions, we provide some first tentative attempts for verifying program indistin-
guishability, that can be seen as an approximate universal equivalence. We define and prove the
decidability of the LRS negligibility problem, but leave the question of program indistinguishability
open. We however obtain the decidability of program indistinguishability for programs that only
return 0 or 1. Finally, we also prove that enriching the programming language with loops makes
the universal equivalence problem undecidable over finite fields.

Figures 8.1 and 8.2 summarize our results for the equivalence and majority problems.

&S Limitations

The algorithm derived for the decidability of the universal equivalence has an exponential
running time, and cannot be considered efficient. Furthermore, the complexity results in the
universal case are not tight. Finally, the reduction to the positivity problem for majority is also
exponential, and we thus cannot transpose the coN PPP lower bound for universal majority to
the positivity problem.

8.1.2 Related Work

Universal equivalence Compared to [BDKT10|, that propose a decision procedure for uni-
versal equivalence in the linear case, we give an alternative decision procedure and analyze its
complexity.
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Majority problems To the best of our knowledge, the universal majority question is novel. For
the fixed case, the closest related work develops methods for proving differential privacy or for
quantifying information flow.

Gaboardi, Nissim and Purser [GNP19] study the complexity of verifying pure and approximate
(e, 0)-differential privacy for arithmetic programs, as well as approximations of the parameters e
and §. The parameter § quantifies the approximation and § = 0 corresponds to the pure case. Our
majority problem can be seen as a subcase of differential privacy, where r corresponds to €, and
6 = 0. In particular, the complexity class they obtain for pure differential privacy coincides with
the complexity of our O-majority problem, even when restricted to the case r = 1. This means
that the e parameter does not essentially contribute to the complexity of the verification problem.
Also, while they consider arithmetic programs, we consider the more general case of programs with
conditioning.

Chistikov, Murawski and Purser [CMP19] also study the complexity of approximating differential
privacy, but in the case of Markov Chains.

Theory of fields A celebrated result by Ax [Ax68] shows that the theory of finite fields is
decidable. In a recent development based on Ax’s result, Johnson [Johl6] proves decidability of
the theory of rings extended with quantifiers uz. P, stating that the number of x such that P
holds is equal to £ modulo n. Although closely related, these results do not immediately apply to
the problem of equivalence.

? Future Work

We leave several questions of interest open:

» the exact complexity of universal equivalence is open. It is even unknown whether the
universal problem strictly harder than the non-universal one;

» the decidability of universal majority is open. The decidability of POSITIVITY would
yield decidability of universal O-majority and equivalently, undecidability of universal
majority would also solve negatively the POSITIVITY problem;

» the decidability of program indistinguishability is open, for programs that do not return
a boolean. It asks if the statistical distance between the distributions of two programs is
negligible in k. This would have direct applications in provable security.

8.2 Complexity in the Finite Case

@ Section Summary

We start by studying the complexity of several problems over a given finite field. In this
case, all problems are decidable by explicitly computing the distributions of the programs. We
however provide precise complexity results and show that these problems have complexities in
the counting hierarchy [Tor91].

8.2.1 Conditional Equivalence

To reason about equivalence, we focus on IFx-conditional equivalence, and we proceed in four steps,
showing that:
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1. without loss of generality, we can consider programs without inputs; (Lemma 7.1)

2. verifying if the conditioned distributions of two inputless programs coincide on some given
value is in C_P; (Lemma 8.1)

3. verifying if the conditioned distribution of inputless programs coincide on all values is in
coNP=F; (Corollary 8.1)

4. and finally, even equivalence for programs over Fy is coNP=P-hard. (Lemma 8.2)

This allow us to conclude that Fgx-equivalence and F x-conditional equivalence are both coN pCe=F.

complete.

In the finite case, equivalence is very close to comparing and counting the number of solutions
of polynomial systems. We remark that Z-equivalence is undecidable: this is a consequence of
Hilbert’s 10th problem, as a polynomial over randomly sampled variables will be equivalent to zero
if and only if it does not have any solutions.

Complexity results for conditional equivalence Conditional equivalence is a direct general-
ization of equivalence. We thus trivially have, for any & € NU {oo}, that [ x-equivalence reduces
in polynomial time to IF x-conditional equivalence.

As we can without loss of generality ignore the inputs (see Lemma 7.1), we study the complexity
of deciding equality of distributions of two inputless programs on a specific value. To this end, we
build a polynomial time Turing Machine that accepts half of the time if and only if the programs
given as input have the same probability to be equal to some given value. Essentially, it is based
on the fact that over Fo,

ifr=0then Pelse (Q+1)~p, r & Prp, Q

Lemma 8.1. Let P1,Q; € Pr, (0, R) and P, Q2 € Py, (0, R) with |Pi| = |Q1| = n. For any
o€ IF;‘,H we can decide in C_P if:

[(Plv PQ)]IFqk (57 0) = [Q17 QQ]]Fqk. (67 0)

Proof. As a shortcut, for P € P,(0, R) (a program without inputs) and o € IFLI:I x {1}, we denote

by PP, the probability that P evaluates to 6. Let P1,Q; € Py(0,R), Po,Q2 € P,(0, R) with
|P1| = |Q1] = n. For any c € Fy, let us consider the probabilistic polynomial time Turing Machine
M which, on input Pi, P>, Q1,Q2, 0, is defined by:

e & {0,1};7:'<i quRl;r & ]FLRl;
if x = 0 then
if ~(Py(7) =G A Py(7) = 0 AQy(r7) # L) then
ACCEPT
else REJECT
else
if(Q1(7) = A Qa(F) = 0 A Py(r7) # L) then
ACCEPT
else REJECT

Let P = (P, P;) and Q = (Q1,Q2). The probability that M accepts is, by case disjunction on the
value of x:

~ ~ 1 ~ - A(8,0)(1_p, 1y_pE.oq_g,+
11— PCOI -Gy ) +2(QPO1 — B ) = § + LUE=AZPTI0-0)
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And thus:

Q) =(.0)}

P s iIPIET =G0} P g
— N é— |R| qk Fé—TFR
[Ple,. (0.0) = [Qls,, (0,0) & T =
! ! F&F‘LR‘ Fgk LR Fok
p@Eo) /@0 4

1-pt 1—Q~f N
QU1 -P ) -POOY1-Q, )=0
< M accepts exactly half of the time

As we consider that the size of a polynomial is the size of the corresponding formula, polynomials
can be evaluated in polynomial time. Thus, the previous Turing Machine does run in polynomial
time.

As C_P is closed under finite intersection [Tor88|, we can decide in C_P if two distributions over a
set of fixed size are equal, by testing the equality over all possible values. When we only consider
inputless programs of fixed arity, the set of values to test is constant, and the equivalence problem
is in C_P (see Corollary C.1 for details). However, when we extend to inputs, or to programs of
variable arity, we need to be able to check for all possible value if the distribution are equal over
this element. (Note that our encoding that allows to only consider inputless programs increases
the arity.) Checking all possible values is typically in coNP. We thus obtain that:

Corollary 8.1. For any k € N, F r-equivalence and FFgx-conditional equivalence are in

coNP<=F.

To conclude completeness for both I x-equivalence and Fx-conditional equivalence, it is sufficient
to show the hardness of Fy-equivalence, which we do by reducing A—halfSAT. We simply transform
a CNF boolean formula into a polynomial over Fy. This is a purely technical operation (see
Lemma C.1).

| Lemma 8.2. Fy-equivalence is coNP“=F-hard.

Proof. Given a CNF formula ¢(I, R) over two sets of variables and (V,A) we set P = ¢' € Pr, (I, R)
obtained according to Lemma C.1. Given a fresh random variable 7:

P(I,R) ~, r < for all valuations of I, ¢ is true for half of the valuations of R
< ¢(I, R) € A—halfSAT

8.2.2 Independence

The results for IFx-conditional equivalence naturally translate to the independence problem: are the
distributions of multiple programs independent? We show here that equivalence and (conditional)
independence have the same complexity. Conditional independence (Definition 7.4) asks if for
any fixed value of some variables Y, the programs are independent, i.e., if the product of their
distributions is equal to the distribution of their product.

Using Lemmas 7.2 and 7.3, we obtain the same complexity as equivalence.
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| Corollary 8.2. [ «-conditional independence is in coNP=F.

We now show the hardness of conditional independence. The key idea comes from Lemma 7.4:
for any program P and fresh random r, we have that J_%Q (P + r,r) if and only if P follows the
uniform distribution. Intuitively, P perfectly masks the dependence in r only if it is a uniform
value. Thus, we reduced uniformity to independence, and as we previously reduced A—halfSAT to
uniformity, we conclude.

| Theorem 8.1. F«-conditional independence 4s coN -complete.

8.2.3 Majority

The goal of this Section is to show that the majority problem is coN PPP—complete. To this end,
we study the complexity of Fx-0-majority, showing:

» PP-completeness for inputless programs;
> coNPPP—completeness in general.

The proof in both cases uses similar ideas as for equivalence. Note that we actually use the same
Turing Machine for the Membership. As both complexity classes are closed under finite intersection,
it yields the complexity of F,x-majority, which can be decided using Fx times F x-0-majority.

Complexity results for the majority problem To obtain the complexity of F.-0-majority
over inputless programs, we notice that the Turing Machine we used to obtain the complexity of
the equivalence problem are easily adapted for our purpose. Indeed, it accepted half of the time if
the two distributions were equal on a single value, but it actually accepts with probability greater
than half only if the value of the first distribution is greater than the second one on the given
point.

The only difficulty is that we are comparing with a rational. We thus briefly show how one can
assume without loss of generality that » = 1 (in which case we omit r from the notation). The

idea is, given r,s € N, that P < L Qe (PT)) <F (Q,Ty), if T; is a program that is equal to
q
zero with probability %

Q Technical Details

Depending on the value of j, the program 7} is more or less concise. For instance, for j = q,
the program

xl,...,xliﬂ)l;ifxlzo A...NA z; =0 then return 0 else return 1

is equal to zero with probability &. However, more complex integers may require precise
encoding using an exponential numqber of conditionals, and we must thus consider that r, s is
given in input as two integers written in unary. Remark that in practice, it is natural to use
particular rationals such as q—ll, for which there is no exponential blow up.

Lemma 8.3. For any k € N, Fg-0-majority reduces in polynomial time to Fgx-0-majority
with r = 1.

The proof showing that F x-0-majority is in PP is similar to proving that testing if two distributions
are equal over a point is in C_P.
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| Lemma 8.4. For any k € N, I »-0-majority restricted to inputless programs is in PP.

We prove PP-completeness by deriving the hardness from MAJSAT, with a proof similar to the one
of Lemma 8.2.

| Lemma 8.5. Fy-0-majority is PP-hard (even for inputless programs).

Finally, as PP is closed under finite intersection, we also get that F x-majority is PP-complete.

Let us now turn to the general version, for programs with inputs. By using some fresh inputs
variables, let us remark that one can easily reduce IF x-majority to F,»-0-majority. Indeed, for

P,Q € Pr,(I,R) and CGquP‘, with a fresh z € I:

e Rl [P, () <rlQl, ()& (P—2) <k, (Q—2)

k-
q q q

We show that F »-majority is coN PPP complete, and thus is most likely® harder than its version
without inputs. The membership and hardness proofs are similar to the equivalence problem when
going from C_P to coNPS=F.

| Lemma 8.6. [« -majority is coNPPP complete.

8.3 The Universal Case

@ Section Summary

We first give some general insights on universal equivalence showing important differences with
the case of a fixed field. We then derive a general way to study the universal properties by
reducing them to Linear Recurrence Sequences problems. This allows us to provide our main
decidability result for universal equivalence, first for arithmetic programs, then arithmetic pro-
grams enriched with conditionals, and finally for general programs. We continue by studying
two other problems in the universal case, that follow easily from the reduction to LRS: in-

dependence and O-majority. For independence and equivalence, the universal problem is in
2-EXP.

8.3.1 General Remarks

In this Section we try to provide some insights on the difficulty of deciding Fg°-equivalence. First
of all, we note that equivalence and universal equivalence do not coincide.

Example 8.1. The program 22 + z (with z a random variable) and the program 0 are equivalent
over [Fy (they are then both equal to zero), but not over Fy.

In the case of a given finite field, equivalence can be characterized by the existence of a bijection,
see for instance [BGJ*19]. We denote by bij"« the set of bijections over Fy*. Any element o € bij"s
can be expressed as a tuple of polynomials (see e.g., [Nip90]), and can be applied as a substitution.

3As PH C coNPP?, PP = coNPPP would imply PH C PP which is commonly believed to be false.
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The characterization can then be stated as follows, where we denote by =p, equality between
polynomials modulo the rule of the field (i.e., X = X).

Py, Q < 3o € bif's , P =, Qo

However, there are universally equivalent programs such that there does not exist a uniform o
suitable for all extensions.

Example 8.2. Consider P = zy + yx + zx where all variables are randomly sampled. With
o:(z,y,2) = (v,y + 2,2 + ), we get that P ~p,.. 22 + yz. Now, z — 2?2 is a bijection over all
For, so we also have P ~y,., ¢ + yz and finally P ~p,.. .

But here, a bijection between x2 + yz and x must use the inverse of 2% whose expression depends
on the size of the field. Thus, there isn’t a universal polynomial ¢ which is a bijection such that
on all For, P =5, Qoo.

Nevertheless, we can note that for linear programs this characterization allows us to show that
Fg-equivalence and Fgeo-equivalence are equivalent. Intuitively, the bijection allowing to obtain
the equality between two linear programs is also a bijection valid for all extensions of the finite
field, as the bijection is linear, and is thus a witness of equivalence over all extensions. For linear
programs, there exists a polynomial time decision procedure for equivalence, and hence for universal
equivalence.

| Lemma 8.7. F,~-equivalence restricted to linear programs is in PTIME.

Moreover, building on results from [Mau01] on Tame automorphisms, we can use the above charac-
terization to design a sufficient condition which implies universal equivalence for general programs.
Even though not complete this sufficient condition may be useful to verify universal equivalence
more efficiently in practice.

A Sufficient Condition

In the univariate case, our notion is also strongly linked to exceptional polynomials, permutation
polynomials over F,[z] that are permutations over infinitely many F [x].

A univariate polynomial that is uniform is then an exceptional polynomial of Fy[x]. They have
been fully characterized [MP13, p237]. The multivariate case appears unsolved, but an efficient
algorithm for this case would provide new insights about our problems.

With the characterization through bijections of Proposition 7.1, we can however easily obtain the
following condition, for any function o:

o€ ﬂ biquk = P ~p . Po
k

Notably, any linear bijection in bijF;’L is also in ), bij]F:}“. Leveraging some mathematical results
classifying the bijections over F”., we can also provide some insights about functions that are
bijections over all extensions of a finite field.

Q, Technical Details

We derive two Lemmas that provide an easy way to generate bijections that are bijections over
all extensions of a finite field, and can thus serve as a witness for a universal equivalence.
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We first use Theorem 3.2 of [Mau01] to classify what are the bijections over F%. For a finite

field F, bij" denotes the set of bijections over F"; and &(T(FF,n)) denotes the set of bijections
obtained through

» permutations: (21,...,2n) = (Tr(1), .- Ta(n))),
» scalar multiplications: for any a € F*, (x1,...,2,) — (az1,...,2,)),
» and linear transformations: for any P € Flxo, ..., z,],

(X1, xn) = (21 + P(xa, ..., Zn)s. ooy Tn)

E(T(F,n)) is called the set of the tame automorphisms.

Theorem 8.2 (2.3 of [Mau01]). We have:

» ifn=1, and F =Fy or Fs, then E(T(F,n)) = bij™"
> ifn>2 and F #Fom form > 1, E(T(F,n)) = bij
> clse, E(T(F,n)) # bij" .

This allows us to obtain that:

Lemma 8.8. For any prime p > 2, integers k > 1 and n > 1, for any function f:

f € biffsk = VK’ > k.f € bij o

Proof. Let f € bijFP"'. With Theorem 8.2, we have that for all prime p not equal to 2:
E(T(Fye,n)) = bij r*

Thus, f can be written as a composition of substitutions, scalar multiplications and linear
transformations. All those operations are directly bijections over any IF;L,C, we thus conclude:

VK > k.f € bij o

The case p = 2 must be handled differently:
Lemma 8.9. For any k> 1 and n > 1, for any function f:

f € bijfs2ee+) = VI > 2(2k + 1).f € bij"a¥

Proof. For any m, we denote by F(T(Fam,n)) the set generated by E(T(Fam,n)) and the
permutation o = (X1,...,X,,) — (X?,...,X,). It is shown in [LN83, p. 351| that 2" is a
bijection in F, if n and ¢ — 1 are coprime. We have that for any k, 2 and 2* — 1 are coprime,
and then, we have F(T(Fyzrt1),n)) = bij 222++1)

Let us fix k and let f € bijf22r+1)

155



8 Complexity and Decidability

156

Thus, f can be written as a composition of substitutions, scalar multiplications, linear trans-
formations and o. Recall that o is a bijection over all F,, and the others trivially are. We
thus conclude: .

Vk' > 2(2k +1).f € bij 2

8.3.2 From Arithmetic Programs without Inputs to LRS

We first consider the case of arithmetic programs without inputs, P,Q € Py q(Q), R). In this sub-
case, P and @ are simply tuples of polynomials over a finite field. Thanks to the properties of
the local zeta Riemann functions, we are able to link the distributions of P and ) to some simple
Linear Recurrence Sequences (LRS). We may then leverage results on LRS to reason about our
problems.

Local zeta Riemann functions We recall the definition and relevant properties of local zeta
Riemann functions. For a tuple P of polynomials P,..., P, € F4[Xi,...,X,], the local zeta
Riemann function over T is the formal series

Z(P,T) = exp ( D] >Tk>
keN*
where Ni(P) = {Z € Fp, | A\1<i<,, Pi(T) = 0}
Remark that given P € Py, (0, R),
_ INk(P)]

Ple,, 0 = "5

q

Weil’s conjecture [Weid9| states several fundamental properties of local zeta Riemann functions
over algebraic varieties. Dwork [Dwo60] proves part of Weil’s conjecture stating that the local zeta
Riemann functions over algebraic varieties is a rational function with integer coefficients—recall
that Z(T') is a rational function iff there exist polynomials R(T) and S(7T') such that Z(T) =
R(T)/S(T). Bombieri [Bom66] shows that the sum of the degrees of R and S is upper bounded
by 4(d + 9)" ™!, where d is the total degree of (Py,...,P,,). It follows that the values of Nj for
k < 4(d + 9)"*! suffice for computing Z; since these values can be computed by brute force, this
yields an algorithm for computing Z.

We will by abuse of notations write Z(P) instead of Z(P,T) for the local zeta function of P. Z(P)
completely characterizes the number of times P is equal to zero on all the different extensions. For
instance, Z(P) = Z(Q) allows us to conclude that P and @ always evaluate to zero for the same

number of valuations, and this over any F ». A classical algorithm to compute Z is provided in
[LWO06].

Q Technical Details

WEeil’s conjecture actually only applies to non-singular projective varieties. However, as outlined
by [LWO06], Dwork’s proof can be used to obtain the stronger result of the rationality of the
local zeta function for any algebraic variety.
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Linear recurrence sequences We recall that the Linear Recurrence Sequence (LRS) denoted
by (uy) is an infinite sequence of reals uq,ug,... such that there exist real constants ay,...,a,
such that for all £ > 0,

Uk4+n = A1UKL4+n—1 + -t apug

The order of a LRS (ug) is the smallest positive n such that the equation above holds. The
recurrence relation can be associated to a polynomial, called the characteristic polynomial. We
then say that a LRS is simple if its characteristic polynomial does not have any repeated roots. As
outlined in [OW14b], a LRS of order n is notably simple if there exist algebraic constants vy, ..., vn
and non-zero real algebraic constants ci,......, ¢, such that, for all £ > O:

k
w= 3 ol

1<i<n

Remark that given two simple LRS of order n, it is enough to test the equality of the first n terms
to obtain equality of the two LRS. Some other problems related to our study are:

» the positivity problem: for all £ € N, does it holds that u; > 07 It is only known to be
decidable for LRS of order 5, and of order 9 in the case of simple LRS.

» the ultimate positivity problem: does there exists K such that for all £k > K, up > 07 It is
decidable for simple LRS but its decidability in the general case is open.

From programs to LRS Summing up the results from Dwork, Bombieri and Deligne, [CLO6]
allows us to characterize (N (P)) as a simple LRS. Given a tuple P of m polynomials in n variables
with maximal degree a, there exist integers a1, as such that a; + ag < (4a + 9)"*t™ and algebraic
numbers oy, ..., Qq,, B1, .- ., Ba, such that for any k > 1:

as al
Ni(P)=D_ 6 = of
j=1 j=1

@ 5% between 0 and 2Kp (Kp is a constant that

3%
[e3 /3
depends on the dimension of the variety of P) such that |o;| = ¢ /% and |3;] = ¢ /2.

Furthermore, we know that there exist integers s

We thus have that (Nj(P)) is a simple LRS. Remark that given P, computing the LRS corre-
sponding to Ny (P) or computing Z(P) is equivalent (recall that Z(P) is the formal power series
corresponding to the LRS (N (P)), and the reductions given in this Chapter are thus exponential.
Based on the previous discussions, we obtain the following Corollary:

Corollary 8.3. Let Py,..., P, € ﬁyq (0, R), any linear combination of the {Ny(P;)}1<i<k is a
LRS. So is any linear combination of the {[P;]p  (0)}1<i<k-

LRS, which have been widely studied, provide a uniform way to reason about our relational prop-
erties:

» try to encode the relational property as a property of some linear combinations of
[P, (0)hi<i<ws
» reasoning about the corresponding properties of the simple LRS.

This directly implies that, given P, Q € Py, (0, R), one can decide if:
» 3K, Vk > K. [P]p , = 0. This is because ultimate positivity is decidable for simple
q

LRS [OW14b]. This implies decidability of a variant of the ¢*-0-majority, that we may
call ultimate ¢®-0-majority: 3K, Vk > K. [P]p . 2 Qg ,
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» Vk > 0. [Plp, (0)=[Q]p , (0). This is because we can decide if two LRS are equal. Remark

that this is only a reformulation of testing if Z(P) = Z(Q). Hence, testing if two programs
have the same probability to return 0 over all finite fields is decidable.

Furthermore, for arithmetic programs without inputs, we have reduced F,e-0-majority to the
positivity problem for LRS, as the question is if for all &, [P]y . — [Q]g , > 0 where the left hand
q™ q

side is a LRS.

8.3.3 Decidability of Universal Equivalence

We show decidability of Fge-equivalence, leveraging tools from algebraic geometry, showing
that?:

1. Fyee-conditional equivalence is decidable for arithmetic programs; (Lemma 8.10)
2. it is also decidable for programs with conditionals; (Lemma 8.11)
3. it is finally decidable for programs with conditioning, e.g., failures. (Lemma 8.12)

Notice that, given two programs P and @, the local zeta function directly allows us to conclude if
they are equal to some value with the same probability for all extensions of the base field. Moreover,
thanks to [Kie76|, the computability of the local zeta function can be extended from counting the
number of points such that P = 0 for a tuple of polynomials, to counting the number of points
such that ¢ holds, where ¢ is an arbitrary first order formula over finite fields.

Corollary 8.4. Let ¢ and v be two first order formulae built over atoms of the form P =0
with P € F [X], and with free variables F C X. One can decide if for all k € N:

Ferlot) =1 =|Fe Rl vt/ =1

Thus, for any two events that can be expressed as a first order formula over a finite field one can
verify if they happen with the same probability over all extensions of the base field. Remark that
this cannot be used to decide universal equivalence, as equivalence cannot be expressed by a first
order formula.

We first show that Fye-equivalence is decidable for arithmetic programs, i.e. programs without
conditionals or conditioning. The difficulty is to make it so that we check equality of the distribu-
tions over all possible outputs, and not over the output 0. To this end, we express the distributions
as vectors, and show how to encode the two-norm of the distances between the distributions.

Given an enumeration 1 < j < q"”‘” of the elements c¢; of IFZ’“’ for any programs P;, P, € f[gq(ﬂ R)
SN = =
where |P;| = n, we denote by Py, P2F = ([P1, Py  (c1,0),...,[P1, Palp , (cgin,0)), that com-

pletely characterizes the distribution of P; conditioned by P, = 0. Notice that when |R| = m, we
have:
[N N N
" P, PF = (N(PyL + &, Pa), ..., Ni(Pry + cgin, Po))

—
The core of the reduction to LRS is that the squared norm-two of P;, Po¥ — Q1, Q2" is a LRS. As
we have that
— =
Py Pyrpe Q1] Q2 & VEeN P, P —Q1, Q"5 =0

This allows us to directly conclude decidability, as we can decide if the corresponding LRS is always
zero.

4The following reductions do not hold for equivalence, it is the reason why we considered conditional
equivalence. It works as equivalence trivially reduces to conditional equivalence.
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Lemma 8.10. Let P, P, Q1,Q2 in quk (0, R). We have that |Py, Po* — Q1, Q2" ||% is a LRS.
Proof. Using the classical inner product ¥ - § = }_, x;y;, for any k and programs U,V,U’, H' €
PFqk (), R, we have, when o is a mapping from variables in R to fresh variables in R’ and |R| = m:

Ne((U = Vo, U, V) = [{X, X" e T | UX) = V(X) A (U'(X), V(X)) =0 ]
=Y | X €FR | UX) = e AU/(X) = 0‘

x ‘X €Fn | V(X) = cAV/(X) :0’
—L —
iqkm X U, U/f % qkm X V, V/’]LC
1k V/k

L

c
=

)

So now,

N (Py — Pio, Py, Pyo) — 2Ny (P1 — Q10, P2, Q20) + Ni(Q1 — Q10,Q1,Q10)
= ¢?k™m x (P, PP - P, PR — 2P, PR - Q1, Q2% + Q1, Q2 - Q1,Q2F)

In other terms:

Ni(Py — Pio, Py, Pyo) — 2Ni(Py — Q10, P2, Q20) + Ni(Q1 — Q10,Q1,Q10)
= qka X H-PlaPQk - Qlanng

Corollary 8.3 finally allows us to conclude. |

We can now conclude decidability of IFe-equivalence for arithmetic programs, as we can decide if
the corresponding LRS is always zero. Computing the LRS is in fact equivalent to computing the
associated local zeta functions, and thus check if the following is equal to 0:

Z(P1 — P10, Py, Pyo) —2Z(P) — Q10, P2,Q20) + Z(Q1 — Q10,Q1,Q10)

Using the complexity for the computation of the local zeta function provided by [LW06, Corollary
2] we obtain the following corollary.

Corollary 8.5. IF ~-conditional equivalence and IFy -equivalence restricted to arithmetic pro-
grams are in EXP.

Removing the conditionals We now wish to remove conditionals, in order to reduce equivalence
for programs with conditional to arithmetic programs (which are simply tuples of polynomials).
To remove the conditionals, the first idea is to use a classical encoding in finite fields:

if B # 0 then P! else P{h - [Plf + B (P P{)}

; F
ak qk

This works nicely as B 1is equal to 0 if B = 0, else to 1. However, for the universal case, we need
to have an encoding which does not depend on the size of the field, i.e., it must be independent of

k. The key idea is that for any variable ¢t and polynomial B:

(B(Bt—1)=0At(Bt—1)=0) < t=DB7 2
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And thus, we can for instance write, for any program @ and output o'

[ifB £ 0 then P} else P} }F (@) =1Qk, @
e [P+ B P - P (0= 1Q, @

& [P+ BuP;— P]), (BBt - 1),4(Bt-1))|  (5,0)=[Q, (&)

Fqk

An induction on the number of conditionals yields our second lemma.

Lemma 8.11. For any k € NU {oco}, Fx-conditional equivalence restricted to programs with-
out failures reduces in exponential time to IF . -conditional equivalence restricted to arithmetic
programs.

Removing failures Recall that failures define the probabilistic semantics through normalization.
For instance, for a program (if b = 0 then P; else L, P») where P, and P, do not fail and b is a
polynomial, for any o, we have:

; ~ P{ Py =3APy=0Ab=0
[(ifb = 0 then Py else L, Py)]; , (5,0) = e

Handling this division by itself would be difficult if we wanted to compute the distribution. How-
ever, in our setting, we are comparing the equality of two distributions, so we can simply multiply
on both side by the denominator, and try to express once again all factors as an instance of con-
ditional equivalence. We will be able to push in conditional equivalence some probabilities, as
[P]]Fqk (0) x P{b=0} =[P, b]Fqk (0,0) when all variables in b do not appear in P.

As an illustration of how to remove the failures, with some program @, we have:

ifb=0then P else L | P, ~rF, @ | 0 < Vo.[(if b then P else L, P)|; , (0,0) = [Q]y , (0)
SVOP{PL=0AP,=0Ab=0} =P{=(b=0)}]
V6. [Py, Py, by, (6.0) = B{=(b = 0)} [Q]s , (9

q

To reduce to an instance of conditional equivalence, the issue is that we need to express as an
equality the disequality b # 0. With some fresh variable ¢, multiplying by P{—(b = 0)} or condi-
tioning on tb — 1 = 0 is equivalent, as b has an inverse if and only if it is different from zero. We
can thus have:
ifb=0then P else L | P, ~p , Q[0 & V0. [P, P, bl (0,0) =P{~(b=0)}[Qlg , (0)
a q q
& V0. [Ph Py, b]Fqk (5, 0) = [Q,tb — quk (5, 0)
s Py |P2,b%Fqk Qltb—l

Universal equivalence Using those techniques, we obtain:

Lemma 8.12. For any k € NU {oo}, F r-conditional equivalence reduces to F,x-conditional
equivalence restricted to programs without failures in exponential time.

The previous Lemmas allows us to conclude.

Qg , (3,0)
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| Theorem 8.3. F - -equivalence and F~-conditional equivalence are in 2-EXP.

Independence Using once again Lemmas 7.2 and 7.3, we obtain the same complexity results for
the independence problem.

| Corollary 8.6. FF,~-conditional independence is in 2-EXP.

Moreover, we can also extend the lower bound obtained for ¢-equivalence.

| Lemma 8.13. F,-equivalence reduces in polynomial time to F -equivalence.

Universal zero-majority without inputs For arithmetic programs, we have reduced
F4ec-0-magjority to the positivity problem for LRS. The generalization to general programs
with conditionings and branchings is similar to the reductions for universal equivalence. We thus
obtain the following result.

Theorem 8.4. F,-0-majority for inputless programs reduces in exponential time to the pos-
itivity problem for simple LRS.

The reduction can also be applied with the generalization of [Kie76], and thus, for any two events
about programs over finite fields, one can, given an oracle for the positivity problem, decide if the
probability of the first event is greater than the second one for all extensions of the base field.

We also remark that similarly to [Fye-equivalence, the complexity of the problem strongly comes
from the presence of multiplications. Indeed, in the linear case, majority implies equivalence and
we obtain the following.

| Lemma 8.14. F,~-0-majority restricted to linear programs is in PTIME.

Similarly to the equivalence case, we can derive some hardness from the non universal case, but
we do not obtain any completeness result.

| Lemma 8.15. Fye-0-majority is PP-hard.

Compared to equivalence, we do not have a way to reduce majority or 0-majority programs without
inputs. Thus, we are not able to generalize the reduction to the positivity problem for those cases.

8.4 Program Indistinguishability

Q Section Summary

To reason about computational indistinguishability of programs, we study and define program
indistinguishability and the LRS negligibility problem. We make some first steps towards the
decidability of program indistinguishability by proving the decidability of the LRS negligibility
problem, but leave the decidability of program indistinguishability open, except for binary
programs, that only return a boolean. In the special case of binary programs, we show the
decidability of program indistinguishability, using the same reduction to LRS as for the case of
universal equivalence.
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A variant of equivalence that is of interest for security proofs is indistinguishability. Intuitively,
it means that the statistical distance between two programs is negligible w.r.t. some security
parameter.

Definition 8.1. We say that two programs P, @ are indistinguishable, denoted by P ~ @, if
for all d € N there exists K; such that:
. 1
V> Ke Y|Pl )= Ql, ) <

e lF’Vl
oe ok

Or equivalently:
1

P~QeVEk> K, Hﬁ’qungm

Indistinguishability of programs is of course implied by equivalence, but the converse is not true.
Consider for instance the program that always outputs 0, P := return 0, and the program @ :=

z & D,if x = 0 then return 1 else else 0.

This is very close to the definition of computational indistinguishability. A widely known fact
(see e.g. [Gol05]) is that the negligibility of the statistical distance implies the computational
indistinguishability of the two programs: no attacker can guess with which of two programs they

interact. In other terms, abusively denoting programs as protocols outputting some value, we have
P~Q=P=Q.

We provide some first insight about the program indistinguishability problem by showing that the
corresponding LRS problem is decidable (this relies heavily on the techniques of [OW14b] and on
some of its notations, that we do not recall here). The decidability for LRS implies that if one
can find a way to express Hﬁk — Qk||1 as a LRS, program indistinguishability is decidable. The
reduction would also work if any polynomial over ||13’C —Q* |l can be seen as a LRS, as any function
is negligible if and only if any polynomial in this function is negligible.

Q Technical Details

Classically, a positive function f : k — f(k) is negligible if:

1
kd

Vd, 3K 4,Vk > Ky. f(k) <
Notably, for any = < 1, k — z* is negligible.
Definition 8.2. A simple integer LRS (uy) is negligible if:

1
Vd,dKy4,Vk > Kg. |Uk‘ < 7

Theorem 8.5. Let M be the mazimal modulus of the roots of a simple integer LRS (ug).
(ug) 1s negligible if and only if M < 1.

Proof. We perform a case study on the maximal modulus of the roots, after removing the case
of degenerate LRS.



8.4 Program Indistinguishability

Degenerate LRS First, remark that for any M, (ux) is negligible if and only if for all d
between 0 and M — 1, {(ugprr4q) is negligible. Indeed, if any of the sub-LRS is non negligible,
the LRS is also non negligible. If all the sub-LRS are negligible, so is the LRS.

From now on, we only consider non degenerate LRS.

General form of non degenerate LRS There exist integers a1, as and algebraic numbers
Q1,3 Qayy 1, - Pay such that for any k > 1:

a al

k k

U = g Bj — g aj;
=1 =1

Maximal module M < 1 We have by triangle inequality that Vk. |ug| < (a1 +a2)M*. If m
is smaller than one, k + (a1 + az) M* is a negligible function, and thus the LRS is negligible.

Maximal module M/ > 1 We will use Braverman’s Lemma |Bra06|, and therefore assume
that the LRS is not always zero (else it is trivially negligible).
Let M be the maximum module of A = {a, 8;}. We consider Ay, = {2 € Al|z| = M}.

Assume that M ¢ A. This means that (uj) has no dominant real root. Then, we can write
2?2:1 BJ’? — Z;“:I oz? as D en,... x* 47y, where r, = o(M*). Applying Braverman’s Lemma to

Y eeh, s A”j[—i, we get ¢ such that infinitely often, |>0 o, J\Z—i\ goes above ¢ and below —c.
Finally, there exists some ¢ such that infinitely often 132520 Bf -2k of| < (—c+e)M* and
|3052, BF = 0L, of| >= (¢ — e)M*. As M > 1, we have that there exists an infinite number
of k such that |ug| > (c — €). Then, infinitely often, |uy| is bigger than a constant, and hence

non-negligible.

Assume that M € A. Wedenote by co = {1 <i<a; |a,=M}andcg={1<i<ag|f =
M}, Then, with ¢ = ¢, — ¢g, we consider vy = ux — ¢ X M. If vy has no dominant real root,
we can apply Braverman’s Lemma to vi. Then, infinitely often vy > 0 and vx < 0, and thus
infinitely often uy —cx M > 0 and uxy —cx M <0, i.e., up > ¢ X M and ux, < —c x M. No
matter whether ¢ is positive or negative, we have that |ug| > |c x M| and (uy) is not negligible.

We are only able to show that the negligibility of || P¥ —@*||2 is decidable, as thanks to Lemma 8.10
it is a simple LRS. This provides a necessary condition and a weak sufficient condition for P ~ @,

as for any k: . . B . . .
|1P* = QFll2 < [|P* = Q% |l < ¢*™/2||P* — Q|2

Notice however that if we consider programs that always return either 0 or 1, we have that
|Pk — Q%||, = ||P* — QF||2. This observation allows to obtain the following corollary, combin-
ing Lemma 8.10 and the fact that the negligibility of a simple LRS is decidable.

Corollary 8.7. Program indistinguishability restricted to programs that always output either
0 or 1 is decidable.
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Unfortunately, we leave the decidability in the general case as an open question.

8.5 Undecidability with Loops

Q Section Summary

We prove undecidability of universal equivalence for programs with loops over finite fields. This
is done by reduction from the halting problems of two counter machines.

Assuming the same guards b as in the conditionals (Figure 7.1), we add the while b do ¢ construct
to our language. The associated semantics is natural and not detailed (note that we also extend the
semantics of variables to be used in loops). The semantics of a program that does not terminate
is given a specific value L*. Then, the uniform equivalence problem of this enriched language is
undecidable. We reduce the halting problem for two counter Minsky Machines.

A Minsky Machine, or counter machine, is a 3 tuple (C, L, I') where

» C={c1,...,¢} is a set of counters;
» L={ly,...,l;,} is an ordered set of labels;
» and I = {i1,...,%n} is an ordered set of instructions.

For each instruction 4, I; is the associated label, used for jumps. Instructions are of the form:

i:= incr(ck); JUMP(I;)
| decr(cx); JUMP(15)
| if ¢, = 0 then JUMP(I,) else JUMP(,)
| HALT

A configuration of the machine is given as a couple (ny,...,n;),i where (n1,...,n;) € Nl andi € I.
Intuitively, the configuration gives explicitly a value for all the counters of the machine, and stores
in a dedicated register the current instruction to be executed. The one step reduction of a machine
M is denoted by — s, defined by:

(n1,...,n), (incr(cg); JUMP(L;)) = a (R, ..o one + 1,000, 1), 45

(n1,...,ny), (decr(c); JUMP(L;)) = (1, ...,ng — 1,...,ng),1; (when ng > 0)
(n1,...,m), (if ¢ = 0 then JUMP(l;) else JUMP(l)) — s (n1,...,m),is (when ng = 0)
( ) ( !

ni,...,n), (if ¢y = 0 then JUMP(I;) else JUMP(l;)) —u (n1,...,1),4 (when ng # 0)

We denote by —7}, its transitive closure.

The halting problem for two counter machines is undecidable, i.e., given a machine M and an
initial configuration C,r, one cannot decide if there exists a value C’ of the counters such that
C,r =%, C' HALT.

| Theorem 8.6. [ ~-equivalence is undecidable for programs with loops.
Proof. Let M = (C,r,L,I) be a two counter machine where C' = ({¢1,¢2}, L = {l1,...,ln} and
I ={iy,...,im}, and an initial configuration (ny,ns),is.

We build a program over F, which emulates the counter machine execution, and which will be
such that it never terminates in all interpretations if and only if M does not terminate. Then, the
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program will be universally equivalent to a program which never halts if and only if M does not
terminate, which is the expected reduction.

We choose g to be the smallest prime number bigger than m, and we assume, without loss of
generality, that the only halt instruction of M is l;. We can then emulate r with a single variable,
where the macro JUMP(l;) is simply r := 1.

If we denote by [i] the encoding of an instruction 4 defined later, the core of the program is then:

ri=s
while r # 1 do
if r = 2 then
[i2]

if r = m then
[im}

We now provide encodings for each instruction. We first define a dummy non halting program

Loop := while0 =0do ¢ i) (the sampling of ¢ is an alias for no operation).

To model the counters, we sample a pair of variables z1, xo & {D | x122 = 1}, and a counter
of value n is represented by z7. In this representation incrementing the counter corresponds to
multiplication by x1, and decrementing is achieved by multiplication with zs (the inverse of x1).

Assuming that we are given some variables x1, 29 and c;, ¢, we define a function [i] such that:

[incr(ck); JUMP(1;)] = ¢ := ¢ x x1;if ¢, = 1 then Loop else r := j
[decr(cg); JUMP(1;)] =if ¢, =1 then Loop else ¢, := ¢ X x1;7 =]
[if ¢, = 0 then JUMP(I;) else JUMP(l;)] = if ¢, =0 thenr:=selser:=t¢

The final program P is then:
$
T1,To < {1‘1332 = 1}
=it e i =aitri=s
while r £ 1 do
if r = 2 then

[i2]

if r = m then
[im]
return 0

To conclude the proof, we now prove that

P =g .. Loop < M does not halt on input (n1,n2),is

It is clear that without an overflow, i.e., when the multiplicative group generated by x; is big
enough to avoid the case ¢, = 1 in the encodings of incr, P perfectly simulates the behaviour of
M, and terminates if and only if M terminates.

Let us assume that M does not halt on input (ni,n2),is. Given an interpretation Fyr, and a
sampled value x1, x2, we have counters that can evolve in the cyclic multiplicative group generated
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by 1, of some size qk,. For any such k', either the simulation of M will create an overflow
(increasing a counter over k'), and then P does not terminate. Else, there is a loop of instructions
in M, which will be perfectly mimicked by P, which then does not terminate. Thus, for any
interpretation and any random samplings, P does not terminate, and then P ~ .. Loop.

Let us assume that M does halt on this input. We have an upper bound K on the values of
the counter during the execution. Thus, there exists some k such that ¢¥ > K, and there exists
a random sampling of z; such that its generated multiplicative group is of size ¢*. Then, the
execution of P simulating P will not overflow, and P will terminate, going out of the while loop
and returning 0. This execution is then a witness that P %””Fqk Loop, and thus P %y .. Loop



O In Practice

| never expect men to give us
liberty. No, women, we are not
worth it until we take it.

(Voltairine de Cleyre)

9.1 Introduction

We previously defined relational properties between probabilistic programs that can be used to
perform elementary proof steps in the computational model. We studied the complexity and
decidability of such problems, and notably obtained the decidability of universal equivalence. The
complexity of the decision procedure is however exponential.

As we have shown that no efficient property is likely to exist we will design heuristics to ease the
process of proving security protocols. To be used in practice, we claim that heuristics should be
principled: they must have clear theoretical foundations, so that we understand how we may use
them and what are their limitations. Following those guidelines, tools based on such heuristics
should be easy to use, extend and maintain.

To provide such heuristics, our approach is to leverage widely studied techniques from symbolic
cryptography. We can through symbolic reasoning abstract away all probabilities, and simplify
some of the properties of finite fields, for instance abstracting them by commutative rings of a given
characteristic. Our approach is modular, defining first a symbolic characterization of equivalence,
that is then used to link the equivalence and independence problem to deducibility and static
equivalence.

Motivated by those new links, we also extend the state of the art of deducibility and static equiva-
lence for groups, finite fields and ring theories. We then put in practice our heuristics, by developing
a library integrated into two mechanized cryptographic provers, EASYCRYPT [BGH11; BDG"13]
and MASKVERIF [BBD15].

@ Chapter Summary

In this Chapter, we focus on deriving principled and automated proof methods for universal
equivalence and independence that can be used in cryptographic proofs. To decide these prob-
lems, our approach is to leverage in a modular way existing techniques from symbolic cryptog-
raphy. This methodology completely abstracts away probabilities and provides syntactic rather
than semantic reasoning techniques.

We then extend the decision procedures for some of the techniques from symbolic cryptography,
and implement our heuristics in a library. The library is integrated in two cryptographic provers,
improving their automation.
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9.1.1 Our Contributions

Based on the semantic characterization of equivalence through bijections (Proposition 7.1), we give
a sound and complete syntactic characterization of equivalence. The characterization is based on
the notion of primal algebra used previously for proving decidability of unification in the theory
of finite fields [Nip90]. The syntactic characterization replaces the existence of a bijection by the
existence of a term satisfying specific syntactic properties.

We then leverage (and sometimes extend) methods from symbolic cryptography, including de-
ducibility, deduction constraints and static equivalence, to check the syntactic characterization of
our properties.

Our abstract framework allows us to derive sound and complete algorithms, as well as heuristics
that may be only sound or only complete. Given the high complexity, or lack of decision proce-
dures, such heuristics are of particular interest in practice. Previously mentioned tools for proof
mechanization do use some heuristics, but they often lack theoretical foundations, leading to a
misunderstanding regarding the precision and limitations. Our results clarify these questions for
the heuristics we propose.

In particular, in the case of finite fields of a fixed size we obtain sound and complete algorithms.
Even though we showed that this problem has high computational complexity, our algorithms
appear to be more efficient in practice than the straightforward ones. While the case of finite fields
of a fixed size is already useful in some cases, cryptographic proofs

» are often performed for an abstract size of the finite field (universal equivalence),
» may require complex combinations of function symbols, where non interpreted function
symbols may capture attacker actions (such as in the BC logic).

Thanks to our framework, we can however derive the soundness and/or completeness of many
different heuristics for this universal settings. For instance, to prove program equivalence over Fan
for all n, it follows from our results that it is sound to prove their equivalence over a commutative
ring of characteristic 2.

To leverage our results, we prove the decidability of deducibility in the theory of the Diffie-Hellman
exponentiation, based on decision procedures for rings and finite fields. The decision procedures
are based on techniques from Groébner bases. This is a contribution of independent interest, as
it can also be leveraged to automate the application of the Decisional Diffie-Hellman assump-
tion or generalized to reason about matrices and the Learning With Error assumption [BGS15;
BFGT18].

We demonstrate the usefulness of our approach in practice through the implementation of a library
that we interfaced with two existing tools: EASYCRYPT [BGH'11], and MASKVERIF [BBD™15].
We do not implement all heuristics or decision procedures discussed in this Thesis, but the ones
implemented are sufficient to improve the existing tools. The source codes of the library and
modified tools are available online: [Seq; Ecs; Mvs|. We consider examples in the area of masking,
which provide challenging examples of probabilistic information flow. In particular, unlike the
original MASKVERIF tool, our extension allows for insightful feedback as it may provide attack
witnesses when proofs fail. Furthermore, the integration of our approach into the EASYCRYPT
proof assistant improves automation.
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9.1.2 Related Work

Our work explores the relationship between probabilistic and symbolic approaches to cryptography.
The probabilistic approach focuses on computational or information-theoretic notions of security,
which are modelled using probabilistic experiments. The symbolic approach uses methods from
universal algebra, automated reasoning and logic to model and reason about security. Both models
have been used extensively in the literature, and there is active research to develop formal methods
and tools for proving security in these models.

The connection between these two approaches was first established by Abadi and Rogaway [AR02],
who prove computational soundness of symbolic security proofs for symmetric key encryption:
under specific assumptions, protocols that are secure in the symbolic model are also secure in the
computational model. Their seminal work triggered a long series of results for other cryptographic
constructions [CKW10]. The difficulty in computational soundness results stems from the fact
that the soundness of a security proof requires that every possible behaviour of a computational
adversary is captured by a symbolic adversary. In our work, we exploit soundness of symbolic
attacks: every symbolic attack (e.g., an attacker deduction) corresponds to a computational attack.
This form of soundness is generally obtained by construction, as every symbolic term induces
a probabilistic algorithm. This connection originates from the work of Barthe et al [BCGT13|
on automatically verifying and synthesizing RSA-based public-key encryption and was further
extended in [BGS15] and [BFG' 18] to deal with pairing-based and lattice-based cryptography.

Our work is also closely related to approaches to reason about equivalence and simulatability
of probabilistic programs. Barthe et al [BDK 10| show decidability of equality for probabilistic
programs (without conditionals or oracle calls) over fixed-length bitstrings. Jutla and Roy [JR10]
show decidability of simulatability for programs (with conditionals but no oracle calls) over finite-
length bitstrings.

Applications of symbolic methods to masking were considered by Barthe et al in [BBD'15;
BBD™16], who develop specialized logics to prove different notions of (threshold) non-
interference.

Previous work for deducibility in the Diffie-Hellman exponentiation theory only provide partial
solutions: for instance, Chevalier et al [CKR'03] only consider products in the exponents, whereas
Dougherty and Guttman [DG14] only consider polynomials with maximum degree of 1 (linear
expressions).

9.2 Symbolic Characterization

Q@ Section Summary

To leverage existing methods from symbolic cryptography, which abstracts probabilities away
and only consider syntactic constructs, we need to be able to reason in terms of syntax rather
than semantics on our different problems. In this Section, we identify precisely what are the
properties required from our algebras to be able to reason only on the syntax, yielding the
notion of effective algebra.

An effective algebra is a primal algebra [Nip90]|, where the syntax is powerful enough to ex-
press all possible functions, equipped with sound and faithful equational theories, that models
perfectly the equality of the algebra. Using those effective algebras, we are able to translate
the semantic characterization of Proposition 7.1 into a purely syntactic characterization, as the
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existence of a bijection is replaced by the existence of a term that models a bijection. We say
that such a term is R-bijective.

9.2.1 Symbolic Abstraction

We introduce a framework to completely axiomatize ».-algebras: in some cases the term algebra
equipped with an equational theory E gives a fully abstract representation of the ¥-algebra. Recall
that we often assimilated the domain D over which we interpret function symbols in 3, with the
Y-algebra D that provides the actual interpretation of the function symbols. We shall not make
the same confusion in the remainder of the chapter, as it may now become misleading.

Primal Algebra A central notion of this Section is primality of an algebra in [Nip90]. In the
following Definition, recall that ¢t corresponds to the interpretation of the term ¢ w.r.t. D (Defi-
nition 7.1).

Definition 9.1. D is said to be primal if and only if

Vn.Vf:D" s D. 3t € T(X, (21, ..., vp)). f =1t

Primality expresses that for any function over the interpretation domain, there exists a term whose
interpretation is equal to the function. Intuitively, it means that the syntax is expressive enough
to capture all possible operations.

Term algebra for I,  We consider a variant of the term algebra we used up to now for finite
fields, in order to have a primal representation of finite fields. Let P be an irreducible polynomial
over Fp[a] of degree k. The F«-algebra is defined by the signature

E]Fp;C = {07 13 «, +a *}
and their usual mathematical interpretation with F,» seen as Fplad/ (P(a))- Nipkow [Nip90| has
shown that the Elek -algebra F,» is a primal algebra:

Proposition 9.1 ([Nip90]). F,. is a primal algebra.

The main idea underlying the proof relies on the encoding of conditionals of the form if z =
i then t; else t3. We already presented such an encoding for F,» in Section 7.4.1. This allows
for a basic encoding of any function as

if =0 then f(0) else ...if z =14 then f(i) else ...

As we are working on finite sets, this encoding completely captures a function. In the case of
booleans (¢ = 2), we basically write down the truth table of the function in a term.

Term algebra for " Tt is interesting to note that Fj* can be made primal. We write tuples
directly as sequences of elements, for example we denote 000 by (0,0,0), or 03. The F;*-algebra is
then defined by the signature

Erm = {0m, (0x10m—1-k)o<k<m—1, (0kA0m—1-k)o<k<m—1, +, *}

and their mathematical interpretations, where we extend multiplication and addition to tuples
component by component. This is similar to the classical notation for xor on bitstrings.

Defined this way, we still have primality for those algebras:
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| Proposition 9.2. Fi" is a primal algebra.

Proof. We see f as a function (IE*‘Z’)’C = Fy denoted f(z1,...,xx) = fi(z1,...,2k). fu(21, ..., 78).
1...2™ and see each f; as a function (F,)*™ — F,

R

. ]Fq
Then, by primality of F, (Proposition 9.1), there exists t; € 7 (Xr,,2]) such that f; = t;7. We

7

For 1 < i < k we may also decompose z; as x

define ¢} as t; where we replace:

» 0 with 0,,

» 1 with 0;_110,,_;_1

» o with 0;_100,,—;-1

» SC; with 0;,_110,,—;—1 X 2y (: 01_11}'Om_¢_1).

m

P -
We observe that ¢, = (Oi,l(ti)&om,i,l) and we may have f = e with t = >t [ |

Equational theories To fully abstract our algebras, we need to be able to capture equalities
between terms. We achieve this using equational theories. Recall that an equational theory F is a
set of equalities {¢; = u;}; where t;,u; € T(X,V) for some set of variables V. E induces a relation
=g on terms defined as the smallest equivalence relation that contains equalities in F and that is
closed under substitutions of variables by terms, and application of function symbols.

Definition 9.2. An equational theory E is said to be sound (<) and faithful (=) with respect
to D if and only if
Vit € T(R). tP =t oty =p ty

When FE is both sound and faithful we may use = for =g, as the equality over the domain then
corresponds exactly to the equality w.r.t. the equational theory.

The equational theory Fr, ~ We consider the equational theory Er, parameterized by n and
P such that ¢ = p”, and P is an irreducible polynomial P € Fy[a] of degree n. Denoting by P(«)
the term corresponding to this polynomial, we define Er_ as follows.

r+0==zx zx0=0
rxl==x x+---+x=0 (p times)
r+y=y-+z x*--xx =1 (g-1 times)
THY=Y*T xx(y+z)=xxy+a*z
ct(y+z2)=(@+y)+z wx(yxz)=(xxy)*z
Pla)=0

| Proposition 9.3. Ey, is sound and faithful with respect to F,.

Proof. We consider the classical representation of F, as Fp[a]/(P). The Euclidian division by P(«)
provides a normal form for any element in F,.

Soundness: By definition of a field, every equation in Er, holds for all field elements. Soundness is
thus immediate.

Faithfulness: Let t1,t5 be two ground terms such that ¢t = ¢2. There exists a polynomial T' €
Fpla]/(P) such that t? = T = tP. We can see t; and t, as polynomials over F,[a]. Using the
equations capturing associativity, commutativity and distributivity, a polynomial can be written
in the developed form, and then using the Euclidian division,with ¢ € {1,2} under the form t; =
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Qi P; + R; with deg(R;) < deg(P) . As P(a) =g 0, both polynomials reduce to t; =g Q; x0+ R;
, which by with x * 0 =g 0 reduces to t; =g 0 + R;, which finally reduces to t; =g R;. Now, with
the correctness of E, we have that ¢; =g T, which by transitivity implies R; = T. We thus have
t1 =g Ry =g T =g Ry =g t2, which concludes the proof. |

Effective algebra We can finally define the new general class of algebras we will be able to
reason about.

Definition 9.3. (D, X, F) is called an effective algebra if D is a finite primal term algebra over
Y, and E is sound and faithful with respect to D.

We consider the example where D is a finite field, denoted ", where ¢ is an explicit value, and

m is a parameter. We may for instance study programs manipulating bitstrings of length m using
3"

An example of an effective algebra is, for an explicit ¢, (Fy, ¥r,, Er,). From this algebra corre-
sponding to finite fields, we could also obtain an effective algebra (Z,, ¥z, Ez,) for commutative
rings of characteristic p by removing some equations from Ep, . o

We remark that effective algebras provide in the following work equivalences between probabilistic
programs and symbolic methods. Yet, if the equational theory is sound but not not faithful, or
if the algebra is not primal, we lose completeness of our reductions, but we still keep sound proof
techniques. This is what is used to derive, from complete algorithms in the finite case, sound
algorithms in the universal case.

9.2.2 Symbolic Characterization

We provide here an extension of Proposition 7.1 based on effective algebras. This is the abstraction
that allows us to reason only at a syntactic level. Notice that we cast Definition 7.8 of programs
that are R-bijective to terms, simply by considering the definition over straight line programs.
Intuitively, if we have an effective algebra, we simply replace the existence of a bijection by the
existence of a term that models a bijection. We show in the next Section, how we will be able to
check if a term is a bijection using symbolic methods.

Lemma 9.1. Let (D,X, E) be an effective algebra and P,Q € Px(I, R)

T € T(X, X UR)IEL

PrpQ < T R-bijective N P =g Q{T — R}

Moreover, if E is sound, but not faithful, then the implication from right to left (<) still holds.
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Proof.
PxpQ < (Cor7.1)
vi € DI, 3f; € bij". v e DIFL [P = [Q] 5"
& (we set point by point fso that Vi, 7, f(i,7) = f+(7)
Af s.t.Vi, (7 f(i,7)) bijection.¥(q, ) € DHVEL
[PI5™ = [Q15™"
< (D is primal)
3T € T(2,1U R), T R-bijective. Y5 € DIVEI,
[PI5 = [Q(T —~ R}
4

3T € T(Z,1UR). T R-bijective, PP = Q{T — R}
< (E is sound and faithfull)
T € T(X,IUR). T R-bijective, P = Q{T — R}

Example 9.1. Consider again uv + vw + uw ~y, v from Example 7.8. A valid witness of this
equivalence is
t(u,v,w) = (uwv + wu + vw,u + v,u + w)

To show that ¢t = (t1,to,t3) is indeed a valid witness, we show that ¢ is R-bijective, which we
do by exhibiting the inverse. We have t3t3 = wv + vw + wv + u = t; + u. Thus, we have
tots + t1 = u. Then, ty + tols + t1 = v and t3 + taots + {1 = w. Finally, if we set g(x1,x2,23) :=
(vow3+T1, Ta+Tox3+21, T3+ T223+71), we find that g(t(u,v,w)) = (u,v,w)), i.e. tis a bijection®.

9.3 Symbolic Methods for Probabilistic Programs

@ Section Summary

Using the previous syntactic characterization of equivalence, we now leverage several classical
symbolic cryptography techniques to reason about our relational problems:

» deduction is used to check R-bijectivity, and thus uniformity;
» deduction constraints are used to decide equivalence;
» static equivalence provides a negative criterion for equivalence.

Remark that most links are established for linear programs, but recall that in the case of finite
fields, conditionals can be encoded using field operations, and in general conditionals can always
be seen as part of the syntax of terms, rather than the syntax of programs.

9.3.1 Using Deduction to Check Uniformity

We show that, on effective algebras, deduction can be used to decide uniformity. When the equa-
tional theory is sound (which is generally straightforward), but not necessarily complete, deduction
can still be used as a proof technique, as in that case our encoding still implies uniformity.

Example 9.2. Consider ¥g = {0, +} and the equational theory Eg defined as the subset of Ef,
with ¢ = 2 defined over ¥g. We have that

ut+v+w,vt+whke u

! Actually, we show that ¢ has a left inverse g, which implies that ¢ is injective. For a function over a finite
set, injective implies bijective, so we conclude that t is a bijection.
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witnessed by the term R = z1 4+ 5. However,

U+ v+ w,v+w e, utw.

The intuition behind the following Proposition is given through Corollary 7.1 that links uniformity
and bijectivity. As a bijective function is a function which given its outputs allows to recompute
its inputs, it can be checked if a function is bijective using deduction.

Proposition 9.4. Let (D,%,E) be an effective algebra and P € Px(I,R) with R =
{ri,...,rx}. We have that

P%DTh...,Tk <~ VTiER.P,Il—ETZ‘

Moreover, if E is sound, but not faithful, the implication from right to left (<) still holds.

Proof. We have:
Pxpry,...,r, <13 eT (S, TUR).t R-bijective NP =g t
&2 3t € T(X,1U R).t R-bijective N PP =P
&3 3¢ DUHIRL o DIRL VT 7 s ([, [R]S) € bl A o([I, PIST) = [R]F,
&4 Vr € R. e, : DRI DIRI,
7= i 7 i T DI % 7
Vi (7 (e, (U1, [RIT), - e (L1, [RI)) € 6™ ™ A en([1, BJ =[rlp
&5Vr e R. 3¢, € T(S,IUR).(Cry, .., ¢y, ) R-bijective A e (1, P( R)) =
&5vre R 3¢, e T(S,IUR). ¢.(I,P(I,R)) =g r
s"VreR P(ILR),IFgr

We detail below each equivalence.

<! By Lemma 9.1.

<2 By the soundness and faithfulness of E. .

&3 tis R-bijective, so for any i € DMl and z € DIFl | we may take cz(z) = t7H([1], z) and we may
then define ¢([/ ]]’;, 2) = ¢;(2) which is a bijection for any 7. We are basically taking the inverse of
t with respect to R.

&4 By splitting ¢ over the k dimensions.

&% By primality, soundness and faithfulness.

&% We detail the difficult part:

Vr € R,3c, € T(X,IUR),c.(I, P(I,R)) =g 7
= (¢ryy ..y Crp, ) R-bijective

For any i, 7+ [[P]]w’ has a left inverse which is 7+ [[C]]“”. 7 [[P]]lUT is a function over a finite
set, so if it has a left inverse, it is injective, which in a finite settings means that it is bijective
(pigeon hole principle). Moreover, if a bijective function has both a right inverse and a left inverse,
they are equals. Indeed, if f as for left inverse g (g o f = id) and for right inverse h (f o h = zd)
then g(z) = g(f o h(z)) = g o f(h(z)) = h(z). Thus, Vi, 7 — [[C’]]“”" is the inverse of 77— [[P]]lu’”
and is in particular a bijection.

9.3.2 Deduction Constraints and Unification for Program Equivalence

In this Section we show how deduction constraint as used in symbolic cryptography [MS01| and
(equational) unification can be used to verify program equivalence. Deduction constraints gener-



9.3 Symbolic Methods for Probabilistic Programs

alize deduction from ground terms to terms that contain variables that have to be instantiated by
the attacker.

In the following, we denote by vars(t) the set of variables of a term ¢, and by dom(c) the domain
of a substitution, i.e., the set of variables that are replaced by the substitution.

Definition 9.4. Let ¥ be a signature equipped with E, and X a set of variables. A deduction
constraint is an expression T' %5 u where T C T (X, X) is a set of terms and u € T(3,X) a
term.

A deduction constraint system is either 1 or a conjunction of deduction constraints of the
form:
TiFLun AL T By oy,

where 17, ..., T, are finite set of terms, w1, ..., u, are terms.

A substitution o with dom(c) = X is a solution over variables X of a deduction constraint
system if and only if Vi. T;o Fg u;0.

A deduction constraint system may satisfy additional properties:

» monotonicity: § CT7 C ... C T,
» origination: Vi. vars(T;) C vars(uq, ..., u;—1)
» one-turn: Vi, j. T; = Tj A vars(u;) = 0

Monotonicity and origination are classical notions that are naturally satisfied in the context of
security protocols and exploited in decision procedures: monotonicity ensures that the attacker
knowledge (the T;s) only grows, and origination ensures that any variable appearing in the attacker
knowledge has been instantiated in a previous constraint.

The one-turn property is novel: it requires that the attacker knowledge is invariant and that all
variables actually appear in the attacker knowledge. We show in Section 9.4 that extending the
signature with a homomorphic function symbol allows to transform a one-turn constraint system
into a constraint system that satisfies origination and monotonicity while preserving solutions.

Unification [Kni89| is the problem that, given two terms, asks to find a substitution which makes
the terms equal in the equational theory. For any terms u, v, we denote by mguy, v (u,v) the set
of most general unifiers of u and v over X, equational theory F and variables X. A set of unifiers
is a most general set of unifiers if for any unifier o, there exists a most general unifier y, such that
o is an instance of p, i.e., there exists a substitution 6 such that o =g u6.

We now reduce program equivalence to unification and solving of one-turn deducibility constraint
systems. For any set of variables X', we denote by X° a set of corresponding function symbols of
arity 0, one for each element of X.

Lemma 9.2. Let (D, ¥, E) be an effective algebra and P € P(I,R). Let R be a set of variables
such that |R'| = |R| and R"FNR =0, and let Q € P(I,R'). We have that

P=pQ & do € mgusoupe g R (P Q)
(Aver(I,R))o F' 1) has a solution over R’

Moreover, if E is only sound, but not faithful, the implication from right to left (<) still holds.

Proof. <= We have a unifier of the form o := {r] — ¢;(I, R, R')} and a solution to the deduction
constraints o := {r; — u;(I,R)}, we set T'= R'oop. First, ooy is an instance of the mgu, thus we
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have P =g Q{R’' — T}. Secondly, we have that Vr € R, I, T I r, thus thanks to Proposition 9.4
and Corollary 7.1, we have that T" is R-bijective. We conclude thanks to Lemma 9.1.

= Using Lemma 9.1, we have T'" R-bijective such that p =g Q{R’' — T}. We have T = (¢4, ..., tx)
(with k = |R|), and then ¢ := {r} — t;} is a valid unifier.

Thus the most general unifier exists ([Nip90] shows that unification in a primal algebra is unitary,
so the existence of a unifier implies the existence of the mgu). Let us call the mgu o. We then
have o7 such that ¢ = o o o7 By Proposition 9.4, we have Vr € R,T,I = r, and as T = Roop,
this means that o is a solution to our deduction constraints.

Note that in some cases, the most general unifier may not contain any fresh variables. Then the
constraint solving problem is simply a deduction problem. For instance, by restricting equivalence
to uniformity, the unifier becomes trivial and we obtain the following corollary:

Corollary 9.1. Let (D, X, E) be an effective algebra and P, ..., P, € P(I,R) all of arity 1,
where R = {r1,...,mn} and m < n. Let R’ be a disjoint set of variables such that |R'| = n.
We have that

Py, Py AP,11,..., P, € P(I,R) of arity 1.
VvreR. (Pr,...,P,,I)Fr

T1yee s Tm

Moreover, if E is sound, but not faithful, then the implication from right to left (<) still holds.

Q Technical Details

We remark that our notions are closely related to permutation polynomials, defined as follows
[MP13]:

Definition 9.5. A polynomial f € F[z] is a permutation polynomial if the function f : ¢ —
f(¢) induces a permutation over F.

Thanks to Corollary 7.1 we have a direct link between permutation polynomials and programs
P € P((,{r}) over only one random variable 7. We can then solve uniformity for those programs
in polynomial time with [Kay05], deciding whether a univariate polynomial is a permutation
polynomial in PTIME .

However, the one variable case is very limited for our applications and we need to consider
multivariate permutation polynomials.

Definition 9.6. A polynomial f € F[z1,...,z,] is a permutation polynomial in n variables
over I if the equation f(z1,...,7,) = « has exactly ¢"~! solutions in F for each o € F .

This directly corresponds to the fact that f is uniform when sampling x4, ..., z, at random,
as any point a has the same probability of being reached.

It is extended to the multiple polynomial case with the definition of an orthogonal sys-
tem:
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Definition 9.7. A set of polynomials f; € Flxy,...,2,] , 1 < i < r, forms an orthogonal
system in n variables over F if the system of equations f;(z1,...,2,) = a; ,1 <i <7, has
exactly ¢"~" solutions in F for each (o,..., ) € F" .

Recall that in the case of finite fields, we mentioned in Section 8.3.1 that to the notion of
exceptional polynomials, polynomials that are permutation polynomials over infinitely many
extensions of a base finite field, is linked to universal equivalence.

In the finite case, Corollary 9.1 is actually the reformulation of a well known mathematical
result.

Theorem 9.1 ([Nie71]). For every orthogonal system fi,..., fm € Flx1,...,25], 1 <m <
n, over F and every r, 1 < r < n —m, there exist fii1,..., fmir € Flx1,...,2,] so that
fi,-+ s fnar forms an orthogonal system in m variables over F.

We formalize the link between uniformity and orthogonal systems with the following Theorem.

Theorem 9.2. Program equivalence over finite fields reduces in polynomial time to deciding
if a set of polynomials is an orthogonal system.

Proof. Using Lemma 7.1, we reduce program equivalence over a finite field to program equiv-
alence without input variables, which we reduce to uniformity without input variables using
Lemma 7.5, which we reduce to bijection testing of polynomials over random variables us-
ing Corollary 7.1, which directly reduces to deciding if a set of polynomials is an orthogonal
system. |

However, deciding efficiently if a set of polynomials is an orthogonal system, is to the best of
our knowledge, still an open problem. This is a question of great interest for our problems.
Remark that we have derived in the previous Chapter a non trivial class for this question.

9.3.3 Static Equivalence and Non Equivalence

The notion of static equivalence was introduced in [AF01] and its decidability has been first studied
in [ACO06]. Static equivalence expresses the inability of an adversary to distinguish two sequences of
messages. We formally defined it in Definition 2.5 in order to define symbolic indistinguishability.

Example 9.3. Consider again the signature ¥g and the equational theory Eg corresponding to
linear boolean expressions introduced in Example 9.2. We have that

UV, VDWW, UDW Fry U,V,W
as the relation 1 + x2 = x3 holds on the left hand side but not on the right hand side. However,
uPv,vdw,w ~g

s U, U, W

This notion has similarities to program equivalence. We show that indeed program equivalence
implies static equivalence, and hence static non-equivalence may be used to show that two programs
are not equivalent.
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Figure 9.1: Survey of Symbolic Methods Decidability

Proposition 9.5. Let D be a finite primal algebra over 3 with a sound equational theory E,
and P,Q € P(I,R). We have that

PArQ = P#pQ

Proof. Without loss of generality (by symmetry between P and @), we have that

dR1, Rs. Rl(P) =g RQ(P)/\
Ri(Q) #5 R2(Q)
Now let us assume by contradiction that P and @ have a unifier ¢ such that Po =g Qo.
From Lemma 9.2, we can choose that only P depends on variables R’ and have o that do not

affect @, and thus @ = Qo = Po. Then, combined with Ry(P) =g Rao(P), we obtain that
Ri(Po) =g Ry(Po) and thus Ry (Q) =g R2(Q), which contradicts R1(Q) #r R2(Q). |

Example 9.4. The converse does not hold. Consider the boolean algebra Fy and let u and v be
random variables. We have that uv ~g, wu, but uv %p, u, as uv and v do not follow the same
distribution.

9.4 Extending Symbolic Results

@ Section Summary

We presented previously how several symbolic methods could be used to reason about prob-
abilistic programs. We provide a few useful extensions to existing symbolic results, and a
summary of the relevant state of the art is given in Figure 9.1.

As a main extension, we provide decision procedures for deducibility for the theory of Diffie-
Hellman exponentiation, its extension to bilinear groups, and for the theory of fields. The
decision procedures for Diffie-Hellman exponentiation are based on techniques from Grébner
bases. While its purpose is geared toward our previous links, it is an independent contribution
on its own. As a side contribution, we show how to encode one-turn deduction constraints into
more classical deduction constraints.
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9.4.1 Deciding Deducibility for Diffie-Hellman Theories

Diffie-Hellman exponentiation is a standard theory that is used in key exchange protocols based
on group assumptions. It is also used, in its bilinear and multilinear version, in the AUTOG&P
tool for proving security of pairing-based cryptography. In this setting, the adversary (also often
called attacker in the symbolic setting) can multiply groups elements between them, i.e., perform
addition in the field, and can elevate a group element to any power they can deduce in the field.

The standard form of deducibility problems that arises in this context is defined as follows: let Y
be a set of names sampled in Fy, g some group generator, E the equational theory capturing field
and groups operations, some set X C Y, f1,...fx, h € F,[Y] be a set of polynomials over the names,
and I' be a coherent set of axioms of the forms f # 0 for some polynomial f. The deducibility
problem is then:

r ): X, gf17 "'7gfk e gh

| Proposition 9.6. Deducibility for Diffie-Hellman exponentiation is decidable.

The algorithm that supports the proof of the proposition proceeds by reducing an input deducibility
problem to an equivalent membership problem of the saturation of some F,[X]-module in F,[Y],
and by using an extension for modules [Eisl3] of Buchberger’s algorithm [Buc76] to solve the
membership problem.

The reduction to the membership problem proceeds as follows: first, we reduce deducibility to
solving a system of polynomial equations. We then use the notion of saturation for submodules and
prove that solving the system of polynomial equations corresponding to the deducibility problem is
equivalent to checking whether the polynomial i is a member of the saturation of some submodule
M. The latter problem can be checked using Grobner basis computations.

9.4.2 Fields and Commutative Rings

Another problem of interest is deducibility in a field rather than a group. It arises if we want
for instance to prove the uniformity of a program over a finite field through Proposition 9.4. The
deducibility problem can then be defined as follows: let Y be a set of names sampled in F,, where
q is not explicitly known and the field is thus seen as a commutative ring, E the equational theory
capturing field operations, f1,...fx,h € Fy[Y] be a set of polynomials over the names, and I' be a
coherent set of axioms. The deducibility problem is then:

r ):f17"'7fk7 l_Eh

We emphasize that this problem is in fact not an instance of the problem for Diffie-Hellman
exponentiation. In the previous problem, if we look at field elements, the adversary could compute
any polynomial in F,[X] but they may now compute any polynomial in F,[f1, ..., fi], the subalgebra
generated by the known polynomials.

Decidability is obtained thanks to [SS88], where they solve the subalgebra membership problem
using methods based on classical Grébner basis.

| Proposition 9.7. Deducibility for commutative rings is decidable.

As the size of the field is often abstracted in the security proofs, we can soundly consider that we
have a finite field of infinite size that we may abstract as a commutative ring. We provide a slight
extension to make it complete when g, the size of the field, is explicitly known. We would like to
capture the fact that in F, we have 29 = z for all the elements. We use techniques coming from
boolean Grobner Basis to solve our problem, which we simply extend to any gq.
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| Theorem 9.3. Deduction in F, for a given q is decid

Proof. With z1, ..

able.

., Ty, the set of variables in the deduction problem, we use the previous reduction

to compute the Groébner basis GB of the module corresponding to the attacker knowledge in the

abstract commutative ring Z[z1,..,2,]. Then, we may

compute the module in Z,[z1,..,2,], by

computing the Grébner basis of GB U (2] — ;)1<i<n, and then removing the (! — 2;)1<i<n

After a slight technical generalization, we use the combination result of [ACDO07] to combine the
result for deducibility IF, with the theory of tuples and projections of length m.

Q, Technical Details

Deducibility for union of typed equational theory

[ACDO7] provides the results of combi-

nation for classical equational theories. We show how we can soundly encode a typed equational

theory into an untyped one to use their result.

180

Definition 9.8. We consider a set of types T. A T-typed signature ¥ consists of a finite
set of functions symbols each with an arity and a type : f/n : t; x ... xt, = s. X
is an infinite set of variables, containing infinitely many variable of each type. For any
t € T(X,X), we define in the classical sense that ¢ is well-typed, denoted by ¢; WT', and
we can then have 7 : T(X,X) — T which gives the type of a term. (X, X,FE) is a T-
typed equational theory if the equations in E are built over 7(X,X) and are well typed:
\V/(t17t2) S E,t1WT NtaWT N T(tl) = T(tz)

In this setting, equality is only defined on well-typed instances.

Definition 9.9. Given (X, X, F) a T-typed equational theory, we define its untyped instance
(X4, Ey, @) with :

Y =XuU{t/1te T}

Vf/n e S h(f(x1,....xn)) = s(f(t1(h(z1)), ...,
Vo € X, h(z) = 7(z)(h(z))

YV, g(x) := z[t" + t,Vt € T

p:=goh

to(h(@n)))) if T(f) = t1 X o X ty — s

vVVYyVYYVYYVYY

Ey = {(t1,t2)¢|(t1, 12) € E}

In the following, we use the deducibility based on inference system (classically known to be
equivalent to our previous definition), as shown bellow:

AX M My,..., M,
[ ]Ml,...,Mn}—EM €My, M}
Fg M Fg M, Fg M
[FA]¢ B M Vg Liew [EQ]u,M:EM,
Y g f(My,..., M) Y M

Lemma 9.3. Let (X,X,E) be a T-typed equational theory and its untyped instance
(X4, Et, ¢). For any o WT substitution on X andt € T(X,X) WT :

top =g, toop
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Proof. We have that t[xy,..,zn]o0¢ = tlxi0,..,2,0]¢p = tPlx100,...,x,0¢] and tdodp =
to[r(x1)(x1), ..., T(Tn)(@n)]op = tdlT(x1)(x1)0D, ..., T(20) (@0 )o@]. We conclude by proving
that 7(z;)(z;)op = ziop. As o is well-typed, 7(z;0) = 7(x;), and we have that z;0 =
F(y1, .y yg) with f 1t X oo Xty = 7(2;)) € X. Thus z;0¢ = 7(2;)(f(t1(y10), ..., te(yrd))) =
g( (i) (7(:) (f (t1 (110), st (Y& ) = 7(2i) (i0¢) = (i) (2:)0¢ .

Thus z;0¢ = 7(x;)(z;00). |

Lemma 9.4. (X, X, E) a T-typed equational theory and its untyped instance (3¢, Ey, @), we
have for all t,u € T(X,X) WT:

tl=puetd=p up

Proof. We proceed by induction on the length of the reduction. = We prove t =g u = t¢ =g,
up

We have the first rule ¢t — «' =g u of the form (¢1,%2) € E. So there exists a position p in ¢
and a substitution o s.t. t, = t10 and v’ = t[tao],. We can apply ¢ to those equalities, which
yields p’ s.t, (t¢)y = t10¢ and v'¢ = to[taodly. (td)y = t1¢od and v'¢ = tP[tagpod],y i.e.,
té =g, u'¢. We conclude by induction.

< We prove t¢ =g, u¢p =t =g u .

We have (t1¢,t2¢) € Ey,p position in t¢ and o substitution s.t t¢, = t1¢o and v’ = t[tad0o],.
t¢p = ti¢o, so 0 = o'¢, and this substitution yields ¢t =g «’, where we can conclude by
induction. |

We finally have the following results.

Proposition 9.8. Let (X, X, E) be a T-typed equational theory and its untyped instance
(34, Bty ¢). Letp = My, ..., M, be a WT frame and t a WT term.

YEpte Yo g, to

Proof. We prove by induction on the size of the proofs that ¢ g t < ¢ g, t¢. If the proof
is of size one, t belongs to the frame ([AX]), and this is stable by substitution.

Let us assume that the result is true for any proofs smaller than some n > 1.

= We consider the last rule of the proof of ¥ g ¢.

™ Y My ... Ybp M fex

> Y bg f(My,..., M) with ¢ = f(Mj, ..., M;). By induction hypothesis,
we have proofs of ¢¢ Fg, M;$, and because t¢ = s(f(t1(M1¢), ..., tn(M,¢)), we conclude
by multiple [FA] application.

mal STEM A= o

> Vv M , we have by induction a proof of M ¢, and we do have M ¢ =g,
M'¢p by Lemma 9.4.

<« We consider the last rule of the proof of ¥¢ Fg, t¢.

Yo btr, M
[EQ] ———— M =g, t¢ / /
> Vo g, Lo . We can find ¢’ such that M = t’'¢, and we can then conclude

by induction.
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(b,(/) l_Et Ml
[FA] ————— fE€X; | . i
> oY g, s(My) with tip = s(M;) and s € T (if the proof ends with a [FA]
application, it must be with a typing function). Here, M; cannot be written as some t'1),
so we cannot conclude by induction, and we must consider the last rule of the proof of
@Y Fg, M. Its premises will be writable under the form ¢;4, and we can then conclude

by induction hypothesis.
|

This Theorem allows us to transform a typed theory into a classical theory, and then use the
result of [ACDO7] to combine it with other theories.

9.4.3 From One-Step Deduction Constraints to Originated and Monotone
Constraints.

The one-step property we introduced has not been studied previously. We thus want to reduce it to
more classical deduction constraints in order to leverage existing results. We note that a decision
procedure was developed for deduction constraints without origination or monotonicity [ACR 17|,
but they cover encryption theories, rather than the algebraic theory we are interested in.

Definition 9.10. Given an equational theory F, a symbol function h is homomorphic if

Vn>1.VfeX" Voy,...,x, € X.
h(f(z1,...,xn)) = f(R(z1),..., h(xy))

Definition 9.11. Signatures may contain private function symbol. Then, deducibility under
private function symbols P is defined as, given an equational theory E over X, t1,...,t; €
T(3,X) and (z1,...,x) disjoint variables, t,...,t; Fg s if and only if:

HC’(acl,...,xk) S T(E\P, (acl,...,xk)). C(tl,...,tn) =g S

Lemma 9.5. We are given a theory (E,X), and a one-step deduction constraint which can be
written as T = uy, ..., T F w, , with T = (t1,...,t;) € T(X,X) and uy,...,u, € T(X). If
we extend (E,X) with a disjoint private homomorphic symbol function h/1, yielding (E',X'),
then:

T+ wy,...,TF u, has a solution

SVE ..., VE e, (Vh(t1), ..., h(ty)) F* h(uy),
ooy (Voh(ty), .., h(te)) F7 h(uy) has a solution

Moreover, the new deduction constraint system is monotonic and originated.

Proof. = If we have an assignment o and, for some term wu, a context C such that
C(t1,...,tk)o0 =g u, we have a context such that C(h(t1),...,h(ty))o =g h(u) by homomor-
phism. Moreover, V F ty0 is always satisfied for any o.

< By the stability of the reductions in a rewriting system by any substitution applied to the
names (not appearing in the rewriting system), we have that for some set of constants C' C X°
not appearing in F, given u(X° C C,C) € T((X2!),V) such that there exists u' € T(((X) \ O),
u —% u/, then we have for any set of terms T of the same size as C, u(X° C C,T)) =g ¢/, i.e we
can replace constants not appearing in the final term by anything.

We have an assignment o and for some term u, a context C € T (%, ((2!)ien, 71, - ., 7)) such that
C(V,h(t1),...,h(ty))o =g h(u). C does not contain the symbol h, as it is private. By applying
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the rule that pushes down the h as much as possible both in C' and h(u), we get C'(V,h(V)) =g
u(h(V))), indeed, pushing down as much as possible the h does not block the application of any
rule in F on C, and we can push h back at the top at end of the reduction. By using, the previous
result, we can then have for any set of terms T known by the attacker C'(T, h(V)) =g u(h(V))),
and then by going back to C, we get C(T, h(t1),...,h(t;))oc =g h(u) which concludes the proofs.

9.5 Deriving Heuristics

Q@ Section Summary

We can use our framework to derive multiple ways to solve a specific problem, providing prin-
cipled algorithms that are sound and/or complete. In this Section, we illustrate how such
algorithms might be obtained either for general algebras or more precisely for boolean algebras.
We focus mostly on the case of boolean algebras, which is of particular interest for cryptogra-
phy. Nevertheless, procedures for more general settings can be obtained, such as the bilinear
setting.

Regarding boolean algebras, a first interesting subcase is uniformity in the linear case, where only
the xor is used. It was previously explored and shown useful in [BDK " 10]. Using our work we are
able to derive more general results, going beyond linearity and uniformity.

In the general case of boolean algebras (xor and conjunction), we develop several heuristics. As
deciding equivalence for a given finite field F, is at least coN P=P_hard (most likely strictly above
NP and coNP, unless the polynomial hierarchy collapses; we refer the reader to Section 8.2 for
our results on computational complexity) developing more efficient heuristics is particularly im-
portant.

Our techniques rely on well established symbolic methods, and novel extensions of these techniques
(detailed previously in Section 9.4). A summary of related, existing results is given in Figure 9.1.

9.5.1 Soundness and Completeness

A first important consideration is that when given an algebra and an instance of a problem, we
might be unable to solve it using a sound and faithful equational theory, i.e., a theory that matches
exactly the algebra. However, our previous results from Section 9.3 allow us to either add equations
and maintain completeness, or remove equations maintaining soundness.

Example 9.5. Let r be a random variable and x an input variable.

» u+ z is uniformly distributed for any F,, as we can prove that it is uniformly distributed in
a ring theory, which is a sound theory for any F;

» u x z is never uniform for any Fa», as we can prove that it is not uniform in Ef,, which is a
faithful theory for Fan;

» uv + vw + wu is uniform over Fy but not Fy, while Ep, is faithful for Fy;

» uXu is not uniform over a ring, but is over Fy, while a ring theory is sound (but not faithful)
for FQ.
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9.5.2 Boolean Algebras: the Linear Case

Consider programs only built on booleans and the xor operator, i.e., without conjunction, which
corresponds to an Associative Commutative Unit Nilpotent (ACUN) theory. Uniformity and in-
dependence can be decided by program equivalence (see Figure 7.2). Program equivalence can be
decided using unification and solving one-turn deduction constraint systems thanks to Lemma 9.2.
Unification is solvable in polynomial time for ACUN theories [GNWO00]. Solving one-turn deduc-
tion constraints for the ACUN theory can be reduced to solving classical deduction constraints for
the ACUN theory where h is a private symbol (Lemma 9.5 of Section 9.4).

Solving deduction constraint in ACUNh is decidable in polynomial time [DKP12]. Note
that [DKP12] does not claim to handle private symbols, but they compute a basis of all possi-
ble solutions, and there exists a solution with A being private if only if we can find one in the basis
that does not use h. The general decision procedures consist of two steps: first a unification, and
then the resolution of a linear system over a polynomial ring using Gaussian elimination.

The authors of [BDK™10] solved uniformity in the linear case using Gaussian elimination. Our
decision procedures are essentially the same as for uniformity. However we extend the procedures
to independence and program equivalence by adding the unification step, and also add support for
the non linear case.

9.5.3 Boolean Algebras: the General Case

Consider programs over a general boolean algebra, i.e., including xor and conjunction operators.
This setting is unlikely to admit an efficient procedure for solving program equivalence. We there-
fore use our framework to derive several heuristics.

Example 9.6. Going back to Example 7.8, let P = uv 4+ vw + vu. We cannot directly show that
P =, u. However, if we extend P into a program of size 3, we may decide that

(uv + vw + wv, u + w,u + v) =, (u,v,w)
using deduction in finite fields (cf Section 9.4).

Example 9.7. Let u,v, w be three random variables. We can show using deduction in a commu-
tative ring [BFG 18] that:
(u, v + vw, w — vw — v) Fp, U, V, W

Indeed, u,v + vw, w — uw — v F u, v, w by computing:

r,s,t—=r,s—rt—rs,s+1t

We now consider several heuristics that may be used in this context.

Unification Lemma 9.2 may yicld a deduction constraint system with a trivial solution R’ — R
that can be checked with deduction. This provides an efficient heuristic for program equivalence.

Example 9.8. Let u be a random variable, z,s,s three input variables, P = x(u + s) and
Q = z(u+s"). We have that z(u+ s) =g, z(u+s'), by Lemma 9.2 with the unifier v’ — u+s'+s
on z(u+ s) =g x(u’ + §') which is trivially bijective when seen as a function on w.
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Derandomization Given a program, all of its randomness may not be needed to satisfy a given
property (this is a trivial consequence of Proposition 7.1). We may for instance prove that a
program is uniform even when we replace some of its random variables by input variables. This
reduces the domain of the bijection needed to prove uniformity, and may simplify the proof. The
same derandomization technique can be applied to equivalence or independence.

Example 9.9. Let u,v be random and x,, s be input variables. We may solve Ly, (P,v(u+ s))s
by replacing v with the input variable z, and prove L, (s,z,(u+ s)), which follows directly from
Example 9.8 and Lemma 7.3.

Solving uniformity through independence Lemma 7.4 may be used to prove uniformity
through independence. This may be useful as it may simplify the deducibility constraints obtained
by Lemma 9.2.

Example 9.10. Consider again P = uv + vw + vu. Applying Lemma 9.2 directly we obtain the
deducibility constraint
wv + vw + vu, v, w' Fow, v, w

which admits no obvious solution. Let s, s’ be two input variables. Applying Lemma 7.4, uniformity
of P is equivalent to Ly, (s,uv + vw + vu + s), which in turn (Lemma 7.3) holds if and only if

uv + vw + vu + 8 &g, vV + 0w + o' + 8
By setting s to s + s’, this is directly equivalent to
wv + vw + vu + s &p, u'v' +v'w + v’y

On this equivalence, Lemma 9.2 provides a unifier v/, v’,w’ — u + s,v + s, w + s for which the
deducibility constraint has a trivial solution.

Brute forcing the witnesses space We know that we can reduce each of the problems we
study to testing uniformity of fully random programs, using the encoding given in Figure 7.2. Let
P € P(I, R) with |P| = m where R = {r1,...,r,}. Using Proposition 9.4, uniformity is equivalent
to the existence of a program o € P (I, R) with |a| = n —m such that P, « is uniform, which can
be verified using deducibility by Proposition 9.4. Such an « exists if and only if p is uniform.

This yields a sound and complete procedure. However, the procedure has an exponential running
time, as we need to search over all possible polynomials. This technique is nevertheless of interest
when combined with approximations of the algebra, because the witness found might be valid only
using a subset of the equations over the algebra.

9.5.4 Extension to More Complex Algebras

In [ACDO7] the question of deducibility or static equivalence for the union of disjoint theories is
reduced to the deducibility or the static equivalence in each theory. We extend their result for
deducibility to typed equational theory in Section 9.4. By Proposition 9.4, we reduce uniformity
to deducibility. Thus, we may use our results on algebras that are the union of disjoint algebras.

We may for instance consider programs over both boolean linear expressions and group expo-
nentiation with linear maps. Indeed, deducibility for boolean linear expressions is decidable in
polynomial time |Del06], and deducibility in the bilinear setting was studied in [BFG* 18] (which
we extend to the case where the finite field is of explicit size in Section 9.4).
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We may also consider a combination of any theory extended with free function symbols. The free
function symbols might for instance represent arbitrary code, e.g., attacker actions in cryptographic
games.

9.5.5 Interference Witnesses

Non-static equivalence allows to find witnesses of non equivalence, and thus non independence, and
finally of non interference. The idea is that given P = (Py, ..., P) € P(I, R), every relation of the
form C{[Py,...,P,] = C3[I'] where I’ C I and Cy,C5 are contexts is a witness that £ {P,I'}.

The techniques for deciding static equivalence based on Grébner Basis (Section 9.4.1) provide an
algorithm that computes the set of relations satisfied between multiple polynomials. Based on this
work, we develop an algorithm that, given a program, returns a set of variables that do not verify
non interference, and witnesses to verify the leakage. This is done by computing the set of all
relations over the program and the secrets, keeping those that are actual witnesses, and simply
outputting the set of all secrets leaked according to the witnesses.

9.5.6 Sampling from Multiple Distributions

We considered that programs were only performing random sampling over a single distribution,
the uniform distribution over some algebra. In practice, we often sample random variables over
multiple distributions or domains. Our results, and notably Proposition 7.1, can be extended to
this case, for instance by considering programs built over P(I, Ry, ..., R,) and exhibiting bijections
over each R; to prove program equivalence.

9.6 Applications

@ Section Summary

We provide in this Section applications of our techniques, describing how we developed a li-
brary based on some of our results and integrated it into two cryptographic tools, EASY-
CryPT [BGH"11; BDG 13|, and MASKVERIF [BBD"15]. The use of EASYCRYPT is slightly
enhanced by simplifying a tactic, and MASKVERIF is now able to provide an interference witness
in some cases where it fails to prove the non-interference. The implementations are available
online [Seq; Ecs; Mvs].

9.6.1 Implementation of a Library

We implemented parts of our framework as an OCaml library [Seq]. Given that our main focus is
automation of cryptographic proofs, the library provides procedures to handle programs over finite
fields. We implemented Grobner basis techniques developed previously for deciding deducibility in
rings (Section 9.4.1). This allows for rings of both characteristic 0 and 2 to:

» compute the inverse of a function over multiple variables,
» compute the set of relations between elements.

With those building blocks and based on the practical considerations of the previous Section, we
thus provide algorithms that can either be sound or complete (Section 9.5.1) to:
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» decide uniformity through deducibility (Proposition 9.4);

» heuristically prove uniformity through derandomization (Section 9.5.3);

» provide a witness of interference through static non-equivalence (Section 9.5.5);
» provide a witness of non-interference through uniformity (Lemma 7.4).

In particular our building blocks for rings of characteristic 0 and 2, yield a sound heuristic to show
uniformity through derandomization and deducibility for any finite field Fo». We may also use
static non-equivalence to provide a witness of interference which is valid for any finite field Fan.

9.6.2 Integration in MaskVerif

MASKVERIF is a tool developed to formally verify masking schemes, i.e., counter measure against
differential power analysis attacks.

MASKVERIF allows to check security properties like n-probing security, non-interference (NI) and
strong non-interference (SNI). Those notions are strongly related to probabilistic non-interference.
All properties require that for any n-tuple of sub-expressions P used in the program the following
base property is satisfied: there exists a subset I’ of the input I, such that for all 7,4 € IF'QH
where 7 and # coincides over variables in I’, we have that [Py = [P]g. Furthermore, there is a
cardinality constraint on I but this is independent of the property and not relevant here. If we
have an algorithm to check the base property for a single tuple, there exists an algorithm that
verifies the three properties.

MASKVERIF provides a very efficient procedure to check the base property. However it is incom-
plete and, in case of failure, does not provide a witness of interference. We propose here a new
method that limits incompleteness and, importantly, provides a witness of interference.

We use two functionalities of our library. A witness of interference can be obtained when checking
static non-equivalence and a witness of non-interference can be obtained by showing uniformity
which allows to prove that a given tuple verifies the base property. Those two procedures are sound
but not complete, yielding results for all finite fields Fon.

Combining both procedures, we obtain an efficient algorithm. We first compute a set of secrets that
are leaked from the tuple. If this set of secrets is already larger than the expected size of I, we have
a proof that the tuple depends on too many inputs. Otherwise, we try to prove that the remainder
of the tuple, the part for which we did not find any obvious secret leakage, is actually independent
of the remaining secrets by proving that it is uniform. This last step is still incomplete.

The modification of MASKVERIF is minor: we first try the original heuristic and if it fails we call
the new heuristic based on our library. This change does not affect efficiency when the original
heuristic succeeds but allows to prove new examples, such as proving that the masked multiplication
proposed in [CS18] is NT and SNI. The key point for this example is to prove independence of tuples
of the form:

z1y1 + (z1(yo +7) + (21 + 1)r)

where r¢ and r; are the random variables.

A major advantage is that we can now provide witnesses of interference, ensuring that a proof
failure is not a false negative. For instance, when analysing a masked implementation of an AND
gate, among the 3,784 tuples to check, there is a tuple (¢, t2,t3) of the form

((a1by + 1) + aibo + agbr + 70,70,71)

A simple witness of interference that we obtain is then the equation t1+ts+t3 = a1b1+a1bg+agby.
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Our procedure does output a witness demonstrating that the masked implementation of the Verilog
implementation of the AES Sbox as designed in [GMK17] is not NI at order 1.

9.6.3 Integration in EasyCrypt

EasYCrypPT [BGZ09; BGH'11] is a mechanized prover that allows to perform proofs of cryp-
tographic protocols and primitives in the computational model. It is based on the code-based
game-playing technique [BRO6], and notably provides a set of tactics to reason about probabilistic
distributions.

The rnd rule In cryptographic games, one may replace an expression by another expression
as long as both expressions range over the same distribution. E.g., if an expression is uniformly
distributed, one may replace it by a variable that is sampled at random.

In EASYCRYPT, this is done via the proof tactic rnd. It allows to replace an expression of the form
f(x) by z if f is invertible - i.e., if one can give an effective expression for f~!. For instance, we
may replace z @ y by x because @ is an involution, i.e., (z®y) ®y = .

Listing 9.1 presents actual examples of the rnd tactic, where the bijection inverse is specified by
hand.

> examples/elgamal.ec
rnd (fun z, z + log (if b then ml else m0){2})
(fun z, z - log (if b then ml else m0){2}).

> examples/cramer-shoup/cramer_shoup.ec
rnd (fun x2 = (x2 + G2.v * Gl1.y2)
* (Gl.w * (G1.u' - Gl.u))
+ Gl.u * (Gl.x + G2.v * G1.y)){2}
(fun r = (r - Gl.u * (Gl.x + G2.v * Gl.y))
/ (Gl.w * (Gl.u' - G1l.u))
- G2.v x G1l.y2){2}.

> examples/incomplete/oaep/0OAEP.eca
rnd (fun x = x + pad (if b then m0 else m1){2})
(fun x = x - pad (if b then mO else m1){2}).

Listing 9.1: Examples of the EASYCRYPT rnd tactic

Using our library, it has been possible to enhance the rnd tactic by making the bijection inverse
expressions optional. In that case, EASYCRYPT tries to automatically compute the inverse. Our
library is powerful enough to remove all the explicit inverse expressions in every occurrence of the
rnd tactic in the EASYCRYPT standard libraries and examples.

Simultaneous rnd rules Based on the fact that we can actually compute inverses for tuples,
we developed an EASYCRYPT tactic which allows to reduce the distance between cryptographic
pen and paper proofs and EASYCRYPT proofs. It appears that in this field of applications, the
hypothesis of Proposition 9.4 about the number of outputs of the program equal to the number of
its random variables is not a restriction.

As an example, let us consider the Cramer-Shoup encryption scheme of Figure 9.2. We consider a
goal that appears in the EASYCRYPT proof of the Cramer-Shoup encryption scheme, at the point
where one has to apply the DDH assumption. We present in Figure 9.3 the pseudo-code of the
goal, i.e., the two games and the (simplified) post-condition for these games. For readability, we
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$
Z,T1,%2,Y1,Y2,21, %22 < qu

sk := (g%, T1, T2, Y1, Y2, 21, 22);
pk = (gﬂ?’ g331+r9327gy1+ry27gz1+m2).

)

return sk

Figure 9.2: Key Generation in Cramer-Shoup Encryption (abstracted and simplified)

Left game: Right game:
z & F,\ {0} w & T\ {0}
y,Z(in u,l‘oﬁFq
9%, 9Y,9% < 9%, 9%, 9 g_s=g"
$1>$2ay1,y2721,z2in k& dk
g_,a,a_  gx,9Yy,9z T, oo & F,
k‘(idk: T1,€ 4 T — W% X2, g”

e — gacl *9_302

feg¥trg V2

h «— gzl % g 22 $
- z,29 T

pk < (k,9,9_.e, f,h) .

sk (kvgag_axlvx%ylay%‘zhZQ) ! 2

$
y7y2<_IFq
Y1, f <y —w*ya,gY

Post-condition:
(k,9,9_,21,22,y1,Y2, 21, 22) ~ (K, 9,9_, 21,72, y1, Y2, 21, 22))

Figure 9.3: (Abstracted) EASYCRYPT Goal for Cramer-Shoup

omit the variable prefixes and suffixes used by EASYCRYPT, and simply write w for G1.w2. We
also omit some variables assignments that do not affect the post condition.

This goal amounts to prove that the secret keys provided by the actual game or the simulator are
the same. We directly used our previous notations to capture this goal. If we expend some variable
bindings, we obtain the following goal:

(k/’aga9x7$1a$273/1>y2a21,22)

~

(k7g7gwa$_w*x27x2ay_w*y2ay27z_w*z2722)

We can then conclude by proving that the following map:

(k797$7$17$27y1792a75172’2) —
(k, g, 0, & — W T, T2, Y — Wk Yo, Y2, 2 — W * 22, 22)

is a bijection - for example, the inverse of x1 — & — w * 22 being r +— r + w * x2.

Currently, performing this part of the proof in EASYCRYPT requires a mixture of code motion,
code inlining and multiple applications of the rnd rules, as shown in Listing 9.2.

swap{1} 16 -9; wp; swap -1; swap -1.
rnd (fun z = z + G1.w{2} * G1.z2{2})

(fun z = z - G1.w{2} * G1.z2{2}).
rnd.
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wp; swap -1.

rnd (fun z = z + Gl.w{2} * Gl.y2{2})
(fun z = z - G1.w{2} * G1.y2{2}).

rnd.

wp; swap -1.

rnd (fun z = z + Gl.w{2} * G1.x2{2})
(fun z = z - G1.w{2} * G1.x2{2}).

rnd; wp; rnd; wp.

Listing 9.2: EASYCRYPT Proof Script

Using our techniques, we were able to replace it with a single line tactic, using the new tactic
rndmatch.

rndmatch (k, g, x, x_1, x_2, y_1, y_2, z_1, z_2)
(G.k, G.g, G.w, G.x - G.w * G.x2, G.x2, G.y - G.w * G.y2, G.y2, G.z - G.w * G, z2, G.z2))

The underlying idea is that a user should only specify the variables on the left which they wish
to map to expressions on the right. The tactic handles the necessary code motions and inlinings
into the game until it produces a tuple at the end, after which the tactic automatically solves the
equivalence using the enhanced rnd tactic:

rnd (fun (v1, v2, v3, v4, v5, v6, v7, v8, v9) =
(vi, v3, v3, v4 - v3 * vb, v5, v6 - v3 *x v7, v7, v8 - v2 * v9, v9).




Part IV

A New Hope

In which we introduce the SQUIRREL prover
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10 An Interactive Prover for
Indistinguishability Proofs

Girls are capable of doing
everything men are capable of
doing. Sometimes they have more
imagination than men.

(Katherine Johnson)

10.1 Introduction

We have shown how to simplify computational proofs by decomposing them into smaller proofs
(Part II), and how to improve automation of low-level proof steps (Part III). Yet, high-level rea-
soning on protocols is still difficult in the computational model. To ease this kind of reasoning and
provide a mechanized prover, we consider several points:

» [t is often easier to use symbolic reasoning, based on simple logical deduction rules, rather
than complex cryptographic reductions.

» We consider that backward search is often a reasoning more intuitive for users: to prove that
a bad state may never be reached, we assume that we are in this bad state, look at what
must have happened previously and derive from this a contradiction.

» Many properties do not require to look explicitly at all execution traces of the protocol: the
security proof for an execution trace often subsumes the proof for many other traces.

» Indistinguishability proofs often require to prove that a bad state is never reached. This kind
of proofs can be simplified if it is proved that the bad state cannot occur in a dedicated reach-
ability prover, and if this reachability property is then leveraged in an indistinguishability
prover to simplify the final proof.

The BC logic is a promising approach, as it allows to derive computational guarantees through
purely symbolic reasoning. Furthermore, it is modular in term of axioms: to add a new primitive,
it is only required to prove a new axiom independently from the others. It also allows for simpler
reasoning by abstracting unnecessary details. In the symbolic model, reasoning about the xor
implies to define complex equationnal theories and use heavy term rewriting techniques. In the
BC logic, to add the xor operator, we can simply add a function symbol of arity two, without the
full equational theory, and only add the axioms required for the security proofs. Typically, it holds
that n @1 is indistinguishable from n for any name n that does not occur in the term ¢. This axiom
is often the only one required to prove the security of xor-based protocols.

Keeping in mind the previous points, we design, based on the BC logic, a meta-logic that allows
for abstract reasoning about the traces. We provide the implementation of a tool, the SQUIRREL
Prover (sources available at [Squ]), used to perform multiple case-studies, some among them relying
on our composition framework. In this Thesis, we do not formally define the complete theory of
the meta-logic, but rather try to give a flavour of the theory (the complete theory is also provided
at [Squ]). We also highlight how the tool was easily adapted to support our composition result,
and provide some examples in the user syntax of SQUIRREL.
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Q@ Chapter Summary

In this Chapter, we develop a framework and an interactive prover allowing to perform security
proofs at the symbolic level while obtaining guarantees at the computational level. To achieve
this, we develop a meta-logic as well as a proof system for deriving security properties. We
implement our approach within a new interactive prover, the SQUIRREL Prover, taking as input
protocols specified in the applied pi-calculus.

We perform a number of case studies covering a variety of primitives (hashes, encryption, sig-
natures, Diffie-Hellman exponentiation) and security properties (authentication, strong secrecy,
unlinkability). By using both the SQUIRREL prover and the composition framework of Part II,
we provide the first security proofs of real life protocols based on the BC logic that are both
mechanized and valid for an unbounded number of sessions of a protocol.

10.1.1 Our Contributions

We use the BC logic as a building block to design a meta-logic that allows to reason about
security properties by manipulating abstract traces and performing backward reasoning. Notably,
it allows to reason by induction over the number of sessions of a protocol in a completely abstract
way, and for instance prove indistinguishability by only considering abstract traces that terminate
by each possible atomic action of the protocol. The meta-logic encompasses both a reachability
and an indistinguishability sequent calculus, where reachability properties can be leveraged in
indistinguishability proofs.

We implemented this approach in the SQUIRREL prover. The tool supports a variety of crypto-
graphic primitives, among which hash, encryption, signature, Diffie-Hellman exponentiation and
xor. It was used to prove authentication, strong secrecy and unlinkability for a variety of RFID
protocols. Those case studies are performed for an arbitrary but fixed number of sessions, meaning
that for each number of session there exists a security proofs, but the number of session does not
depend on the security parameter.

We also perform the proof of SSH for an unbounded number of sessions, that can depend on the
security parameter, by performing the sub-proofs obtained by the application of our composition
framework (Part IT). Remark that the tool was easily adapted to support the composition result,
which argues in favour of our approach in Parts II and IV.

&S Limitations

We do not provide concrete security, where an explicit bound is given on the attacker’s advan-
tage. Also, we do not support proofs for an unbounded number of sessions without using the
composition result.

10.1.2 Related Work

There exists a wide variety of provers that provide computational guarantees, most, if not all of
them based on game-hopping techniques. We refer the interested reader to [BBB™ 19| for a detailed
comparison of existing tools, and only highlight here two of the most successful ones.

EasyCrypT [BGH"11; BDG™13] is an interactive prover supporting game-hopping techniques
through a probabilistic relational Hoare logic. It is a high-order logic that requires expertise
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in program verification, while we consider a first-order logic dedicated to protocol verification.
CRYPTOVERIF [Bla07] is both an automated and interactive prover that provides proofs as game
sequences. It can complete many proofs completely automatically, which is out of reach of our tool
for the time being.

The various approaches can be compared on several criteria; we mention a few to highlight differ-
ences between our tool and existing ones.

Like CRYPTOVERIF, our protocol specifications are given in the applied pi-calculus, which is well
suited for this purpose. Yet, unlike CRYPTOVERIF and EASYCRYPT, we only provide asymptotic
security bounds. However, our approach hides from the user all quantitative aspects such as
probabilities and the security parameter and, on the surface, our tool is as simple as symbolic
verification frameworks.

As we shall see, our proof methodology differs significantly from the game-hopping technique used
e.g. in CRYPTOVERIF. Game transformations, e.g. replacing all calls to some oracle by calls to
another oracle, are global while our approach is more local: for example, our unforgeability rule
states that if, at some instant 7" of the protocol, the attacker returns a hash of a message with
a key that he does not know, then this hash must originate from an honest message sent at an
instant 77 < T. We argue that our local approach is often simpler, as it allows to reason about a
protocol “message by message”, and not as a single block.

Furthermore, we rely on a simple first-order logic formalism. This enable us to use techniques
from proof theory, such as rewriting proof techniques or cut eliminations. It is also amenable to
automatization by leveraging widely used first-order automatization, and a non trivial fragment of
the BC logic has already been proven decidable [Koul9a).

Finally, rather than comparing to all other tools, we now discuss how we fit in the taxonomy
of [BBBT19], that provides a detailed presentation of computer-aided cryptography. Their taxon-
omy captures all the tools that provide computational guarantees. They consider several criteria,
divided in four categories: accuracy (A) of modeling/analysis, scope (S) of modeling/analysis, trust
(T), and usability (U). The criterions and how we fit in them are as follows.

» Automation (U) - we do not provide standalone automation, but the reasoning about message
equality is automated;

Composition (U) - we support the composition framework of Part I1T;

Concrete Security (A) - we only provide asymptotic security;

Game hopping (U) - this category is difficult to consider in our case, as we are not per-say
in the game-based model. Remark though that the logic supports some of the classical game
hopping techniques;

Unary Reasoning (U) - we support this kind of reasoning in the reachability prover;

Link to implementation (T) - we do not provide any link with an implementation;

Trusted computing base (T) - self code base, in OCaml;

Specification Language (U) - a pi-calculus.

vvyy

vVvyyvyy

? Future Work

The BC logic, and thus our tool, could be extended to provide concrete security bounds. It
would be interesting to improve the automation. For instance, the automated reasoning for
equality over messages is currently handled by our own algorithms, while it could be integrated
using SMT-based techniques. Finally, the BC logic and the tool could be extended to perform
proofs by induction that are directly valid for an unbounded number of sessions, without going
through the composition result.
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10.2 Overview

Q@ Section Summary

We first give an overview of our framework and tool. The SQUIRREL prover and our case studies
can be found in [Squ].

Let us consider a toy example, where an initiator | authenticates a Diffie-Hellman share to a

responder R:
I — R:(g"sign(g”, sk))

This protocol can be written in the SQUIRREL syntax as depicted in Listing 10.1.

signature sign,verify,pk

abstract ok : message
abstract error : message
name sk : message

name a : index— message

channel c

process I(4Z:index) =
out(c, (g®1, sign(g?ld, sk)))

process R(%:index) =
in(c,z);
if verify(snd(x), pk(sk)) = fst(x) then
out (c,ok)
else
out(c,error)

system !; R(4) | !; I(4).

Listing 10.1: DH share authentication in SQUIRREL (user syntax)

The signature keyword is a built-in used to declare three functions which model a signature scheme
that satisfies EUF-CMA!. a is a name indexed to instantiate a unique share for each session, gal
is used to denote Diffie-Hellman exponentiation, and fst,snd denote the first and second projection
of the pair.

We now describe informally how to instantiate our framework to analyze this protocol. In our
framework, we see protocols as set of actions, each action consisting of an execution condition
and an output, which may depend on the input of the action and inputs of previous actions. The
condition and output of an action A are terms, built notably over the macro input@A which is
used to refer to the input given to the action by the attacker. In practice, our tool performs this
instantiation automatically from the applied pi-calculus specification. The previous protocol is
given by three actions.

» |[i] is the (unique) action performed by the i*! session of the initiator process I. Its execution
condition is true, and its output is (g°4, sign(g®l, sk)).

» R1[i] represents the action of a responder session i, the then branch of the process R, that
received as input a pair whose second projection is a valid signature of its first projection.
Its condition is

verify(snd(input@R1[i]), pk(sk)) = fst(input@R1[s])

and its output is the constant ok.

'Remark that we use here a variant of the signature scheme, where instead of a checksign function
symbol, there is a verify function symbol such that verify(m,pk(sk)) = m’ is true if and only if m is
equal to sign(m/’, sk).
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» R2[i] represents the action of a responder session i, the else branch of the process R, when
there is no valid signature. Its execution condition is the negation of the one of R1[i], and
its output is the constant error.

A well authentication for the previous protocol is expressed in the user syntax Listing 10.2.

goal authentication :
(% :index), cond@R1[z] = ( (j:index), I(j) < R1(%)
&& fst(input@R1())
&& snd(input@R1(z))

fst (output@I(j))
snd (output@I(5))).

Listing 10.2: Simple property in SQUIRREL (user syntax)

Here cond@R1[i] is a macro which stands for the executability condition of action R1[i], where the
responder checks that there is a valid signature.

Our authentication goal expresses that, whenever this condition holds, there must be some session j
of the initiator that has been executed before R1[i]. Moreover, the output of the initiator’s action
coincides with the input of the responder’s action.

This authentication goal can be proved in our tool using a succession of four tactics:
. cond@R1(i). MO. i1.
Each tactic can be explained at a high level as follows:

> introduce the variables ¢ and the assumption cond@R1[i]. So that we can refer to this
assumption, it is automatically given the label MO, as it is the first hypothesis over Messages.
> cond@R1(i) expands this macro into its meaning, i.e.

verify(snd(input@R1[i]), pk(sk)) = fst(input@R[i])

> Mo applies the EUF-CMA assumption: the condition states that snd(input@R1[3]) is a
valid signature of fst(input@R1[¢]), thus the term fst(input@R1[]) must be equal to a message
that has previously been honestly signed. Therefore we deduce that there exists an initiator’s
session ¢; occurring before the action R1[i], such that its output was forwarded to R1[3].

> i1 instantiates the existential quantification over j by 41, which concludes the proof.

10.3 A Meta-Logic for Reachability and Equivalence

Q@ Section Summary

We design a meta-logic that contains terms referring to an execution of a protocol, and for
instance refers to the value of the output performed by the protocol at some point in time. To
this end, we see protocols as set actions (an action is given by an execution condition and an
output) that can be triggered by an attacker to produce execution traces. Then, we introduce
macros, which for an abstract trace allows to talk about the output, the input or the condition
corresponding to a point in the trace.

We finally introduce two sequent calculi in this meta-logic, one for reachability and one for
indistinguishability. BC axioms are naturally translated in the calculi, and we obtain the rules
corresponding to a variety of cryptographic axioms.

10.3.1 The Meta-Logic

Our meta-logic is an extension of the BC logic, meaning that any formula and proof of the BC
logic could be expressed in our meta-logic. The meta-logic does not increase the expressivity of
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TIMESTAMPS
T = 71 timestamp variable
| ali] indexed action name
| init minimal element of a trace
| pred(T) predecessor
META-TERMS
t = n name
| n[i] indexed name
| = term variable
| flt1,... tn) function of arity n
|  maQT macro with m € {input, output, frame}
| if ¢ then t; else to conditional branching
ATowms
A = t=t atomic proposition over messages
| T=T|T<T|condQT | execQT atomic proposition over timestamps
| =7 atomic proposition over indices

META-FORMULAS

¢ = Altrue|false|pAP |¢pV S | = ¢ | ¢ |Vig|Jig|Vr.¢|Ird
Figure 10.1: Syntax of the Meta-Logic

the BC logic: we cannot for instance derive computational guarantees that the BC logic could
not. Rather, our framework formalizes an abstract reasoning about the number of sessions or the
interleavings of a protocol. Notably, it is possible to derive a proof in the BC logic for any number
of sessions of a protocol from a single proof in the meta-logic.

Syntax We extend the terms so that they can refer to protocol executions. Recall that we used
terms to represent the bitstrings manipulated and communicated by the protocols, and used index
variables to instantiate multiple copies of the same name. We now build a meta-logic over

» timestamps, that represent time points in an execution trace of a protocol;
» meta-terms, terms extended with macros;
» meta-formulas to express conditions over the meta-terms.

As meta-terms contain a conditional branching over meta-formulas, meta-terms and meta-formulas
are mutually inductive. We still use indices to instantiate multiple copies. The complete syntax is
given in Figure 10.1.

To refer to point in a trace, we use timestamps. We consider that we have a set of action names
A, that each refer to a possible atomic action of a protocol, and each action name can also be
indexed. Timestamps are then either an explicit action, which will refer to the time point at which
this action occurs, a timestamp variable, or the init constant, which is used to refer to the first
time point of a trace. We also define a predecessor function pred over the timestamps, to refer to
the previous action in a trace.
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With those timestamps, denoted by T', we are then able to refer to elements of the actions performed
at some point. The message macros input@7" and output@T refer to the input and output messages
of the action executed at time T and the boolean macro cond@T encodes the execution condition
of the action at T'. Finally, the boolean macro exec@T encodes the conjunction of all execution
conditions up until time 7T, exec@T intuitively corresponds to exec@pred(T) A cond@T, where
exec@Qinit = true.

The message macro frameQT refers to the attacker’s knowledge at time 7', where they can learn
if an action is executable, and if it is indeed executable, they learn the corresponding output.
Then, by reusing the ternary function symbol if then else (not to be confused with the
construct of the protocols) to encode conditionals in terms, we may see frame@T as the triple
(frame@pred(T), execQT, if execQT then output@T else 0), where 0 is a default value that we set
for the else branch. By defining the frame in this way, for each action triggered by the attacker,
they get the value of the condition and the value of the output if the action can be executed, else
they get the value 0.

The meta-formulas are quantified over variables of type index and timestamp, and contain basic
logical combinations. This syntax allows to express a variety of first-order formulas for reachability
properties.

Example 10.1. Let us assume that we have two action names a[i] and b[i]. The following formula
is used to specify that whenever the condition of an a[i] is true, it means that some b[j] occurred
previously, and the output produced by b[j] was forwarded as input to a[i]:

Vi : index. cond@ali] < 3j : index. b[j] < a[i] A input@al[i] = output@b]j]

This formula typically express a (non injective) well-authentication property, and could be verified
by a protocol that uses a signature.

The meta-logic will allow us to prove that a meta formula is true with overwhelming probability
for all possible execution traces of a protocol. Remark that if the meta-formula of Example 10.1,
holds, it means that the two meta-formulas that are equivalent have exactly the same probability
distributions for all execution traces of a protocol. One could then replace one by another without
changing the protocol.

The meta-logic will also support boolean formulas built over indistinguishability atoms of the
form @ ~ v for sequences of meta-terms or meta-formulas, where macros on the two sides will be
interpreted with two distinct protocols. Intuitively, the formula frame@r ~ frame@7 will be true
if two protocols, the one used to interpret the frame on the left and the one for the frame on the
right, are in fact indistinguishable.

Q Technical Details

This notion of frame is meant to capture the sequence of message ¢p of Definition 2.14, and thus
match our previous notion of equivalence. Remark though that to exactly match the definition
of ¢, we would have to define frame@QT as (frame@pred(T'), if exec@QT' then output@T else 0).
Here, we add exec@T to the frame, because we want the attacker to know if an action can be
executed or not.

Let us consider a simple example, to illustrate the issue. We simply consider two protocols,

» P =in(c,x).if z <> 0 then out(c, 0)
» @ =in(c,x).if true then out(c, 0)

Intuitively, we expect those two protocols to be distinguishable, as the action of P is not always
executed, depending on the input, while the one of @) is always executed. If we define the frame
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without exec, then for instance for P (where we denote its only action P), there are two possible
frames:

» the frame with the constant 0, corresponding to the beginning of the protocol, before the
attacker gave any input to P;
» the frame obtained after the attacker input, which is equal to

(if exec@P then output@P else 0)

As output@P = 0, this last frame is actually equal to 0. The behaviour is similar for @, and
thus, if we do not put the execution condition in the frame, P and @ are indistinguishable. If
we add the condition, the frame of P will contain the value of input@P <> 0, while the frame
of @) will contain true, and an attacker can then distinguish those two values.

Remark that this issue stems from the fact that we build the frame using 0 in the else branch,
while 0 can also be produced by the protocol.

This issue was not raised in Definition 2.14 because we only considered simple protocols, where
the conditional branchings appearing in ¢% are part of the protocol specification (the user must
then be careful about the modeling). In the case of the tool, as the conditional are built by the
tool, we wanted to provide a precise notion of indistinguishability based on the user input.

Actions and Protocols An action is given by aliy,...,ix].(0,¢), where a is the action name,
i1,...,1%, a sequence of index variables, o a meta-term corresponding to the output of the action
and ¢ its executability condition.

A protocols is then a couple (P4, <p), where P4 is a set of actions and <p a partial order <p
over P4 (a protocol is then a poset). The partial orders indicates which actions must be executed
before other ones. An action may in its condition and output refer to the inputs of previous actions
(wr.t. <p)

Example 10.2. For illustration purposes, we consider the following protocol P made of two actions

1. alé].(true, ok); and
2. b[i].(true, (input@ali], input@b[il]))
3. c[j].(input@c[j] = ok, ok)

with afi] <p bli]. Intuitively, this corresponds to a protocol that first inputs a message, emits ok;
and then inputs another message before outputting the pair of the two messages it has received.
Because of the ordering, the condition and the output of c[j] is not allowed to depend on a macro
of a or b.

In the pi-calculus of Chapter 2, this protocol would be written as

|“(in(c, 2); out(z, ok); in(c, y); out(c, (x,y)))| (in(d, x); if 2 = ok then out(d, ok))
We may note that b(¢) is allowed to refer to input@ali] since we have specified that a[i] <p b[i].

A trace of a protocol P is any sequence of actions a[ly, ..., ;] € Pa, where the index variables have
been instantiated by concrete values over the integers, which is valid w.r.t. the ordering <p and
where an instance of an action does not occur twice.

Example 10.3. With the protocol of Example 10.2, for a single session of ¢ numbered by index
1, and no session for j, there are two possible traces: the trace with a single action a[l], and the
trace with the two actions a[l].b[1]. As soon as we consider multiple sessions, many interleavings
become possible, as long as they comply with the ordering.
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Remark that in this Part, we have changed the definition of protocols, in order to build a logic
over them. The translation is straightforward and implemented in the tool. We do not provide its
details here for concision.

Semantics Given a protocol P, we now define the interpretation of meta-terms and meta-
formulas. Intuitively, in addition to the computational models M of the BC logic (Section 2.4),
models of our meta-logic are also built over a trace model 7. It consists of a (finite) trace of the
protocol, and thus provides an interpretation domain Dy for the timestamp variables, which is
the set of actions appearing in the trace, and an interpretation domain Dz for the index variables,
which is the set of indexes appearing in the actions of the trace.

Given a protocol P and one of its trace models 7, we can interpret all meta-terms and meta-
formulas as classical terms of the BC logic (recall that we have in the terms of the BC logic
boolean connectives A,V,... as function symbols with a fixed interpretation). We denote this
interpretation by (¢);§, but only provide here an idea of the translation, where for instance:

. A T{r—T
(V7 : timestamp. ¢)£ :=/\T€DT (¢)P{ ek

Intuitively, ¢ holds for all timestamps of the trace model T if the conjunction of the interpretations
of ¢ where T interprets 7 by all possible values is true. The translation is similar for other
quantifiers, (3 translates to \/), and other Boolean operations are translated with the corresponding
connective. Input macros are interpreted using a dedicated attacker function symbol g from the
BC logic:

(input@T) 7, := g((frame@pred(T))7)

Other macros simply correspond to the interpretation of the meta-term corresponding to the action
at the given timestamp.

Given a protocol P, a computational model M and a trace model T, we say that ¢ holds
w.r.t. M, T, denoted by M, T [E=p ¢, if

M= (§)F ~ true

in the BC logic. A formula is P-valid if it holds for all computational models and all trace models
of P. If a formula is P-valid, it means that it is true with overwhelming probability on all traces
of P.

We also define the semantics of indistinguishability formulas. Given two protocols Py, P, that have
the same set of trace models, a computational model M and a trace model T of the protocols, and
two sequences of meta-terms @, 7, we say that @ ~ T holds w.r.t. M, T, denoted by M, T =p, p,

U~ v, if
M= (@)}, ~ ()7,
u ~ U is then (Py, Py)-valid if it holds for all trace models of Py, Ps.

Example 10.4. If frameQ7 ~ frame@r is (P;, P») valid, it implies that for all their traces (the
two protocols must have the same set of traces, but can differ in their common actions), and for all
points in the trace, the sequence of messages up to this point produced by P; is indistinguishable
to the one of P,. In other terms, it implies that P, and P, are computationally indistinguishable.
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Q Technical Details

Expecting that the two protocols have the same set of traces can be a restriction to verify
indistinguishability. Indeed, consider the two following protocols, where bool is a function
which extracts the first bit of a bitstring:

» in(c,x).if bool(x) then out(c, n;) else out(c, ns)
» in(c,x).out(c,ny)

Those two protocols are indistinguishable, as both of them always return a fresh random name,
independently from their input. Yet, with our translation, the first one is expressed with two
actions, and the second one with a single action: they cannot then be indistinguishable in our
framework. However, and in the spirit of simple protocols of Section 2.4, the first protocol could
be rewritten by pushing the conditional in the output:

in(c, z).out(c, if bool(x) then n; else ny)

Then, in our framework, the two protocols do become indistinguishable.

10.3.2 Reachability Rules

With a fixed protocol P, we now provide a sequent calculus that allows to prove the validity of
formulas.

Definition 10.1. Let P be a protocol. A sequent I' Fp ¢ is composed of a set of meta-formulas
I' and a meta-formula ¢.

The sequent I' Fp ¢ is valid if and only if I' = ¢ is P-valid.

Basic rules For concision, we do not provide all the rules of the sequent calculus. We notably
designed the calculus so that all the rules of the standard first-order sequent calculus are valid.
We provide in Figure 10.2 some of the rules dedicated to the security proofs of protocol.

The first three rules allow to conclude by deriving a contradiction from the set of hypothesis. With
overwhelming probability, two names are not equal. Thus, if in a sequent we have as hypothesis
that two distinct names are equal, we can derive false with rule NAMEINDEP. A variant of the rule
would specify that if n[i] = n[j], then we can conclude that i = ;.

If we have as hypothesis a trace constraint b[i] < a[j] that contradicts the ordering <p of the
protocol, we can conclude with ACTDEP. ACTEQ states that two distinct actions cannot occur at
the same timestamp. Finally, EXEC states that if exec@r is an hypothesis for some timestamp, we
have the condition execution of all the smaller timestamps.

These four rules are sound, which means that they can safely be used to derive true statements. All
the rules of our sequent calculus, along with their soundness proofs, are available in the technical
report [Squ].

Advanced rules The rules presented previously are unconditionally sound: they hold without
any computational hardness assumption. For each computational assumption, we can derive a
dedicated rule. Let us recall the axiom scheme EUF-CMA ;; (Definition 2.17) which, for any term
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NAMEINDEP AcTDEP AcTEQ EXEC
n#m alj) <p b[i) a#b V7' < r.cond@7’ p ¢
T,ni] = mfj] Fp ¢ Lol <aljlbp ¢ Toali] =blj]Fp ¢ [, exec@r -p ¢

Figure 10.2: Some Rules of our Sequent Calculus for Reachability

t such that sk is only in key position, corresponds to:
if (checksign(t, pk(sk))) then
\/sign(z,sk)est(t) (t = Sign(‘r7 Sk)) ~ T

else T
This naturally translates into a rule of the form:

L Vsign(m,sk)essk(t) t= Sign(,m Sk) Fp o
T, checksign(t, pk(sk)) = true Fp ¢

when SSCy(t)

Where we must define SSCg(¢) and S (¢) such that,

» if the Syntactic Side-Condition SSCy(t) holds, then all translations of ¢ satisfy the side-
condition of the BC axiom, i.e., sk only appears in key position;

» the translation in any trace model of the Set of meta-terms Sgx(t) contains all signatures
over sk of the translation of ¢.

While we do not provide the cumbersome details, it is straightforward to define SSCgy(¢) and
Ssk(t) by iterating over the terms and the possible values of the macros in a term, by exploring
the possible corresponding actions. For instance, if ¢ contains a macro input@7, we must check
that all possible outputs of the protocol satisfy the side condition, as they might have occurred
before 7 and be used by the attacker to build a new term that could contradict the syntactic side
condition.

Our sequent calculus also contains rules derived, for instance from the collision resistance of a hash
function, or from the EUF-CMA axiom corresponding to an hash function.

Extension for the composition result As our composition result only relies on new axioms
for the BC logic, we can easily integrate them in our sequent calculus by deriving a rule from a
new axiom. Recall that the EUF-CMA7 4 axiom (Definition 6.4), is expressed for any boolean
function T and term ¢ where sk is only used in key position, as:

if (checksign(t, pk(sk)))
then T'(getmess(t))

\/sign(m,sk)ESt(t) (t = sign(% Sk))
else T

~ T

As EUF-CMA 7 4 is very close to the classical EUF-CMA axiom, it is adapted similarly in our
sequent calculus, with a rule of the form:

T, Vsign(ac,sk)éssk(t) t = sign(z,sk) VT (getmess(t)) Fp ¢
T, checksign(t,pk(sk)) = truebp ¢

when SSCy(t)
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It is interesting to note that this is the only extension required to our tool in order to be able to
perform proofs based on our composition framework Part II.

10.3.3 Indistinguishability Rules

We now define a sequent calculus dedicated to proving indistinguishability properties.

Definition 10.2. Let P;, P, be protocols with the same set of traces. An equivalence sequent
I' Fp, p, & ~ ¥ comprises a set of hypotheses I' and a goal @ ~ ¥, where I' and @ ~ ¥ are all
equivalence formulas of the meta-logic.

The sequent I' Fp, p, @ ~ ¥ is valid if for all 7, M, o such that 7, M,o =p, p, ¥ forall ¢ €T,
we have that 7, M, o [=p, p, U~ U.

The main technique used to reason in this calculus is to prove indistinguishability by induction, as
for two protocols P;, P, with the same set of traces, they are indistinguishable, in the sense that
frameQr ~ frameQr is (P;, P»)-valid, if and only if

frame@pred(7) ~ frame@pred(7) Fp, p, frame@r ~ frame@r

Remark that we can omit the base case, as it is always trivial (frame@init = 0).

To reason about such sequents, once again, all classical sequent calculus rules apply, and we do
not present them. Other rules are instantaneous consequences of the properties of ~, based on
transitivity, reflexivity and symmetry:

SYMm REFL

Ikp,p@~7 .
e pSe— —————  t is macro-free
F}_Pl,szNu FFP17P2tNt

TRANS
Pbp opi~t I'bp,pt~7

— Py, P>, P; have the same set of traces
I'ip ,p, 6~

Some of the most powerful rules are the ones that combine both sequent calculi:

EqQuiv
F '_Pl t]_ == t2 F |_P2 t]_ == t2 F l_]Dl,P2 'E[[t]/tQ} ~ ﬁ[t]/tQ}

Thp p il ~7

EQuiv’ IF-REACH
obp oo obp oy T'hp p, dlp/yP] ~ Ulo/y] ¢ Fp, false ¢ Fp, false
Lhp p, i~ T kp, p, if ¢ then u ~ if ¢ then v

The rule EQuiv allows to replace in an indistinguishability goal a term by another one, as long
as we can prove in the reachability calculus that the two terms are equal with overwhelming
probability. EQUIV’ is the corresponding rule but for formulas. EQUIV’ can typically be used to
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replace an execution condition of an action by the well-authentication property that is equivalent
to it (cf. Example 10.1).

Finally, more advanced rules can be defined by adapting the rules from the BC logic. Our sequent
sequent calculus notably contains rules for encryption from the IND-CCA; and ENCgp axioms
(adapted from [BCl4a]), rules for hash function with the PRF axiom and for xor operations
([Koul9c¢|) and finally for DDH ([BCE™19]).

10.4 Implementation and Case-Studies

@ Section Summary

We implemented the meta-logic in a tool, the SQUIRREL prover, available at [Squ]. The tool
is a computer-aided protocol prover. Its input language is a dialect of the applied pi-calculus,
as depicted in Listing 10.1, and allows to prove formulas of the meta-logic for a specified
protocol. We used it to perform a number of case studies, proving different kind of properties
(authentication, secrecy, anonymity, unlinkability) under multiple cryptographic assumptions
(IND-CCA, EUF-CMA, PRF, DDH), for a variety of protocols (RFID based, SSH, private
authentication). We only outline here some details about its usage, and the integration of the
composition result.

10.4.1 The Tool

The core of the prover is an implementation of the two sequent calculi for reachability and indis-
tinguishability. Protocols are specified in a pi-calculus and a straight-forward algorithm allows to
obtain from this specification the list of corresponding actions.

Once the protocol is specified, the user has to write a reachability or indistinguishability goal
expressing the desired security property. This goal is the starting step from which rules of our
sequent calculus (tactics in the tool) will successively be applied until completing the proof. Thus,
proving a security property for a protocol using our tool consists in writing the script describing
the order in which tactics are applied.

A simplification tactic, which is the result of a combination of tactics, is applied at each step
of the proofs. The reasoning over equalities and disequalities of terms is automated, allowing to
automatically derive contradictions.

The tool supports user-defined axioms, and previous proofs can be re-used. Notably, the reach-
ability calculus can be used in an indistinguishability proof. For instance, if we prove that the
condition of a conditional branching is always false, we can remove the corresponding branch.
From our experience, these interactions between the two calculi ease the proof process.

All axioms and assumptions used in a proof must be explicitly provided. For instance, it may be
necessary to specify that a pair cannot be confused with a name. Our tool then allows to derive
the exact assumptions that the implementation should verify. Only axioms that are part of the
first order logic formula without ~ can be defined in the user syntax.

A strength of the tool is that it is symbolic and still computationally sound. In particular, to
support the XOR theory, which is challenging in the symbolic model, we simply add a tactic that
captures the cryptographic assumptions of the XOR function which are necessary to prove the
security of protocols. Notably, there is no need to provide a full support of the XOR equational
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Protocol LoC Assumptions Security properties

Basic Hash [BCH10] 100 PRF, EUF-CMA Authentication & Unlinkability

Hash Lock [JW09] 130 PRF, EUF-CMA Authentication & Unlinkability

LAK (with pairs) [HBD19] 250 PRF, EUF-CMA Authentication & Unlinkability

MW [MWO04] 300 PRF,EUF-CMA, XOR Authentication & Unlinkability

Feldhofer [FDWO04] 250 IND-CCA;, EUF-CMA Authentication & Unlinkability

Private Authentication [BC14a] 60 IND-CCA, EUF-CMA, ENC-KP Anonymity

Signed DDH [Iso, ISO 9798-3] 150 EUF-CMA, DDH Authentication & Strong Secrecy
Additional case studies, using the composition framework from Part II

Signed DDH [Iso, ISO 9798-3] 200 EUF-CMA, DDH Authentication & Strong Secrecy

SSH (with forwarding agent) [YL] ‘ 750 EUF-CMA, DDH Authentication & Strong Secrecy

Table 10.1: Case Studies

theory, or to be able to perform equational unification. Another strength of the tool is its mod-
ularity: extending the tool with new cryptographic primitives does not impact the core of the
tool. It only requires to add new tactics and prove their soundness. Currently, the tool supports
PRF,EUF-CMA (both for signatures and hashes), IND-CCA;,ENC-KP,DDH and XOR.

10.4.2 Case-Studies

To illustrate the variety of examples, all the case studies that can be found in the SQUIRREL
repository [Squ| are summarized in Table 10.1.

For each protocol, we provide the number of Lines of Codes (LoC) required for the specification and
the proofs, the cryptographic assumptions used, and the security properties studied. Interestingly,
most proofs follow the intuition of the pen-and-paper proofs, while some low-level reasoning is
successfully abstracted away or automated. To our knowledge, those protocols have not been
previously proved secure using a computationally sound mechanized prover.

We only discuss here the application to the DDH based protocols, that were already discussed
in Part II. The other case studies are presented in more details in the repository [Squ].

DDH based protocols We first performed a proof of strong secrecy of the shared key for the
signed DDH protocol [Iso, ISO 9798-3]. This proof was performed for an arbitrary but fixed
number of sessions, where the number of sessions does not depend on the security parameter.
We first performed a proof of the authentication property, which is a direct consequence of the
EUF-CMA axiom. Then, when we look at the strong-secrecy of the key, where in the honest case
we can easily use the DDH axiom to conclude, and we can prove that the event that leaks the key
cannot happen thanks to the authentication property.

We also present two additional case studies for the signed DDH protocol [Iso, ISO 9798-3] and
the SSH protocol [YL], where proofs are performed through the use of the composition framework
of Part II. We outlined how to decompose a proof for those protocols into single session proofs,
which consist in slightly modifying the hash function by giving more capacities to the attacker by
providing them access to oracles.

For instance, we allow to define a signature that follows the EUF-CMA7 g1 axiom, the
EUF-CMA3 512 axiom for two specific keys sk1, sk2 and the EUF-CMA ; axiom for all other
keys, with the syntax described in Listing 10.3.

signature sign,checksign,pk with oracle
(m:message,k:message)
(k = skl = Ti(m)) && (k = sk2 = T2(m))

Listing 10.3: Declaration of a signature following the EUF-CMA 7, axiom
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The tagged EUF-CMA axioms defined in Section 5.7 to prove the security of the ISO 9798-3
protocol can then be declared in SQUIRREL as:

signature sign,checksign,pk with oracle
(m:message,k:message)
(k = skI = (i:index, x1:message, x2:message) m=<x1,g-alil),x2))

(k = skR = (i:index, xl:message, x2:message) m=<x1,g"b[il),x2))

Listing 10.4: Declaration of the signature for the ISO 9798-3 protocol

With our tool and the previous axioms, we were able to mechanize those proofs. Compared to the
other case studies, those two hold for an unbounded number of sessions that may depend on the
security parameter, and not just for an arbitrary but fixed number of sessions. Those are the first
security proofs through the BC logic that are mechanized and valid for an unbounded number of
sessions.
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Conclusion and Future Work

Un dernier calcul et on s’en va.

(Proverbe ancestral)

In this work, by leveraging symbolic methods in various ways, we strived to help derive formal
guarantees about protocols while considering attackers as powerful as possible. To this end, we

1. defined a methodology for the extensive analysis in the symbolic model of Multi-Factor
authentication protocols, a complex application scenario, and we used the PROVERIF tool
to carry out a case study over widely deployed protocols;

2. developed a composition framework both for the computational and the BC logic; it notably
adds to the BC logic the support for security proofs of protocols with an unbounded number
of sessions;

3. studied the automation of low-level proof steps about probabilistic distributions taking a
foundational perspective, providing decidability and complexity results, and showing how to
use symbolic methods to derive efficient heuristics;

4. implemented an interactive prover built over the BC logic, supporting both reachability and
indistinguishability properties.

We believe that after pushing the symbolic model to its limits in (1), considering over 6000 scenarios
to illustrate how the symbolic model can handle powerful attackers, we have made it easier in
(2,3,4) to derive computational guarantees, stronger than the symbolic ones, by reasoning in a
logical framework. We helped perform such proofs by simplifying both the probabilistic (3) and
the logical reasoning (2,4) about protocols. In doing so, some important limitations of the BC
logic were lifted, first by providing a composition framework (2) that reduces the size of the proofs
and allow for proofs valid for an unbounded number of sessions, and second by building over it an
interactive prover (4) that allows to reason in an abstract way about all the possible executions of
a protocol.

Future Work

As we already gave for each Chapter some dedicated future work, we only consider here a high level
point of view. We have made progress regarding symbolic analysis of protocols with computational
guarantees, trying to consider attackers as strong as possible. Our long term goal is to be able to
perform such analysis for:

1. more complex protocols, e.g., e-voting protocols, or advanced cryptographic primitives,
e.g., Multi-Party Computation;

2. more complex security properties, e.g., post-compromise security or forward secrecy for key
exchange protocols, or privacy-related properties such as unlinkability.

Modular The framework that we designed is general. We applied it to the specific case of key
exchanges, but it may be applied in a variety of other contexts, and extended if need be. It would
be interesting to see if our framework can be used in the case where it is not the number of sessions
but the number of parties that can be unbounded. This is notably the case for e-voting protocols.
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Further, the framework could be leveraged to simplify the proof of a variety of other properties,
such as the ones mentioned previously.

Automation The SQUIRREL prover only provides a very basic level of automation. While it is
already sufficient to perform real life case-studies, it may become capital to improve its automation
to tackle more complex case studies. As mentioned previously, proof steps can be either seen as
high-level reasoning, the logical level where probabilities have been abstracted, or as low-level rea-
soning about message lengths or probability distributions. The techniques required for automating
those two levels are very different:

1. high-level reasoning - [Koul9a] provides a decidability result for a fragment of the BC logic.
Building on this and classical first-order logic automation techniques, it would be interesting
to try to automate the application of the logical rules of our tool.

2. low-level reasoning - as for instance advanced cryptographic primitives often rely on proba-
bilistic reasoning, it could be interesting to integrate our results from Part III in the SQUIR-
REL prover.

Collaboration between tools We believe that the SQUIRREL prover bears great promises for
the analysis of security protocols. However, we do not claim that our tool is or will ever be the
best to handle everything. Notably, we cannot hope to achieve the level of efficiency or automation
of symbolic tools, such as PROVERIF [BCA'10], TAMARIN [MSC'13] or DEEPSEC [CKR18b].
Further, we do not aim to compete with EASYCRYPT [BGH ' 11; BDG 13| when it comes to the
analysis of cryptographic primitives, nor will we compete with MASKVERIF [BBD'15]| for the
automatic verification of non interference properties.

Those are only some examples among many others. Each tool has its particular strengths and
limitations, and each tool should be used for what it does best. In this spirit, we argue that it is
important to build bridges between the tools. Notably, we aim to develop a framework that would
enable from a single input file, to export protocol models for multiple tools, then using distinct
tools for distinct proofs of security over the same protocol model. It would also be interesting to
develop stronger interactions, where in the SQUIRREL prover, it would be possible to discharge a
proof goal to EASYCRYPT, or even to a symbolic tool when it is to verify a positive reachability
property, e.g., an attack or an executability witness.

Finally, the variety of tools highlights the need for a foundational approach to security. Problems
should not be studied with a single tool in mind: they should be studied from a general perspective,
so that a single result can be used to improve multiple tools. We have followed this idea in Part II,
with a composition framework that is used in SQUIRREL but could also be used in EASYCRYPT.
Conversely, Part III yields results that are used in EASYCRYPT but could be integrated in SQUIR-
REL. Further, as Part III builds on symbolic methods, it could also yield interesting byproducts
for symbolic tools. In the future, we shall then

» continue to leverage symbolic methods to tackle security related questions with a founda-
tional perspective, thus allowing to improve multiple tools at once;

» in parallel build bridges between the multiple tools, so that the analysis of security protocols
can benefit from the strengths of each tool.

Beyond formal guarantees We strongly believe that the right to privacy is instrumental in
shaping a free society. We have made some small steps in this direction, trying to help derive
guarantees about privacy. Of course, we only looked at a small part of the chain, and much
more work is required before we can derive global formal guarantees about the hardware, the
implementation, the protocol design,. ..
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But, looking even further away, and despite how it may appear in this work, we would like to
emphasize that formal guarantees are not the only important point. We have seldom talked about
one of the main link in the chain: human beings. It is not enough that protocols with strong
guarantees exist: they must also be used in practice, by citizens, companies or states. If people
don’t believe that the right to privacy is essential, this won’t happen. Security experts have a
role to play in this, notably by informing people about privacy risks. Among other examples, this
role has been highlighted with the recent debate about COVID tracking apps and popularization
articles written by security experts (see e.g., [BCVT20] for an example in French). Also, many
computer scientists have advocated for a long time that teaching computer sciences at a young age
is important, notably w.r.t. privacy notions. They have for instance submitted reports to governing
bodies, or more concretely set up popularization workshops in schools. We will participate in such
endeavours in the future.

To conclude, we believe that our future work is two fold. First, aim to provide the best formal
guarantees possible about the systems used in our everyday lives. Second, and maybe even more
importantly, defend the right to privacy in our society.
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A.1 Global Results for MFA

We summarize in Table A.1, A.2, an A.3 all the results we computed using the automated gener-
ation of scenarios, the captions being given in Figure A.1. The results were obtained in 8 minutes
of computing on a server with 12 Intel(R) Xeon(R) CPU X5650 @ 2.67GHz and 50Gb of RAM.
During the computation, 6172 calls to PROVERIF were made. As PROVERIF may not terminate
we set a timeout at 3 seconds: only two scenarios exceeded the timeout limit. For readability, we
only display the minimal or maximal interesting scenarios, and results which are implied by an
other scenario are greyed. The table was completely generated by an automated script, to avoid
transcription mistakes.
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Protocols
» G2V- Google 2-step with Verification code
G2VTPR- G2V with fingerprint display
G2VPE. G2V™® with action display
G20T- Google 2-step One Tap
G20T - g20T with fingerprint display
» G20T""- G20T with action display
Scenarios:
» NC- No Compare, the human does not com-
pare values
» F'S- Fingerprint spoof, the attacker can copy
the user IP address
» PH- The user might be victim of phishing

>
>
>
>

Notations:
» /- Property satisfied (¢if all three)
» X- Attack found (®if all three)
» X- Attack also present in a weaker scenario

v

vvyyvyy

G2D T ®- Google 2-step Double Tap (random
to compare)

G2DTP®- G2DT"™® with action display
U2F- FIDO’s U2F

U2F . 5- ToKENBINDING U2F

G2DTRE- ToKENBINDING G2DTP*

only on trusted everyday connections or un-
trusted computers

M;Z:tj:fﬁzimcd— The interface inputs are
given to the attacker with access level accl,

and acc2 for the outputs

/- Property also satisfied in a stronger sce-
nario

- - Either scenario not pertinent, or failure to
reconstruct attack trace

Figure A.1: Caption for Global Results
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B.1 Formal Corollary for Key Exchange

We denote p = {id!,id®} and 5 = {Isid!,lsid};cn the set of all the copies of the local session
identifiers.

Formalizing the previous Section, to prove the security of a key exchange, we can use the following
Corollary of Theorem 5.5.

Corollary B.1. Let Oy, O be oracles and KE;| |, ] = I(Isid!,id"); ||| R(lsid?, id®); ,
a key exchange protocol, such that I binds xl,xfd,xl]sid, R binds xR,fo,xgid and Ni(KE) is
disjoint of the oracle support. Let id’,id® be names and 3% = {Isid! };en,37% = {lsidl}ien sets
of names :

1. Vi > 1, (visid!,id!, lsid®id".
KE; [out(<x1, lsidiI, x{sm mfd>), 0ut(<xR, lsidZR, xﬁid, xﬁi))] I out((lsidf, lsidf))

is Ok simulatable)).
2. § is disjoint of the support of O.
K Eolout((a”, Isidy), a4, 71)), out((x 7, Isid{f, o}y, 2i})] =o,..0
KEo| ifzl,, =1sidf Azl =id" then
out((k,lsid}, 1sid, Tia))
elseifxl,, ¢ 3% Azl = id® then
L
3. else out((x!,lsid}, xl ,,, xL))),
if ol = lsid) Azl = id! then
out((k, Lsid®, ok, o 1))
elseifxft,; ¢ 3" Aaf = id! then
4L
else out((x!, lsidlt, zt, ;,, 2 22))]

Then, for any N which depends on the security parameter:

1SN K E;[out(x"), out(x)] =0
ISV KE;[ if (¢, = id®) then

: I IR A .
if z..,=Isid!* Nz, = idr then
1<j<N lsid J id R

O'U,t(k‘i,j)
else out(x!),
if (zf = id;) then

: R guiql R _ .
if x7°  =lsid: A x:Y = id; then
1<j<N lsid 9 id I

O’U,t(kj,i)
else out(z')]

Then, building upon the previous Corollary and the sequential composition Theorems, the following
Corollary shows the precise requirements to prove the security of a protocol which uses a key
exchange, for an bounded number of session and with long term secrets shared between the key
exchange and the protocol.

Corollary B.2. Let Op, O, O,,0pq be oracles and
KE;[ |, ] = I(sid!,id"); ||R(lsid®,id®); ., a key exzchange protocol, such that I binds

ml,x{wxllsid, R binds xR,xﬁl,mﬁid and Ni(KE) is disjoint of the oracle support. Let id!,id"
be names, 5 = {lsid! };en,57 = {lsid}icn and 5 =3 N5E sets of names.
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Let p = {id",id"}, P(2,y) = Pi(2,9)||Po(z,7) and Q(z,7,%2) = Qi(2,5,2)||Q1(z,7,%) be
parameterized protocols, such that Ni(P, Q) is disjoint of the oracle support.

1 Vi > 1,(visid!,id!,lsidR,id®. K E;[out(z!), out(xT)]|| out((Isid?, Isid])) is Or-
simulatable)).
1-2 5 is disjoint of the support of Opq.
KEO[OUt(<mI7 152d57 mlIsid’ :Czld>)7 OUt(< R lSZdO 7xlszd7 51>) gOT»OP,Q
KEy [ifzl,, = lsidf N al, =id® then
O'U,t(<k, ZSZd(I)a xlIsid’ szd>)
elseifzl,, ¢ 3% ANal, = id® then
1
I-3 else out((x!,lsid}, x] ., x1,)),
if ol = lsid! Azl =id" then
ot (F, Lsidft, ol 1))
elseifzft,, ¢ ' N2l =id! then
1
else out((x, Isidlt, o2, ,, x1))]

and
R-1V1<4,5 <n,vp, ki ;. Po(p,kij) is Op-simulatable.
R-2 ¥ 1<i<n,vpk;; QoD ki;) is Op-simulatable.
R-8 5 is disjoint of the support of Oy.
R-4 Py(p, k) Zo,,0,. QoD k)

and

C-1 vp.an(xl).PL(z])||in(zF). PE (2! )2'3 Op q-simulatable.

\|1<n KE; zf( zl, = idR) then

135‘2 (xl,, = lszd Azl =idR) then

out(, )
1. vp. zf(else IZd() t)f’l,en 18 Ope-simulatable.
d — I
; R 1

1§§f§n(xl“d = lsid} A xfy = ids) then

out((i, j()

else PR(af)

Then, for any n which may depend on the security parameter:

="K B[P (a), Pf(a]")] =
'S K E;[if f, = id" then Q!(x!) else P/ (x]),if 2l = id' then QI (zF) else P[*(zF)]

B.2 Formal Corollary for Key Confirmations

The Theorem for those key exchanges is very similar to Corollary B.2. The main difference is that
now, instead of working on a key exchange KE := I(Isid!,id")|R(Isid®,id™)[, we further split I
and R, in I = I I' and R := R%; R', where I° and R° will corresponds to the key exchange up to
but not including the first use of the secret key, and I' and R! as the remainder of the protocol.

Corollary B.3. Let Okp, O,,0p g be oracles and
KE;[ |, o):=IL(sid!,id"); ||R;(Isid%i,id™);
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a key exchange protocol with I;(Isid} id") = I?(Isid!,id"); I} (x!) and R;(Isidl id®) =
RY(Isid®,id"); R} (z®) such that I° binds 2!, 2,4, 1550, R® binds 2T, 24, 2150 and Ni(KE)
is disjoint of the oracles support. Let p = {id!,id®}, P;(z,y) = P! (z,9)||PF(2,7),Q(x,7,%2) =
QI (z,7,2)|QF (2,7, %), C;(Z) and D;(Z) be protocols, such that Ni(P,Q,C, D) is disjoint of the
oracles support.

Let id"id® be names, 31 = {Isid! }ien,3% = {lsid®}ien and 5 =51 N5 sets of names.

A-1 Vi € N, (visid!,id!,lsid? id".C;(p)||I?(Isid!,id"); out(x!)|| RO (Isid®,id®); out(xTt) is
Ok g simulatable)).
A-2 5 is disjoint of the support of Op.
Ci(p)||19(Isid},id"); ifxl,, & 5% A mi[d = id" then
I*(z!); out(x!)
else out(( lsidd, «l ., x1))
| RO(1sidE,id"?); ifalR., ¢ 5 ANy =id then
RY(z®); out(zlt)
else out((x®, Isid" aft, , x1Y))

_OKEg
Ci(p )Hlo(lszdo,zdl) if xl ., = lsid® A xld =id® then
A-3 out((k,lsid}, xlmd, zl))
elseifxl,, ¢ 3% ANzl = id® then
I'(zf); L
else out((z!,lsid , xl ;,;, 1))
| RO(1sid, id"®); if ofl., = lsid" Azl =id" then

out((k,lsidlt,zf. ,, 1))
elseifzlt,, ¢ 5' Al = id! then
I*(z®); L
else out((x®, Isidll, ot x1%))

and for any N which may depend on the security parameter:

B-1 |['SN°D; ()| I} (ka); P (B, ko) | B (ki) PE(D, i) Zo,.00 17 Di()| 1} (ka); Q1 (9, ki) | BY (ka); QF (B,

and

C-1 vp, Isid], Isid}.D;(p) |[in(x). Py(2) |lin(2).Qi(x)|[in(x).I} (x); P] (z)|lin(2).R} (2); P ()
lin(z).I} (x); QI (z)|lin(x). R (z); QF(x) is O, simulatable.
<N Cy(p)|| TP (1sidt ,idt); > /f x{szd = lsid! A\ xl; = id"™ then

OUt(< 7))

else zfx{sid ¢ st Aaxl, =idf then
I} (z"); L

else I}(z!); PL(z1)

| RY(1sid®,id®)] 1<n‘ lelizd = lsid] Azl = id" then
<<

out(({i, j))

elseif (zf,, ¢ 31 N xli =id! then
R (z%); L

else R} (z%); PE(2®)

C-2 v

is Oy, simulatable.

Then, for any n:

=N G| Di ()| K B[P (27, PR (2")] =
I=NCi @) Di(P) | K Eilif iy = id" then Qf (") else P (z'), if vjj = id" then Qf'(z") else P (a™)]



B.3 Proofs of Chapter 5

B.3 Proofs of Chapter 5

B.3.1 Oracle Simulation

We first show that O-simulation, whose definition implies the identical distributions of two messages
produced either by the simulator of by the oracle, implies the equality of distributions of message
sequences produced by either the oracle or the simulator.

Lemma 5.2. Given a functional model M7, a sequence of names T, an oracle O with support 7
and a protocol P, that is O-simulatable with A®, we have, for every T, 7, c,re,78 € {0,1}*, every
v e DL, for every m > 1, for every PTOM BO (using tags prefized by 1):

pO - TB7p'r'2 - TQ}
=?| [[ﬁ]]zs = pro =TRB,Pr, = T2}

PPSaprl sPro PO {91%!1 =1, ¢'}n2 = ?ll[
= ]P)ps,prl 2Pro PO {65, =7,

where we split po into pé W p(‘% such that O called by B only accesses pg and O called by A only
accesses pgy (which is possible thanks to the distinct prefizes).

Proof. We proceed by induction on m. Let us fix Z,7,¢,r2,7g € {0,1}* and 7 € D.L. We assume
that:

Pp..pry 0000 {6}, =701, =7 7]}, =7, pg =TB;

= PPSyPrlyﬂr27p0{92 =T ¢2 =7 ﬁ]]z =v

o=
Il
<
&
D
<
V)
|
<
)
—

We define v?, ;= BOP=ro) (M, pr,,m, ¢5).
As the support of O is 7, we have that O(ps, po) = O(mr(ps,n), po) -

Using conditional probabilities, we have that:

Po..pr, sPrg PO {0m+1 T, ¢y, = 7| [[7]] ps = Us Po =TB,Pr, = T2}
= Ppé,pvpp,z,po{varl = Tpt1] 6 = x,(b = y, [ ]]ZS =0 PO =TB,Pry = T2}
X]P)ps,prl Prg PO {05, =T, ¢y, = y| [[n]] =v po =TB,Pr, = T2}

Now, if we define Oy, such that Og ., = O(m5(ps, 1), p&) when [0]7 =7 and p§, = rp , we have
that
Po oy ey po Vi1 = Tmi1| O}, = 7<Z51 =9, [n]}, =7, PE =rs,pry =72}
=! Po.pr, Pra 00 {BO(W"(pQ m08) (My, pr2a777¢1 ) = Tm1

|0 =T, by, = G, [A]]), = 0,05 = 15, pry = 12}
= ]P)pq,prl Prg PO {Bo” "B (Mfﬂ"2,77 Y) = Tt

|91 _xqbl _y7[[n]] _UpO—TByprz_r2}
= ]P)pq,prl Prg PO {Bo” = (Mfﬂ"z,n, Y) = Tmy1}
= P s o0y prg 00 {BOvs (My,72,1,7) = l"m+1

|07, = 7,67, = 5, [A1}, = 0,08 =15, pro =12}
=° PPMPH sPro PO {BO(ﬂn(psm) Po)(/\/lf przan ¢ ) = Tm+1

|07, =T, 0% =5, [A]}), = 0,06 =5, pry = 72}

Justified with:

1. because O(ps, po) = O(mw(ps,n), pB);

O(mr(ps, n)apg) = Ogprpg, and (b}n =Y

the considered event does not depends on any of the conditional events removed;
the considered event does not depends on any of the conditional events added;

= LN
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5. reversing the previous steps.

So we conclude that, as we also have the induction hypothesis:

Ppé,pvl,p,g,po{eerl =7, ¢ = y| [[n]]n =7, Pg =B, prz =72}
=7 [n]},

= Ppmpn,prwpo{omﬂ =7, PO =78, pr, =12} (i)

We now define: 3
u}n+1 _ AO(Wﬁ(psvn)va)(Mf7pT1,H}n W U#Hﬂ?)

u$n+1 = Op(ps, ‘9 W ”m+1)

We define the Turing machine B, such that:

BOWrO) (M, pryom, ph) = ,
ifVj < m+1,B90r8) (Mg, ry,m, %) = z;

NG, =T _
then BO(U’TB) (Mf7 2,1, ¢7;n)
else L

We then define v}, and 6], for B similarly as v,, for B.

We define Oy ,4 such that Oy ,4 = O(77(ps, 1), p5) when [7 n]p. =7v. We then have:
Ppsmrl JPro PO {uqln+1 = yrg+1| 011714-1 a¢’ 7, [n ]] ps = U, P?) =TB,Pry = T2}
=! Po. pry ey 00 {A™ b (Mf Prys T, 77) = Ym+1 9m+1 T, ¢y, =7
[715. Z(g PG = T8, pry = T2}
=2 Ppmpm »Pro PO {‘A v po (Mf Pris 9m+1a 77) = ym+1| 91%1-1—1 =z, (b'}n = ?7
71}, = z L P& = T8, Pry = T2}
=? ]P)p&7p717p’2)po {A G (Mf Pris Herla 77) - ym+1| [[ﬁ]]"?& - E}
X(]P)Pe PryPrg PO {9m+1 T ¢ - y‘ [[n]]pS =v pO - rBa Pro = TQ}
XPPMpq,p,g,po{PO B, Pry = T2| [ ]] s U})
=* Ppsmn 1Pro PO {OP(Plsa 9m+12 :1ym+i‘ [[ﬁﬂns = ﬁ} 5
X(PP57P7‘1 Prg PO {9m+IB: T, ¢p =7, | [[n]]nS U, PO :1 B Pry = T2}
xpps,prl \Pro PO {PQ =718, pr, = 12| [ ZS v}
=’ Pp., Pry Py PO {Op(p€a0m+1) Ym+1| [[ﬁ]]ns = 5
X(Pps7p717p125po{6m+1 =T, 95, = y,l [n ]]Zé =7,p0 =TB,Pr, = T2}
v

=°P,,, pryPrg 00 VOP(Ps 0m+1) = Ymi1| 9m+1 =T, ¢2, =7, 2]}, =7,
ﬂg =TBsPry = T2}

=7 Pp. o ey 00 1OP(Ps, T) = Yms1] 021 =T, 00, =T, [y, =7,
PO =TB,Prs = T2}

=* P prypryspo {vi1 = Ymr1l Op i1 =T, 00, =7, [}, =7,
Pg =TBsPry = 7"2}

Justified with:

1. using the conditional probabilities;

2. by definition of B which produces T under the conditional events;
3. using conditional probabilities, as 0,, ZTV ¢, #7 = B = 1;

4. by O simulatability on B;

5. using (4);
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6. using conditional probabilities, as 0,, TV ¢m # 4§ = B = L;
7. by definition of B which produces T under the conditional events;
8. using the conditional probabilities.

Combining the previous equality with equation (¢) finally yields through conditional probabilities:

Ppé,pmp,z,po {Herl =1, ¢m+1 =7 [[n]]??& =
= Pr o or, Po{om—H =T ¢m+1 Y

B.3.2 Autocomposition Results

Proposition 5.4. Let O be an oracle, two parameterized processes P(x),Q(x), a set of names
= Ny(P,Q) and fresh names ko,l. We assume that Ni(P, Q) is disjoint of the support of O. If:

» vi.in(cp, x); P(2)|in(c, z); Q(z) is O-simulatable, and
» P(ko); out(cp,x)||Q(ko); out(cq, x) Zo P(ko); out(cp,1)||Q(ko); out(cg, )
then, for any N,

P(ko); P(z)N; out(cp, x)[|Q(ko); Q(x)™N; out(cq, x)
>0 P(ko); P(x)'N; out(cp,1)||Q(ko); Q(z); out(cq, 1)

Proof. We proceed by induction on N. The result is exactly the first hypothesis for V = 0.

Given some N > 1, we assume that

P(k:i) N5 out (k)| Q(ki) ™~ out(k) Zo Pki)™ 5 out(D)|Q(k:) ™ s out(l) (i)

In the following, we will write P(k;)*N =1 for P(k;); P(k)"¥ =2 and we will omit to mention the
a-renaming made over the local names in N;(P, Q) between the different copies of P and Q. The
renaming is however essential so that we may for instance have N;(PY~1(k)) N N;(P) = () when
we wish to apply Theorem 5.4. This silent renaming is possible because N;(P, Q) is not contained
in the support of O.

We obtain by application of Theorem 5.4 with A = P(k;)N~1, B = Q(k;)N~!, Pi(z) =
P(2)% out(k) and Py(z) := Q(2); out(k):

P (kq); out (k) |Q (ki) out (k) =0 PN (k:); P(1)°; out (k)| QY= (ki); Q)% out(k) (1)

Now, with Theorem 5.2 applied on P(1):%; out(k)||Q (1) out( ) Zo P 0ut(")||Q(1)°; out(l")
with I’ a fresh name, with P := P(k;)’ ~! and Q := Q(k;)'N~!, we obtain:

P(k:) N~ P out () |Q ™ (ki) QD) out(k) Zo P(ki) ™1 P(1); out ()| Qk:) ™ 1 QD) out (') (1)
We also perform an application of Theorem 5.4 on (i) with A = P(k;)’ =1, B = Q(k;)"V 1,
Pi(k) := P(k;)%; out(l) and Py(k) := Q(k;)%; out(l) :

P(ki) ™1 P out(1)|Q(k:)™N 1 P() % out(l') Zo P(k:)™; out(1)]|Q(k:)™; out(l)  (I11)
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We conclude by transitivity with (I),(II) and (III). [ |

Simulatability is stable by binding names that do not appear in the protocol, which means that
we will be able simulate at the same times two simulatable protocol who do not share long term
secret.
Lemma B.1. Given a functional model My, a sequence of names m, an oracle O with support
n and a sequence of terms t, if vn.t is O-simulatable , then for any sequence of names m such
that m NN (t1,...,tp,) =0, vRnUm.T is O-simulatable.

Proof. Let there be a functional model M, a sequence of names 7, an oracle O with support 7
and a sequence of terms ¢ O-simulatable. As the names of ™ do not appear in ¢, the probability of
any event regarding f is independent from an event regarding m so we have for any PTOM A, 7,
sequences ¢, 7, w € {0, 1}*,

Ppaprl ,Prg PO {Ao(ps’po)(va mi, ...y Mk, Pry 77) =c | [W]Z =7, Hmﬂzs = ﬁ}
]:P)p57p7‘1 Prg PO {AO(ps,po)(Mﬂ mi, ..., Mg, Prys 77) =c | [[Tl]]z = 5}
= ]P)Ps,PrqPO{ch te 7tn]]gs,pr,po CH[ ]]77 = @}
= ]P)Ps’Pr,Po{[[tl? s 7tn]]gs,pmpo = CH[ ]] =, [[m]]zs = w}
Thus vn Um.t is O-simulatable. [ ]

Proposition 5.3. Let O, be an oracle parameterized by a sequence of names s, and O an ora-
cle. Let P be a sequence of names, P(Z), R}(Z,7),..., R¥(Z,7) and Q(T) be protocols, such that

— —k
MR}, ..., Rf) 1s disjoint of the oracle support. If we have, for sequences of names lsz’dl, Lo lsid

with 5§ = {lsidihgjgk,ieN :

1. Vi, j € N,vp, miRﬁ (@, @Z) 18 O,.-simulatable.
2. P(p) =o, QD)
3. § is disjoint of the support of O.

Then, for any integers Ny, ..., Ng:

P(@)[' <N (R} (5, Tsid; )| . HKN&R’“(p, Isid, )
~0.0, Q)< RN T5id; )|| ... ||'<N* RE (p. Isid, )

Specifically, there exists a polynomial ps (independent of all R?) such that if pr; is the polynomial
bound on the runtime of the simulator for R?, we have,

AdyP@I=N B @) |- B (P17 20 Q) 'S N Ry (PIsTd)||-.I'SN* REBIsid) ) (1)

< Ava(ﬁ)%o,orQ(ﬁ) (pS (tv Ny, |R1|v ooy N, |Rk|7pR1 (t)a -+, DRk (t)))

Rather than proving the previous Theorem, where we recall that the protocols may depend on a
predicate T'(z) whose interpretation depends on 3, we prove the version where P directly depends
on s.

Proposition B.1. Let O, be an oracle parameterized by a sequence of names s. Let
D be a sequence of names, P(T), R}(Z,7,2),...,RE(T,7,2) and Q(T,y) be protocols, such
that J\/l( ., RFY s disjoint of the oracle support. If we have, for sequences of mames
lszd lszd , with s = {Isid, };. JEN ¢

1. Yi,j € N,up, ijj (@, @Z,E) is O,.-simulatable.
2. P(ﬁ) =0 Q(ﬁag)
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Then, for any integers Ny, ..., Ny:

P(p)HZSNl (R} (p7 ZSZdi ’ S)” o ||Z§1Nka:(p7 lSZdi i S) .
g(’)r Q(Tgv §)H1'§N1 Rzl (ij @z 7§)|| T ”ZSNka:(ﬁv @z 7§)

Specifically, there exists polynomial ps (independent of all R? )such that if pr; is the polynomial
bound on the runtime of the simulator for R’, we have,

—\ (14 — 731 — i — 7k — — —\ 1 — 751 — 3 — 75k —
AdyP @I (BB Lsid, 3=V B (b 1sid; 5)20, QBF)|'=N R] (BIsid; ). "=k R (p.Lsid; 5) ()

< AdVP(ﬁ)%OQ(ﬁS) (pS (tv Nla |R1|a RS Nka |Rk|apR1 (t)a -+ PR¥ (t)))

Proof. We prove the result for k£ = 1, denoting R! as R, as the generalization is immediate. Let
there be an integer n.

Hypothesis 1 with Lemma B.1 gives us that for 1 < i < N, visid;,p.R;(D,sid;,s) is Og-simulatable.

Moreover, with § = {p,5}, N(R;(p,lsid;,s)) Nd = {p,lsid;}, so thanks to Theorem 5.1, for
1 <1< N, vé.R(p,lsid;,s) is Ogr-simulatable.

Now, up to renaming of the local names of R (which is possible as they do not appear in the
oracle support), we have that V1 < i < j < N.N(R;(p,lsid;,5)) NN (R;(p,lsid;,s)) C 6§, so with
Theorem 5.1 we have that ||*<™ R;(p, lsid;, ) is Og-simulatable.

Note that if R is simulatable by a simulator bounded by a polynomial pr(t) on an input of size ¢,
then ||i < NR(p,lsid;,s) is simulatable by a simulator bounded by a polynomial ¢(n, pg(t)), where
q is uniform in n and R.

Finally, we have that ||'<N R;(p,lsid;,5) is Og-simulatable and P(p,lsid,) =0 Q(p,3), so we
conclude with Theorem 5.2.

Instantiating the bound on the advantage from Theorem 5.2 with |C| = n|R| and pc(t) =
q(n,pr(t)) yields the desired result. |

Theorem 5.5. Let O,, O be oracles both parameterized by a sequence of names s. Let p be a
sequence of names, P;(Z,y) and Q;(T,y) be parameterized protocols, such that N;(P,Q) is disjoint

P — —P —
of the oracles support. If we have, for sequences of names lsid ,lsz'dQ, with 3§ = {lsid; ,lsid?}ieN:

1. Vi>1,vp, @f.Pi(ﬁ, LSW?) is O,.-simulatable.
2. Vi>1,up, @?.Qi(f), @?) 18 O,.-simulatable.
3. S s disjoint of the support of O.
4- Po(ﬁ@éj) =o0,.0 Qo(ﬁ@?)
then,
1Pi(p,Tsid; ) Zo |1'Qi(p, Tid; )

We once again generalize with the explicit dependence in 3.

Theorem B.1. Let O,, O be oracles both parameterized by a sequence of names s. Let p be
a sequence of names, P;(T,y) and Q;(T,7y,z) be parameterized protocols, such that Nj(P,Q)
is disjoint of the oracles support. If we have, for sequences of names lsid ,lsid° , with 3 =
{Isid; ,Tsid; Yien -
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1. Vi>1,up, @f.Pi(ﬁ, @f) 1s O,.-simulatable.
2. Vi>1,up, @?.Qi(f), W?,E) 15 O,.-simulatable.
3. S is disjoint of the support of O.

7.P — 7 . 7 -
4. Po(p,lsidy ) =0, 0 Qo(p,lSZdon)

then, 1P, (p. Isid; ) =o |['Qu(p, Isid; )
Proof. By application of Theorem 5.5, we get that for all ny, no,

Po(p, Tsidy )| "< Py(p, Tsid, )||'<iSN2Qu(, 5, Isid,”)
gor,op
Qo(D, 5, Isidg )| '<'<N' Py(p, Isid, )||'<i<N=Q,(p, 5, Isid; )

By weakening of the attacker, we get:

Po(p, Tsidy )| <N Py(p, Tsid, )| 1 <i<N2Q; (. 5, Isidy)
%O -
Qo(D, 5, Isidy )| ' <=M Py(p, Tsid, ) ||'<'<N2Q, (p, 5, Isid,)

Then, for a polynomial p (assumed without loss of generality increasing), any n = p(n), and all
J<mn:

Py(p, Tsidy )| ' <'<I= 1 Py(p, Tsid, )||'<'<N=1-1Q,(p, 5, Tsid; )
%OP
Qo(p, 3, Iside) | ' <i<i=1 P,(p, Tsid; )||'<i<N=i-1Q, (p, 5, Isid;’)

Through the renaming of the [sid, which is possible as s is disjoint from the oracle support, we get
that:

_ ——P _ ——P _ ——P _ _ @ _ _ 5@
P;(p,lsid; )||Po(p, sidy ) . .. [| Pj—1 (P, Isid;_1)[|Qj+1(P, 5, Isid; )| - . - Qn(D, 3, Isid,,)
=0

_ —Q _ _ ——P _ ——P _ _ —Q _ _ —Q
Q;(P.lsid; ,3)||[Po(p, Isidy ) . .. | Pj—1(P, Isid; _1)[|Q;+1(P, 5, Isid 1) - .. Qu(P, 3, Isid,, )

Thanks to Theorem 5.5, there exist polynomial pg such that, if pp and pg are the polynomial
bound on the runtime of the simulators for P or @, for all j, we have that the advantage of any
attacker running in time ¢ against the previous indistinguishability, denoted D, is bounded by:

AdVD(ps(t,j -1, |P\v-~~»P(7I) -Jj—1 |q|,pp(t)7...,pQ(t)))

Thus, for all j, the advantage of any attacker against the corresponding game is uniformly bounded
by:

Adv” (ps(t.p). P, p(n).lal.pe (1), .- pa(t)))

We then conclude with an hybrid argument.
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We first prove a proposition which allows to reduce the security of n sessions in parallel to the
security of one session with NV — 1 sessions in parallel. It is expressed in a more general way than
required for basic key exchanges, so that we can reuse it for other results.

Proposition B.2. Let O be an oracle and KE;|_,, o] = Li(Isid},id"); | ||R;(Isid, id®);
a key exchange protocol, such that I binds ml,mi[d,xl[sid, R binds xR,fo,xﬁid and Ni(KE) is
disjoint of the oracle support. Let id?,id® be names, 3 = {lsid!}ien, 3% = {lsidl}ien,
5 =75 Us®? sets of names,

Let Ty (Z),T5(T), S1(T),S52(T) be parametric processes with completely disjoint names. Let N be
an integer (which may depend on m), and let 3 = {lsid!,lsid®}1<;<nx and Oz an oracle. If 3
1s disjoint of the support of O and if,

1. vs.out(3) is Os-simulatable.
[SNUKE[out((af, Isid", a4, 2ly)), out((x™, Isid™, aflyy, 2 [5)]
|KE,[ ifzl,; ¢3% Azl =idf then
S1(z!, 1sid! ol , xl,)
else out((x!,lsid! , zl ,,, x1,)), >0
ifal,, 3 Aalt =idl then e
So(z®,1sid®, zf. ) 2 R)
else out((xf, Isidf, xft, , x1))]
'SV LK Ei[lout((x!, Isid! 1,4, x1,)), out((x B, 1sid®, o, ), 2 E)))]
g | KE,| ifal,;, =Ilsid Azl =id" then
’ out((k,lsid}, x4, Tiq))
ifal,, ¢ 3% Aal, = id" then
Ty (2!, Isidl, 21550, Tia)
else out((z!, lsid! , z] ;,, 1)),
if ol = lsid} A2l = id! then
OUt(<ka lSdezzv Tlsid, xid))
ifal,, ¢ 3 Aalt =id! then
To(z®,15idR, 21510, Tia)
else out(z®, 1sid®, 2}, x1%)

Then: )
I'SNKE[ if a],y ¢ 5% Aaly = id"™ then
S1(z!, lsid!, ol , xl,)
else out((x!,lsid! !, x1,)),
ifafl ¢ Najy = id then
So(z®1sid®, zf. 2 R)
else out((xf,Isid®, 2k, 2 1))]
=0
=N KB 1<jl"£leIsid = l‘%.df A xi]d = idg then

out((k; ;, lsidil, Zisids Tid))
ifal,, ¢ 3% Al =id" then

Ty (2!, 1sid), 21550, Tia)
else out((x!,lsid, zl,,, x1,)),

H R - g1 R - g1
if xt = lsid: AN xY = 1id") then
1<j<N lsid 7 id )

out((k;, lsile, Tisid, Tid))
ifol,, ¢ 31 Aall =id! then
To(z®,1sid®, 21554, Tiq)

else out((x!, Isid?, xft, , 2 10))]

Proof. We fix N and define an ordering (arbitrary) on the couples (i, j),; j<n- We then set:
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0 .
(i,5) "
lr<~vKE.[ if al,, =Ilsidf Nz!l,=idg then
- (rt)=(4,5)
out((kr, Lsidy, o4, 7jq))
if o, ¢3% Azl =id® then
(r,t)>(i,5) lsid ¢ id
T (3717 ZSid£7 xlIsid’ xfd)
else if #{ ,, ¢ 3% A xl, = id® then
S1(z!,1sid!, ol 4, xl;)
else out((z!, lsid!, z] ,,;, 1)),

’ r)i>f(i j)xl{fid = lsid] Azl =id") then
out((ky,, lsid®, zft, , x5)
; R N )
(t,r)g(i,j)xlsm ¢35 Azjy=1id then
To(z®,1sid®, 2, 2 F)
else if 2%, , ¢ 3/ A2f = id! then
So(z®1sid®, zf. , 2 )
else out((zft, Isid", xft, ,, x1%))]
and Qo
(i) ° _
||r§NKEr[ ( t)g( ,)‘Tllsid = lSZdﬁ A Izld = idgr then
7yt)> (4,
out(<k7",t7 ZSZd{"? xlIsidv ‘Tzld>)
if a2l ¢3%Aaxl =id" then
(rt)>(irg) 150 # id
Ti(a!, Isid], x]5;q, x1y)
else if 2!, ¢ 3% A xl; = id® then
S1(z!,lsid!, ol , xl,)
else out((x!, lsid!, zl,,;, x1,)),

if  xf  =lsid! Axf =id!) then
(t,7)> (i) lsid ‘ t id )
out((ktvr,lszdf,xﬁid, mf:fi)

if aff ¢35 Azl =id then
(i) it # i

Ty sid®, ot 25
elseifzf,, ¢ 3/ Axli =id! then

Sa(a*, l;idR., x];id}%xﬁl)
else out((z™, lsid™, z;%, ;, x15))]

=

We note that G(li’j) = G?i’j)ﬂ, that G?o,o) is the game on the right hand side of the goal, and that
G(()n n) is the game on the left hand side of the goal.

Thus, if we have uniformly that G(li i = G(()i j)» We can conclude with a classical hybrid argument.

We remark that G%i ;) and G?i ;) only differ in two places, where a conditional is added in I; and

one in R;.

Let us fix (i,7), we define the substitution o := {lsid}, — Isid],lsidy — Isid?,lsid] —
lsid{”lsidf + Isidf¥} and denote 3 = s0. We apply the substitution both to the oracle and
the protocol, and the hypothesis allows us to get, for all N:
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|| () #@I) 1 (1sidl,idT); out(( I lszdI xlszd, Zd>)||R (Isid®,id™); out (', Isid?, o}, ,, x %))
| (Isid!,id?);  if 2l ¢ 5N xzd = id® then
S1(z!, isid! 2t x1))
else out(( I lszdz,xlmd,xfd),
IR;(IsidR,id™)[ if zf%, ¢ 5" A2l = id" then
Sa (2", lSi‘ngvxgidwz]El)
else out((z”, Isid?, 2%, ;, xa))
*O Oy
||(” 7'5(“3)[ (Isidl, zdl) out((z!,lsid! xlszd, I N Rs(Isid®,id®); out ((xf, Isid?, of, ,, 2 22))
| Li(lsidf,id");  if 2], = lsid} Az}, = id" then
oﬁt(<k,lsidf,xl]sid,xfd)
ifxmd §§ 58 Azl =id® then
T1(a', Isid; xlszd"rz]d)
else out((az Isid!, 2150, Tiq))
| Rj(lsidf, id®)[ if 2, = lsideA x}éz = zéil then
0ut(<k,lszdi ,xlsid,xid»
ifal,, ¢ LAk ia = = id! then
TQ( ZSZdR xlszd’ ‘Tﬁd)
else out(( Jsidl alt,  xlty)

We remark that, for any r:

vain(z,y); if  aiglsidl A xiq = id® then out(k,;,7) else out(z,7)
(r,t)>(4,5)
and
vs.in(x,7); ( )if( )xl};d = Isid! A x4 = id" then out(k, ., 7) else out(z,7)
t,r)>(%,5

and (resp. with Sy)

vein(y);  if  alu, &5 Axl, =id" then Ty ()
(r,t)>(i4)

and (resp. with S)

vain(y); if  aft, ¢35 Axl =id then Ty(7)
(t,r)>(3,5)

are Og-simulatable by the attacker as all lsidf, lsid§ are simulatable with O

They are then all simulatable in parallel at the same time (Theorem 5.1) and using function
application (Theorem 5.4), we get:
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xl,, = lsid? A zl, =idp then ’ T)If( J)mf;d = lsid! A zf =id') then

lr<nKE.[ if
(r,)>(3,5)
out((lkrr,t, lszdI xlszd, fdz%) out((kt r lszdr ,x}l%md, le[)
if zl.. ¢3s®Azl =id" then if ok s A zf = id! then
(rt)>(i.g) 1 # id (tr)>(ig) 5 # id
Ty (2!, Isid], $lIsid’ x{d) ’ To(x™, Isid)? axlsid? %d)
else if !, ¢ 3% A xl, = id® then elseif 2., ¢ 3! A2fi = id" then
So (2%, lsidR,xﬁid,xﬁ)

Il I T
STz, lsid", x) 9, Tiq)

else out((z!, lsid!, a1, x1,)), else out((z, lsid®, o f, ,, x1))]

=o

( t)g( A)xlfsid = Isidf* Nxl; = idR then

7,8)> (6,

OUt(<kht’ lSidv{’ ‘Tllsidv Izld>)

" t)g(i j)x{sid ¢ s Aal, = id® then
Ty (2! 1sid!, ol 2l))

else if z/,, ¢ 5% A x!, = id" then
S1(z!,1sid! ol , xl,)

else out((z!,lsid!, z} ., x1,))

||(7‘,s)7é(i,j)]r(15’id;, idr);

; R _ggial n R _ i1l
(t,r)g(i,j)xmd = lsid; A z;y; =1id") then
.OUt(<1§tﬂ‘v l‘iildf, x]gidv xﬁ}l)
y r)g(ij)xl”d ¢35 Az =1id" then
To(z® lsid® 2l ) 2 R)
else if 2%, ¢ 3/ A2l =id! then
So(xf 1sid® 2k, 2 R)
else out((zf, Isidf, zft, , 2 22))
Isidf A zfd = idg then

| Rs(Isidy, idR);

I;(Isidy,idy); (i,t)g(i,j)x{”d =

011t(<kr,ta131d1 Tlsia 1a))

ifal,, = lsidf Azl, =idp) then

OUt(<k’ lSidf, mllsidv x{d»

g t)i>f(i j)x{sid ¢ 5% Azl = id® then
Ti(a!, Isid], o{ ;. 714)

else if z{,, ¢ 3% A 2!, = id" then
S1(z! 1sid! 2l g, x1))

else out((z!,lsid!, zl ;. «1,))

Rj(Isidy,idg);  if xR, =lsid] Az =id") then
(t,5)>(4,9)
0ut(<ktyr,lszdR ol xR
if2lt,, = lsid! A l'ld = zdl) then
OUt(<k7 lSZd] ’xl51d7 1d>)
if B ¢35 Azl =id then
(£,5)> (6,7) lsid ¢ id
T2( n lSZd] 7xlszd’ zd)
elseif v, , ¢ 31 A xlz = id! then
SQ( " lSZdj 7‘rlszd7 {El)

else out((z, lsid, {2, ;, 2 1%))

~Go which concludes the proof. Note that

After a-renaming k into k; ;, this is exactly G, Gid)?
the advantage, for any (4, j), against Gb j) = G?z 7 is bounded, using the bound from Theorem 5.4

by the the advantage against G (0,0) ~ g9 (0,0)° the case where the most things are simulated.
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Corollary B.1. Let O, O be oracles and KE;[_,, | = I(lsid!,id"); |||R(Isid?,id®); , a
key exchange protocol, such that I binds x!, mfd, xlISid, R binds z*?, xﬁi, xgid and N(KE) is disjoint
of the oracle support. Let id?,id® be names and 51 = {Isid! }ien, 5% = {Isid}icn sets of names :

1. Vi > 1, (visid!,id!, 1sid,id®.
KE;[out( (a:l, lsidf, mfsid, J:fd)), out( (a:R, lsile, xﬁid, a:ff;))] I out(<lsidZR, lsz'df))

is Ok simulatable)).
2. S is disjoint of the support of O.
K Eolout((x", Isidy, 2, xiy)), out((x7, Isid{f, o}y, 2 ()] Zo,..0
KEo| ifxf,, =1sid} Aal, =id" then
out((k, lSid(I), Tlsids xld>)
elseifxl,, ¢ 3% Azl = id® then
L
3. else out((z!,lsid}, xl . xL)),
if ol = lsid) Nzl = id" then
out((k,lsidft,z k., v1))
elseifxlt,, ¢ 3' Ak =id! then
L
else out((x!, lsidlt, =1, ;,, 2 22))]

Then, for any N which depends on the security parameter:

=N K E;[out(a"), out(x™)] =o
[N KE;[ if (¢, = id®) then

: I IR I .
if z_.,=Istd* Nz!, =idgr then
1<j<N lsid J id R

out(k; ;)
else out(x!),
if (zf =id;) then
it xft,, =lsidl ANzl =id; then
1<G<N :
O’U,t(k‘jﬂ‘)
else out(x?)]

Proof. Let us fix N, which may depend on the security parameter.

Ry direct application of Theorem 5.5, with P := I(lsid!,id!);out((z!,Isid!, ! ,;, 21 )| R(Isid®, id®); out((z7, Isid",
R := KEFE, and @ being the right handside of hypothesis (3), we get that:

=N K Eilout((a!, Isid], {4, x1y)), out (27, Isid]!, 7,4, 2[}))]
Z0,05,
<31 K Bfout((a!, 1sid] 2l 15, oL,)), out(e™, IsidR, aft,y, o 5)]
|KEo| ifxl,, =1sid® Az =id® then
out((k,lsid’, xisid, Tia))
else if v/, ¢ 3 A 2!, = id" then
L
else out((z!,lsid! , xl ;,, x1,)),
if oft,, = lsid! A 2f, =id" then
out((k,lsid® zf, 2 2))
else if v, , ¢ 3/ A 2f = id! then
L
else out((zf, Isid®, zft, ,, 2 2))]

This allows us to obtain the hypothesis of Proposition B.2, where Oz is instantiated with Og.. We
thus conclude using Proposition B.2.
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Corollary B.2. Let Op, O, O,,0pq be oracles and

KEi[ , o] = I(sid} id"); |||R(Isidf,id®); , a key exchange protocol, such that I binds
ol ol 2l R binds 2%, 28 2. and Ni(KE) is disjoint of the oracle support. Let id!,id®
be names, 3 = {Isid! };en,5% = {lsid}ien and 5 =5 M52 sets of names.

Let D= {idI?idR}7 P(.ﬁ,?) = Pl(x,@)HPQ(m,?) and Q(x,?,Z) = Ql(x7y?2)||Ql(xay?z) be parame-
terized protocols, such that Ni(P, Q) is disjoint of the oracle support.

F1vi > 1, (visidlid!, IsidR, id®. K E;[out(z!), out(xT)]||out((Isid?, Isidl)) is  Orp-
stmulatable)).
I-2 5 is disjoint of the support of Opq.
KEO[OUt«xI? lsjdé? xlIsicU ${d>)7 OUt(<va lsid(lf”, $l§:id? xﬁi» gOT’oP,Q
KEy lifzl,, =1sidlt Azl = id® then
OUt(<k7 l‘%’dtl)v 35{51117 J"zId>)
elseifz!,, ¢ 3% Nzl = id® then
1
I-3 else out((z!, lsid}, x] ;. x1,)),
if ofl., = lsid" Azl =id" then
out((k,lsidft,zf. , 2 &))
elseifzft,, ¢ 3' N2l = id! then
1
else out((z,lsidlt, 2}, ,, 2 2)))]

and

R-1V1<4,j5 <n,vp,k;;Po(p, kij) is Op-simulatable.
R-2 VY 1<i<n,upk;; QoD kij) is Or-simulatable.
R-3 5 is disjoint of the support of Oy.

R-4 Py(p, k) Zo,,0,. QoD k)

and

C-1 vp.in(al). Pl (z])||in(zl).PE(x])is Op g-simulatable.

|i=r KE;| if (z!, = id") then
1<§f<n(‘rllsid = lsid* A xl; = idR) then
out((i, j))

else P! (z]),
if (zf = id;) then
1§§f§n(xﬁid = Isid} A xf) = id;) then
out(({i, j{)
else PA (1)

18 Oge-simulatable.

Then, for any n which may depend on the security parameter:

="K B[P (a7), P ()] =
'S K E;[if L, = id® then Q! (2]) else Pl (x]),if 2& = id! then QF(zF) else P/ (zF)]

Proof. Using Corollary B.1 on hypothesis A-1,A-2 and A-3, we get that, for all V:
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|'=N K E;[out(z!), out(z1)] =0
|V KE;[ if (z], = id") then

b I SR A .
if ., =Isid* ANz, = idgr then
1<j<N lsid J id R

out(ki,j)
else out(z/),
if (v} = id;) then

. R I A R _
if a7 =lsid: Az = id; then
1<j<N lsid 9 id I

out(kj,i)
else out(z%)]

Now, as vp,lsid!,lsidf.in(z).P(z)|in(z).Q(z) is Op-simulatable (hypothesis C-1), using twice
Theorem 5.4 we get that :

[=SNKE; [P (2"), P (2™)] =0,
[N KE;[ if (z], = id") then

- I IR A o .
if ., =Isidi* Nz}, = idgr then
1<j<N lsid J id R

P (k; )
else PI(z1),
if (v} = id) then

b R T R _ .
if a7 =lsid: Az = id; then
1<j<N lsid J id 1

P(k; ;)
else PE(z%))

and

<N K E;[if x!, = id" then Q' (z!) else P!(a"),if 2 = id' then Q¥ (z) else PF(z)] =0,
[N KE;[ if (2], = id®) then

b I R A .
if x_,=Isidi* ANz, = 1idgr then
1<j<N lsid 9 id R

Q' (ki ;)
else P! (x1),
if (zF, = id;) then

. R T R _
if xt , =lsid: AxY, = id; then
1<j<N lsid 9 id I

QT (k;.4)

else Pf(xf))

Moreover, using Theorem 5.5 on hypothesis B-1,B-2,B-3 and B-4, we get that

Combined with Theorem 5.2 on the Of simulatability of the key exchange (hypothesis C-2) we
get:

251



B Appendix of Part Il

252

|V KE;| if (¢!, = id®) then

I
1<|f<1\[:z:lszd = lszd Azl, =idgp then

P (ki ;)
else PI( n,
if (zf = id;) then

R I
1<gnileS“l = lsid} A zfi = id; then

PP(k; ;)
else P (xf))

~

|’V KE;| if (z], = id®) then
if x4 =lsid Nal; =idp then

1<j<N
C?I(kzj)
else PI( n,

if (z& = id;) then

R I
1<]|f_leszd = lsid; N xhk ;v =1dr then

QT (k;.;)
else PT(x%))

We thus conclude with transitivity.

Corollary B.3. Let Oxg, O,,0p ¢ be oracles and

KE;[ |, o]:=IL(sidlid"); ||R;(Isid%i,id");

a key exchange protocol with I;(Isid!,id") = 19(Isid!,id");I}(z!) and R;(Isidl id®) =
RY(Isid®,id®); R} (z®) such that I° binds z!, 24, 21514, R° bmds 2 254, 21500 and Ni(KE) is
disjoint of the oracles support. Let p = {id!,id"}, Pi(z,y) = P (aay)”Pﬁ(x,@),Q(m@,E) =
QI (z,7,2)||QF(x,7,%), Ci(Z) and D;(Z) be protocols, such that Ni(P,Q,C, D) is disjoint of the
oracles support.

Let id!,id® be names, 3" = {lsid! };en,3% = {lsidl}ien and 5 =351 N32 sets of names.

A-1 Vi € N, (visid!,id?, Isid?, id®.C;(p)|| 19 (Isid!, id!); out(x?) || RY (Isidl, id™); out(z®) is Ok g
stmulatable)).
A-2 5 is disjoint of the support of Op.
C;(P) 119 (1sidb, id"); ifxl,, ¢ 8% A al, = id® then
I'(z!); out(x!)
else out((x!, lsid}, xl ., x1,))
| RO(I1sidf, id"®); ifal,, €5 Ny =id then
RY(z®); out(xT)
else out((xt, Isid®, ot x1Y))

—OKE,O
Ci(p )HIO(lszdé,zdI) if xl,, = lsid® A ;g = id" then
A-3 out((k, Isidy, x4, 71y))
elseifzl,, ¢ 3% AN al, = id® then
I'(z®); L
else out((x!,lsid", 1, x1,))
| RO(Isid{, id®); if o, = lsid! Azl =id! then

out((k,lsidlt,zf. , &)
elseifzft,, ¢ ' Nl =id! then
I*(zf); L
else out((xf, Isidft, a2, ,, ©1))
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and for any N which may depend on the security parameter:
B-1 |['SN D, ()| I} (ka); P (B, ki) | B (ki) PE(B ki) Zo,.0, 1" Di(®) |1} (k); QL (B, ki) || BY (ki); QF (B, ks)
and

C-1 vp,lsid], lsidf.D;(p)|[in(z).Pi(z) |lin(z).Qi(w)|lin(x).1} (x); P (z)|in(z).R; (x); Pf(x)
||m(9c)I}(m),Qf(w)Hm(x)Rzl(x),Qf(:E) is O, simulatable.
<N Cy(p)||T9(1sidE , idT); 1<[£leIsid = lsid* N\ xl; = id™ then
<<

out(({i, j))

elseifzl,, ¢ 3% A al, = id® then
IMat); L

else I} (z1); PI(z7)

| RY (Isid?, id"™)[ 1<[£Nxﬁid = lsid] A xfj = id" then
<<

out(({i, j))

elseif (zf,, ¢ 31 Aali =id! then
R (27); L

else B (x1%), PR(x7)

C-2 vp.

is O simulatable.

Then, for any n:

HzSNC«Z(p)HDZ(p)”KEl [PLI(Q:I), PlR(gcR)] &~
N @) IDiR) K Elif aly = id™ then Q1 () else P! (a"),if af} = id” then QF(") else P (a™)

Proof. Let N an integer, which may depend on the security parameter. Ry application of Theo-
rem 5.5, with P and R as the left handside of hypothesis A-3, and @ being the right handside of
hypothesis A-3, we get that:

['=n=1C (P17 (Isid] , id"); out(a”) | B (Isid]t, id" ); out (2 ™)
Co ()| 19(IsidL id");  if (x],,4 ¢ 37 A2y = id" then
I} (z!); out(z?)
I else out(x')
IRy (Isid}f, id"); if2l,, ¢ 5% Aal, = id’ then
Rl (zf); out(z?)
else out(z%)

=0p
SNy (p) 19 sid id"); out(ah)|| RO (sidE, id®); out (™)
| Co(P)|II0(1sidL,id");  if 215 = lsidy Azl = id® then
out(k)
el;f(ifln)c%jdf 58 Azl =id® then
~x');ba
else out(z/)
| RO (IsidZ,id®)[ if 2R, = lsid? A xiqg = id! then
out(k)
else if2ft,, ¢ 3" A2 = id! then
RL(z); bad
else out(z%)

Using Proposition B.2, with S; = I'(z!);out(z?), Sy = R (zf);out(zf), Ry = I'(2!); L, Ry =
RY(2f); L, we get that:
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Ci(P)| I (1sid! id"); if ), ¢ 5% Axl, = id" then
11(e"); out ()
[N else out(z’)
IR (Isid]t,id"); ifal,, ¢ 3" Azl =id" then
RI(x"); out(+)
else out(zf?)

<N Cy(p)|| 1P (Lsidt , id"); if xl ., =lsidy Azl =id" then
1<<N
out(ki,j)
else if 71, ¢ 3" Azl = id® then
I} (zh); bad
else out(z')

| RY (Isid]t,id"™)] 1<i.f<lebZid = lsidz; Azl =id! then

out(kj,i)

else if v, , ¢ 37 A zf = id! then
R} (z%); bad

else out(z')

Now, with this context, using twice using Theorem 5.4 with the simulatability of
vp, Isid!, 1sid®.D;(p)
|in(z).P;(x)||in(z).I} (x); PE(z)|in(z).R} (z); PF(z) from C-1, we may get that:

<N Ci ()| D; P10 (Isid! id!); if f,, ¢ % Azl = id" then
I} (z"); Pl (2")
else I} (z1); P! (27)
|RY (Isid [, id"™); ifoft,, ¢ 3' Nxig =id! then
R} (xz%); PE(2™)
else R} (zf); PE(2)

=N Ci(p)||Ds ()| 1P (Isid! , id"); it xf,, = lsidf Azl = id" then
1<j<N
I} (ki g); P (ki g)

K2
o T R A I _ R
elseif zj,,, ¢ 5" A z;; = id" then

Ii(z"); L
else I} (x1); P (a)
|R) (Isid?, id"™)] 1<]i€f< i, = lsid§ A zE =id! then

R (kja): Pf(kjq)

else if 27, , ¢ 5 A2l = id" then
RI(z®); L

else R} (zf); PF(2)
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We can simplify the left handside of the equivalence and get that:

I=NCi(@)||1Di(p) 11 (1sid] ,id"); I} («T); P] (")
IR (Isid]*,id"); R (x"); Pl (z")
>,

=N C@IDi @) 1P (sidf id"); i wf g = Isidg A wig = id" then
sjsm
I (ki) P (ki)

else if z/ ,, ¢ 3 A x!, = id" then
I} (z");bad
else I} (x1); P! ()

| RY (Isid]t, id"); il = lsid} A 2f = id! then
R}(kjq); PF(kj)
else if o7, , ¢ 37 A zf = id’ then
Rj(2f); L
else R} (zft); PR (2f)

Ry performing the same operation with ), we can also get:

Ci() | D;i(p)|| 12 (Isid! ,id");  if 2!, = id" then
I ("); Qi (a7)
i<N else I} (z!); P! (27)
1= | RO (IsidE,id®); if 2% = id! then
R} (2"); QY (=)
else R} (zf); PE(2)

=N Ci@ID: @I (sidy, id"); - i @iy = lsid]f Awjy = id" then

I} (ki g); Q; (Kij)

else if !, ¢ 3 Az, = id" then
I (=1); L

else I} (z!); P1(2)

R (Isid}?,id")] if_afiy = lsid] Axf, = id" then
J

1<
R (kjq); Qf (ki)

else if z7,, ¢ 37 Azl = id" then
RI(z®); L

else R} (z%); PE(z®)

To conclude with transitivity, we must prove the equivalence between the two idealized version
with either P or Q.

Combining Hypothesis B-1 with Theorem 5.2 on the O simulatability of the key exchange (hy-
pothesis C-2) we do get the necessary equivalence to conclude:
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1

7=

C.DID@)|12Usid! id"); | i al, iy = 1sidf Aaia = id" then

[RY (1sid]t, id™)|

|17 (1sid]t, id");

I} (ki) P} (ki g)
else if 2/, ¢ 3% A zl, = id® then
I} (zh); bad
else I} (z!); P! (21)
if 2B =lsid) A 2R =id" then
1<j<N lsid I id
R (kjq); P (kjq)
else if 2., ¢ s A2f = id" then
R} (z%); bad
else R} (z%); Pl (z®)

i<N (AN (7 70(Tai gl 1Y . I _jeidR A I — IR
I C;(P)D:(p)|| I (Isid; , id"); 1<I.f<N‘rlszd lsidj* N z;; = id"™ then

I} (ki j); Qi (ki j)

else if z! ,, ¢ 3% A x!, = id" then
I (=) L

else I} (z!); P! (21)

- R s R _ I
if 2  =lsid: AxY, = id' then
1<j<N lsid J id

Ri (kji); Q7 (Kj.)

elseif v, , ¢ 3 A 2f = id! then
R (z%); L

else R} (zf); PR (2T)
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C.1 Proof of Chapter 7

Lemma 7.1. Let P;,Q1 € P(I,R), P,,Q2 € P(I,R). When o : I — Ry is the substitution that
replaces each variable in I by a fresh random variable in Ry, we have:

P | Py=p, Q1| Q2 < (Pio,Ry) | Pyo =p, (Qi0,Rr) | Qa0

Proof. Let P,Q1 € P(I,R),P»,Q2 € P(I, R), we have:
Py | P, ~p, Q1]Q2 . B
&vie D', Vo€ D (P, P)]p, (3.0) = (@1, Q2)]p, (4.0)
sVvie DL ‘7 Vi€ D} .[(Pio, Py, R)]p, (6,0,1) = [(Qi0,Qa0, RI)]Dk a,0,1)

eVl e DZ'HIl. [(Pyo, R[),PQU)] Dy, (¢,0) = [(Quo, Ry), Q20)]Dk (</,0)

& (Pro,Ry) | Pao =p, (Q10,Ry) | Q20

Lemma 7.2. Let Pi,..., P, be programs over P(I,R), and Y C R.

15, (Pr,...,P,) &1p, (Po,...,P0)

where o :'Y — Iy is the substitution that replaces each variable in'Y by a fresh input variable in

Iy.
Proof.
1Y (P,....P) evieDX viie DY P, P = (P .. [P
Dy 1y---sdmn k k - 17";7 n1Dy qlea"'a _"VLD]c
- Twr 7 7 7
e vVie DL (P, Pyolb, = ([Piolh, -, [Paolh,)
<1p, (Pio,...,Py0)
|
Lemma 7.3. Let Py,..., P, be programs over P(I,{r1,...,rm})
J—Dk (Pl,...,Pn> 54 (P17~-~7Pn) XD, (Plo'l,...,PnU'n)
where o is the substitution that to any r; associates a fresh random variable T;
Proof.
X i 7 7
Lp, (Pr,..., P o Vi€ DXL [P P, = (P, ;- [Pulp,)
e X % i
svie DM (P, Palp, = (Proa]p, s [Paoalp,)
evie D [P,..., B, = [(Pio1,..., Paon)]p,
<:>(P17' 7Pn) %Dk (Plo-la 7Pn0n)
Indeed, for any 7 € DLXl we have that [Pi]lbk = [Piai]i[)k as we are only performing renaming.
Moreover, Pyoq, ..., P,o, do not share any variable, and thus trivially verify:
(Priorliy, o [Paoaly,) = [(Pon,. .. Paou)l,
]
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Lemma 7.4. Let Dy, be a X-algebra that contains a binary symbol 4+ such that +P* is right
invertible. Let P = (p1,...,px) be a program in P(I, R) with {r1,...,7x} C R and 1, ...,z fresh
input variables. We have that

P%Dk T, Tk <:>J-Dk ((pl +$17~~7pk +$k)7(1'17"'axk))
Proof. Let P € P(I,R) of arity 1, with r € R and x a fresh deterministic variables, we have
P=p,T <:>J-Dk (p + 1’,1’)1

P=pr sVie DLXl.

[ .
& vie D [P+x]§)k=[7“+x]§>k }
& vie DX [P+a:]ka = [(T_I(T,m)) +$]jgk
evie DM Ptaly, =0,
evie DL (P +aly, [olp,) = (M, []p,)
evie D (P +alp, alp,) = ((rn2)]p,)
evie DL (P4 all, [d]),) = (P +z,2)]5,

<l1lp, (P+zx)

We may easily generalize for any tuple of values. The reduction is indeed polynomial as the size
(number of symbols) of P 4 x is the size of P plus two. |

Lemma 7.5. Assume that Dy, is at least of size two, and contains a right invertible symbol +.
There exists T(Py, Py, Q1,Q2) such that for any Py,Q1, P>, Q2 € P(I,R) withr € R,

P|P; =p, Q1|Q2 & T(P1,P,Q1,Q2) =p, 1

Proof. Let P,Q1 € P(0,R), P»,Q2 € P(0,R) with |P;| = |@Q1| = n. Consider the following
program, S(P,Q):
T ﬁ D;F(i DLRI;F’ ﬁ D,LR‘;
if x = 0 then
if =(Py(7) = 0 A Py(7) = 0) then
return 1
else return 0
elseif xr =1
if(Q1(7) = 0 A Q2(7) = 0) then
return 1
else return 0

else return r

We fix any i. Let P = (P1, P2) and @ = (Q1,Q2). The probability that S(P, Q) returns 1, by case
disjunction on the value of x:

i oER 7 (@1, (3.0) [P}, (5,0))
PR + k IDkI k

We have,
(P}, (3,0)-1Q)5, (0,0))
> [S(P,Q)Y; (0) = p7 + 5
QI (0.0)~[P]}, (0,0))
> [S(P,Q)]y (1) = g + — 25
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» for ¢ ¢ {0,1}, [S(P,Q)I'y (¢) = -
Thus, we obtain that

- N -

S(P,Q) ~p, r & Vie DX\ [P]}, (0,0) =[Ql), (0,0)

We now use the right invertible function. We assume without loss of generality that 0 the is a
neutral element for 4. We have, for a constant o' € D™,

S((+7M(Pr,¢), P)(+71(Qu1,0),Q2)) mp, v Vi € DY [Pl (3.0) = Q] (6,0)
Thus, if we use x € I a fresh input variable, with T'(Py, P2, Q1,Q2) = S((+1(P1, ), P2)(+ 1(Q1,7),Q2))
we finally have that

T(P17P27Q1aQ2) Dy T & Voe Dnavze -D,LX‘ [Per (5? 6) = [Q]ZDk (5a 6)

Proposition 7.1. Let P,Q € P(I,R).
P~p, Q &Vie D) voe D). |{7e DIF|IPIY =6} = {7 € DIIQLE = 3}

R| — 1, 7
& 3f e biP Vi e Dy [P1E = [Ql 7

Proof. The first equivalence is a direct application of the definition, counting the number of points
rather than taking the probability. We focus on proving the second equivalence.

=

For any input value i and any ¢, the equality of the deterministic semantics implies equality of the
preimage for each ¢, and then

(e DIIIPI, = o} = [{7 e DT} —c}]
= [{r- <f>eD'R'|[[ QI = <

= ‘1{T6D'R'|[[Q]]’ ~ 4
= |{7 e D™ [Q1 c}]

=
For any input value ¢ and any c, we have

(e DIMIPIE, = o] = |7 e DRI, = ¢

This means that for each ¢ we can define a bijection f. : {F € DLR||[[P]]%7: =c} — {F €
DIQY, = ¢}, which verifies v € {7 € D[P}y = ¢}, [Pl = ¢ = [Ql}, = ¢. More-
over, g : € D‘ L [P] D# is a function whose image is contained in D| ‘ o)

D = | J (FeDIPLy = c})

CEDLP‘

i.e., the domains of all the f. form a partition of DLR‘. Therefore the function f, defined as the
union of all the f,, is a bijective function that verifies Vi € DLRl, [[P]]bi = [[Q]]y; @, |
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C.2 Proofs of Chapter 8

Corollary C.1. For any k € N, ¢*-equivalence and ¢*-conditional equivalence restricted to
programs of fized arity and without inputs are in C_P.

Proof. We only have to consider q"-conditional equivalence as it is harder than ¢*-equivalence. Let
Pval S Pq(Q)?R)aPQvQQ S ,Pq(@aR) with |P1| = |Q1| =1

For some ¢, we have that verifying if
[Py, PQ]IFqk (c,0) = [Q1, QQ]}Fqk (c,0)
is in C_P. As C_P is closed under finite intersection [Tor88], we can decide in C_P if:

/\ [P17P2]]Fqk (Cv 0) = [Ql, QQ}Fqk (C’ 0)

celFy

This is exactly the definition of conditional equivalence, and thus it concludes the proof. |

Corollary 8.1. For any k € N, F x-equivalence and F -conditional equivalence are in coN pe=F.

Proof. First, we only have to consider C—=EQUIV, as it is a generalization of equivalence. Next,
we only have to consider C—EQUIV, restricted to program without inputs with Lemma 7.1. Let
P17Q1 S Pq(@7R),P2,Q2 S Pq(@,R) with |P1| = |Q1| =n.

Now,
Pr| Py =g Q1| Q2 & Ve € Fi [P1, P, (¢,0) = [@Q1,Q2lz , (¢,0)
For some ¢ € ng, we have that deciding if
[P, PQ]IFqk (c,0) = [Q1, Q2]]Fqk (c,0)

is in C_P.

The decision problem is then directly in coN pe=P. |

Lemma 7.2. Let Py,..., P, be programs over P(I,R), and Y C R.

15, (Pr,....,P,) &lp, (Po,...,P0)

where o :'Y — Iy is the substitution that replaces each variable in'Y by a fresh input variable in

Iy.

Proof.

LY (P Py o Vi e B il e BN [Py PR E 7 = ([PFd, 7, [PalF i, )

Vi e L [(Pr,. ., P)olF i = ([Po]F i, [Poo]F )
&= (Pro,..., Pyo)

Lemma 7.3. Let Py,..., P, be programs over P(I,{r,...,rm})

J—Dk (Pla-~-aPn)<:>(Pl7--~7Pn) ~ D, (Plal,...,Pnan)

where o is the substitution that to any r; associates a fresh random variable rj
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Proof.

Indeed, for any i € Fl;,fl we have that [P]F i = [P;0;]Fg+i as we are only performing renaming.
Moreover, Pyoq, ..., P,0, do not share any variable, and thus trivially verify:

(P11 B ity . . ., [Puon]F i) = [(Pio,.. ., Pyoy)|Fgri

Theorem 8.1. [ .-conditional independence is coN PC:P—complete,

Proof. Only the hardness remains. Given a CNF formula ¢(I, R) over two sets of variables and
(V,A) weset P = ¢' € Po(I, R) obtained according to Lemma C.1. With r a fresh random variable,
recall that:

P =5 r < for all valuation of I, ¢ is true for half of the valuation of R
< ¢(I, R) € A—halfSAT

But, with z a fresh deterministic variable and 7’ a fresh random variable:

Prore P+ror+ax
S PHarror
<~ (P+TJ7T/) 2 (7’, T’/)
@J_g (P+7r',r")

And thus, we conclude with:
19 (P4 r,7) & ¢(I, R) € A—halfSAT
[ ]

Lemma 8.3. For any k € N, FF r-0-majority reduces in polynomial time to I -0-majority with
r=1.

Proof. Indeed, for any n, let us denote by D,, any subset of Fy", where m = ||, such that |D,,| = n.

If we denote by d,, a fixed element of D,,, let T,, be the program:

Plyeeos T & {2 €FM [ Vyep @ = d}
if (r1,...,7m) = d, then

return 6
else

return T

Notice that by construction [T;]p (0) = 1 This is only the most naive version of this encoding,

simpler polynomials can be found for many specific cases. And finally, for any r, s € N, assuming
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the probabilities are non zero, we have:

[PIF,:i(0) _ [QIF,:i(0)

T - S

PP <t e VieFY.

7 el
Ve ) <

-

& Vi € UL [PIFi(0)[1,]F +7(0) < [Q]F +i(0)[1.]F,i(0)
& Vi e FIL [(P,T,)]F+i(0) < [(Q,T5)]Fyi(0)

qk -

And (P, TT) =gk (Qst)

Lemma 8.4. For any k € N, F_«-0-majority restricted to inputless programs is in PP.

Proof. Let P,QQ € Py(0,R). Let us reuse the polynomial time Turing Machine M defined in
Lemma 8.1. Given P, P>, Q1, Q2 and 0, it was such that:

[P, P2]g , (0,0) = [Q1,Q2]r , (0,0) < M accepts exactly half of the time

Now, by replacing equals by > signs in the proof, we directly have that:
[P, PQthk (0,0) < [@1, Qg]Fqk (0,0) < M accepts at least half of the time

Thus, we do have:

P '<qk Q ~ [P’ O]Iﬁ‘qk (0’0) < [Q]Fqk (0’0)
< M accepts at least half of the time on input (P,0,Q,0,0)

Lemma 8.5. Fy-0-majority is PP-hard (even for inputless programs).

Proof. We show PP-hardness by reduction from MAJSAT. Given a CNF formula ¢(R) over two
sets of variables and (V,A) we set P = ¢/ € Pa(R) obtained according to Lemma C.1. We then
have:

27n—1
|X €FP | 21 = 0]

¢ € MAJSAT & | X e Fy | P(X) =
< | X eFy | P(X) =
& P <1

A==
INIA

Lemma 8.6. [« -majority is coNPPP complete.

Proof. Hardness Let ¢ a CNF formula built over two sets of variables I and R. We use the same
construction as in Lemma 8.5 to obtain a polynomial P € Ps(I, R) whose truth value is equivalent
of ¢.

We have, for some variable r in R:

¢ € A—MINSAT < r <2 P
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Membership

Let P,Q € Py (I, R). We slightly modify M from Lemma 8.4, so that it takes as extra argument a
valuation for the variables in I, and every evaluation of P or ) is made according to the valuation.

Then, we directly have:

P<,Q¢& Vi e IF,‘DH,M accepts with probability greater than half on input i

This problem is then directly in coN PPP. |

Lemma 8.7. F,~-equivalence restricted to linear programs is in PTIME.

Proof. Without loss of generality, we only consider programs without input variables (Lemma 7.1).

Given a set of variables R, we assume that there is an ordering over the variables in R. We say
that an expression is in normal form if it is of one of the following form: 0 or 1, or e, or 1 ® e,
where e is built from variables and @ (but no constants), and variables appear at most once in
increasing order.

Every linear expression can easily be put in normal form, using the commutativity of &, and the
normal form is indeed unique thanks to the ordering on variables.

We now assume that all polynomials are in normal form.

Given Pi,..., P, € P,(0, R) without multiplications, we iterate over each P;, where, after initial-
izing a set S to the empty set:

» if vars(P;) NS # 0, let » = min(vars(P;) N S) and:
e replace P; by r;
o set S:=SU{r};
e for each j > i, replace P; by P;[P; @ r/r].
» clse, continue.

This produces a normal form for any tuple (Py,..., P,), where each P; is either a fresh random
variable (not appearing in the previous Ps), or a linear combination of the previous Py, ..., P;_1.

Finally, two programs are universally equivalent if and only if they have the same normal form
(up to a-renaming). Indeed, if they have the same normal form, they are trivially universally
equivalent. Now, if they do not have the same normal form, there exists some ¢ such that P; and
Q; are two different expressions, and this imply non equivalence.

This basic decision procedures gives us a O(n x |R|) complexity. Indeed, we treat each polynomial
P; or (Q; only once, first to apply the currently known substitutions, and then to transform it into
a fresh random if required. Applying the currently known substitutions may take up to |R| loops,
hence the considered complexity. |

Corollary 8.5. F,~-conditional equivalence and F,~-equivalence restricted to arithmetic pro-
grams are in EXP.

Proof. [LWO06, Corollary 2] provides a precise complexity for the evaluation of Z(P). They provide
an algorithm to compute Z(P) for which there exist an explicit polynomial R such that it runs
in time R(p™k™d™ 2")), where d is the sum of the degrees of the P?. It is then polynomial in
the degrees of the polynomials and the size of the finite fields, but exponential in the number of
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variables. In our, case, we need to compute three times Z, on polynomials depending over 2m
variables (has we duplicate variables), which gives us en exponential in the size of our arithmetic
programs.

Lemma C.1. Given a CNF formula ¢(I,R) over two sets of variables and (V,N), we can
produce in polynomial time a program P € Py(I, R) equivalent to ¢.

Proof. Given a CNF formula ¢(I, R) over two sets of variables and (V,A) we transform ¢ into
an equivalent formula ¢’ over I W R and &, A in polynomial time w.r.t the size of the formula.
Indeed, given a clause of ¢ of the form 2V yV z, we have that ct VyVz = (2 ®yday)Vz =
(zBYy®2Y) 2P (2PYPry)z=2PYyDaryP2zPrzdyzPayz =z PyD 2Py dyz daz d®ayz.
With this transformation, we have |¢'| < 5 x |¢|.

And then, P = ¢/ € Py(I, R) is a program equivalent to ¢. [ ]

Lemma C.2. Let P,Q € P2((), R) without any multiplication.

P%QQ@P%FQOOQ

Proof.

< Trivial direction.

= As outlined in [BDK" 10|, one can decide if P &5 @ by constructing a bijection represented
by only linear terms (thanks to the weak primality of Fy restricted to addition). We thus have a
bijection o without multiplication such that P = QQo. o is then a bijection over all Fyx, and we do
have P ~y,.. Q.

Lemma C.3. Let b be a propositional formula built over built over atoms of the form B =0
or B # 0 with B € F,[X]. There exists X' D X and polynomials B, ..., B, € F,[X'] so that:

X eFp o= X eFpl A Bi=0

1<i<n

Those polynomials can be computed in exponential time.
Proof. We prove by induction of the formula that for any formula b, there exists polynomials
By,..., B, so that:

X eFg b =X eFn| A Bi=0

1<i<n

We will assume that the formula are in conjunctive normal form, hence the exponential time.
b:= B = 0 Direct, with X’ = X and B; = B.

b:= B’ #0 For any k and ¢ we have that:

X €Fp | BA0|=|X € teFy[tB-1=0
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Indeed, B is different from zero if and only if it is invertible, and thus if and only if there exist a
single value t such that tB = 1.

b:= \/19‘31 B; =0

XeFr| \/ Bi=0=|XeFn|(]] B)=0

q
1<i<i 1<i<li

b:= /\1§igk b; By induction hypothesis on each b; we get Bi,... ,Bf” so that all of them verify:

X erp || =|xeFpter, | A A Bi=0

1<i<k 1<j<n;
b := by V by By induction hypothesis on by we get By, ..., B,, and on by By, ..., B}, which satisfies

X emp b= |XeFpteFul A\ Bi=0v A Bi=0

1<i<n 1<i<n

Lemma 8.11. For any k € NU {oo}, F,«-conditional equivalence restricted to programs without
failures reduces in exponential time to Fgx-conditional equivalence restricted to arithmetic pro-
grams.

Proof. Let P1,Q1 € Py(0, R),P2, Q2 € Py(0, R), without failures.

We reason by induction on the total number n of conditional branching in P, and @;. By basic
transformations of the conditionals, we can assume that all conditions are of the form B # 0 (one
can easily encode negations, conjunction and disjunction using conditionals branching).

n = 0 If there are no conditionals branching, the result is trivial.

n > 1 We consider one of the inner most branching in Py, i.e P, := C[if B # 0 then P} else Plf]
for some context C, and Pf, Plf arithmetic programs.

For a fixed k, we have a classical encoding of the if then else in polynomials (cf CSF19):

if B # 0 then P! else P{h - [Plf + B Y(pE P{)}

: F
ak qk

We then have that:

Clif B # 0 then P} else P{] | Py~ Q1 | Q2 < C[P{ + B 1P} — P)] | Py~ Q1| Q2

A difficulty of this encoding is that it depends on the k, so it cannot be lifted to universal conditional

equivalence. However, we can remove this difficulty by using an extra variable ¢ to encode the
k

Be L
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With t a fresh variable, we write

if B, P, P{ then = else (P{ +tB(P! — P), B(Bt — 1),t(Bt — 1))

Now, for any k£ and ¢ we have that:

[(Pf+Bq “1(pt — Pf), pQ)]F (¢, 0)

qk

=[x e | P{+ BN (PL - Pl) = en P = 0| x Ly

- ‘X € F1,t € Fy | if B, Pf, Pf then = else (c,0) /\P2 — 0| x ‘F}n‘
qk
Indeed, for any variable ¢ and polynomial B:
(B(Bt—1) =0At(Bt—1) =0) <t = BI 2
Finally:
(P + B P = PP (e0)
qk
- }X € F1,t € Fy | if B, PY, Pf then = else (¢,0) A Py = 0’ ’o—1
[ [+1Fq|
= [(P{ +tB(P! = P{), B(Bt - 1), (Bt - 1),P2)LF (c,0)
qk
Putting everything together, we get that:
C[if B # 0 then P else P{| | Py~ Q1 | Qo & C[P{ + BY"~1(P} — P])] | Py = Q1 | Q2

& C[P! +tB(P! — Pf)H(B(Bt—l),t(Bt—l) Py) ~ge Q1 | Qo

And we finally have:
Py | Py mp,e. Q1| Q& CIP{ +tB(Pt— P)] | (B(Bt —1),t(Bt — 1), P) ~ . Q1| Qo
The conditional equivalence on the right-side contains strictly one less conditional, we thus conclude

by induction hypothesis.

Conclusion We have shown by induction that we can remove all conditional branching. Each re-
moval produces a new instance of polynomial size, and there is necessarily a polynomial number
of conditional branching in the programs. We thus reduces in exponential time C—EQUIV o to
C—EQUIV 4~ over programs without conditionals (recall that removing the failure cost an expo-
nential). |

Lemma 8.12. For any k € N U {oo}, F,x-conditional equivalence reduces to F,x-conditional
equivalence restricted to programs without failures in exponential time.

PTOOf. Let Pl, Q1 € Pq(®7 R),Pz, Q2 € ﬁq(q)vR)

Recall that observe are expressed using conditionals with a failure branch, and that sampling in
some specific set can be encoded using the observe primitive. Without loss of generality, we can
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consider that | appears only once, as we can merge the conditions of the different failure branches
in a single one.

Then, P; is of the form P; := if b then P else L for some program P} which cannot fail.

Now, with Lemma C.3, we have R’ D R and polynomials By, ..., B, € F,[R’] so that:

[Rem b= |ReFp| A\ Bi=0

1<i<n
And then:

[(if b then Pf else L, P5)]; , (0,0)
P{P}{=6AP,=0Ab} !

B P{-b}

_ / m t _ = _ o 1

= ‘R € Fqk | P =30ANP,=0A /\193” B; 0’ X RIEFT = Argien Bi:0|
— |R € F | PL=GA Py =0 Aycic, Bi = 0| x L

R/EFT, 7ti€]Fq|H1§i§n(ti3i—])20|

This allows us to conclude, when o maps random variables to fresh ones, that:
if b then Pf else L | P2 %qk Ql | Qg <~ Plf | PQ,Bl, e ,Bn %qk Ql | QQ, H1gi§n(tiBiU — 1)

We thus removed the failure on the left side of the conditional equivalence. Proceeding similarly
on the right side yield the expected result. |

Lemma 8.13. [F-equivalence reduces in polynomial time to F -~ -equivalence.

Proof. Let P,Q € Py(0,{r1,...,7m}). We directly have:

P=,Q & |X€FT\P(X):0|:}X€IE‘ZL|Q(X):0|
& if /\1§i§m(\/ceﬁrq r; = c) then P else 0

~
RFy00

if Algigm(\/cqu r; = c) then Q else 0

Lemma 8.14. F,~-0-majority restricted to linear programs is in PTIME.

Proof. We show that for linear programs P <2k Q implies that P ~.» Q. Thus, universal majority
is decidable, as universal equivalence is decidable for linear programs (and in PTIME).

Given Pi,..., P, € P,(0, R) without multiplications, let us consider once again the normal form
for linear programs. In this normal form, each P; is either a random r;, or a linear combination of
some r;, with j < ¢. Let Ip be the set of indices ¢ such that P; = r;. We denote P = (P4, ..., Pn),

{1 if the linear constraints are satisfiable

and given o € F,, we have that [Pl (0) =

q

qk><|1p|

0 else

Indeed, ¢ imposes the values of each r; for ¢ € I, and then for those values, either the other
elements of the program coincides, and if they do not, the program is never equal to o.

Let P,Q € P,(0, R) without multiplications, we know that:
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L VG E Ry, [Pl () = s o1 0
F ok

[
2. Vo e ]ng, [Q] (6) = m or 0
3. Laecer, Pls,, (0 = Yoeerr, (s, (0)

Now, let us assume that there exists o' such that [Pz  (6) = 0 and [Q]z  (0) # 0. Then, for
any r, we have @ A7, P. Moreover, if for all d # G, [Pl . (d) = 0 or [Qlg . () # 0, it

—

yields a contradiction with Hypothesis (3). Thus, there exists ¢ such that [P]g . (¢) # 0 and
q
[Qlg , (¢) =0. This also implies that for all r, P A7, Q.
q

Let us assume that for all k£, P <;k @. Then, by the previous development, we know that for all
[Plp , (0) # 0 and [Q]  (0) # 0. If |[Ip| # |Ig], it would yield a contradiction with Hypothesis

o,
(3). We thus conclude that |Ip| = |Ig|, and based on Hypothesis (1) and (2), we have that for all
0, [Plg , (0) = [P]g, (6). We thus conclude that P = Q.

We have proven that P <{. @ < P ~¢= @, when restricted to linear programs without multipli-
cations. ]

Lemma 8.15. Fy-0-majority is PP-hard.

Proof. We prove that 2-0-majority reduces to 2°°-0-majority in polynomial time.

Let P,Q € Py(0, R).

P=2Q < [X el | P(X)=0[<[X eFy |q(X)=0]
S VE|XeFR | P(X)=0AX €FP| < |X €F | Q(X) =0A X € Fy|
< Vk, XGIFQ’}Q|P(X)=O/\x1(x1—|—1):O/\-~-/\xm(ajm—|—1)20‘
SIXeFR |QX)=0A21(x1+1) =0A Az (zn +1) =0
S VE|X eFR | (P(X),w1(x1 +1),..., @ (zm + 1)) = 0|
S |X EFQI]; (Q(X>’x1(x1+1)7"-axm(xm+1)) :0|
< (Pri(z1 4+ 1), .., xm(rm + 1)) <° (Q,z1(x1 + 1), ..., 2 (20, + 1))

269



C Appendix of Part Il

270

C.3 Proofs of Section 9.4.1

Given a multilinear map €, g, .., gn, g+ a set of groups generators, let X be a set of public names
sampled in F, , ¥ be a set of private names sampled in F,, f1,...fx,h € K[X,Y] be a set of
polynomials over both public and secret names and I" be a coherent set of axioms.

Our deducibility problem is to decide if T' E X, gif1 ' ...,gif: Fe gt Without loss of generality,
we consider here the case of a bilinear map, to simplify the writing, but the proofs scale up to
multilinear maps.

C.3.1 Saturation into the Target Group

First, we reduce our problem to the case of a single group. This result comes from the Proposition
1 of [KMT12]. Their constructive proof can trivially be used to obtain the following proposition:

Proposition C.1. For any sets X and Y, polynomials f1,...fn, h € K[X,Y] and groups ele-

ments g{ll,...,gi{?, we denote

(9:°) = {é(94,,9)I11 <j<k<n, g €Gy,g:, €Ga}
U{é(gl771)|1 S .7 < nagij € Gl,}
U{é(lagzj)u < .7 < n, gi; € GQv}

Then T = X,ngll, ...,glf: Fegh T E X, g%, ..., g~ Fe_e gi.

We obtain a problem where we only have elements in the target group, we can therefore reduce
the general problem to the single group case.

C.3.2 Reduction to Polynomials

Lemma C.4. For any sets X and Y, polynomials wy,..wy,h € K[X,Y] we have T' |
X, g%, 9N Fe gl if and only if:

Iei i) € K[X], (Wi, T k= gi #0) A D e X § =h

Proof. If T' = {), the adversary can construct elements of the form (g;"")%, where e; € K[X], i.e.
e; is a polynomial constructed over variables fully known by the adversary, and then multiply this
kind of term, yielding a sum in the exponent. If I' # ), they may also divide by some g7*, with
gi € K[X]. We capture here the three capabilities of the adversary, which when looking in the
exponent immediately translate into the formula on the right side. |

To handle this new problem, we notice that we can actually compute the set {g|I' = g # 0}.
Indeed, for each axiom f # 0, we can extract a finite set of non zero irreducible polynomials by
factorizing them (for example using Lenstra algorithm [Len85]). Any non annulling polynomial
will be a product of all these irreducible polynomials. We can then obtain a finite set Gs = (g;)
such that G = {g|I' = g # 0} = {[[,ccs g"4|Vg, k, € N}. With these notations, we can simplify
proposition 1, because we know the form of the g;. Moreover, as we do not want to deal with
fractions, we multiply by the common denominator of all the %
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Lemma C.5. For any sets X and Y, polynomials wy,..wn,h € K[X,Y] we have T' |=
X’ g;uu’ "'ag;UN I_E gzl Zf and only ’Lf

J(e;) € K[X eNZelwa_hHg

g€eGs

We do not prove this lemma, we will rather reformulate it using more refined mathematical struc-
tures and then prove it. Let us call M = {>, e; X w;|e; € K[X]} the free K[X]-module generated
by the (w;). We recall that a S-module is a set stable by multiplication by S and addition, and
that ((w;))s is the S-module generated by (w;). We also recall the definition of the saturation

Definition C.1. Given a S-module T, f € S and S C 5’, the saturation of T by f in S’ is
T:s (f)*={geSNFneN, frgeT}.

The previous lemma can be reformulated using saturation; if M is the module generated by
Wiy ...y WN -

| Lemma C.6. ' = X, g/, ...,g'  Fegh & he M Kx,y] (91:+-9n)%

Proof. We recall that:
M gixy) (g1.-90) = {z e K[X,Y]|3k € N, (g1...90)" x 2 € M}

= We have }_; e; x w; = h[] g, g*s. With K = maz(k,), we multiply both sides by I1, gHFka
to get h ] cqs gk =3, 11, g% F9e; x w; € M. Which proves that h € M :x(x,y] (g1 gn)°°

< Ifh € M gxy) (91---90)>, we instantly have (e;) € K[X],k € N such that hH
Zi eifi-

gEGs

We then simplify the saturation, by transforming it into the membership of the intersection of
modules.

Lemma C.7. For any sets X andY, f1,.. fn,hGK[ Y], g e KX let M ={>", e; x file; €

K{X}i/] Then, with t a fresh variable M :xxy] g ((fi) U (gt — I)Yi)ie{degy(fi)}>K[X;t] N

Proof. C. Let there be v € M :k[x,y] g°°. Then, we have k such that gF x v € M. The following
equalities shows that v is in the right side set v = g¥tkv — (14 gt +... 4+ g*~1#F=1) (gt — 1)v. Indeed,
g"thv € MKI[X, 1], so we have (e;) € K[X, ] such that g*tfv = 3, e; f;. Moreover, g* x v € M and
g € K[X] implies that degy (v) C {degy (f;)}. So we do have (¢}) € K[X,t] and (j;) C {degy (f;)}
such that B

(L4 gtt .. +g" (gt — Do = ej(gt — 1Y

FinaHY7 v E <(fl) U ((gt - 1)Yj)je{degy(fi)}>K[X7t] N K[X7 Y]

O. Let there be v € ((f;)U((gt—1)Y7)
and (j;) C {degy (f;)} such that :

Fetdegy (53 k1%, NK[X, Y], Then we have (¢;), (¢;) € K[X, ]

Zelf1+z t—lY]‘
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We have that v € K[X,Y], so v is invariant by t. So, if we substitute t with é, we have that
v =73 .6e(X, %) fi- Let us consider g¥ the common denominator of all those fractions and call
el = gFe; € K[X]. We finally have g* xv = 3" €/ f; € M, which means that v € M Kx,y) 9. B

The Buchberger algorithm allows us to compute a Grébner basis of any free K[X]-module [Eis13]
and then decide the membership problem for a module. We thus solve our membership problem
using this method.

Theorem C.1. For any sets X and Y, polynomials fi,...fn,h € K[X,Y], group elements

Giys -y Gi,, and a set of axioms T' we can decide if T’ |= X,gfll,...,g{: Fe gt

Proof. To decide if h is deducible, we first reduce to a membership problem with Lemma C.6
that can be solved using Lemma C.7 by computing the Grébner basis of ((f;) U ((gt —
l)Y; )]'e {degy ( fi)}>K[X7t]7 keeping only the elements of the base that are independent of ¢ and then
checking if the reduced form of h is 0. |

As a side note, being able to decide the deducibility in this setting allows us to decide another
classical formal method problem, the static equivalence. Indeed the computation of the Grobner
basis allows us to find generators of the corresponding syzygies (Theorem 15.10 of [Eis13]), which
actually captures all the possible distinguishers of a frame.
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