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Abstract
Deep Face Analysis for Aesthetic Augmented Reality Applications

by Yongzhe YAN

Precise and robust facial component detection is of great importance for the good user ex-
perience in aesthetic augmented reality applications such as virtual make-up and virtual
hair dying. In this context, this thesis addresses the problem of facial component detec-
tion via facial landmark detection and face parsing. The scope of this thesis is limited to
deep learning-based models.

The first part of this thesis addresses the problem of facial landmark detection. In this
direction, we propose three contributions. For the first contribution, we aim at improv-
ing the precision of the detection. To improve the precision to pixel-level, we propose a
coarse-to-fine framework which leverages the detail information on the low-level feature
maps. We train different stages with different loss functions, among which we propose
a boundary-aware loss that forces the predicted landmarks to stay on the boundary. For
the second contribution in facial landmark detection, we improve the robustness of facial
landmark detection. We propose 2D Wasserstein loss to integrate additional geometric
information during training. Moreover, we propose several modifications to the conven-
tional evaluation metrics for model robustness.

To provide a new perspective for facial landmark detection, we present a third con-
tribution on exploring a novel tool to illustrate the relationship between the facial land-
marks. We study the Canonical Correlation Analysis (CCA) of the landmark coordinates.
Two applications are introduced based on this tool: (1) the interpretation of different
facial landmark detection models (2) a novel weakly-supervised learning method that
allows to considerably reduce the manual effort for dense landmark annotation.

The second part of this thesis tackles the problem of face parsing. We present two
contributions in this part. For the first contribution, we present a framework for hair
segmentation with a shape prior to enhance the robustness against the cluttered back-
ground. Additionally, we propose a spatial attention module attached to this framework,
to improve the output of the hair boundary. For the second contribution in this part, we
present a fast face parsing framework for mobile phones, which leverages temporal con-
sistency to yield a more robust output mask. The implementation of this framework runs
in real-time on an iPhone X.
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HTTP://WWW.UCA.FR
http://spi.ed.uca.fr/
http://www.institutpascal.uca.fr




v

UNIVERSITÉ CLERMONT AUVERGNE
Ecole Doctorale des Sciences Pour l’Ingénieur

Institut Pascal

Résumé
Analyse du Visage pour les Applications de Réalité Augmentée Esthétique

par Yongzhe YAN

La détection précise et robuste des composants faciaux est d’une grande importance pour
la bonne expérience utilisateur dans les applications de réalité augmentée à destination
de l’industrie esthétique telles que le maquillage virtuel et la coloration virtuelle des
cheveux. Dans ce contexte, cette thèse aborde le problème de la détection des composants
faciaux via la détection des repères faciaux et la segmentation des composantes faciales.
Cette thèse se concentre sur les modèles basés sur l’apprentissage profond.

La première partie de cette thèse aborde le problème de la détection des repères faci-
aux. Nous proposons trois contributions. Pour la première contribution de cette partie,
nous visons à améliorer la précision de la détection. Afin d’améliorer la précision au
niveau des pixels, nous proposons un framework grossier à fin qui exploite les informa-
tions détaillées sur les feature maps de bas niveau dans le modèle. Nous formons dif-
férentes étapes avec différentes fonctions de coût, parmi lesquelles nous proposons une
fonction sensible aux contours qui force les points de repère estimés à rester sur le contour
de composants faciaux. Dans la deuxième contribution de cette partie, nous améliorons
la robustesse de la détection des repères faciaux. Nous proposons une fonction de coût,
basée sur la distance Wasserstein, pour intégrer des informations géométriques supplé-
mentaires lors de l’apprentissage. De plus, nous proposons plusieurs modifications aux
métriques d’évaluation conventionnelles pour mieux appréhender la robustesse du mod-
èle.

Pour fournir une nouvelle perspective sur la détection des repères faciaux, nous présen-
tons une troisième contribution sur l’exploration d’un nouvel outil pour illustrer la rela-
tion entre les repères faciaux. Nous étudions l’analyse canonique de corrélation (CCA)
des coordonnées du point de repère. Deux applications sont introduites avec cet outil:
(1) l’interprétation de différents modèles pour la détection de points de repère (2) une
nouvelle méthode d’apprentissage faiblement supervisé qui permet de réduire consid-
érablement l’effort manuel pour l’annotation dense de points de repère.

La deuxième partie de cette thèse aborde le problème de la segmentation des com-
posantes faciales. Nous proposons deux contributions. Dans la première contribution
dans cette partie, nous présentons un framework pour la segmentation des cheveux, afin
d’améliorer la robustesse sur les arrière-plans complexes. De plus, un module d’attention
spatiale est attaché à ce framework pour améliorer les résultats sur le contour des cheveux.
Dans la deuxième contribution de cette partie, nous présentons un framework rapide de
segmentation des composantes faciales pour les téléphones mobiles, qui utilise la co-
hérence temporelle pour produire un masque de sortie plus robuste. L’implémentation
de ce framework s’exécute en temps réel sur un iPhone X.

Mot clés : détection des repères faciaux; segmentation des composantes faciales; segmen-
tation de cheveux; apprentissage profond
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Chapter 1

Introduction

1.1 General Context

1.1.1 A Brief History of Augmented Reality

The desire of experiencing alternative and reciprocative reality is deeply rooted in the
nature of human beings. Figure 1.1 shows a brief timeline of the Augmented Reality
(AR) history. In the late 1960s, I. Sutherland invented the first head-mounted three di-
mensional display device [Sutherland, 1968], called The Sword of Damocles, which laid the
foundation for the AR that we use today. The user was able to visualize an alternate re-
ality by this ceiling-hung device. The computer-generated images were able to interact
with the user by detecting the head position.

In the early 1990s, the term of Augmented Reality was first introduced by T. Caudell
[Caudell and Mizell, 1992]. Soon L. Rosenberg [Rosenberg, 1993] developed the first op-
erational AR system, named Virtual Fixtures, which helps to improve the efficiency of
the operators. Since the late 1990s, AR has started to be introduced in various applica-
tions such as space navigation, broadcasting of live sports events, battlefield simulation,
etc. [Isberto, 2018].

Modern AR applications have been spread to wider domains. In the medical field, for
example, AR has been used to guide the doctors during surgeries [Bichlmeier et al., 2007].
In the entertainment field, the phenomenal gaming application Pokémon GO enables more
people to experience AR for the first time on their mobile phones. In the educational
field, I. Radu [Radu, 2012] claimed that the AR-based learning materials help the student
to keep the learning motivation, to increase the content understanding, to maintain a
long-term memory retention, etc.

FIGURE 1.1: A brief timeline of the AR history.
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In recent times, the development of AR profits from the popularity of the Internet and
mobile phones. In 2017, Apple introduce ARKit on its iOS system and Google introduced
ARCore on its Android system. Both of them significantly facilitate the development of
AR applications on the mobile phones. From the users’ point of view, the mobile phone
drastically lowers the barrier of the device availability so that no supplementary equip-
ment is required for an AR experience. Thus, the AR industry is now rapidly growing.
According to a recent estimate by Goldman Sachs [The Goldman Sachs Group, 2016],
the AR industry, along with the Virtual Reality industry, are expected to grow into a 95
billion dollar market by the year 2025.

1.1.2 Face AR Applications

Among all the AR applications, face AR application is a prominent and popular one.
With the front camera of the mobile phones, thousands of AR applications are now easily
accessible to the general public including face modelling, face animation, face swapping,
face sticker etc. We show two examples of the face AR applications introduced by Google
and Apple in figure 1.2.

(A) Animoji introduced by Apple (B) Augmented Faces introduced in Google ARCore

FIGURE 1.2: Examples of face AR applications on mobile platforms.

In recent times, there are hundreds of applications developed for the usage of apply-
ing virtual effects on the faces, especially with the recent advances in Generative Adver-
sarial Network (GAN) [Goodfellow et al., 2014] and style transfer [Gatys et al., 2016].
More specifically, we present three categories of techniques for facial photo editing.

• Overlay-based face editing: This is a traditional and intuitive approach for face
photo editing. The main idea is simple: we first detect the position of the faces
as well as the position of the facial components (such as eyes, nose and mouth),
and then we overlay virtual effects on the corresponding places. We present an
example in Fig. 1.3 to show how virtual glasses are put on the faces. Please note that
the overlay is usually not a simple copy-and-paste operation but includes carefully
designed post processing steps such as 3D deformation.

• GAN-based face editing: Unlike overlay-based photo editing, GAN-based face
editing enables us to edit the photo by pure learning process without manual de-
sign of a virtual effect template. The principal advantage is that the virtual effect
is more realistic as it can adapt to various lighting conditions and poses on the
source image. We present an example of virtual makeup in Fig 1.4. We observe
that compared to overlay-based method (mentioned as warping result), the GAN-
based method retains more details on the source images such as the color of the
eyes’ iris, but is still capable of applying a similar virtual effect from the reference
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(A) Detection of the face semantics (B) Overlaying of the visual effect

FIGURE 1.3: An example of overlay-based face photo editing. This figure is acquired
from [Ablavatski and Grishchenko, 2019].

FIGURE 1.4: An example of GAN-based face photo editing. The makeup effect on the reference
image is applied on the source image. Warping results denote previously mentioned overlay-

based face editing. This figure is acquired from [Chang et al., 2018].

image. However, this method requires a large amount of images during training to
achieve realistic effects.

• Style transfer-based face editing: Liu et al. [Liu et al., 2016] proposed to consider
the facial virtual effect as an artistic style. Therefore, applying virtual facial effect
can be achieved by using style transfer [Gatys et al., 2016, Liao et al., 2017]. An
eye shadow effect transfer is shown in Fig. 1.5. Similar to GAN-based face photo
editing, no template of virtual effect is required. However, there is no guarantee
that the rendering will look natural and similar to the reference images.

In fact, all of the three categories mentioned above are performed locally and require
precise and robust facial component detection, especially for overlay-based face editing.
Therefore, in this thesis, we mainly focus on the detection and classification of semantic
points or face regions for virtual facial makeup and virtual hair coloring.
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FIGURE 1.5: An example of style transfer-based face photo editing. The makeup effect on the
reference image is applied on the source image. This figure is acquired from [Liu et al., 2016]

1.1.3 Industrial Context of This Thesis

This thesis has been conducted in collaboration with an industrial partner Wisimage, a
start-up company which focuses on providing the face aesthetic AR applications for the
beauty industry. Wisimage has conducted profound scientific research on human face
analysis [Vu, 2010,Schwab, 2013] including face recognition and face tracking. Wisimage
now manages a diversified product line (see Fig. 1.6) for cosmetic industry including vir-
tual makeup simulation, skin diagnosis, cosmetic product database and cosmetic product
recommendation. Several applications provided by Wisimage are illustrated in figure 1.7.
The ongoing projects at Wisimage are (1) Software Development Kit for facial landmark
detection (2) virtual colored lens simulation (3) virtual makeup simulation, including
makeup recognition and makeup transfer.

Specifically in the virtual makeup simulation project (see Fig. 1.7 (A)), Wisimage pro-
vided this face AR applications on mobile phones, in real time. The algorithm required
in this application for detecting the position of the facial components is closely related to
the human face analysis problem in the computer vision research domain.

FIGURE 1.6: Product line of Wisimage.

1.2 Scientific Context

1.2.1 Standard Human Face Analysis Pipeline

One of the most important research topics which supports these face AR application is
human face analysis. Human face analysis is a key subject of computer vision research
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(A) Virtual makeup (B) Skin wrinkle detection (C) Skin fatigue detection (D) Skin acne detection

FIGURE 1.7: Several examples of face AR applications proposed by Wisimage.

FIGURE 1.8: A standard pre-processing pipeline of face recognition. This figure is adopted from
Open Face [Amos et al., 2016].

due to its wide-ranged applications. Traditional pipelines of face analysis usually com-
prise two prerequisite steps: face detection and facial landmark detection. A standard
human face analysis pipeline for face recognition is presented in Fig. 1.8.

Face detection aims at finding all human faces presented in an image. This step pro-
vides a Region of Interest (RoI) for the consecutive analysis, so that the subsequent al-
gorithm can focus on a single face. Viola-Jones face detector [Viola and Jones, 2001], in-
troduced in 2001, is still a popular and effective detector under common circumstances.
The recent research on face detection are principally focused on highly challenging situa-
tions [Yang et al., 2016]. In facial biometric AR applications, face detector rarely prevents
the good user experiences.

Usually, facial landmark detection is a second step for human face analysis. Facial
landmark detection aims at detecting the key landmarks around the facial components
(such as eye contours, mouth contours etc ). This step provides abundant information
on face rotation, head pose and position of facial components, which is critical for the
following steps. For example, in most face recognition pipelines, face images are first
transformed to a canonical shape based on the output of face alignment (see Fig. 1.8).
Therefore, facial landmark detection is also referenced as face alignment. Facial landmark
detection is of great importance because it describes the detailed shape and position of
the facial components.

1.2.2 Research Subjects

In this thesis, we focus on the problem of how to accurately find out the position of
the facial components to improve the user experience for the face AR applications. To
apply an artificial make-up effect on the human face, it is indispensable to correctly and
precisely recognize the position and the exact shape of each facial components including
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eyes, nose, lips and hair. Overall, we consider two approaches to detect the positions of
the facial components:

• Facial landmark detection, as introduced previously, it aims at retrieving the po-
sition of facial feature points or fiducial facial points that are located at semantic
boundaries such as eye contours, face contour and mouth contours (see Fig. 1.9 (A)).

With the position of these landmarks, we are capable of warping the virtual AR
make-up effect from a canonical shape onto the real shape on the face presented on
the image for overlay-based face editing.

• Facial parsing aims at getting the pixel-wise label mask of the facial semantic com-
ponents (see Fig. 1.9 (B)). The output mask naturally provides a region where we
can determine the RoI for style transfer-based face editing and GAN-based face
editing.

(A) Facial Landmark Detection (B) Face Parsing

FIGURE 1.9: Demonstration of the two main research subjects in this thesis.

Since 2011, deep learning methods have been profoundly influencing the area of com-
puter vision and continue to do so. In many traditional tasks such as image classifica-
tion [Krizhevsky et al., 2012], object detection [Ren et al., 2015] and semantic segmen-
tation [Long et al., 2015], deep learning-based methods outperform the state-of-the-art.
In fact, using deep learning (in particular Convolutional Neural Network (CNN) mod-
els) to analyze human faces can be dated back to the early 2000s [Garcia and Delakis,
2002, Garcia and Delakis, 2004, Osadchy et al., 2007, Duffner, 2008]. Recently, deep learn-
ing regained its dominating position on numerous face analysis tasks such as face recog-
nition [Parkhi et al., 2015], face reconstruction [Dou et al., 2017], face detection [Ranjan
et al., 2017], including the task of facial landmark detection and face parsing. Therefore,
the main interest of this thesis lies in deep learning-based methods.

1.2.3 Challenges

We introduce the challenges of the two previously introduced research subjects in the
context of face AR applications.

Challenges of facial landmark detection: Compared to the biometric applications
such as face recognition, a significantly higher standard for facial landmark detection is
required to ensure the good user experiences:
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• Precision: The predicted landmarks need to be very accurate and aligned to the
boundary. Users can easily notice a slight displacement of the overlying artificial
effect if a predicted landmark misses the boundary. Several works [Feng et al.,
2018b, Wang et al., 2019a] have been proposed to overcome this problem.

• Robustness/stability: The predicted landmarks need to be robust and stable to
avoid the jittering of the artificial effect. In a recent work [Dong et al., 2018b], the
authors found that although state-of-the-art landmark detection has achieved good
precision, the jittering between the video frames still raises problems for practical
AR applications.

• Dense landmark detection: Overlay-based face editing applications usually re-
quire a denser facial landmark prediction than biometric applications, so that the
artificial effects can be morphed to a finer-grained shape and placed on the proper
positions. Recently, a dataset [Wu et al., 2018b] annotated in a dense format of
98 landmarks was made publicly available. Some of these landmarks are difficult
to localise on face images (even for humans) because they are not so well defined
semantically (e.g. on the border of the chin).

Challenges of face parsing: face parsing is rarely used in biometric applications such
as face recognition. In recent times, due to the great advance of the semantic segmen-
tation [Long et al., 2015], it has raised more and more attention in the community but
several challenges remain:

• Speed: Most of state-of-the-art semantic segmentation methods run hardly in real-
time on mobile devices, which raises a great challenge for their use in AR appli-
cations, although real-time segmentation [Zhao et al., 2018, Yu et al., 2018] has at-
tracted more and more attention lately.

• Lack of annotated data: The manual pixel-wise mask annotation for face parsing
is time consuming and expensive. One of the challenges for learning-based face
parsing is that the amount of publicly available annotated data is much lower than
for facial landmark detection tasks.

• No pre-defined RoI (in the wild): Specifically for human hair segmentation, a de-
tection is required from all views of the upper-body including the back view [Muham-
mad et al., 2018]. In this case, the RoI in the image is more variable and not clearly
determined by the face position, which may include more noise on the background.

• Refined boundary: [Li et al., 2017] found that most of the pixels that are difficult
to classify are located on the boundaries. A fine-grained boundary is essential for
rendering a good virtual effect on the faces. If the mask is coarse, the virtual effec-
t/makeup (for example the lipstick effect) may exceed the assigned region (the lip),
which will degrade the final rendering and make it looks unnatural.

1.3 Contributions and Outline of the Thesis

The structure of this thesis is shown in Fig. 1.10. Corresponding to the two research
subjects mentioned before, this thesis consists of two parts.

In part I, we present three contributions for facial landmark detection:
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• A Fine-grained Facial Landmark Detection Method: as most facial landmarks are
positioned on visible boundary lines, we present an approach that improves the
detection precision by training a model that encourages the detected landmarks to
stay on these boundaries. We propose a new CNN that effectively exploits lower-
level feature maps containing abundant boundary information. We also introduce a
novel robust spatial loss function based on pixel-wise differences between patches
cropped from predicted and ground-truth positions. To further improve the land-
mark localisation, our framework uses several loss functions optimising the preci-
sion at several stages in different ways.

• Rethinking Robust Facial Landmark Detection: we argue that improving the ro-
bustness of facial landmark detection model requires rethinking many aspects, in-
cluding the use of datasets, the format of landmark annotation, the evaluation met-
ric as well as the training and detection algorithm itself. To this end, we propose
a new method for robust facial landmark detection using a loss function based on
the 2D Wasserstein distance combined with a new landmark coordinate sampling
relying on the barycenter of the individual propability distributions. Further, with
the large performance increase of state-of-the-art deep CNN models, we found that
current evaluation metrics can no longer fully reflect the robustness of these models
and we therefore propose several improvements on the standard evaluation proto-
col.

• A Facial Landmark Correlation Analysis Method: we present a facial landmark
position correlation analysis as well as its applications. Although numerous facial
landmark detection methods have been presented in the literature, few of them
concern the intrinsic relationship among the landmarks. In order to reveal and
interpret this relationship, we propose to analyze the facial landmark correlation by
using Canonical Correlation Analysis (CCA). We experimentally show that dense
facial landmark annotations in current benchmarks are strongly correlated, and we
propose several applications based on this analysis.

First, we give insights into the predictions from different facial landmark detection
models (including cascaded random forests, cascaded CNN, heatmap regression
models) and interpret how CNNs progressively learn to predict facial landmarks.
Second, we propose a weakly-supervised learning method that allows to consid-
erably reduce manual effort for dense landmark annotation. Unlike the previous
methods, we mainly focus on how to find the most efficient sparse format to anno-
tate. Overall, our correlation analysis provides new perspectives for the research
on facial landmark detection.

In part II, we present two contributions for face parsing:

• A Two-stage Human Hair Segmentation Method: we propose a new hair seg-
mentation approach integrating a deep shape prior into a carefully designed two-
stage Fully Convolutional Neural Network (FCNN) pipeline. First, we utilize a
FCNN with an Atrous Spatial Pyramid Pooling (ASPP) module to train a human
hair shape prior based on a specific distance transform. In the second stage, we
combine the hair shape prior and the original image to form the input of a sym-
metric encoder-decoder FCNN with a border refinement module to get the final
hair segmentation output. We show that our method is more robust to cluttered
background.
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• A Real-time Face Parsing Model for Mobile AR Applications: we present a demon-
stration of face parsing for mobile platforms such as iPhone and Android. We de-
sign an efficient FCNN in an hourglass form that is adapted to live face parsing on
mobile phones. The model is implemented on the iPhone with the CoreML frame-
work. In order to visualize the output segmentation results, we superpose a mask
with false colors such that users can have an instant AR experience.

1.4 Organization

The rest of this thesis is organized in 8 chapters:

• Chapter 2: A literature review concerning the recent advances of CNN facial land-
mark detection methods, face parsing methods and makeup transfer methods.

• Part I Chapter 3: Contributions to fine-grained facial landmark detection.

• Part I Chapter 4: Contributions to robust facial landmark detection.

• Part I Chapter 5: Contributions to facial landmark correlation analysis.

• Part II Chapter 6: Contributions to human hair detection in the wild.

• Part II Chapter 7: Contributions to real-time face parsing model for mobile AR
applications.

• Chapter 8: Conclusions and perspectives for future work.
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Chapter 2

Literature Review

This thesis is focused on deep CNN based face analysis methods, including facial land-
mark detection and face parsing for virtual makeup AR applications. This chapter presents
a literature review of the four main subjects concerned in this thesis:

• Chapter 2.1: We present a literature review on the principles and the development
of the CNN, which covers several ups and downs in its history.

• Chapter 2.2: We present a literature review on the recent advance of deep facial
landmark detection.

• Chapter 2.3: We present a literature review on the recent advance of deep face pars-
ing.

• Chapter 2.4: We present a literature review on the recent advance in makeup trans-
fer and makeup recommendation.

2.1 Convolutional Neural Network

2.1.1 CNN before AlexNet

Multilayer Perceptron: A Multilayer Perceptron (MLP) [Rumelhart et al., 1988] is a feed-
forward neural network composed of individual neurons called Perceptrons [Rosenblatt,
1961] (see Fig. 2.1). It is inspired by the structure of the human neural systems, where
each neuron produces an output signal based on the signal received from other neurons.
It is closely related to the connectionist approaches in cognitive science that try to explain
mental phenomena using artificial neural networks. In an MLP, the neurons are orga-
nized in layers. Fig. 2.1 demonstrates a three-layer perceptron including one input layer,
one hidden layer and one output layer. In each layer, all neurons are connected with all
of the neurons in the previous layer. Therefore, the layer of this kind is also referred as
Fully Connected (FC) layer.

In mathematical terms, we model each artificial neuron as follows (see Fig. 2.2):

f (x) = σ (z(x)) = σ

(
∑

i
wixi + b

)
= σ

(
wTx + b

)
(2.1)

x is the input of the layer. w and b are the weight and bias parameter of this layer
with i inputs. The activation function σ adds non-linearity on the output of each neuron.
Several commonly used activation functions are Sigmoid function and Tanh function.

Network Training: Training artificial neural networks involves back-propagating the
error from the output layer through intermediate layers. The non-linearity introduced by
the activation function makes the optimization of the neural network non-convex. There-
fore, the learning of the neural network is mainly based on the iterative gradient decent
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FIGURE 2.1: Structure of the Multilayer Perceptron (MLP).

FIGURE 2.2: Mathematical model of an artificial neuron: the Perceptron

methods minimising the cost function [Rumelhart et al., 1988]. One of the most common
optimization methods for neural network is Stochastic Gradient Descent [Bottou, 2010].
A simple update of stochastic gradient descent on the network (whose parameters are
defined as θ, including both w and b) can be denoted as:

θk+1 ← θk − ηk∇ f (θk) , (2.2)

where ηk is the learning rate at step k. The parameters of the neural work can be learned
after numerous iterations.

Convolutional Neural Network: An early prototype of CNN was first introduced by
Fukushima [Fukushima, 1975]. In the 1990s, Lecun et al. proposed a Convolutional Neu-
ral Network (LeNet, see Fig. 2.3) [LeCun et al., 1989,LeCun et al., 1990,LeCun et al., 1998]
for the recognition of hand-writing digits and trained it end to end using the gradient
backpropagation algorithm, which is still commonly used nowadays.

Compared to the MLP, CNN involves convolutional layers. Convolutional layer en-
ables the weight of the network to be shared across the spatial dimension of the input,
which was proved to be beneficial for computer vision tasks due to its better general-
ization and efficiency. An illustration of the convolution layer is shown in Fig. 2.4. The
convolution operation is executed on 2-dimensional inputs, which enables the network
to learn meaningful visual features and maintain the spatial relation on the feature maps.
The convolutional layers near the input learn the local details such as boundary, texture
or colors. The convolutional layers near the output learn more general and abstractive
information such as the presence of certain objects.



2.1. Convolutional Neural Network 13

FIGURE 2.3: Structure of LeNet [LeCun et al., 1998]

(A) (B) (C) (D)

FIGURE 2.4: Demonstration of the convolution layer. Kernel size = 3, stride = 2, padding =1.

2.1.2 Early Face Analysis Methods based on CNN

Using neural networks for human face analysis can be dated back to the 1990s including
face detection [Vaillant et al., 1994, Rowley et al., 1998, Feraund et al., 2001, Garcia and
Delakis, 2002, Garcia and Delakis, 2004, Osadchy et al., 2007], face recognition [Lawrence
et al., 1997,Duffner and Garcia, 2007], facial feature (landmark) detection [Reinders et al.,
1996, Duffner and Garcia, 2005a, Duffner and Garcia, 2008] and face parsing [Low and
Ibrahim, 1997].

Despite the different ideas presented in these work, most of them are based on vari-
ants of the structure of LeNet. Due to the limited data and restricted model capacity,
these applications can be hardly adapted to the challenging conditions in real world such
as the faces in large pose and complex lighting condition.

2.1.3 CNN after AlexNet

Since 2012, we witnessed great improvements in the use of CNN after the appearance of
AlexNet [Krizhevsky et al., 2012] and the term deep learning has been widely used since
then. The main improvements in the last few years can be listed as follows:

Architectural design: As introduced before, the early work of computer vision re-
search using CNN are mainly based on LeNet, whose layers are no more than 6 or 7
layers. With the introduction of GPU calculation, the first thing that was changed is that
the networks are becoming much bigger and deeper. At the same time, the performance
is largely improved as well. Fig. 2.5 shows a comparison of the capacities and perfor-
mance of different deep CNNs on the ImageNet image classification benchmark. We
observe that both the model size and the number of operation are greatly augmented as
the recognition accuracy is improved accordingly.

Secondly, the design of the network follows no longer the layer-after-layer pattern.
Several flexible structures are introduced such as skip connections [He et al., 2016] and
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FIGURE 2.5: A comparison of the capacity and ImageNet performance of different deep CNNs.

dense connections [Huang et al., 2017] (see Fig. 2.6). Both of the design enable the gradi-
ent to flow through the network without the vanishing problem, therefore enables train-
ing very deep networks.

Thirdly, Fully Convolutional Neural Network (FCNN) was invented and has been
expanded to more and more applications. FCNN does not involve the FC layers, which
is able to retain spatial information on the feature maps and keep a relatively low ca-
pacity. Initially, FCNN [Long et al., 2015] was introduced for semantic segmentation.
Afterwards, in the form of encoder-decoder, it has been widely and successfully applied
in numerous subjects including image generation [Goodfellow et al., 2014], pose estima-
tion [Wei et al., 2016], 3D reconstruction [Feng et al., 2018a], etc.

Regularization: More effective measures have been developed to regularize deep
CNNs from over-fitting. Dropout [Srivastava et al., 2014] randomly drop units and their

FIGURE 2.6: A demonstration of skip connection (left) and dense connection (right).
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connections from the neural network during training, which prevents units from co-
adapting too much. Batch Normalization [Ioffe and Szegedy, 2015] was introduced to
stabilize, accelerate the training and regularize the networks by normalizing the input to
the layer in each batch. Recently, Group Normalization [Wu and He, 2018] superseded
the Batch Normalization when the batch size is small.

Optimizer: More efficient optimizers were invented to accelerate the training of the
CNN by setting adaptive gradient such as Adam [Kingma and Ba, 2014] and RMSProp [Tiele-
man and Hinton, 2012]. These optimizers are able to significantly accelerate the training
of the CNNs. However, it still remains controversial on the issues that such optimizers
are able to always converge to similar solutions. Some of the papers [Wilson et al., 2017]
claimed that the solutions found by adaptive methods generalize worse than traditional
Stochastic Gradient Descent optimizer.

Activation function: Another important improvement in this field is the evolution
of the activation functions. ReLU was used in the Alexnet [Krizhevsky et al., 2012] to
solve the vanishing gradient problem usually confronted in the Sigmoid activated CNNs.
However, since all the negative values are rectified to zero, the derivative of this function
will be fixed to zero with minus zero input. The “dead ReLU problem” will appear in
CNNs when some components of the network are most likely never updated to a new
value. Leaky ReLU [He et al., 2015a] and ELU [Shah et al., 2016] were both introduced
to alleviate this problem. From using these two activation functions, the values of the
gradients are no longer stuck at zero for negative values. The mathematical formula of
previously mentioned activation functions are listed as follows and visualized in Fig. 2.7.

• Sigmoid: Sigmoid(z) =
1

1 + e−z

• Tanh: Tanh(z) = tanh(z)

• ReLU: ReLU(z) = max{0, z}

• Leaky ReLU: LReLU(z) =
{

z if z > 0
αz if z ≤ 0

• ELU: ELU(z) =
{

z if z > 0
α (ez − 1) if z ≤ 0

(A) Sigmoid (B) Tanh (C) ReLU (D) Leaky ReLU (E) ELU

FIGURE 2.7: Demonstration of different activation functions in deep CNNs.

2.2 Facial Landmark Detection

2.2.1 Overview

Facial landmarks, also known as facial feature points or fiducial facial points, play an
important role in facial expression analysis [Martinez et al., 2017], 3D face reconstruc-
tion [Jackson et al., 2017], face recognition [Ding and Tao, 2016] and other related appli-
cations. The detection of facial landmarks is aimed to retrieve the coordinate of each facial
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landmark given a face image. There already exists several comprehensive surveys for fa-
cial landmark detection [Çeliktutan et al., 2013, Yang et al., 2015b, Wang et al., 2017b, Jin
and Tan, 2017, Yan et al., 2018, Wu and Ji, 2019] and facial landmark tracking [Chrysos
et al., 2014]. Generally, facial landmark detection algorithms can be categorized into two
types, generative model-based methods and discriminative model-based methods.

Generative models include part-based generative models such as ASM [Cootes et al.,
1995, Cristinacce and Cootes, 2007] and holistic generative models such as AAM [Cootes
et al., 2001, Edwards et al., 1998, Tzimiropoulos and Pantic, 2013, Alabort-i Medina and
Zafeiriou, 2014]. Generative models represent the facial shape and facial texture as gen-
erative probabilistic distributions.

Discriminative models are far more common in the literature due to its capacity to
model more complex distributions and their robustness to noise in unconstrained condi-
tions. In the last decade, the discriminative cascaded regression model [Xiong and De la
Torre, 2013, Cao et al., 2014, Asthana et al., 2014, Ren et al., 2014, Burgos-Artizzu et al.,
2013, Zhu et al., 2015, Kazemi and Sullivan, 2014] has become popular thanks to its ex-
cellent performance and relatively low run-time. A cascaded regression model usually
consists of three important parts, the initial shape s0, the cascaded regressors R and the
shape-indexed feature extraction function φ. To fit the model, the shape is iteratively
updated stage by stage from the initial shape. At each stage t, the shape st is updated by:

st = st−1 + Rtφ(I, st−1) (2.3)

where I is the input image. In Fig. 2.8, we show how the prediction is evolved stage by
stage in the cascaded regression model.

FIGURE 2.8: Shape evolution of the cascaded regression models in each stage. This figure is
adopted from [Wu and Ji, 2019]

Apart from 2D facial landmark detection on single images, more and more researchers
have shown interests in closely-related subjects of video face alignment and 3D face align-
ment. Video face alignment generally tackles the challenge of facial landmark detection
in consecutive video frames of the same person by exploiting temporal continuity and
identity-specific features. The objective of 3D face alignment is to predict facial land-
marks in arbitrary poses, aiming to recover the projected 3D locations of invisible facial
landmarks given a 2D image.

2.2.2 Deep 2D facial landmark detection

In this section, we present the recent advances on the deep CNN-based 2D facial land-
mark detection methods.
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Sparse facial landmark detection: From 2013, there are several attempts to retrieve
the positions of five or six key facial landmarks located on the eyes, nose and mouth by
using deep CNN. Sun et al. [Sun et al., 2013] proposed to use a cascaded coarse-to-fine
CNN to detect five essential facial landmarks. A 3-stage framework is adopted and sev-
eral CNNs are included in each stage. The CNNs in the first stage estimate the rough
positions of several different sets of landmarks. Each landmark is then separately re-
fined by the CNNs in the following stages. Despite its innovation and high accuracy, this
method is not completely end-to-end since the input of the following CNN depends on
the local patches extracted from the previous one. The TCDCN method [Zhang et al.,
2014b] adopted multi-task learning to optimize the performance of 5-point facial land-
mark detection. They proved that auxiliary facial attributes such as gender and pose
can be helpful for the detection by providing additional information. Afterwards, they
proposed to use representation transfer learning to predict a denser facial landmark for-
mat [Zhang et al., 2016c].

Kumar et al. [Kumar et al., 2016] showed that the local patch features extracted by a
CNN work well with a linear regressor to give a five-point prediction. Zhang et al. [Zhang
et al., 2016b] fine-tuned a pre-trained CNN to extract local facial patch features followed
by a cascaded regressor predicting the facial landmarks. Both of them proved that a CNN
can act as a good feature extractor in the conventional cascaded regression framework.

Dense facial landmark detection: The following works are focused on dense facial
landmarks, i.e. landmarks that are not necessarily semantic but can also be part of a
contour. Zhang et al. [Zhang et al., 2014a] proposed to use a coarse-to-fine approach
for simultaneously detecting 68 facial points (see Fig. 2.9). They proposed a 4-stage
cascaded encoder-decoder network with increasing input resolution at different stages,
which processes progressively higher resolution images. The first auto-encoder is as-
signed to provide an initialization by taking the entire face image as input. The following
auto-encoders are designed for refinement, which take the regional patches cropped by
the output of the last auto-encoder to get a shape update. The landmark positions are
updated at the end of each stage by the CNN output.

Afterwards, this method was further developped by adding an occlusion-recovering
auto-encoder to reconstruct the occluded facial parts [Zhang et al., 2016a]. The occlusion-
recovering auto-encoder network was designed to reconstruct the hidden genuine face
appearance, and trained on a synthetic randomly occluded dataset.

Sun et al. [Sun et al., 2015] used a Multilayer Perceptron (MLP) as a graph transformer
network to replace the regressors in a cascaded regression framework for the detection
of the facial landmarks. They proved that this combination could be trained by back-
propagation.

Wu and Ji [Wu and Ji, 2015a] used a 3-way factorized Restricted Boltzmann Ma-
chine [Hinton, 2002] to build a deep face shape model for the dense prediction of 68 facial
landmarks. Given a facial image, they iteratively generated the measurements with the
independent local point detectors and refine the measurements through inference in the
face shape model. This method combines the top-down information from the embedded
face shape patterns and the bottom-up measurements from the local point detectors in
one unified model.

One disadvantage of using a single CNN to directly perform a dense prediction is that
the neural network is trained to minimise its error on the global shape, which could possi-
bly leave some large local imprecisions for specific facial points. A straight-forward idea
is to refine different facial parts locally and independently in a post-processing step. Fol-
lowing the original idea of [Duffner and Garcia, 2005b], two approaches [Fan and Zhou,
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FIGURE 2.9: Network design of CFAN [Zhang et al., 2014a].

2016, Huang et al., 2015] are proposed to predict dense facial landmarks by first estimat-
ing rough positions using a global CNN followed by several small regional CNNs refin-
ing the estimates on different parts locally. This kind of structure is more time-consuming
but can significantly improve the precision.

Another work by Lv et al. [Lv et al., 2017] proposed to use a two-stage re-initialization
with a deep neural network regressor in each stage (See Figure 2.10). The framework con-
sists of a global stage, where a coarse face landmark shape is predicted and a local stage,
where landmarks of each facial part are estimated respectively and locally. One of the
innovation is that the global/local transformation parameter is estimated by a CNN to
reinitialize the facial region to a canonical shape, which largely improves the performance
on large poses.

Despite the fact that deep learning-based methods are robust to different shapes or
pose initializations, large head pose still remains a big challenge. Wu et al. [Wu et al.,
2017b] proposed a specific structure added at the end of a vanilla neural network from
TCDCN [Zhang et al., 2014b], where different branches are aimed at regressing shapes in
different head poses. Kumar and Chellappa [Kumar and Chellappa, 2018] proposed to
disentagle the 3D pose in the CNN to realize the 2D face alignment in unconstrained large
poses. Valle et al. [Valle et al., 2018] propose to regularize the facial landmark detection
under large pose by mapping on canonical 3D face models.

Several recent work also tried to boost the efficiency. Miao et al. [Miao et al., 2018]
proposed to execute the landmark regression by Fourier feature pooling and low-rank
learning layers to boost the detection speed. Yue et al. [Yue et al., 2018] proposed a sim-
ilar structure with intermediate attention supervision. Feng et al. [Feng et al., 2018b]
proposed a novel wing loss to train a light-weight 2-stage CNN to focus on the small
errors.

We find interesting ideas in the three following work:
Trigeorgis et al. [Trigeorgis et al., 2016] adopted a cascaded regression-like method
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FIGURE 2.10: Network design of Lv et al. [Lv et al., 2017]. The transformation parameters
are integrated into the framework in both global and local stage to reinitialized the region to a

canonical shape.

with a Recurrent Neural Network (RNN) called Mnemonic Descent Method (MDM) (see
Fig. 2.11). In the MDM network, the CNNs are used to extract the patch features instead
of traditional hand-crafted feature extractors such as SIFT [Lowe, 2004] in SDM [Xiong
and De la Torre, 2013]. In addition, they introduce RNNs as memory units to share in-
formation across the different cascade levels. The recurrent module facilitates the joint
optimization of the regressors by assuming that the cascades form a non-linear dynami-
cal system.

Shao et al. [Shao et al., 2016] proposed to use adaptive weights of different landmarks
during different phases of the training. They gave a relatively bigger coefficient to some
important points such as eye corners and mouth corners at the beginning of the train-
ing process and then reduced their weights later on. This operation enables the neural
network to first learn a robust global shape, and locally-refined predictions afterwards.

Zhu et al. [Zhu et al., 2019a] proposed a deep network structure to alleviate the occlu-
sion problem. They utilized adaptive weight on high-level features to reduce the impact
of occlusion and obtain clean feature representations. The structure was coupled with a
low-rank learning module. Being sensitive to the global geometry, their structure is able
to provide a more robust detection.

Heatmap regression: Another fast-developing approach is training the CNN to pre-
dict heatmaps (also known as response maps, probability maps, voting maps or like-
lihood maps) as the network output by using FCNN. The value of each pixel on the
likelihood maps could be represented as the probability of the existence of each facial
landmark at the given position. This idea was first introduced by [Duffner and Garcia,
2005a] in 2005 (see Fig. 2.12).

In 2016, Zadeh et al. [Zadeh et al., 2016] proposed to use deep CNNs to produce a
local response map and then fit a Constrained Local Model on it. Since the deep encoder-
decoder could establish an image-to-image mapping, Lai et al. [Lai et al., 2016] used a
fully convolutional neural network to predict an initial face shape instead of the mean
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FIGURE 2.11: Network design of MDM [Trigeorgis et al., 2016]. The landmark positions are
updated after each network cascade which is initialized as mean shape x0 in the first stage. The
input of feature extraction network fc(θc) are the patches extracted based on the shape of last
cascade xn−1 + ∆xn. The mnemonic module fr(θr) is implemented as RNN which generates
a new state ht+1 and a new set of descent directions ∆xt+1 that indicates where the network

should focus next. The information of the mnemonic modules are shared by hidden state ht.

face shape which is commonly used in cascaded regression [Xiong and De la Torre, 2013,
Cao et al., 2014]. They introduced "Shape-Indexed Pooling" as a feature mapping function
to extract local patch features of each point, which is then given to the regressor. In their
first version, they used a fully-connected layer to sequentially regress to the final shape
while replacing it with a recurrent neural network in their second version inspired by
MDM [Trigeorgis et al., 2016].

In the work of Xiao et al. [Xiao et al., 2016], an attention mechanism was used, where
landmarks around the attention center are subjected to a specific refinement procedure.
Wang et al. [Wang et al., 2017a] proposed an approach to detect multi-face landmarks by
likelihood maps. With the help of an RoI pooling branch [Girshick, 2015], face detection
is not required and non-face activation is eliminated in the global likelihood maps.

Another interesting work is proposed by Kowalski et al. [Kowalski et al., 2017] which
predict the transformation to a canonical pose and a feature image simultaneously with
global point likelihood maps, in a cascaded manner. The neural networks in different
stages share the information by receiving the transformation parameters from the pre-
ceding stage.

In the past several years, the heatmap regression models have become a method that
dominates the state-of-the-art performance. Bulat et al. [Bulat and Tzimiropoulos, 2017b,
Bulat and Tzimiropoulos, 2017a] proposed to use the stacked Hourglass Model [Newell
et al., 2016] as a heatmap regression model for facial landmark detection.

Dong et al. [Dong et al., 2018a] proposed a style-aggregated face generation module
coupled with a heatmap regression model to predict robust results on large variance of
image styles. The key idea is to develop an unsupervised data augmentation methods,
which is able to apply distinct style (including gray scale/color, light/dark, intense/dull
etc.) change on the training images.

Merget et al. [Merget et al., 2018] proposed a fully-convolutional local-global context
network, which introduces a more global context in the heatmap regression model. One
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FIGURE 2.12: Network design of the first heatmap regression model for facial landmark re-
gression from [Duffner and Garcia, 2005a]. The output of the network is modeled as a heatmap

containing a Gaussian distribution on the landmark position.
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advantage of this method is that this method does not require face detection as a pre-
precessing step.

Tang et al. [Tang et al., 2018] proposed quantized densely-connected U-Nets to signif-
icantly accelerate the inference of the heatmap regression models. In their network, not
only the parameters but also the gradients are quantized.

Wu et al. [Wu et al., 2018b] proposed to predict the boundary of the face and facial
components on the heatmap rather than a Gaussian distribution of a landmark, which
increases the model sensitivity to the boundary. Liu et al. [Liu et al., 2019] also proposed
a method to improve accuracy of the detection by searching the real ground truth position
along the boundary.

Compared to learning the boundary explicitly, Dapogny et al. [Dapogny et al., 2019]
proposed to integrate landmark-wise attention maps with a cascaded heatmap regression
model. The attention maps resembles the boundary map. Their method is able to learn
the boundary in an end-to-end manner without explicitly training the boundary as a
target.

[Chen et al., 2019b] and [Wang et al., 2019a] both concerned the uncertainty on the
Gaussian distribution of each landmark. [Wang et al., 2019a] proposed a novel Weighted
Loss Map, which assigns high attentions on the pixels around the center of the Gaussian
distribution. It helps the training process to be more focused on the pixels that are crucial
to landmark localization. [Chen et al., 2019b] introduced the Kernel Density Deep Neural
Network that produces target probability map, without assuming a specific parametric
distribution such as Gaussian distribution.

Zou et al. [Zou et al., 2019] concerned the structural information in the heatmap re-
gression models. To obtain robust landmark prediction, Zou et al. [Zou et al., 2019] pro-
posed to add a structural constraint based on Hierarchical Structured Landmark Ensem-
ble.

Recently, HRNet [Sun et al., 2019b] superseded most of the state-of-the-art methods
by addressing the importance of the high-resolution heatmap. The performance of the
HRNet has “saturated” several commonly used benchmarks.

2.2.3 Video facial landmark detection

Video facial landmark detection, also referred to as sequential face alignment, aims at
detecting the facical landmarks in a sequence of consecutive images by leveraging con-
tinuous information in the video. It is crucial for face AR applications due to the fact that
most of the AR applications are running in real time.

Person-specific modeling is a direct idea for video face tracking since personal iden-
tity information remains unchanged. Incremental learning (also known as sequential
learning or online learning) is used by Sung et al. [Sung and Kim, 2009] to track the fa-
cial landmarks with an AAM [Cootes et al., 2001] model. Chrysos et al. [Chrysos et al.,
2015] proposed an off-line tracking pipeline to reinforce the tracking robustness in speech
videos. Other than general face detection and alignment, they implemented a person-
specific face detection using a Deformable Part Model [Felzenszwalb et al., 2008] and a
person-specific generative landmark localizer. It iteratively updates the generic/person-
specific appearance variations and shape/appearance parameters in turn. This method
is also used to semi-automatically annotate the 300VW [Shen et al., 2015]. A pipeline of
this method is shown in Fig. 2.13.

Asthana et al. [Asthana et al., 2014] reformulated the cascaded regression in a parallel
form to enable fast and efficient learning for each cascade level. The information retained
by the suceeding cascade level is derived from the statistical distribution from the preced-
ing cascade regressor. In CCR [Sánchez-Lozano et al., 2016] and iCCR [Sánchez-Lozano
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FIGURE 2.13: Pipeline of [Chrysos et al., 2015] for video face detection and facial landmark
detection, which was further used to annotate the 300VW dataset [Shen et al., 2015] semi-
automatically. Step 1: obtain an initial estimation of the shapes with minimal false positive
detections; Step 2: train a person-specific face detector; Step 3: train a person-specific genera-

tive deformable model; Step 4: iterate Step 2 and Step 3 to gradually improve the results.

et al., 2017], Sanchez et al. implemented a continuous regression method while reformu-
lating it such that it does not require sampling over the perturbed shapes (e.g. flipping,
rotation, scaling etc.). As a result, the computational cost is largely reduced compared to
the traditional cascaded regression-based methods.

Since Bayesian filters are popularly used in object tracking, a direct idea is to com-
bine them with state-of-the-art landmark localizers. For example, Prabhu et al. [Prabhu
et al., 2010] used a Kalman filter to track the facial landmarks by estimating the head
position/orientation and the facial shapes in video sequences.

At the 300VW workshop [Shen et al., 2015], a challenging dataset specifically for
tracking facial landmarks has been proposed. One of the best-performing methods, im-
plemented a pose-specific cascaded regression method [Yang et al., 2015c] and another
adopted a progressive initialization [Xiao et al., 2015] which aims to resolve the problem
of bad initialization in large poses.

Additionally, Jeni et al. [Jeni et al., 2015] proposed a real-time 3D face alignment
method on the video by dense cascaded regression. The points predicted are no longer
feature landmarks but points scattered on the face. A 3D fitting is realized based on these
dense points to reconstruct a 3D mesh of the face.

RNN is frequently used to model temporal information in the videos. Inspired by the
incremental learning method [Peng et al., 2016b], RED-Net [Peng et al., 2016a] was pro-
posed to optimize the performance of video face alignment by disentangling the identity
information and pose/expression information. The identity information is considered to
be invariant in the video while pose and expression information changes over time. The
author proposed a dual-path neural network using point likelihood maps, which include
one path to extract the identity information and the other path to learn the pose/expres-
sion information by using a RNN.

Gu et al. [Gu et al., 2017] proposed to integrate a one-layer RNN at the end of a VGG
network to track facial landmarks as well as head poses. They proved that Bayesian filters
could be formulated as a linearly-activated RNN without bias. According to their results,
tracking with RNNs is more accurate and stable than both frame-by-frame detection and
state-of-the-art landmark localizers combined with Kalman filter.

Another algorithm using RNNs called TSTN was proposed by Liu et al. [Liu et al.,
2017a], which adopts two neural network branches: spatial and temporal. The spatial
branch learns the face shape updates by local face patches, which are then used to refine
the current facial shape based on the previous shape. The temporal branch is designed as
a deep encoder-decoder with a two-layers RNN at the centre to capture facial dynamics
across the temporal dimension. This branch takes consecutive frames as input and then
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renders the temporal shape update. The final shape is determined by a weighted fusion
of the shape updates from the two branches.

Hou et al. [Hou et al., 2018] used a Long-Short-Term Memory (LSTM) module to
guide the spatial estimation for the next stage just as MDM and simultaneously helps the
estimation in the following frame.

Dong et al. [Dong et al., 2018b] aimed at providing robust and consistent landmark
prediction across the frames by leveraging optical flow. The main advantage of this
method is that this method enables unsupervised learning on unlabeled videos.

Tai et al. [Tai et al., 2019] proposed Fractional Heatmap Regression to achieve ex-
tremely accurate facial landmark positions on the videos. Additionally, they also propose
a novel loss to make the prediction between different frames more stable and consistent.

Belmonte et al. [Belmonte et al., 2019] proposed to include motion information to
achieve more stable predictions over time and more robustness to variations. Unlike [Gu
et al., 2017] and [Hou et al., 2018] who use RNN, they propose to replace the 2D con-
volution layers with 3D convolution layers, by processing an input of three consecutive
frames.

Sun et al. [Sun et al., 2019a] propose a face deblurring network which cooperates
with landmarks detector work as a virtuous circle to obtain robust landmark predictions,
against the noise of motion-blur on the videos.

2.3 Face Parsing

Deep face parsing approaches emerged in 2012 from the work by Luo et al. [Luo et al.,
2012], who proposed to detect the facial landmarks by using a deep belief network based
on the face parsing segmentation results. Their hierarchical face parsing framework
includes four parts, the face detector, the face part detector, the components detector
and components segmentators. They model different layers under a Bayesian frame-
work with a spatial consistency prior between the layers. Each layer is pre-trained in an
unsupervised manner using layer-wise Restricted Boltzmann Machines and fine-tuned
for classification using logistic regression. The segmentators are trained as deep auto-
encoders to obtain face parsing results which is robust to the occlusion. This method can
be used for facial landmark detection as well. Facial landmarks are obtained by fitting
the mean shape in Fig. 2.14 to parsed label map.

Liu et al. [Liu et al., 2015] combine CNNs and Conditional Random Fields (CRF)
for face parsing by exploiting rich features from CNNs and structured output from the
CRF. They proposed two distinct loss functions: one encoding the unary label likelihoods
and the other encoding the pairwise label dependencies. Given both of the unary and
pairwise term, GraphCut algorithm is used for efficient inference.

Yamashita et al. [Yamashita et al., 2015] proposed to use a weighted loss function for
certain classes, so that some small yet important regions such as eyes can be significantly
improved.

Zhou et al. [Zhou et al., 2015] proposed Interlinked Convolutional Neural Networks
for face parsing. Interlinked Convolutional Neural Networks utilize the multi-scale fea-
ture maps to more efficiently integrate local and contextual information. The method
consists of two stages. The first stage gives a holistic prediction. The second stage is used
for refined prediction based on the image patches.

Saito et al. [Saito et al., 2016] introduced a real-time face segmentation pipeline. They
proposed a carefully designed datasets and several data augmentation strategies to han-
dle challenging occlusions such as hands on faces. The efficiency of the segmentation
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FIGURE 2.14: Face parsing regions in [Luo et al., 2012]. The region is used to (1) fit the parsed
label map and (2) correspond the parsed label map with facial landmarks.

network is improved by using a two-stream deconvolution networks and a shared con-
volution network.

Liu et al. [Liu et al., 2017d] proposed a spatially variant RNN as a refinement module
for face parsing. This lightweight RNN propagates on up/down/left/right directions to
generate guidance of semantic edges, which significantly improves the output prediction.

Wei et al. [Wei et al., 2017] introduced a novel approach to regulate receptive field for
face parsing. A novel affine transformation layer was proposed to enlarge or shrink fea-
ture maps by derivable interpolation algorithms. They demonstrated that by expanding
the receptive field of the CNN, the face parsing prediction can be improved. A follow-
ing work [Wei et al., 2019] further improves the performance by introducing concept of
Normalized Receptive Field as well as a novel loss called Statistical Contextual Loss. Sta-
tistical Contextual Loss integrates richer contextual information and regularizes features
during training.

Wang et al. [Wang et al., 2019b] proposed Convolutional LSTM (ConvLSTM) for face
parsing on the video. By using LSTM, the model is capable of learning temporal con-
sistency on a sequence of frames. Additionally, a segmentation loss was proposed to
directly optimize the Intersection over Union (IoU) performances.

Recently, Lin et al. [Lin et al., 2019] proposed to use a novel RoI Tanh-warping opera-
tion to first align the whole image rather than simply crop it. For each sub-region, unlike
the previous method, they directly crop on the feature maps in the CNN via RoI Align
for further refinement. Finally, the output mask given by the CNN is warped back to the
original image based on the inverse transform of the RoI Tanh-Warping transformation
(see the whole pipeline in Fig. 2.15).

2.4 Makeup Transfer and Recommendation

Applying a specific makeup style automatically on a human face is an interesting and
emerging subject in computer vision. The subject had been growing very rapidly in the
last several years.
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FIGURE 2.15: Pipeline of the face parsing method proposed in [Lin et al., 2019].

Tong et al. [Tong et al., 2007] first proposed to automatically apply the face makeup
given an example image. For the first time, the concept of makeup transfer is introduced.
This makeup transfer is useful as the following scenario happens frequently: a customer
enters a beauty salon, selects an example image from a catalog and tells the makeup
artist to apply the same makeup on her face. They propose to learn from an image pair
of “before” makeup and “after” makeup. The makeup effect can be represented as the
ratio of the intensity between the “before”/“after” pairs. To apply this makeup effect,
this ratio is multiplied on the target face.

The first complete automatic facial makeup system including face parsing appeared
in 2009 [Dhall et al., 2009]. They used fuzzy learning based skin segmentation and Haar
based facial feature extraction to first define the RoI (the skin and the lip region). The
digital makeup that they applied on the RoI is relatively simple. First, they applied
a Gaussian smoothing and morphological dilation on the target image to remove the
noises. Afterwards, they proposed to apply the foundation effect and the lipstick effect
by changing the color of the RoI in RGB and HSV color spaces.

In [Guo and Sim, 2009], the authors decompose the face into three layers: face struc-
ture layer, skin detail layer and color layer for makeup transfer. They think that the
makeup effect only exists in the color layer and skin detail layer. Therefore, the color and
skin effect can be transferred accordingly while the general face structure on the target
image remains unchanged.

Xu et al. [Xu et al., 2013] automatize the previous work of [Guo and Sim, 2009] by
using ASM [Cootes et al., 1995] face landmark detection algorithm to locate key points
and Gaussian mixture models to adjust skin areas.

Liu et al. [Liu et al., 2014] proposed an approach that not only simulates the makeup
effect but also recommends the makeup style. This paper also concerns the simulation of
the hair style as well. The synthesis of the makeup and the hair style are mainly achieved
by aligning the virtual effect on the corresponding RoI with color modification in the
CIELAB color space.

Li et al. [Li et al., 2015] addressed the problem of mistakenly transferring the lighting
conditions and personal details on the example image as a makeup style. They pro-
posed to separate the images into intrinsic image layers and transfer the makeup effect
via adaptations of physical reflectance models. Using their method, the lighting effect
and appearance characteristics on the target image is preserved, which gives a more re-
alistic makeup transfer effect on the target image.

Wang and Fu [Wang and Fu, 2016] concerned the inverse problem of the makeup
transfer: makeup removal. The makeup removal is useful for makeup transfer when



2.4. Makeup Transfer and Recommendation 27

FIGURE 2.16: Pipeline of the method proposed in [Chang et al., 2018].

the client has already worn makeup. The authors first proposed a method to detect the
makeup on the faces. For synthesizing the face with no makeup effect, they used a cou-
pled locality-constrained dictionary learning framework to erase the makeup according
to its style.

The use of deep CNN in this domain started from 2016. Liu et al. [Liu et al., 2016]
proposed an end-to-end makeup transfer method as well as a makeup recommendation
system based on deep CNN. They consider the makeup effect as an artistic style, which
can be transferred by CNN based Style Transfer [Gatys et al., 2016] method. The applied
makeup effect can be generated arbitrarily from light to heavy by changing the weight of
the style coefficient.

Alashkar et al. [Alashkar et al., 2017] proposed a CNN based system for makeup
recommendation. In order to validate their approach, they proposed a dataset including
the knowledge rules given by professional makeup artists. Nguyen et al. [Nguyen and
Liu, 2017] also proposed a similar recommendation system nonetheless based on latent
SVM.

Chen et al. [Chen et al., 2017b] proposed a novel task to restore the original portrait
image from an image with makeup effect already applied, without any prior knowledge
on the details of the beautification operation. They mainly focus on two kinds of makeup
effect: skin color change and skin smoothing. Their proposed Component Regression
Network is capable of restoring smoothed wrinkle and very subtle freckle.

A critical difficulty in the dataset construction for make up transfer is the lack of
paired samples. From the Internet, it is easy to retrieve large amount of images with
makeup or without makeup. However, obtaining “before”/“after” makeup image pair
on the same person under constrained lighting conditions usually requires expensive and
time-consuming process. Chang et al. [Chang et al., 2018] proposed a novel GAN-based
unsupervised framework (see Fig. 2.16). In their framework, the makeup transfer opera-
tion G and the makeup removal operation F are learnt altogether. In the first stage, G first
applies the makeup effect on the source image and F removes the makeup effect on the
reference image. In the second stage, F removes the makeup effect on the source image
which is previously applied by G. Similarly, G applies the makeup effect on the reference
image whose makeup effect was removed by F in the first stage. The output from the
second stage can be used to ensure the identity preservation and style consistency on the
input images.

Li et al. [Li et al., 2018] proposed a similar framework with [Chang et al., 2018]. Addi-
tionally, they proposed a local instance-level loss based on histogram matching to ensure
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that the makeup styles applied between the source image and the target image are simi-
lar.

Instead of using GAN based generative model, Chen at al. [Chen et al., 2019a] pro-
posed to use Glow [Kingma and Dhariwal, 2018] model to decompose the image into two
latent features, the face feature and the makeup feature. Upon reconstruction, the weight
of the makeup feature can be adjusted to change the intensity of the makeup effect.

Ren et al. [Ren et al., 2019] proposed a method to transfer different makeup styles to
the same target and get the appropriate makeup lightness of the makeup effect.

Jin et al. [Jin et al., 2019] proposed to introduce illumination transfer in the makeup
transfer so that the dark and white facial makeup could be effectively transferred. The
transfer process is efficient, which can be finished within 1 second.

Gu et al. [Gu et al., 2019] leveraged additional multiple overlapping local discrim-
inators to transfer dramatic makeup, i.e. complex makeup styles with high-frequency
details.
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Part I

Facial Landmark Detection
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In the first part, we focus on two challenges of facial landmark detection:

• Local precision in Chapter 3: as mentioned in the Chapter 1, the local precision
is of great importance for overlay-based face AR applications. Even a slight dis-
placement of the virtual effect is able to largely degrade the user experience. To this
end, we propose a novel CNN model that effectively exploits abundant boundary
information on the low-level feature maps, as well as a novel robust spatial loss to
force the predicted landmarks to stay on the semantic facial boundary.

• Robustness in Chapter 4: the robustness of facial landmark detection guarantees
the stability of face AR applications. To this end, we propose a novel loss function
based on the 2D Wasserstein distance combined with a new landmark coordinate
sampling method. We also propose several improvements on the standard evalua-
tion protocol to better reflect the robustness of our model.

Based on the previous discussion, we present a novel analytical tool in Chapter 5.
We find that it is necessary to develop a novel tool to directly interpret and quantify if
the prediction lacks local precision or robustness. Therefore, we present a facial land-
mark position correlation analysis. With this analysis, we gain insights on the predic-
tions of different facial landmark detection models (including cascaded random forests,
cascaded CNN, heatmap regression models) and on how CNNs progressively learn to
predict facial landmarks. In addition, we propose a weakly-supervised learning method
that allows to considerably reduce the manual effort for dense landmark annotation.
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Chapter 3

Fine-grained facial landmark
detection exploiting intermediate
feature representations

The first subject that we are interested in is the local precision of the landmark position,
which is critical for AR applications. We present an approach for Fine-grained Facial Land-
mark Detection (FFLD). Our framework employs a coarse-to-fine structure, through the
exploitation of intermediate feature representations. The proposed method outperforms
state-of-the art methods in terms of local precision, and is capable of alleviating the ran-
dom annotation error along the semantic boundaries of facial components.

3.1 Introduction

Precision of facial landmark position is of extreme importance for AR applications such
as face modeling, virtual make-up, and in tasks that require pixel-level accuracy for aes-
thetic AR applications. In these applications, slight displacements of the estimated land-
mark positions significantly deteriorate the user experience. In existing methods from
the literature, this refinement is usually performed in a post-processing step [Zeng et al.,
2015, Wang et al., 2017c]. In this chapter, the proposed method is integrated to the learn-
ing of CNN.

In chapter 2.2, we have categorized deep CNN facial landmark detection models into
two different types according to their network output: Coordinate Regression Models and
Heatmap Regression Models [Wu and Ji, 2019, Yan et al., 2018, Nibali et al., 2018, Merget
et al., 2018]. Most of the Coordinate Regression Models end with a Fully Connected (FC)
layer to directly predict the numeric coordinate values. On the other hand, Heatmap Re-
gression Models generally adopt a Fully Convolutional Neural Network that provides
one “heatmap” per landmark as output. Each pixel value of a particular heatmap rep-
resents the conditional probability of the landmark being present at that point given the
pixel position. Heatmap Regression Models are an alternative to Coordinate Regression
Models and has become popular in recent years due to their strong capacity of handling
large head poses. However, both of them cannot directly provide highly accurate FFLD.

Local imprecision problem of Coordinate Regression Models: A single-stage Coor-
dinate Regression Model usually suffers from local imprecision. This is likely due to the
decrease of local detail through successive feature map down-sampling. Hence, numer-
ous coarse-to-fine methods [Sun et al., 2013, Zhou et al., 2013a, Zhang et al., 2014a, Trige-
orgis et al., 2016, Fan and Zhou, 2016, Kowalski et al., 2017, Chen et al., 2017a, He et al.,
2017b, Lv et al., 2017] have been proposed to cope with this issue. In most of them, the
refinement is performed in a cascade that sequentially processes local image patches to
recover the local detail information.
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Input Image 1st Level Feature maps

2nd Level Feature maps 3rd Level Feature maps

FIGURE 3.1: A visualization of the feature maps in different levels of ResNet18 trained for
facial landmark detection. We can observe that low level feature maps retain abundant visual
boundary information. Higher-level feature maps present more general information compared
to lower-level ones. (The spatial dimension of the third-level feature maps is increased and

interpolated for better visibility.)

Local imprecision problem of Heatmap Regression Models: The imprecision of
Heatmap Regression Models is mainly due to the quantization error on the output heatmaps.
In most of these models, the final landmark prediction is obtained from the position of
the maximum value on the output heatmap, thus an integer value. Furthermore, the pre-
dicted heatmap is typically around four times smaller than the input image. These two
factors provoke considerable quantization errors for Heatmap Regression Models.

To provide FFLD, we propose to combine the advantages of both Coordinate Regres-
sion Models and Heatmap Regression Models by exploiting the intermediate low-level
feature maps in Coordinate Regression Models and reusing them in an additional pro-
cessing step that is integrated in the model. This reuse of low-level feature maps is in-
spired by skip connections that are widely used in Heatmap Regression Models with
encoder-decoder structures. It enables information on local detail to be directly used by
higher-level processing stages in the neural network. We found that the boundaries of
facial components still remain clear on the low-level feature maps even if the Coordinate
Regression Model output suffers from local imprecision problem (see Fig. 3.1).

This shows the potential that our method leverages by using this information in the
output layers. On the other hand, because we adopt a Coordinate Regression Model
framework, the output predicted by the final FC layer is a vector of real (floating-point)
numbers, which avoids the quantization errors inherent in Heatmap Regression Models.

Besides, the L2 loss used in Heatmap Regression Models [Newell et al., 2016, Bulat
and Tzimiropoulos, 2017b] differs from the traditional one commonly used for Coordi-
nate Regression Models. Heatmap L2 loss computes pixel-wise L2 distance between the
predicted heatmaps and target heatmaps. It is robust to outliers, as its value saturates
when two Gaussian distribution (representing the ground-truth and predicted landmark
positions) do not overlap regardless of the distance between two landmarks. Robust loss
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FIGURE 3.2: Overview of our 3-stage coarse-to-fine coordinate regression framework. It con-
tains skip connections between the intermediate feature maps and the main network output S.
In each stage, a CropNet (described in Sect. 3.3.2) refines the landmark location (∆S) based on
the patches cropped from lower-level feature maps. The refined landmark locations are passed
to the next stage (dotted lines) for cropping. Different loss functions (IOD Normalized L2 Loss,
L2 Loss, L1 Loss and Align Loss described in Sect. 3.4.3) are used to train different refinement

stages in an end-to-end manner (cf. details of gradient back-propagation in Sect. 3.5).

functions have proved to be helpful for CNNs to focus on small-range errors [Belagiannis
et al., 2015, Feng et al., 2018b], and we will show that this is beneficial for FFLD.

Generally speaking, our Coordinate Regression Model-based coarse-to-fine frame-
work (see Fig. 3.2) is inspired by the use of skip connections and the robust spatial loss
function used in Heatmap Regression Models. The main contributions in this chapter
are:

• A novel feature map patch alignment method (Sect. 3.3), to establish skip connec-
tions in coordinate regression models, where a small subsidiary network CropNet
cooperates with the main CNN (baseline network) to provide refinement correc-
tions. CropNets leverage local detail information on the patches of low-level fea-
ture maps. The refined correction is based on a direct measure of the crop mis-
alignment. Unlike the previous coarse-to-fine methods, our baseline network can
be jointly learned with refinement since CropNets enable the gradient to be back-
propagated directly through low-level feature maps.

• A novel robust loss function named Align Loss (Sect. 3.4.3), which measures the
minor but important misalignment between the patches cropped by the ground
truth and predicted localization. This loss calculates the pixel-wise value differ-
ences between two patches. Compared to standard L2 Loss, our Align Loss forces
the predicted landmarks to stay on the boundary lines and is thus able to improve
the precision to the pixel level.

• A multi-loss training scheme (Sect. 3.4), where different loss functions in different
refinement stages are employed. To achieve extreme localization precision, loss
functions sensitive to big errors are assigned to coarser stages, and loss functions
more sensitive to small errors are assigned to finer stages.

3.2 Related Work to Robust Regression

Robust training is critical to enhance the landmark accuracy especially for small errors.
Previous work on robust loss function for deep model regression is mainly inspired by
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Input Image Feature Map Misalignment Patches

FIGURE 3.3: The main idea of feature map patch alignment: A misplaced landmark (in red)
leads to a boundary misalignment on the cropped feature map patch compared to the ground
truth (in green). Our model measures this patch misalignment to estimate a refined correction
to coarse landmark prediction. Note that our patch alignment approach is different from exist-
ing image alignment methods which take pairs of input images [Chang et al., 2017]: it only uses
misaligned patches as input and learns misalignment for each landmark based on the statistics.

the use of the M-estimator in robust statistics. The primary goal is to attenuate the impact
of outliers on the overall loss. [Belagiannis et al., 2015] proposed to use Tukey’s biweight
loss function for human pose estimation. Their loss function saturates with large resid-
uals. They showed that their loss function helps the deep regression model to converge
both faster and better compared to the traditional L2 loss function. [Feng et al., 2018b]
proposed a novel wing loss for deep robust facial landmark detection, which behaves
like the logarithmic function for small errors and like the L1 loss function for large er-
rors. They emphasized the importance of small residuals during the calculation of the
loss. Recently, [Lathuilière et al., 2018] combined a robust mixture modeling to deep
CNN regression models which adapts to an evolving outlier distribution without setting
a manual threshold.

3.3 Feature Map Patch Alignment

In Heatmap Regression Models, the skip connections are intuitive due to the similar spa-
tial dimension shared between input layers and output layers in each stage. However,
in Coordinate Regression Models, the spatial resolutions do not match between the in-
put an the output. The dimension of low-level feature maps are too large for the output
FC layer. [Miao et al., 2018] and [Yue et al., 2018] used a non-linear embedding layer to
reduce the dimension of feature maps for the succeeding FC layer. In contrast, we pro-
pose to reduce the feature map dimension by cropping patches around each landmark.
Therefore, we developed a feature map patch alignment method (see Fig. 3.3) for FFLD
described in the following sections.

3.3.1 Baseline Network

The aim of facial landmark coordinate regression is to establish a non-linear mapping
between an image I ∈ Rh×w and landmark Cartesian coordinates S ∈ R2N , where N
represents the number of landmarks. We use ResNet [He et al., 2016] as our baseline
network but reduce 75% of its feature map channels in each layer. Despite a fairly good
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FIGURE 3.4: An illustration of our feature map patch alignment method in the first stage. Small
patches are cropped from the 3rd-level feature maps based on the coarse landmark detection
S given by the baseline network. The number of channels is reduced by a linear 1 × 1 con-
volutional layer. The selected feature maps are then concatenated as input to the CropNet,
which predicts the correction of landmark localization ∆S1. Finally, S + ∆S1 is passed as coarse

prediction to crop patches from the 2nd-level feature maps in the next stage.

overall prediction performance of this model, it lacks some local precision. Following
refinement is then performed based on this baseline network.

3.3.2 CropNet

The objective of the CropNet modules is to find a correction to the coarse prediction
based on the low-level feature maps from the main network. Figure 3.4 illustrates how
we utilize CropNet to refine the facial landmark localization in the first refinement stage.
In order to process detailed information on high-dimensional low-level feature maps
with low computational complexity, the input dimension of the refinement network is
reduced. Given low-level feature maps of dimension (C, H, W) as input, we propose to
reduce the dimension of (H, W) by cropping feature maps and to reduce the number of
channels C by learning a linear channel reduction explained in the following.

Feature map cropping: Similar to previous coarse-to-fine frameworks [He et al., 2017b],
we perform a central crop according to the coarse prediction from the previous stage. As
shown in Fig. 3.4, the spatial dimension is reduced from 28 × 28 to 8 × 8 on the 3rd
level feature maps. The crop on the 3rd level feature maps is performed at first in our
coarse-to-fine framework, therefore it is indicated as the 1st stage. Similarly, we also crop
patches of 8× 8 from the 2nd level feature maps (sized 56× 56) in the 2nd stage and from
the 1st level feature maps (sized 112× 112) in the 3rd stage. In different stages, due to
identical patch sizes but different feature map sizes, the patches have different support
on the input image. Thus, patches cropped from the 3rd level feature maps have big-
ger support but contain coarser information while the patches cropped from the 1st level
feature maps have smaller support and contain more details. This corresponds well to a
coarse-to-fine strategy, where relatively larger errors are corrected in stage 1 and detailed,
pixel-level errors in stage 3.
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FIGURE 3.5: Examples of the patches around landmarks on the face contour (red, top row)
and the eye contour (blue, bottom row) after channel reduction. Four channels (columns) are

selected per landmark (lines).

To avoid introducing additional quantization error, the pixels on cropped patches are
resampled by bilinear interpolation from original feature maps (as in the Mask-RCNN [He
et al., 2017a], for example). This enables us to crop a feature map even on a non-integer
position.

Channel reduction: Without the reduction of channels, the input channel dimension
to CropNet would lead to high computational complexity. Therefore, we use a linear 1× 1
convolutional layer to select and combine the most useful channels (here: 4) from the
original ones, especially the ones containing boundary information. As shown in Fig. 3.4,
the channel dimension is reduced from 32N to 4N in stage 1, where N represents the
number of the landmarks. We visualize several output examples from channel reduction
in Fig. 3.5. We observe that most of the selected channels contain important boundary
information.

3.4 Multi-loss Training Scheme

Most previous coarse-to-fine methods use the traditional L2 loss function for all refine-
ment stages. Here, we propose to use a set of different loss functions to train different
stages. Our motivation is that some loss functions are more adapted to optimize the big-
ger errors for coarse detection yet other loss functions are more sensitive to the smaller
errors for fine detection.

3.4.1 IOD Normalized L2 Loss

To train our baseline network, we use the L2 loss, i.e. the squared error of landmark
positions, normalized by the Inter-Occular Distance, like [Lv et al., 2017] and [Kowalski
et al., 2017]:

L =
‖SGT − SPred‖2

2
d

, (3.1)
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where SGT and SPred denote the ground-truth positions (shape) and predicted positions
respectively. d denotes the Inter-Ocular Distance. The L2 penalizes big errors, especially
those occurring in hard examples with large head pose.

3.4.2 L2 & L1 Loss

For illustration, in Fig. 3.6 we visualize the values of different loss functions on a synthetic
example.

(A) Patch (B) L2 (C) L1 (D) HM L2 (E) Align

FIGURE 3.6: A synthetic example to illustrate different loss functions for facial landmark detec-
tion. We simulate an artificial feature map patch as a crop on a landmark localized on the face
contour. (a) is the feature map patch center cropped by the ground-truth landmark location.
The red circle indicates the ground-truth landmark location. Each pixel value on (b), (c), (d), (e)
represents the loss value when the prediction is positioned on this pixel. Blue indicates lower
loss values while red indicates higher values. (b), (c), (d), (e) represent respectively L2 loss, L1
loss, heat-map regression L2 Loss and our Align Loss. Note that the loss values are normalized

on each image.

The traditional L2 loss (Fig. 3.6 (b)) used in Coordinate Regression Models calculates
the Euclidean distance between the Cartesian coordinates of prediction and ground truth.
The loss values grow infinitely when the predictions get further away from the ground
truth. For the heatmap L2 loss (HM L2, Fig. 3.6 (d)), which calculates the L2 distance
between the predicted and ground truth heatmaps, the loss values saturate when they are
far away from the ground truth. Hence, compared to the heatmap L2 loss function, the
standard L2 loss is more suitable for minimizing relatively big errors since the large errors
do not saturate and thus do not vanish in the gradient descent optimization. Therefore,
we use standard L2 loss in the first refinement stage.

[Feng et al., 2018b] showed that the L1 loss function (Fig. 3.6 (c)) performs better than
L2 as it focuses on middle and small-ranged errors. Thus, we use the L1 loss function in
the second refinement stage.

3.4.3 Align Loss

To provide pixel-level precision and force the predicted landmarks to stay on the bound-
ary lines, we propose a novel loss function, called “Align Loss”. The Align Loss is used
to train our CropNet in the last (3rd) refinement stage, i.e. the one with the most detailed
feature maps. The Align Loss operation is intuitive when applied on small patches since
it measures patch misalignment by simply calculating the pixel value difference between
the patches cropped by the ground truth and by the prediction.

Our Align Loss is inspired by the robust spatial L2 loss used in Heatmap Regres-
sion Model-based approaches. It calculates the pixel-wise squared difference of values
between the patches cropped using the ground truth location and the patches cropped
using the predicted location. To facilitate the network convergence, we apply a Gaussian
kernel G to filter both of the patches prior to the loss calculation. This essentially smooths
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the gradient spatially over the patch region and helps the gradient descent algorithm to
converge to the optimal solution.

Our loss function L for a given stage can be represented as:

L =
|PGT |

∑
m=1
‖(G ∗ PGT)m − (G ∗ PS+∆S)m‖2

2 , (3.2)

where PGT indicates the patches cropped by ground-truth locations (with m being the
pixel index), and PS+∆S indicates the patches cropped by the CropNet prediction. The ∗
refers to a convolution operation.

Our Align Loss bears three advantages:

• It improves landmark precision to the pixel level because even a small patch mis-
alignment may result in large loss values, which is beneficial to FFLD.

• It forces the landmark refined by our CropNet to stay on visual boundary lines.
Align loss is more sensitive to the misalignment in the orthogonal direction to the
boundary than those along the boundary direction (see 3.6 (e)). We believe that if a
landmark is misaligned along the boundary (e.g. on the chin or cheek contour), it
is visually more acceptable than a landmark misaligned in the orthogonal direction
even though the error remains the same. This is supported by the work of [Dong
et al., 2018b], where it has been observed that there exists a random error of manual
annotation along the boundary direction.

• It is robust to outliers as they have less influence during the training stage, even if
they are out of the patch scope.

To summarize, based on the different characteristics of the loss functions introduced
before, we assign them as follows: IOD Normalized L2 loss for the baseline network (big
errors on hard examples); standard L2 for the first refinement stage (relatively big errors);
L1 loss for the second refinement stage (middle and small-range errors) and Align Loss
for the last refinement stage (pixel-level errors).

3.5 Gradient Backpropagation

Similar to the Heatmap Regression Models, our framework enables the gradient to be
back-propagated to the low-level feature maps as well as the crop locations given by the
last stage (see Fig. 3.7). Deriving the crop operation gives us the gradient with respect
to: low-level feature maps (blue arrow) and crop location (red dotted arrow). In this
section we will show the composition of the gradient ∇I at the low level feature map.
Following [Jaderberg et al., 2015] and [He et al., 2017b], we demonstrate an example on
the first refinement stage, but it is similar in all other refinement stages.

3.5.1 Preliminaries

First, we compute the gradient of the L2 loss at the first refinement stage named L1 with
respect to the output of the feature map patch V that is then back-propagated through
CropNet:

∂L1

∂V
=

∂L1

∂(S0 + ∆S)
· ∂(S0 + ∆S)

∂∆S
· ∂∆S

∂V

=
∂L1

∂(S0 + ∆S)
· ∂∆S

∂V
,

(3.3)
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FIGURE 3.7: An illustration of gradient back-propagation in the first refinement stage of our
framework.

where ∂L1
∂(S0+∆S) is the gradient of the loss L1 w.r.t. the output coordinates of the first re-

finement stage, and ∂∆S
∂V is the gradient of the CropNet output w.r.t. its input (standard

CNN back-propagation).
Given ∂L1

∂V , we derive the gradient through our crop operation Γ which can be defined
as:

V = Γ(I, S0), (3.4)

where I is the low-level feature map and S0 is the crop location obtained by the baseline
network. We will derive the gradient w.r.t. both I : ∂L1

∂I (blue arrow in Fig. 3.7) and S0 : ∂L1
∂S0

(red dotted arrow in Fig. 3.7) in the following subsections.
Considering that bilinear interpolation is used when we crop the patches, the pixel

positioned at (q, p) of V is obtained as:

Vqp =
H−1

∑
n=0

W−1

∑
m=0

Inm max
(
0, 1−

∣∣yq − n
∣∣)max

(
0, 1−

∣∣xp −m
∣∣) (3.5)

yq = y + q− (h− 1)/2 (3.6)
xp = x + p− (w− 1)/2, (3.7)

where (yq, xp) ∈ R2 is the corresponding position of Vqp w.r.t the entire feature map
I, and (y, x) (components of S0) is the crop location of each landmark. h and w represent
the height and the width of the patch V. H and W represent the height and the width of
the feature map I. Inm is the value of the pixel positioned at (n, m) on I.

3.5.2 Gradient w.r.t. low-level feature maps (blue arrow)

We derive the gradient w.r.t the low-level feature maps.

∇low_level =
∂L1

∂I
=

∂L1

∂V
· ∂V

∂I
. (3.8)
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Thus, for each (n, m) on I and using Eq. 3.5, we have:

∂L1

∂Inm
= ∑

p,q

∂L1

∂Vqp
·

∂Vqp

∂Inm

= ∑
p,q

∂L1

∂Vqp
max

(
0, 1−

∣∣yq − n
∣∣)max

(
0, 1−

∣∣xp −m
∣∣) . (3.9)

The value of yq and xp can be obtained from S0, h and w in Eq. 3.6 and Eq. 3.7. We
can therefore calculate ∂L1

∂I in Eq. 3.8 since ∂L1
∂Vqp

has been obtained in Eq. 3.3. In fact,
this step can be intuitively interpreted as a reprojection of the gradient on V back to the
corresponding position on I based on the crop location S0.

3.5.3 Gradient w.r.t. crop locations (red dotted arrow)

We now derive the gradient of the loss function w.r.t. a crop location ∂L1
∂S0

:

∂L1

∂S0
=

∂L1

∂(S0 + ∆S)
· ∂(S0 + ∆S)

∂S0
=

∂L1

∂(S0 + ∆S)
·
(

1 +
∂∆S
∂S0

)
=

∂L1

∂(S0 + ∆S)
·
(

1 +
∂∆S
∂V

∂V
∂S0

)
(3.10)

The terms ∂L1
∂(S0+∆S) and ∂∆S

∂V have already been computed in Eq. 3.3. We can separately
consider each coordinate x and y of each landmark, i.e. each component of S0. Thus, for
∂V
∂S0

and a landmark coordinate x, we have ∂V
∂x = ∂V

∂xp
And we can compute ∂V

∂xp
for each

position (q, p) of V deriving Eq. 3.5:

∂Vqp

∂xp
=

H−1

∑
n=0

W−1

∑
m=0

Inm max
(
0, 1−

∣∣yq − n
∣∣)

0,
∣∣m− xp

∣∣ ≥ 1;
1, m ≥ xp;
−1, m < xp.

(3.11)

When applying the bilinear interpolation, we can consider only the four neighbouring
pixels of (yq, xp), therefore the above equation can be simplified to:

∂Vqp

∂xp
= −Ibyqcbxpcyd + Ibyqcdxpeyd − Idyqebxpcyu + Idyqedxpeyu , (3.12)

where

yd = 1−
(
yq −

⌊
yq
⌋)

(3.13)
yu = 1−

(⌈
yq
⌉
− yq

)
, (3.14)

and b c and d e are the floor and ceiling function respectively. A similar simplification can
be applied to Eq. 3.9.

Hence, we obtain the gradient through the crop location on x coordinate ∂Vqp
∂xp

, and
analogously for the y coordinate:

∂Vqp

∂S0
= (

∂Vqp

∂x0
p

,
∂Vqp

∂y0
q

, ...,
∂Vqp

∂xk
p

,
∂Vqp

∂yk
q

, ...), (3.15)

where k indicates the index of each landmark. Now back-propagating gradient of Eq. 3.10
further until the feature map I gives:

∇crop_location =
∂L1

∂S0
· ∂S0

∂I
, (3.16)

where ∂S0
∂I can be obtained by standard gradient back-propagation through the main

CNN.
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Method Common Challenge Full
Inter-Pupil Distance NME (%)

ESR [Cao et al., 2014] 5.28 17.00 7.58
SDM [Xiong and De la Torre, 2013] 5.57 15.40 7.52

LBF [Ren et al., 2014] 4.95 11.98 6.32
TCDCN [Zhang et al., 2014b] 4.80 8.60 5.54

CFSS [Zhu et al., 2015] 4.73 9.98 5.76
MDM [Trigeorgis et al., 2016] 4.83 10.14 5.88

[Lv et al., 2017] 4.36 7.56 4.99
AAN [Yue et al., 2018] 4.38 9.44 5.39

DSRN [Miao et al., 2018] 4.12 9.68 5.21
ResNet18∗ (baseline) 6.37 11.32 7.34

ResNet18-FFLD 4.41 8.14 5.14
ResNet50 (baseline) 6.02 10.65 6.94

ResNet50-FFLD 4.25 7.85 4.92
Inter-Eye Corner Distance NME (%)

PCD-DCNN [Kumar and Chellappa, 2018] 3.67 7.62 4.44
SAN [Dong et al., 2018a] 3.34 6.60 3.98

Reg + SBR [Dong et al., 2018b] 7.93 15.98 9.46
CPM + SBR [Dong et al., 2018b] 3.28 7.58 4.10

ODN [Zhu et al., 2019a] 3.56 6.67 4.17
ResNet18 (baseline) 4.38 7.46 4.98

ResNet18-FFLD 3.18 5.64 3.66
ResNet50 (baseline) 4.12 7.05 4.73

ResNet50-FFLD 3.06 5.44 3.50

TABLE 3.1: NME comparision on 300W dataset of ResNet with our Fine-grained Facial
Landmark Detection (ResNet18/50-FFLD) framework and other approaches. ∗ Note that all
ResNet18/50 used here are simplified version with only 25% channels compared to the origi-

nal version.

3.5.4 Summary

Consider the standard gradient back-propagated through the baseline network (black
arrow in Fig. 3.7):

∇standard =
∂L0

∂I
=

∂L0

∂S0
· ∂S0

∂I
. (3.17)

∂L0
∂S0

is calculated through deriving the loss function and ∂S0
∂I can be obtained by stan-

dard gradient back-propagation through the baseline network.
The overall gradient arriving at I through back-propagation is the sum of the three

gradients described before:

∇I = ∇low_level +∇crop_location +∇standard. (3.18)

3.6 Experiments

3.6.1 Datasets

300W dataset: 300W dataset [Sagonas et al., 2013] involves five facial landmark datasets:
HELEN [Le et al., 2012], LFPW [Belhumeur et al., 2013], AFW [Zhu and Ramanan, 2012],
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XM2VTS [Messer et al., 1999] and IBUG. We follow [Ren et al., 2014] to use the training set
of 3148 images which includes the entire AFW dataset, HELEN training sets and LFPW
training sets. The test set of 689 images in total is divided into (i) common subset and (ii)
challenging subset. (i) consists of 554 images from the test set of LFPW and HELEN and
(ii) consists of 135 images from the IBUG dataset.

300VW dataset: 300VW [Shen et al., 2015] is a video-based facial landmark detection
dataset which is annotated in the same manner as 300W. It provides 114 videos in total
including 64 videos for validation. The test subset is further categorized into 3 categories
based on the level of unconstrained conditions.

AFLW dataset: AFLW [Koestinger et al., 2011] is a large-scale dataset which contains
24386 faces with large pose variations of +/- 90 degree in yaw. All of the images in
the dataset are annotated with up to 21 points depending on the landmark visibility. We
adopt two protocols from [Zhu et al., 2016a]. In the AFLW-Full protocol, the entire dataset
is split into 20,000 images for training and 4,386 images for test. In AFLW-Frontal protocol,
a subset of 1,314 frontal faces are selected from the entire 4,386 images for frontal evalua-
tion. Note that the landmark format is changed to 19 points excluding the landmarks on
both ears in these two protocols.

3.6.2 Evaluation Metrics

We evaluate our method by measuring the Normalized Mean Error (NME) between our
model prediction and the ground truth. On 300W and 300VW datasets, the errors are
normalized by the inter-ocular distance (eye-corners or pupils) as in most of the recent
comparisons. On the AFLW dataset, due to the large pose variations, we use face size
to normalize our mean errors as in [Lv et al., 2017]. Additionally, the Cumulative Error
Distribution (CED) curve is used for evaluation.

3.6.3 Comparison with State-of-the-art Methods

Results on 300W: A comparison of our methods with other facial landmark detection
algorithms is presented in Table 3.1. In [Dong et al., 2018b], we note that the Coordinate
Regression Models (Reg+SBR) shows inferior performance compared to the Heatmap
Regression Models (CPM+SBR). By integrating our Fine-grained Facial Landmark De-
tection (FFLD) framework, our Coordinate Regression Model based model has a com-
parable performance to state-of-the-art Heatmap Regression Models [Kumar and Chel-
lappa, 2018, Dong et al., 2018b, Dong et al., 2018a, Tai et al., 2019]. Refined prediction has
been significantly improved by nearly 25% compared to the baseline output. We show
our CED curve compared to 3DDFA [Zhu et al., 2016b], DRMF [Asthana et al., 2013],
CFSS [Zhu et al., 2015] and TCDCN [Zhang et al., 2014b] in Fig. 3.8 (b). We observed
that our coarse-to-fine FFLD framework (gray) is able to provide precise fine-grained
correction to the coarse prediction given by the baseline network (pink). Several qualita-
tive results are presented in Fig. 3.9. Specifically, by using our proposed Align Loss, we
found that the landmarks are more likely to be aligned on the boundaries of the facial
components. Additional visual comparisons are presented in Fig. 3.14 and Fig. 3.15.

Results on AFLW: We show the performance comparison on the AFLW dataset in
Table 3.2. Compared to our baseline, the precision of ResNet18-FFLD is significantly
improved by a large margin of 25%. We compare our methods with LBF [Ren et al.,
2014], ERT [Kazemi and Sullivan, 2014], CFSS [Zhu et al., 2015], SDM [Xiong and De la
Torre, 2013], CCL [Zhu et al., 2016a], DAC-CSR [Feng et al., 2017b] in CED curve shown
in Fig. 3.8 (a). We visually compare the prediction between our approach and the baseline
in Fig. 3.16.
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Method AFLW-Full AFLW-Front
SDM 4.05 2.94
ERT 4.35 2.75
LBF 4.25 2.74

CFSS 3.92 2.68
CCL [Zhu et al., 2016a] 2.72 2.17

DAC-CSR [Feng et al., 2017b] 2.27 1.81
Reg + SBR 4.77 -

CPM + SBR 2.14 -
SAN 1.91 1.85

DSRN 1.86 -
ODN 1.63 1.38

ResNet18∗ 2.30 1.99
ResNet18-FFLD 1.75 1.52

ResNet50 2.13 1.86
ResNet50-FFLD 1.62 1.42

TABLE 3.2: NME (%) comparision on AFLW dataset of ResNet18/50-FFLD and other ap-
proaches. ∗ Note that all ResNet18/50 used here are simplified version with only 25% channels

compared to the original version.

Method Cat. 1 Cat. 2 Cat. 3
TCDCN 7.66 6.77 15.00

CFSS 7.68 6.42 13.70
HG [Newell et al., 2016] 5.44 4.71 7.92
TSTN [Liu et al., 2017a] 5.36 4.51 12.80

DSRN 5.33 4.92 8.85
FHR [Tai et al., 2019] 5.07 4.34 7.36

ResNet18 5.86 5.12 9.14
ResNet18-FFLD 4.85 4.24 7.62

TABLE 3.3: NME (%) Comparison on 300VW dataset of ResNet18-FFLD and other approaches.
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FIGURE 3.8: CED curves of our method on AFLW and 300W dataset.

Results on 300VW: A comparison of ResNet18-FFLD with other methods on the
300VW dataset is shown in Table 3.3. The 300VW dataset contains frames with large
poses. We apply facial landmark detection in a frame-by-frame manner without exploit-
ing any temporal information. Compared to the baseline network, the performance is
improved by >20% with our framework.

Method Baseline (w/o Ref) 1 Stage Ref 2 Stages Ref
Loss Norm L2 L2 L1 L2/L2 L2/L1
NME 4.98 4.03 3.96 3.85 3.77

Method 3 Stages Ref
Loss L2/L2/L2 L2/L1/L1 L2/L1/AL
NME 3.81 3.72 3.66

TABLE 3.4: Multi-loss ablation study on 300W with ResNet-18 as baseline network. Ref - Re-
finement. AL - Align Loss.

3.6.4 Ablation Studies

Multi-stage & multi-loss comparison: The improvement of our method originates from
two aspects: (1) the use of CropNet (multi-stage refinement) and (2) the use of differ-
ent loss functions in different stages. In Table 3.4, we compare the results of different
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FIGURE 3.9: Qualitative results of our approach on the 300W dataset. The prediction by the
baseline network ResNet18 (the 1st row). The prediction by ResNet18 with our Fine-grained
Facial Landmark Detection (ResNet18-FFLD) framework without Align Loss (the 2nd row).
The prediction by ResNet18 with FFLD framework with Align Loss (the 3rd row). To better
visualize the small error, we provide the zoomed image aside. More examples are provided in

Fig. 3.14.

loss functions and different number of refinement stages on the 300W dataset based on
the ResNet-18 baseline. With more refinement stages, the precision is progressively im-
proved. We find that the 1st stage, the 2nd stage and the 3rd stage contribute respectively
77%, 14% and 8% of the total improvement on NME.

Specifically, when using 3 refinement stages, we test different combinations of the loss
functions. By assigning the loss functions that are more sensitive to the small errors in the
last stages, the overall performance is further improved. Compared to using L2 loss for
all stages, using our combination can additionally improve the NME by 0.15. Although
this improvement is numerically incremental, it is nonetheless critical for many aesthetic
AR applications. We visually illustrate this improvement in Fig. 3.9 and Fig. 3.14.

Gradient backpropagation: To demonstrate that the gradient∇low_level and∇crop_location
do help to improve the refinement. We show the performance by disabling gradient
back-propagation on the baseline network feature maps in Table 3.5. We found that the
NME on 300W is further improved from 3.78% to 3.66% by allowing both ∇low_level and
∇crop_location to be back-propagated on the low-level feature maps of the baseline network.
Though both gradient back-propagation achieves incremental improvement, we observe
that ∇low_level acts a more important role compared to ∇crop_location.

∇low_level ∇crop_location NME
7 7 3.78
7 3 3.74
3 7 3.69
3 3 3.66

TABLE 3.5: Gradient back-propagation ablation study on 300W with ResNet-18.

Effectiveness of our method on small errors: We now focus on the small errors to val-
idate our FFLD method. To further prove the effectiveness of using different losses and
back propagation strategies on small errors, we show a landmark-wise CED in Fig. 3.10.
In this figure, we focus on the small landmark-wise NME from 1.0 to 3.0. We also sample
the difference of the models at NME=2.75. We observe that by using a unique L2 loss
for all refinement stages, the improvement is limited when the third refinement stage is
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added (green & red). When multi-loss scheme is applied (blue), the performance can
be improved by a large margin. We also observe that by enabling the ∇low_level and
∇crop_location on the low-level feature maps, the performance on small errors can be further
improved.

1.2%3.1%3.6%
7.2%

FIGURE 3.10: Landmark-wise CED focused on small errors. AL-Align Loss. w/o Backprop on
FM: neither ∇low_level nor ∇crop_location is back-propagated on the low-level feature maps. All

models are based on the ResNet-18 baseline and tested on 300W.

IOD normalized L2 loss: We also compared the results of our baseline ResNet net-
work between using IOD normalized L2 loss and standard L2 loss. By training with IOD
Normalized L2 loss, the inter eye-corner distance NME on 300W is improved from 5.14%
to 4.98%.

3.6.5 Discussions

Run time and model size: Without any speed optimization such as MobileNet blocks [San-
dler et al., 2018], our 3-stage ResNet18-FFLD model runs at 130 fps on a NVIDIA 1080Ti
GPU. Our model contains 1.46M parameters, including the baseline network. With an
input size of 224× 224 and a batch size of 64, our networks require less than 2GB GPU
memory during training compared to the heatmap regression model in [Wu et al., 2018b]
which require 4 NVIDIA Titan X GPUs to train with a batch size of 8.

Robustness: While being highly dependent on the boundary information on the
low-level feature map, we found that our CropNet is robust to partial occlusions (see
Fig. 3.11). In Fig. 3.12, we show a histogram of the CropNet output ∆S in each stage. We
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FIGURE 3.11: Examples of our detection on partially occluded images. We can observe that
our detection is robust to the occlusions on the face images. That means that even when the

boundary information is not given, CropNet still provides a reasonable shape as output.

found that the ∆S forms a stable distribution without long tail, which proves the robust-
ness of our model. We think that ∆S is always regularized by the overall shape because
the ∆S for each landmark are predicted by the same FC layer.

Failure cases: We show three worst cases of our detection. All of them are on rather
low resolution test images (see Fig. 3.13). In this case, CropNet has difficulties in cap-
turing enough meaningful details (e.g. boundaries) from the indistinct low-level feature
maps.

Connection with cascaded CNNs: Most of the cascaded patch-based structures [Chen
et al., 2017a] depend on the image patches, which require the refinement stage to learn
from RGB information. Our approach is the first to focus on feature map patches. Our
patch-based method stands out for the following reasons: (a) The gradient from the re-
finement stage can be back-propagated directly on the feature maps of the main network.
Refinement networks are learned end-to-end, jointly with the main network. (b) It is eas-
ier to learn with boundary information from the feature map patches than RGB informa-
tion from the image patches. (c) With identical patch support, the spatial dimension of
feature map patches is much smaller than image patches, which is computationally less
expensive.

Connection with Heatmap Regression Models: Both our skip connection and spa-
tial robust loss function are inspired by the popular heatmap regression models. Our
method and Heatmap Regression Models can be both trained end-to-end. Moreover, our
approach is more memory-efficient than existing heatmap regression models thanks to
the smaller spatial dimension in skip connections.

3.6.6 Implementation Details

For CropNet, we propose a relatively simple structure: one batch normalization layer,
one ResNet block, one max-pooling layer and one FC layer (see Table 3.6).

For the baseline CNN, we used ResNet18/50 [He et al., 2016] but reduced 75% of
its feature map channels in each layer. One important challenge for facial landmark
detection is to correctly detect the facial landmarks on extreme poses [Sagonas et al.,
2013,Zafeiriou et al., 2017]. In this context, [Feng et al., 2018b] argued that this issue is due
to the imbalanced data distribution. To balance the examples in different poses and con-
struct a pose-robust model for landmark refinement on 300W and 300VW, we followed
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100

FIGURE 3.12: Histogram of ∆S in each refinement stage (by landmark). The ∆S of each CropNet
stage forms a stable distribution without long tail.

Layer (In_channels, Out_channels, Stride)
Batch Norm (4× N, 4× N, 1)

ResNet Block (4× N, 128, 1)
Max-pooling (128, 128, 8)

FC (128, 2× N, −)

TABLE 3.6: The structure of proposed CropNet. The right column shows the parameters for
each layer/block including input channels, output channels and stride. N denotes the number

of facial landmarks, which can vary for different datasets.

the training strategy in [Bulat and Tzimiropoulos, 2017b]. We first pre-trained the model
on a large synthetic dataset 300W-LP [Zhu et al., 2016b] (LP means Large Pose) with a
learning rate of 0.0002 for 80 epochs. 300W-LP expands the 300W dataset by synthesiz-
ing large-pose face appearances with a 3D face model and rendering them in different
poses (no extra faces). However, the 2D annotation in 300W-LP is not compatible with
the original 300W annotation. We then trained our model on 300W dataset for another
350 epochs. The learning rate starts from 0.0001 with a decay of 0.3 for each 50 epochs.
On AFLW, we used the PDB strategy from [Feng et al., 2018b] to overcome the imbal-
anced data distribution problem. We trained our model with a learning rate of 0.0001 for
56 epochs. The learning rate is decayed by 0.3 every 8 epochs.

Afterwards, we trained our 3-stage ResNet-FFLD with three different losses for 400
epochs. The learning rate is initialized to 0.0005 and decayed by 0.3 for each 80 epochs.
We initialized the weights of FC layers in CropNets to zero. For the Align Loss, the initial
Gaussian kernel size of the convolution kernel is 3 and the sigma is 1. In order to achieve
extreme precision, this operation is removed once the loss stops going down.

All experiments are conducted with PyTorch. We used a batch size of 64, Adam as
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FIGURE 3.13: Failure cases on low resolution images.

optimizer and 0.0005 as weight decay for all of the training. We further applied data
augmentation of +/- 20% on scale, +/- 10% on vertical/horizontal translation and +/-
20% of rotation.

3.7 Conclusion

We presented an novel effective end-to-end framework for Fine-grained Facial Landmark
Detection based on coordinate regression deep neural network models. We showed that
low-level feature maps contain important contour information, that is useful for refining
the landmark positions. By establishing skip connections, the localization accuracy of
a coordinate regression model can be significantly improved and achieves comparable
performance to the state-of-the-art heatmap regression models. In addition, training dif-
ferent refinement stages with different loss functions, including the proposed Align Loss
which forces the landmark to learn extreme accurate prediction, can further increase the
localization precision.

The contributions in this chapter led to an article published at Computer Vision and
Image Understanding.
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FIGURE 3.14: Qualitative results of our approach on the 300W dataset. The prediction by the
baseline network ResNet18 (the 1st row). The prediction by ResNet18 with our Fine-grained
Facial Landmark Detection (ResNet18-FFLD) framework without Align Loss (the 2nd row).
The prediction by ResNet18 with FFLD framework with Align Loss (the 3rd row). To better

visualize the small error, we provide the zoomed image aside.
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FIGURE 3.15: Qualitative results of our approach on the 300W dataset. The prediction by the
baseline network ResNet18 (first row). The prediction by ResNet18 with our Fine-grained Facial
Landmark Detection (ResNet18-FFLD) framework (second row). To better visualize the small

error, we provide the zoomed image aside.
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FIGURE 3.16: Qualitative results of our approach on the AFLW dataset. The prediction by
the baseline network ResNet18 (first row). The prediction by ResNet18 with our Fine-grained
Facial Landmark Detection (ResNet18-FFLD) framework (second row). To better visualize the

small error, we provide the zoomed image aside.
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Chapter 4

Rethinking Robust Facial Landmark
Detection

The second difficulty of facial landmark detection that we want to concentrate on in this
chapter is the model robustness, especially for challenging scenarios. For example, mo-
tion blur is a typical noise in videos. As the real-time AR applications mainly work on
videos, ensuring the robustness against motion blur in addition to other types of noise,
is of great importance. In this work, we propose a novel loss function to regularize the
output of heatmap regression models by imposing geometric information. In addition,
we also discuss the problem of the existing evaluation metric for model robustness and
consequently propose several modifications to improve it.

Specifically, we want to make clear that the robust detection that we will mention in
this chapter is different from the robust regression that we were dealing with in the last
chapter. Robust regression, analogous to robust statistics, aims at alleviating the influence
of outliers (due to noise) in the datasets on the estimation. However, robust detection here
aims at avoiding to make predictions for outliers, e.g. landmarks that are too far away or
hidden.

4.1 Introduction

Recently, Heatmap Regression Models have brought the performance on current bench-
marks to a very high level. However, maintaining robustness is still challenging in the
practical use, especially with video streams that involve motion blur, self-occlusions,
changing lighting conditions, etc.

We think that the use of geometric information is the key to further improve the ro-
bustness. As faces are 3D objects bound to some physical constraints, there exists a nat-
ural correlation between landmark positions in the 2D images. This correlation contains
important but implicit geometric information. However, the L2 loss that is comonly used
to train state-of-the-art Heatmap Regression Models is not able to exploit this geomet-
ric information. Hence, we propose a new loss function based on the 2D Wasserstein
distance (loss).

The Wasserstein distance, a.k.a. Earth Mover’s Distance, is a widely used metric in
Optimal Transport Theory [Villani, 2008]. It measures the distance between two proba-
bility distributions and has an intuitive interpretation. If we consider each probability
distribution as a pile of earth, this distance represents the minimum effort to move the
earth from one pile to the other. Unlike other measurements such as L2, Kullback-Leibler
divergence and Jensen-Shannon divergence, the most appealing property of the Wasser-
stein distance is its sensitivity to the geometry (see Fig. 4.1).

The contribution of this chapter is two-fold:
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Activation Difference
Geometry Difference

Ground truth Distribution
Predicted Distribution

FIGURE 4.1: An illustration of the Wasserstein loss between two 1D distributions. Standard
L2 loss only considers the “activation” difference (point-wise value difference, vertical gray
arrows), whereas the Wasserstein loss takes into account both the activation and the geometry

differences (distance between points, horizontal blue arrow).

• We propose a novel method based on the Wasserstein loss to significantly improve
the robustness of facial landmark detection.

• We propose several modifications to the current evaluation metrics to reflect the
robustness of the state-of-the-art methods more effectively.

4.2 Context & Motivation

Related work to robust facial landmark detection: Robust facial landmark detection
in images is a long-standing research topic. Numerous works [Burgos-Artizzu et al.,
2013, Smith et al., 2014, Zhao et al., 2013, Yu et al., 2014, Wu et al., 2017a, Zhou et al.,
2013b, Feng et al., 2017a, Yang et al., 2015a, Wu and Ji, 2015b, Baltrusaitis et al., 2013] pro-
pose methods to improve the overall detection robustness, notably on Active Appear-
ance Models [Cootes et al., 2001], Constrained Local Models [Cristinacce and Cootes,
2006, Asthana et al., 2013], Exemplars-based Models [Belhumeur et al., 2013] and Cas-
caded Regression Models [Dollár et al., 2010]. These approaches have been superseded
more recently with the advent of very powerful deep neural network models. In this con-
text, several works have been proposed for robust facial landmark detection [Zhu et al.,
2019a, Xiao et al., 2016, Kowalski et al., 2017, Merget et al., 2018, Yang et al., 2017, Feng
et al., 2018b, Wang et al., 2019a] by carefully designing CNN models, by balancing the
data distribution and other specific techniques.

Robustness problem of Heatmap Regression Models: Figure 4.2 shows some ex-
ample results of the state-of-the-art method HRNet [Sun et al., 2019b]. HRNet can handle
most of the challenging situations (e.g. Fig. 4.2 (a)). However, we observed that a well-
trained HRNet still has difficulties in the practical use when facing extreme poses (Fig. 4.2
(b)(d)(e)(f)), heavy occlusions (Fig. 4.2 (b)(c)(d)(e)) and motion blur (Fig. 4.2 (g)(h)).

These observed robustness issues are rather specific to Heatmap Regression Mod-
els. When using Cascaded Regression Models or Coordinate Regression CNNs, even if
the prediction is poor, the output still forms a plausible shape. On the contrary, with
Heatmap Regression Models, there may be only one or several landmarks that are not
robustly detected whereas the others are. In addition, they may be located at completely
unreasonable positions according to the general morphology of the face.

This is a well-known problem. Tai et al. [Tai et al., 2019] proposed to improve the
robustness by enforcing some temporal consistency. And the approach of Liu et al. [Liu
et al., 2019] tries to correct the outliers by integrating a Coordinate Regression CNN at
the end. These two methods either add complexity to the models or require learning
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(a) Good Detection(b) Pose+Occlusion (c) Occlusion

(f) Pose+Light (g) Blur(e) Pose+Occlusion

(d) Pose+Occlusion

(h) Blur

FIGURE 4.2: Examples of HRNet detection on 300VW-S3.

COFW 300W 300W-Test AFLW WFLW
Num. Landmarks 29 68 68 19 98
Num. Train Images 1,345 3,148 / 20,000 7,500
Num. Valid Images 507 689 600 4,386 2,500
HRNet FR0.1 (%) 0.19 0.44 0.33 0.046 3.12
FR (%) per Image 0.19 0.15 0.33 0.023 0.040
FR (%) per Landmark 0.0068 0.0021 0.0025 0.0012 0.00041

TABLE 4.1: Numerical details of the facial landmark datasets and the FR of HRNet on each
dataset.

on a video stream. We propose a more general approach regularizing the output shape
of Heatmap Regression Models by imposing additional geometric and global contextual
constraints during training, directly integrated into the loss function. This adds no com-
plexity during inference and can be trained on both image and video datasets.

Problem of current evaluation metrics for robustness: The most common metric
for robustness is Failure Rate (FR). It measures the proportion of images in a (valida-
tion) set whose error is greater than a threshold. Table 4.1 shows the FR with an error
threshold of 0.1 (FR0.1) of HRNet. We can see that this widely used FR0.1 measure is
almost “saturated” on several benchmarks such as COFW [Burgos-Artizzu et al., 2013],
300W [Sagonas et al., 2013], 300W-Test and AFLW [Koestinger et al., 2011]. That is, there
are only 1 , 3 , 1 and 2 failure images respectively (bold numbers in Tab. 4.1). This means
that there are only very few challenging images for the state-of-the-art model HRNet in
these datasets. At this level, this indicator is saturated and becomes difficult to interpret
when comparing the robustness of different methods as it is sensitive to random statisti-
cal variations. Therefore, it becomes necessary to modifiy the current evaluation metrics
on these datasets and to find more challenging evaluation protocols to further decrease
the gap with real-world application settings.
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4.3 Proposed evaluation metrics

Dataset: The dataset is crucial to evaluate the robustness of the model. The most com-
mon robustness issues treated in the literature concern partial occlusions and large pose
variations. COFW [Burgos-Artizzu et al., 2013] is one of the first datasets that aims
at benchmarking the performance of facial landmark detection under partial occlusion.
300W [Sagonas et al., 2013] comprises a challenging validation subset with face images
with large head pose variations, heavy occlusion, low resolution and complex lighting
conditions. AFLW [Koestinger et al., 2011] is a large-scale dataset including face images
in extreme poses. WFLW [Wu et al., 2018b] is a recently released dataset with even more
challenging images. All the images are annotated in a dense format (98 points). The val-
idation set of WFLW is further divided into 6 subsets based on the different difficulties
such as occlusion, large pose or extreme expressions. 300VW [Shen et al., 2015] is a video
dataset annotated in the same format as 300W. The validation dataset is split into three
scenarios, where the third one (300VW-S3) contains the videos in highly challenging con-
ditions.

Current Evaluation metrics: The main performance indicator for facial landmark de-
tection is the Normalized Mean Error: NME = 1

N ∑i NMEi, an average over all N images
of a validation set, where for one image i the error is averaged over all M landmarks:

NMEi =
1
M ∑

j
NMEi,j , (4.1)

and for each landmark j:

NMEi,j =

∥∥∥Si,j − S∗i,j
∥∥∥

2
di

, (4.2)

where Si,j, S∗i,j ∈ R2 denote the j-th predicted and the ground truth landmarks respec-
tively. For each image, we consider the inter-occular distance as normalization distance
di for 300W, 300VW, COFW, WFLW and the face bounding box width for AFLW.

As mentioned before, Failure Rate FRθ measures the proportion of the images in the
validation set whose NMEi is greater than a threshold θ. We will denote this classical
failure rate: FRI in the following. In the literature, FRI

0.1 and FRI
0.08 are the principle

metrics to measure the prediction robustness as they focus on rather large errors (i.e.
8%/10% of the normalization distance).

It is also very common to compute the FRI
θ over the entire range of θ, called the Cumu-

lative Error Distribution (CED), which gives an overall idea on the distribution of errors
over a given dataset. Finally, for easier quantitative comparison of the performance of
different models the total area under the CED distribution can be computed, which is
usually denoted as the Area Under Curve (AUC).

We propose three modifications to these measures:
Landmark-wise FR: Instead of computing the average failure rate per image: FRI , we

propose to compute this measure per landmark. That is, for each landmark j, the propor-
tion of images with an NMEi,j larger than a threshold is determined. Finally, an average
over all landmarks is computed, called FRL in the following. There are two advantages of
computing the failure rate in this way: (1) With Heatmap Regression Models, it happens
that only one or few landmarks are not detected well (outliers). However, the NMEi per
image may still be small because the rest of the landmarks are predicted with high preci-
sion and an average is computed per image. Thus, possible robustness problems of some
individual landmarks are not revealed by the FRI measure. (2) FRL can provide a finer
granularity for model comparison, which is notably beneficial when the state-of-the-art
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(a) Large-size Occlusion (b) Medium-size Occlusion

FIGURE 4.3: An illustration of proposed synthetic occlusion protocol.

methods have an FRI that is very close and almost zero on several benchmark datasets
(see Tab. 4.1).

Cross-dataset validation: Leveraging several datasets simultaneously is not new and
has already been adopted by some previous works [Smith and Zhang, 2014, Zhu et al.,
2014, Zhang et al., 2015, Wu and Yang, 2017, Wu et al., 2018b]. Most of them focus on
unifying the different semantic meanings among different annotation formats. In [Zhu
et al., 2019a], the authors validated the robustness of their model by training on 300W
and validating on the COFW dataset.

We assume the reason why the performance of HRNet has “saturated” on several
datasets is that the data distributions in the training and validation subsets are very close.
Therefore, to effectively validate the robustness of a model, we propose to train it on a
small dataset and test on a different dataset with more images to avoid any over-fitting
to a specific dataset distribution. Thus, two important aspects of robustness are better
evaluated in this way: firstly, the number of possible test cases, which reduces the pos-
sibility to “miss out” more rare real-world situations. And secondly, the generalisation
capacity to different data distributions, for example corresponding to varying application
scenarios, acquisition settings etc.

We propose four cross-dataset validation protocols: COFW→AFLW (trained on COFW
training set, validated on AFLW validation set with 19 landmarks), 300W→300VW, 300W
→WFLW and WFLW→300VW. The annotation of 300W and 300VW has identical seman-
tic meaning. On the other three protocols, we only measure the errors on the common
landmarks between two formats. There are indeed slight semantic differences on certain
landmarks. However, in our comparing study this effect is negligible because: (1) We
mainly focus on the large errors when validating the robustness. That is, these differ-
ences are too small to influence the used indicators such as FRL

0.1. (2) When applying the
same protocol for each compared model, this systematic error is roughly the same for all
models.

Synthetic occlusion: Occlusion is a big challenge for robust facial landmark detec-
tion. However, annotating the ground truth positions of occluded facial landmarks is
very difficult in practice. To further evaluate the robustness of the model against occlu-
sions, we thus propose to apply synthetic occlusions on the validation images. More
specifically, a black ellipse of random size is superposed on each image at random po-
sitions. We adopt two protocols: large-size occlusion and medium-size occlusion, illus-
trated in Fig. 4.3. Obviously, the landmark detection performance of a model is dete-
riorated by such synthetic occlusions. But more robust models should be resilient to
this type of noise by leveraging contextual information, and the growth of NME and FR
should be less significant.
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4.4 Proposed method

We propose to add geometric and global constraints during the training of Heatmap
Regression Models. Our method consists of the following three parts:

2D Wasserstein Loss: Sun et al. [Sun et al., 2018] discussed the use of different loss
functions for Heatmap Regression Model. The most widely used loss function is heatmap
L2 loss. It simply calculates the L2 norm of the pixel-wise value difference between the
ground truth heatmap and the predicted heatmap.

We propose to train Heatmap Regression Models using a loss function based on the
Wasserstein distance. Given two distributions u and v defined on M, the first Wasserstein
distance between u and v is defined as:

l1(u, v) = inf
π∈Γ(u,v)

∫
M×M

|x− y|dπ(x, y), (4.3)

where Γ(u, v) denotes the set of all joint distributions on M×M whose marginals are u
and v. The set Γ(u, v) is also called the set of all couplings of u and v. Each coupling
π(x, y) indicates how much “mass” must be transported from the position x to the posi-
tion y in order to transform the distributions u into the distribution v.

Intuitively, the Wasserstein distance can be seen as the minimum amount of “work”
required to transform u into v, where “work” is measured as the amount of distribution
weight that must be moved, multiplied by the distance it has to be moved. This notion
of distance provides additional geometric information that cannot be expressed with the
point-wise L2 distance (see Fig. 4.1).

To define our Wasserstein loss function for heatmap regression, we formulate the con-
tinuous first Wasserstein metric for two discrete 2D distributions u′, v′ representing a pre-
dicted and ground truth heatmap respectively:

LW(u, v) = min
π′∈Γ′(u,v)

∑
x,y
|x− y|2 π′(x, y) (4.4)

where Γ′(u, v) is the set of all possible 4D distributions whose 2D marginals are our
heatmaps u and v, and |·|2 is the Euclidean distance. The calculation of the Wasserstein
distance is usually solved by linear programming and considered as NP-hard. However,
Cuturi [Cuturi, 2013] proposed to add an entropic regularization and calculate an ap-
proximation of the loss by Sinkhorn iteration. This drastically accelerates the calculation
and enables the gradient back-propagation through the loss calculation. Further, in our
case, having discrete 2D distributions of size 642 leading to a joint size of 644 ≈ 1.67107

(for “weights” and distances) as well as existing GPU implementations [Viehmann, 2019,
Daza, 2019] make the computation tractable. A visual comparison of Wasserstein Loss
and heatmap L2 loss on 2D distribution is presented in Fig. 4.4.

Using Wasserstein loss for Heatmap Regression Model has two advantages: (1) It
makes the regression sensitive to the global geometry, thus effectively penalizing pre-
dicted activations that appear far away from the ground truth position. (2) When training
with the L2 loss, the heatmap is not strictly considered as a distribution as no normali-
sation applied over the map. When training with the Wasserstein loss, the heatmaps
are first passed through a softmax function. That means the sum of all pixel values of
an output heatmap is normalized to 1, which is statistically more meaningful as each
normalised value represents the probability of a landmark being at the given position.
Moreover, when passed through a softmax function, the pixel values on a heatmap are
projected to the e-polynomial space. This highlights the largest pixel value and sup-
presses other pixels whose values are inferior.
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(A) Ground truth (green) and predicted (red) distributions overlap.
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(B) Ground truth and predicted distributions do not overlap.

FIGURE 4.4: Comparison of heatmap L2 loss and Wasserstein loss on 2D distributions. We ob-
serve that the value of L2 loss saturates when the two distributions do not overlap. However,
the value of Wasserstein Loss continues to increase. The Wasserstein loss is able to better inte-
grate the global geometry on the overall heatmap and the gradient becoms more geometrically

meaningful. (Figure taken from [Tralie, 2018] with slight modifications.)

Smoother target heatmaps: To improve convergence and robustness, the values of
the ground truth heatmaps of Heatmap Regression Models for facial landmark detection
are generally defined by 2D Gaussian functions, where the parameter σ is commonly set
to 1 or 1.5 (see Fig. 4.5).

Intuitively, enlarging σ will implicitly force the Heatmap Regression Model to con-
sider a larger local neighborhood in the visual support throughout the different CNN
layers. Therefore, when confronting partial interferences (e.g. occlusion, bad lighting
conditions), the model should consider a larger context and thus be more robust to these
types of noise. Nonetheless, the Gaussian distribution should not be too spread out to
ensure some precision and to avoid touching the map boundaries.

Figure 4.6 shows an example comparing the output heatmaps from a vanilla HRNet
(trained with L2 loss, σ = 1) and our HRNet (trained with Wasserstein loss, σ = 3).
We observe that our training strategy effectively removes the spurious activation on the
unrelated regions, so that the prediction will be more robust. We empirically found that
σ = 3 is an appropriate setting for facial landmark detection. In our experiments, we
systematically demonstrate the effectiveness of using σ = 3 compared to σ = 1 or σ = 1.5
for robust landmark detection under challenging conditions.
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σ = 3σ = 1.5σ = 1
FIGURE 4.5: Illustration of ground truth target heatmaps defined by Gaussian functions with

different σ.

(a) (b) (c)

FIGURE 4.6: Comparison of the output heatmaps under challenging conditions. (a) The input
image (frame No. 35, video No. 533 of 300VW dataset) with partial occlusion on the right eye.
We visualize the output heatmap of the 46th landmark (outer corner of the right eye, marked
in red). (b) Output heatmap given by vanilla HRNet (trained with L2 loss & σ = 1). (c) Output

heatmap given by our HRNet (trained with Wasserstein loss & σ = 3).

Predicted landmark sampling: In the early work of Heatmap Regression Model [Newell
et al., 2016, Bulat and Tzimiropoulos, 2017b], the position of a predicted landmark p is
sampled directly at the position of the maximum value of the given heatmap H:

(px, py) = arg max
p

(H). (4.5)

However, this inevitably leads to considerable quantization error because the size of the
heatmap is generally smaller than the original image (usually around 4 times). An im-
provement is to use interpolation and resample the numerical coordinates using 4 neigh-
bouring pixel (bilinear interpolation). We denote this method as “GET_MAX”.

Liu et al. discussed in [Liu et al., 2019] that using a target Gaussian distribution with
bigger σ decreases the overall NME. Indeed, using bigger σ flattens the output distribu-
tion and therefore obfuscates the position of the peak value. As a result, the predictions
are locally less precise.

To compensate this local imprecision when using bigger σ, we propose another ap-
proach to sample numerical coordinates from the heatmap. Inspired by [Sun et al., 2018],
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we propose to use the spatial barycenter of the heatmap:

(px, py) =
∫

q∈Ω
q · H(q) , (4.6)

where Ω denotes the set of pixel positions on the heatmap. We denote this method as
“GET_BC” (BaryCenter).

GET_BC enables sub-pixel prediction, which effectively improves the local precision
of the model trained with Wasserstein loss and big σ. On the other hand, GET_BC con-
siders the entire heatmap and thus involves a global context for a more robust final de-
tection.

4.5 Experiments

In this section, we compare our method with other state-of-the-art methods and realize
ablation studies using both traditional evaluation metrics and proposed evaluation met-
rics. We also apply our method on various Heatmap Regression Models to demonstrate
that our method can be directly used for any model structure without any further adjust-
ments.

Effectiveness of barycenter sampling: The GET_BC method for estimating the pre-
dicted landmark coordinates is able to significantly improve the precision of the model
trained with Wasserstein loss and larger σ (see Tab. 4.2).

σ Loss Method NME (%) FRL
0.05 (%)

1 Heatmap L2 GET_MAX 3.34 18.33
GET_BC 20.15 93.70

3 Wasserstein GET_MAX 4.00 24.69
GET_BC 3.46 19.42

TABLE 4.2: Performance of HRNet on 300W validation set when using different coordinate
sampling methods. GET_BC improves the local precision (see FRL

0.05) of the model trained with
Wasserstein loss and large σ. However, it harms the performance of the model trained with L2

loss.

In contrast, GET_BC is not compatible with the output trained with heatmap L2 loss
due to two reasons: (1) No normalization is applied on the heatmap when training with
L2 loss (2) Training with L2 is less robust and generally leads to spurious activations far
away from the ground truth position (as illustrated in Fig. 4.6), which prevents GET_BC
from estimating good positions. Therefore, in the following experiments, we will use
GET_MAX for models trained with the L2 loss and GET_BC for models trained with the
Wasserstein loss.

Comparison with the state-of-the-art methods: We performed an ablation study us-
ing a “vanilla” HRNet (trained with heatmap L2 loss and σ = 1) as our baseline. First,
we benchmark our method with standard evaluation metrics NME on 300VW in Tab. 4.3,
300W in Tab. 4.4 and WFLW in Tab. 4.5. More results on AFLW and COFW are presented
in the supplementary material. Additionally, we also tested a recent method called Co-
ordConv (CC) [Liu et al., 2018b] to integrate geometric information to the CNN. To this
end, we replaced all the convolutional layers by CoordConv layers.

On 300VW, our method shows promising performance, especially under challenging
conditions on S3. Our method outperforms the state-of-the-art method FHR+STA [Tai
et al., 2019] by almost 1% point on scenario 3. Using the Wasserstein loss combined with
a larger σ, our method outperforms the vanilla HRNet by a significant margin of 0.39%,
0.15% and 0.5% points on scenario 1, 2 and 3 respectively.
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Method Scenario 1 Scenario 2 Scenario 3
TSTN [Liu et al., 2017a] 5.36 4.51 12.84
DSRN [Miao et al., 2018] 5.33 4.92 8.85
FHR+STA [Tai et al., 2019] 4.42 4.18 5.98
SA [Liu et al., 2019] 3.85 3.46 7.51
HRNet, σ = 1, L2 3.74 3.73 5.49
σ = 3, L2 3.42 3.58 5.12
σ = 1, W Loss 3.41 3.66 5.01
σ = 3, W Loss 3.39 3.64 4.99
σ = 1, W Loss, CC 3.45 3.61 5.21
σ = 3, W Loss, CC 3.35 3.61 5.05

TABLE 4.3: NME (%) comparision on 300VW. W Loss - Wasserstein Loss. CC - CoordConv.

Method Common Challenge Full
PCD-CNN [Kumar and Chellappa, 2018] 3.67 7.62 4.44
CPM+SBR [Dong et al., 2018b] 3.28 7.58 4.10
SAN [Dong et al., 2018a] 3.34 6.60 3.98
DAN [Kowalski et al., 2017] 3.19 5.24 3.59
LAB [Wu et al., 2018b] 2.98 5.19 3.49
DCFE [Valle et al., 2018] 2.76 5.22 3.24
HRNet, σ = 1, L2 2.91 5.11 3.34
σ = 3, L2 3.05 5.28 3.49
σ = 1, W Loss 2.85 5.13 3.29
σ = 3, W Loss 3.01 5.30 3.46
σ = 1, W Loss, CC 2.81 5.08 3.26
σ = 3, W Loss, CC 2.95 5.22 3.39

TABLE 4.4: NME (%) comparison on 300W validation set. W Loss - Wasserstein Loss. CC -
CoordConv.

On 300W, our model shows comparable performance to the state-of-the-art methods.
Here, using the Wasserstein loss only achieves a marginal improvement. And using a
larger σ even slightly decreases the NME performance. As discussed in Sect. 4.2, the per-
formance of vanilla HRNet has already reached a high level on this dataset. Thus, there
are only very few challenging validation images for HRNet. Here, the NME is dominated
by a large amount of small errors, which is the disadvantage of using a larger σ, and it can
thus no longer reflect the robustness of the models. We will demonstrate the robustness
of these models by using cross-dataset validation in the following experiments.

On WFLW, our method outperforms other state-of-the-art methods by using a strong
baseline. Nonetheless, our method only achieves marginal improvement compared to
the vanilla HRNet. We think that it is because the predictions are already “regularized”
by the dense annotation of WFLW. We will analyze this issue in detail in Sect. 4.6.

Cross-dataset validation: We use cross-dataset validation to measure the robustness
of HRNet trained on 300W. The landmark-wise CEDs with protocol 300W→WFLW are
shown in Fig. 4.7. Results of protocol 300W→300VW is shown in Tab. 4.6. Note that the
models we evaluate in Fig. 4.7 and Tab. 4.6 are exactly the same models in Tab. 4.4.

On 300W validation set, as discussed before, our method achieves only marginal im-
provement. However, when cross-validated on another dataset, the advantage of using
Wasserstein loss becomes significant. However, when GET_BC is used, a larger σ still
slightly decreases the local precision. As a result, on the less challenging datasets such as
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Method Full Pose Expr. Ilm. Mkup Occ. Blur
ESR [Cao et al., 2014] 11.13 25.88 11.47 10.49 11.05 13.75 12.20
SDM [Xiong and De la Torre, 2013] 10.29 24.10 11.45 9.32 9.38 13.03 11.28
CFSS [Zhu et al., 2015] 9.07 21.36 10.09 8.30 8.74 11.76 9.96
DVLN [Wu and Yang, 2017] 6.08 11.54 6.78 5.73 5.98 7.33 6.88
Wing-Loss [Feng et al., 2018b] 4.99 8.43 5.21 4.88 5.26 6.21 5.81
LAB [Wu et al., 2018b] 5.27 10.24 5.51 5.23 5.15 6.79 6.32
HRNet, σ = 1.5, L2 4.60 7.86 4.78 4.57 4.26 5.42 5.36
σ = 3, L2 4.73 7.99 4.97 4.62 4.50 5.51 5.39
σ = 1.5, W Loss 4.57 7.76 4.80 4.45 4.37 5.38 5.24
σ = 3, W Loss 4.76 8.01 5.08 4.68 4.61 5.56 5.42
σ = 1.5, W Loss, CC 4.52 7.65 4.72 4.33 4.26 5.27 5.28
σ = 3, W Loss, CC 4.82 8.16 5.11 4.68 4.67 5.57 5.45

TABLE 4.5: NME (%) comparison on WFLW. W Loss - Wasserstein Loss. CC - CoordConv.
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Landmark-wise CED on WFLW Valid

L2 Loss, =1, NME = 9.84
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FIGURE 4.7: Landmark-wise CED of 300W→WFLW cross-dataset validation using HRNet.

300VW-S1 and 300VW-S2, we found that the best performance can be obtained by using a
combination of small σ, Wasserstein loss and CoordConv. On more challenging datasets
such as WFLW and 300VW-S3, the best performance is obtained by using a combination
of the Wasserstein loss and a larger σ.

For protocol COFW→AFLW (see Fig. 4.8), our method achieves a bigger improve-
ment on AFLW-All compared to AFLW-Frontal. Note that AFLW-All contains non-frontal
images, which is more challenging than AFLW-Frontal.

The cross-dataset validation with protocol WFLW→300VW is shown in Fig. 4.9. We
observe that by using Wasserstein Loss and CordConv, the HRNet trained on WFLW can
be much better generalized on the 300VW dataset.

Synthetic occlusions: We further evaluate the robustness against synthetic occlusion
that we described in Sect. 4.3. The increase of NME, FRI and FRL on 300W is shown in
Tab. 4.7. The model is more robust to occlusion by using a larger σ and Wasserstein loss
(except when combining it with CoordConv).

Comparison with other loss functions: We compare our 2D Wasserstein loss function
(marked as W) with other loss functions in Tab. 4.8, including standard Heatmap L2 loss
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Method Scenario 1 Scenario 2 Scenario 3
NME FRL

0.1 NME FRL
0.1 NME FRL

0.1
σ = 1, L2 4.44 5.02 4.37 4.86 6.67 11.65
σ = 3, L2 4.36 4.89 4.38 4.83 6.35 10.97
σ = 1, W 4.16 4.68 4.21 4.67 6.51 11.08
σ = 3, W 4.17 4.84 4.16 4.47 6.01 9.91

σ = 1, W, CC 4.05 4.22 4.11 4.26 6.32 10.61
σ = 3, W, CC 4.21 4.78 4.24 4.61 6.02 9.58

TABLE 4.6: NME (%) and FRL
0.1 (%) comparison of 300W→300VW cross-dataset validation us-

ing HRNet. W - Wasserstein Loss. CC - CoordConv.
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(A) COFW→AFLW-All
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Landmark-wise CED on AFLW-Frontal

L2 Loss, =1.5, NME = 2.12
L2 Loss, =3, NME=2.18
W Loss, =1.5, NME = 2.10
W Loss, =3, NME=2.22
W Loss, =1.5, CordConv, NME=2.14
W Loss, =3, CordConv, NME=2.17

(B) COFW→AFLW-Frontal

FIGURE 4.8: Landmark-wise CED of COFW→AFLW cross-dataset validation using HRNet.

(marked as HM L2), Jensen-Shannon divergence Loss (marked as JS), Soft ArgMax loss
(marked as Soft AM).

Jensen-Shannon divergence is frequently used to measure the distance between two
probabilistic distributions. However, the global geometry information is not explicitly
integrated in the calculation of Jensen-Shannon divergence. From Tab. 4.8, we found that
the HRNet trained with Wasserstein Loss is more robust than the HRNet trained with
Jensen-Shannon divergence loss, especially when cross-validated on 300VW and WFLW
dataset (see the FRI and FRL).

Soft ArgMax loss function was concurrently proposed by Luvizon et al. [Luvizon
et al., 2018] and Sun et al. [Sun et al., 2018] for human pose estimation. The main advan-
tage of this loss is that it makes the ArgMax operation differentiable, so that the numerical
coordinates can be directly trained on Heatmap Regression Models. From Tab. 4.8, we
oberve that the HRNet trained with Soft ArgMax loss function is slightly more robust
than the HRNet trained with Jensen-Shannon divergence loss.

The model trained with Wasserstein Loss is more robust than the models trained with
all other loss functions.

Different models: To demonstrate that our method can be used on different Heatmap
Regression Models regardless of the model structure, we test our method on three pop-
ular Heatmap Regression Models: HourGlass [Newell et al., 2016], CPN [Chen et al.,
2018c] and SimpleBaselines [Xiao et al., 2018]. In Fig. 4.10 we can see that all of the three
models benefit from our method. This indicates that our approach is quite general and
can be applied to most existing Heatmap Regression Models.
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(A) WFLW→300VW-S3
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(B) WFLW→300VW-S2
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Landmark-wise CED on 300VW-S1

L2 Loss, =1.5, NME = 4.45
L2 Loss, =3, NME=4.47
W Loss, =1.5, NME=4.41
W Loss, =3, NME=4.34
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(C) WFLW→300VW-S1

FIGURE 4.9: Cross-dataset validation of HRNet trained on WFLW (WFLW→300VW).

Protocol σ Loss CC NME FRI
0.08 FRI

0.1 FRL
0.05 FRL

0.08 FRL
0.1 FRL

0.15 FRL
0.2

Large

1 L2 7 1.26 6.71 3.73 8.29 6.59 5.35 3.27 2.03
3 L2 7 1.00 4.58 2.49 7.91 5.93 4.70 2.56 1.36
1 W 7 1.09 5.10 2.72 8.49 6.22 4.83 2.56 1.36
3 W 7 1.02 5.34 2.66 8.84 6.33 4.86 2.36 1.18
1 W 3 1.38 7.64 3.96 9.40 7.36 6.14 3.70 2.24
3 W 3 1.21 5.98 3.50 9.85 7.10 5.58 2.87 1.52

Medium

1 L2 7 0.20 0.82 0.39 1.86 1.21 0.82 0.38 0.20
3 L2 7 0.17 0.47 0.34 1.68 0.96 0.67 0.30 0.11
1 W 7 0.18 0.41 0.11 1.76 0.99 0.63 0.27 0.10
3 W 7 0.16 0.59 0.17 1.76 0.97 0.70 0.22 0.09
1 W 3 0.23 0.97 0.42 2.09 1.18 0.93 0.41 0.21
3 W 3 0.21 0.38 0.29 2.20 1.13 0.80 0.26 0.10

TABLE 4.7: Results of the HRNet on 300W validation set with synthetic occlusion. We report the
increase (∆ performance) of each indicator compared to non-occluded images. ∆ performance

is the average value based on the inference run 50 times on the entire validation set.

Visual comparison: We visually compare the predictions from vanilla HRNet and
our HRNet on a challenging video clip in Fig. 4.11. Our HRNet gives a more robust
detection when confronted to extreme poses and motion blur. By using the Wasserstein
loss, a larger σ and GET_BC, the predicted landmarks are more regularized by the global
geometry compared to the prediction from the vanilla HRNet.

4.6 Discussions

Does dense annotation naturally ensure the robustness? We find that our method
shows less significant improvement on the model trained on WFLW. Intuitively, we pre-
sume that by training with a dense annotation (98 landmarks), the model predictions are
somewhat regularized by the correlation between neighbouring landmarks. In Tab. 4.9,
we compare the models trained with different number of landmarks. The 68 landmark
format is a subset of the original 98 landmark format, which is similar to the 300W anno-
tation. The 17 landmark format is a subset of the 68 landmark format, which is similar
to the AFLW annotation (except the eye centers). We found that the prediction is natu-
rally more robust by training with denser annotation formats. Therefore, compared to the
model trained with sparse annotation, our method achieves less important improvement
on the model trained with dense annotation.
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Dataset Loss Sampling NME FRI
0.08 FRI

0.1 FRL
0.05 FRL

0.08 FRL
0.1 FRL

0.15 FRL
0.2

300W

HM L2 † GET_MAX 3.34 1.60 0.44 18.33 7.60 4.49 1.49 0.58
JS† GET_MAX 3.48 1.60 0.44 19.18 8.00 4.80 1.58 0.58
JS† GET_BC 3.36 1.74 0.44 18.40 7.79 4.68 1.57 0.57
Soft AM † GET_BC 3.69 1.60 0.44 21.66 8.36 4.94 1.54 0.45
W† GET_BC 3.29 1.60 0.44 17.89 7.43 4.47 1.49 0.43
W∗ GET_BC 3.39 1.60 0.29 18.49 7.40 4.31 1.39 0.41

VW-S3

HM L2 † GET_MAX 6.67 11.72 4.66 44.77 19.26 11.65 4.13 1.85
JS† GET_MAX 6.65 11.07 5.14 43.11 19.27 11.97 4.45 2.06
JS† GET_BC 6.96 10.87 5.34 42.03 18.93 11.92 4.66 2.28
Soft AM† GET_BC 6.46 11.08 5.61 43.71 19.00 11.59 4.45 2.09
W† GET_BC 6.51 9.72 3.73 41.38 17.96 11.08 4.15 1.79
W∗ GET_BC 6.02 7.52 2.96 38.99 16.03 9.58 3.39 1.46

WFLW

HM L2 † GET_MAX 9.84 41.08 25.76 64.08 37.42 26.56 13.47 8.31
JS† GET_MAX 9.77 40.48 26.24 63.70 37.60 26.89 13.72 8.37
JS† GET_BC 9.93 40.44 26.12 63.34 37.49 27.17 14.37 9.04
Soft AM† GET_BC 9.34 42.60 26.40 66.09 40.37 29.23 14.86 8.51
W† GET_BC 9.34 39.24 25.12 63.71 37.27 26.61 13.42 8.03
W∗ GET_BC 8.93 39.96 23.64 64.01 37.42 26.39 12.81 7.32

TABLE 4.8: Validation (300W) and cross-dataset validation (300W→300VW-S3 &
300W→WFLW) of the HRNet using different loss functions. †: Trained with Gaussian
Distribution σ = 1 without CoordConv. ∗: Trained with Gaussian Distribution σ = 3 with

CoordConv.

Recommended settings: We recommend to use the Wasserstein loss and GET_BC to
improve the robustness of the model in all cases. Using a larger σ will significantly im-
prove the robustness under challenging conditions. Nonetheless, it deteriorates the local
precision at the same time. Therefore, we recommend to use a larger σ only when con-
fronting crucial circumstances. When facing less challenging conditions, we recommend
to use a combination of Wasserstein loss and small σ. Complementing CoordConv with
Wasserstein loss and small σ will further improve the NME performance. However, it
adds slight computational complexity to the Heatmap Regression Models. Specifically,
when using small σ, the models with CoordConv are less robust against the occlusions
compared to those without CoordConv.

Disadvantages: The main disadvantage of using Wasserstein loss is that the loss cal-
culation is relatively time-consuming, even with GPU. We also tested our method for the
task of human pose estimation, we do not observe improvement on the MPII dataset [An-
driluka et al., 2014]. It is probably due to the fact that human joints have more articula-
tions and left/right confusions than facial landmarks, thus involving limited geometric
information and global context.

4.7 Conclusions

In this chapter, we studied the problem of robust facial landmark detection regarding
several aspects such as the use of datasets, evaluation metrics and methodology. Due to
the performance saturation, we found that the widely used FR and NME measures can
no longer effectively reflect the robustness of a model on several popular benchmarks.
Therefore, we proposed several modifications to the current evaluation metrics and a
novel method to make Heatmap Regression Models more robust. Our approach is based



4.7. Conclusions 69

0.100 0.125 0.150 0.175 0.200 0.225 0.250 0.275 0.300
NME

70

75

80

85

90

95
La

nd
m

ar
k 

Pr
op

or
tio

n 
(%

)
Landmark-wise CED on WFLW

HG: L2 Loss, =1, NME=9.33
HG: W Loss, =3,  NME = 8.56
CPN: L2 Loss, =1, NME=11.30
CPN: W Loss, =3,  NME = 10.04
SB: L2 Loss, =1, NME=11.26
SB: W Loss, =3,  NME = 9.97

(A) 300W→WFLW.

0.100 0.125 0.150 0.175 0.200 0.225 0.250 0.275 0.300
NME

88

90

92

94

96

98

100

La
nd

m
ar

k 
Pr

op
or

tio
n 

(%
)

Landmark-wise CED on 300VW-S3

HG: L2 Loss, =1, NME=6.09
HG: W Loss, =3,  NME = 5.64
CPN: L2 Loss, =1, NME=7.30
CPN: W Loss, =3,  NME = 7.00
SB: L2 Loss, =1, NME=7.27
SB: W Loss, =3,  NME = 6.58

(B) 300W→300VW-S3.

FIGURE 4.10: Cross-dataset validation of HourGlass(HG) [Newell et al., 2016], CPN [Chen
et al., 2018c] and SimpleBaselines(SB) [Xiao et al., 2018].

HRNet
Vanilla

HRNet
Ours

FIGURE 4.11: Visual comparison of vanilla HRNet (L2 Loss and σ = 1) and our HRNet (Wasser-
stein loss and σ = 3).

on the Wasserstein loss and involves training with smoother target heatmaps as well as a
more precise coordinate sampling method using the barycenter of the output heatmaps.
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N. Landmarks σ Loss FRL
0.15 FRL

0.2

17
1 L2 2.79 1.60
3 W 2.68 1.29

68
1 L2 0.65 0.37
3 W 0.62 0.33

98
1 L2 0.44 0.25
3 W 0.43 0.22

TABLE 4.9: Comparison of the HRNet trained with different number of landmarks on WFLW.
To ensure the fair comparison, though trained with different number of landmarks, all the

models listed are tested on the common 17 landmarks.
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Chapter 5

Facial Landmark Correlation
Analysis

After examining two important difficulties of the facial landmark detection in the last
two chapters, we find that it is still difficult to quantitatively describe the problem of
precision and robustness. The standard evaluation metric for facial landmark detection
is Normalized Mean Error (NME). However, it is not able to describe the relationship
among the landmarks. Therefore, we are not able to measure if a prediction is overly
regularized (such as the locally imprecise output from Coordinate Regression Models,
discussed in chapter 3) or insufficiently regularized (such as the unstable output from
Heatmap Regression Models, discussed in chapter 4). In this chapter, we present a novel
tool to statistically describe the relationship among the landmarks, so that the correlation
of predicted landmarks could be quantified. With this tool, we obtain several interesting
insights on three important facial landmark detection models, and propose a weakly-
supervised learning method to save laborious effort for manual landmark annotation.

5.1 Introduction

What is facial landmark correlation? Due to the shape and motion of real 3D objects,
there exists a natural correlation between landmarks positioned on these objects (e.g. faces,
human body, hands or other objects), also in corresponding 2D projections. Especially for
faces, the correlation among landmarks is very strong due to the following two reasons:
First, the human face is more rigid than the entire human body or hands which have
more articulations and may be observed from any point of view and under severe ro-
tations or deformations. Second, recently-released facial landmark datasets are densely
annotated with up to 98 landmarks [Wu et al., 2018b], exhibiting an even stronger corre-
lation. Therefore, we focus on the correlation of densely annotated facial landmarks in
300W dataset [Sagonas et al., 2013] (68 landmarks, see Fig. 5.1) and WFLW dataset [Wu
et al., 2018b] (98 landmarks).

Motivation of this analysis: The standard evaluation metric for facial landmark de-
tection is the NME. NME is the averaged Euclidean distance between each predicted
landmark and ground truth, normalized by the inter-ocular distance. A smaller NME
indicates a more precise prediction and vice-versa. Other commonly used metrics, in-
cluding Failure Rate (FR), Cumulative Error Distribution (CED), and Area Under Curve
(AUC), are all based on NME.

However, we think that the NME can not describe all aspects of the model prediction.
A large NME can signify that the prediction is not precise, but it can not reflect how the
prediction is mistaken. We will illustrate this in the following example.

As stated in Chapter 2.2, current deep learning-based state-of-the-art methods can
be categorized into two types: Coordinate Regression Models and Heatmap Regression
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FIGURE 5.1: Facial landmark correlation analysis on the ground truth of 300W train subset [Sag-
onas et al., 2013]. (a) Canonical Correlation Analysis (CCA) affinity matrix. Bright yellow col-
ored points indicate that the two respective landmarks are highly correlated, and dark blue
color indicates low correlation. (b) Illustration of the annotated landmark indices for the 300W

dataset. Best viewed in color.

Models [Yan et al., 2018, Wu et al., 2017b]. Coordinate Regression Models predict the nu-
meric X and Y coordinate values of each landmark in the last Fully Connected (FC) layer.
Heatmap Regression Models adopt Fully Convolutional Neural Network (FCNN) [Long
et al., 2015] architectures that estimate a spatial probability map for each landmark. That
is, the value of each pixel on the heatmap represents the presence probability of the land-
mark at this pixel [Wei et al., 2016].

Each model has its strengths and weaknesses. Heatmap Regression Models show a
strong capability of handling complex pose variations. However they globally lack ro-
bustness, and in failure cases, landmarks are predicted at unreasonable positions which
are far away from the ground truth (see Fig. 5.2 (b)). On the other hand, Coordinate
Regression Models are generally more efficient in terms of computation and memory us-
age but also locally less precise. The prediction of single-stage Coordinate Regression
Models is usually constrained in a reasonable shape similar to the ground truth, being
not extremely precise (see Fig. 5.2 (a)). This investigation can be confirmed by the cur-
rent research trend. Most of the latest Heatmap Regression Models aim at reinforcing
the robustness of the detection by introducing global constraints [Valle et al., 2018, Liu
et al., 2019, Merget et al., 2018] or temporal consistency [Tai et al., 2019]. However, the
recent Coordinate Regression Models enhance local precision using coarse-to-fine frame-
works [Trigeorgis et al., 2016,Fan and Zhou, 2016,Lv et al., 2017,Chen et al., 2017a,Kowal-
ski et al., 2017, He et al., 2017b, Feng et al., 2018b].

For instance, the models whose results are illustrated in Fig. 5.2 (a) and (b) may have
similar NME. Nevertheless, these two models have distinct characteristics.

In this case, we think that landmark correlation can be the key to explain and, fur-
thermore, to quantify the weaknesses of the two models. We assume that the local im-
precision problem of Coordinate Regression Models is due to the fact that the predicted
landmark positions are too much correlated (or regularized). In contrast, for Heatmap
Regression Models, the “outliers” predicted in unreasonable positions can be considered
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(a) Detection of single-stage CR-CNN (b) Detection of HR-CNN

FIGURE 5.2: Illustration of the weaknesses of single-stage Coordinate Regression Models and
Heatmap Regression Models. Figure (a) is taken from [Fan and Zhou, 2016] and figure (b) is

taken from [Liu et al., 2019].

as a violation of the natural landmark correlation.
We want to make clear that landmark correlation can not be used as a stand-alone

evaluation metric, though it provides a new perspective to interpret the model predic-
tion. Similar correlation compared to the ground truth is a necessary condition but not
sufficient to precise prediction. Even identical correlation does not ensure precise pre-
diction. However, big correlation difference between prediction and ground truth can
conclude that the prediction is not precise. Our contributions in this chapter can be sum-
marized as follows:

• We present a CCA-based correlation analysis as a novel tool to interpret and quan-
tify the relationship among a set of landmarks (section 5.3).

• We use this model-agnostic correlation analysis to interpret the three most popu-
lar facial landmark detection models in the last decade, including cascaded ran-
dom forest, Coordinate Regression Models and Heatmap Regression Models (sec-
tion 5.4).

• We propose a weakly-supervised learning method to reduce the effort of manual
annotation of dense landmarks with the help of the landmark correlation (sec-
tion 5.5). By analyzing the landmark correlation in the dense formats, we are
able to form a sparse format by selecting a set of landmarks which are most cor-
related to the rest of them. We propose to learn dense facial landmark predictions
by the images annotated with the sparse format, which requires less annotation
cost. Our method shows two advantages: (i) Compared to existing methods which
use existing sparse formats [Belhumeur et al., 2013, Zhang et al., 2016c, Van Gool,
2012, Burgos-Artizzu et al., 2013, Koestinger et al., 2011], the selection of our sparse
format is purely data-driven. (ii) The number of sparse landmarks can be arbitrar-
ily chosen depending on the minimum correlation required between the selected
landmarks and the rest.

5.2 Related Work

Facial landmark detection in the last decade: A detailed literature review is provided
in Chapter 2.2. In this section, we only present a brief review. In 2010, Dollár et al.
proposed Cascaded Pose Regression [Dollár et al., 2010], which laid the foundation for
several well-known cascaded regression methods including SDM [Xiong and De la Torre,
2013], ESR [Cao et al., 2014] and ERT [Kazemi and Sullivan, 2014]. In the deep learning
era, cascaded Coordinate Regression Models [Sun et al., 2013, Zhang et al., 2014a, Trige-
orgis et al., 2016] continue to follow its general coarse-to-fine structure. Heatmap Re-
gression Models [Wei et al., 2016, Newell et al., 2016, Bulat and Tzimiropoulos, 2017b],
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originally introduced in 2005 [Duffner and Garcia, 2005a], gained much popularity in
recent years. In this chapter, we propose facial landmark correlation analysis to take a
closer look into three of the most important models in the last decade: Cascaded Ran-
dom Forest model [Kazemi and Sullivan, 2014], Coordinate Regression Model [Fan and
Zhou, 2016] and Heatmap Regression Model [Bulat and Tzimiropoulos, 2017b].

Component analysis in facial landmark detection: The use of Principal Component
Analysis (PCA), especially the 3DMM model [Blanz et al., 1999], is of great importance
in the current research of face analysis. PCA has been used for facial landmark detection
since 1995 [Cootes et al., 1995] in the Point Distribution Model. PCA is used to analyze the
shape variance with respect to the mean shape, including face rotation, facial expressions
and identity variance. The biggest difference between the PCA and our CCA study is
that our CCA study analyzes the relationship among individual facial landmarks while
PCA focuses on the global face shape.

CNN Interpretation via CCA: Lately, using CCA to interpret CNN representations [Raghu
et al., 2017, Morcos et al., 2018, Kornblith et al., 2019] is an emerging subject. They used
CCA to analyze the representations of two different CNNs and gained some insights on
the learning process. They mainly focused on attenuating the noise in the CNN rep-
resentation, which is brought by different initializations. However, as we will show in
Sect. 5.4.4, when we use CCA to analyze the Coordinate Regression Models, we analyse
the correlation between different neurons in the same layer. As being trained altogether,
no such noise will be involved. Therefore, we do not apply any pre-preprocessing steps
such as Singular Value Decomposition (SVD) as in [Raghu et al., 2017].

Weakly-supervised learning for facial landmark detection: Weakly supervised learn-
ing, or few-shot learning, is now attracting increasing attention in the community. A re-
cent work [Dong and Yang, 2019] proposed a mechanism to enable the training on fewer
labeled images. Differently, we focus on how to learn with fewer landmarks rather than
fewer images.

We assume that a landmark can be easily transferred from another landmark that is
highly correlated. This is not new and has already been proved in several work which
focus on transferring the data between two annotations with different semantic mean-
ings [Smith and Zhang, 2014, Zhu et al., 2014, Zhang et al., 2015]. We also find similar
ideas in some existing coarse-to-fine approaches [Lv et al., 2017, Chen et al., 2017a, Shao
et al., 2016,Shao et al., 2019], where the entire set of landmarks is divided into several par-
titions inside which the authors assume a strong correlation. Specifically, Tan et al. [Tan
et al., 2017] proposed a weakly-supervised learning method to reconstruct the global
shape from a sparse landmark format. DeCaFA [Dapogny et al., 2019] can be trained
with coarsely annotated examples by exploiting landmark-wise attention. However, in
the above works, they mainly focused on how to improve the model performance given
the pre-defined sparse format. The choice of the sparse format and their partitioning
are heuristic. In contrast, we focus on how to find the best sparse format that will most
benefit the weakly-supervised learning. Our selection of the sparse landmark format is
entirely based on the statistics of the underlying data. Our approach is inspired by the
work on multi-task learning [Zamir et al., 2018, Li et al., 2019].

5.3 Facial Landmark Correlation Analysis

5.3.1 Canonical Correlation Analysis [Hotelling, 1936]

Given a p-dimensional random variable U ∈ Rp and a q-dimensional variable V ∈ Rq,
CCA aims to find the best linear transformation a ∈ Rp and b ∈ Rq that maximize the
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correlation:

Cor(U, V) =
aT ∑UV b√

aT ∑UU a ·
√

bT ∑VV b
, (5.1)

where
∑

UV
= Cov(U, V) = E[(U− E[U])(V− E[V])]. (5.2)

The operator E denotes the expected value of its argument. This problem can be solved
by SVD after basis change. This gives min(p, q) correlation coefficients sorted from the
most correlated to the least correlated canonical directions. We consider the mean value
Cor(U, V) of the correlation coefficients as an overall measure [Raghu et al., 2017].

5.3.2 Facial Landmark Correlation

To focus on the variance of the face shape, we apply an important pre-processing step.
We crop, center all the faces and then further normalize their sizes. We consider the
2D Cartesian coordinates as a two-dimensional variable. Specifically, we calculate the
absolute value of the correlation coefficients (ranged from -1 to 1) as we are interested in
the magnitude of the correlation between two landmarks but not their directions.

To be clear, the canonical correlation between the i-th and the j -th landmark in the
annotation format can be found at the i-th row and the j-th column on the affinity matrix
A:

Ai,j =
∣∣∣Cor(Li, Lj)

∣∣∣ , (5.3)

where Li, Lj ∈ R2 indicate the annotation of the i-th and the j-th landmark on the entire
dataset.

The correlation affinity matrix on the 300W train subset [Sagonas et al., 2013] and
WFLW dataset [Wu et al., 2018b] is shown in Fig. 5.1 and Fig. 5.3. We draw several conclu-
sions from the affinity matrices in the two previous figures: (i) The correlation among the
landmarks belonging to the same facial component is generally more significant than the
others. (ii) Some landmarks from the same component are less correlated (such as upper-
lip and lower-lip). This is due to the shape variance e.g. different facial expressions. (iii)
Certain facial components from different facial components are strongly correlated, such
as eyebrows and eyes, the outer and inner contour of lips, which is plausible. (iv) we find
that the landmark correlation on the WFLW train subset and the WFLW valid subset are
almost the same. It confirms the universality of facial landmark correlation, which means
that our analysis is statistically meaningful.

5.4 Facial Landmark Model Interpretation

We now use the proposed landmark correlation analysis to interpret three important fa-
cial landmark detection models: cascaded random forest [Kazemi and Sullivan, 2014],
cascaded Coordinate Regression Model [Fan and Zhou, 2016] and Heatmap Regression
Model [Bulat and Tzimiropoulos, 2017b]. We will focus on three aspects. (i) What are the
characteristics of the final prediction from each model? (ii) Are there any meaningful dif-
ferences between cascading and stacking? (iii) Can we interpret the learning dynamics
of the CNN models for landmark detection?

5.4.1 Model Settings

All of the analyzed models are trained on the 300W train subset and analyzed on 300W
validation subset.
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FIGURE 5.3: Facial landmark correlation analysis on the ground truth of WFLW train subset
and valid subset. Bright yellow colored points indicate that the two respective landmarks are

highly correlated, and dark blue color indicates low correlation. Best viewed in color.

Cascaded Random Forest: ERT [Kazemi and Sullivan, 2014] consists of 10 cascaded
random forest regressors. Each regressor comprises 500 trees and the depth of the trees is
5. We use the implementation from [Xiao, 2019]. The initialized shape is the mean shape
of the train subset. The NME of this model is 6.18% for the validation set.

Cascaded Coordinate Regression Model: We reproduced the model of Fan et al. [Fan
and Zhou, 2016]. However, we added two additional stages to further boost its perfor-
mance. Therefore, the overall structure has four stages. The main network in the first
stage is ResNet18 and the sub-networks in the following stages consist of a single ResNet
block and a single FC layer. The NME of this model is 3.66%.

Stacked Heatmap Regression Model: We used the official implementation of [Bulat
and Tzimiropoulos, 2017b]. The hourglass models are stacked in 4 stages. The NME of
this model is 3.52%.

5.4.2 Characteristics of the Prediction

In this section, we visualize the affinity matrix error Apred −AGT, where Apred is the CCA
affinity matrix calculated on the output of each model and AGT is the CCA affinity matrix
calculated on the ground truth.

Cascaded random forest ERT: In Fig. 5.4, we show the final prediction of ERT through
landmark correlation. We can see that the overall correlation of the prediction is higher
than the ground truth. There are more green parts than red parts and the shades of the
green parts are higher than the shades of red parts. We observe two important points
from the CCA matrix error.

(i) The landmarks on the face contour are generally more correlated to the other facial
components. It means that the predicted face contour from ERT is too regularized.

(ii) Some landmarks on the right are over-correlated with other landmarks on the left
(marked in the black rectangles in Fig. 5.4 (a)). For example, the correlation between the
left tip of the left eyebrow (landmark index 17) and the right tip of the lip (landmark
index 54) is significantly bigger than the ground truth. It statistically signifies that the
prediction of the ERT does not have enough horizontal variance compared to the ground
truth, probably due to the failures confronting extreme head poses.

The shown visual examples (Fig. 5.4 (b)) confirm the above investigations on face
contours ((a)(b)) and large poses ((c)(d)). Further, our observations are consistent with
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FIGURE 5.4: Facial landmark correlation analysis on the final prediction of ERT.

the major concern about ERT expressed in the literature [Zhu et al., 2016a], which is the
poor robustness to pose variations.

Cascaded Coordinate Regression Model & stacked Heatmap Regression Model:
In Fig. 5.5, we show the correlation matrix error of Coordinate Regression Model and
Heatmap Regression Model. Overall, the prediction of stacked Heatmap Regression
Model has a lower correlation error compared to cascaded Coordinate Regression Model.
And both of them show a smaller correlation error than ERT (see the scale of colorbar on
the right). Also note that the error mainly exists on the face contour.

CNN tends to correlate adjacent landmarks. Both of the CNN based methods share
this important characteristic. This is probably due to the convolution operation used in
the CNN, which excessively exploits local semantic information. For example, in Fig. 5.5,
the correlation between the left tip of the left eyebrows/eyes and the upper-left face con-
tour (blue rectangles), the correlation between the lip and the bottom face contour (red
rectangles) and the correlation among the landmarks on the bottom face contour (cyan
rectangles) are significantly higher than the ground truth correlation. Some landmarks
that are over-correlated to their adjacent landmarks, show inferior correlation with the
more distant landmarks (the correlation between upper-left face contour and lips, black
rectangles).

Heatmap Regression Model is more likely to violate landmark correlation than Co-
ordinate Regression Model under challenging conditions. In Fig. 5.6 (b), we can see that
the correlation between the inner facial components on 300VW Scenario3 is weaker than
the ground truth, especially on the right eyes/eyebrows (black rectangle). This is consis-
tent with the weakness of Heatmap Regression Model that we mentioned in Fig. 5.2 (b).
If we compare Fig. 5.6 (b) and Fig. 5.5 (b), we observed that this problem only happens
on 300VW S3, which involves challenging conditions such as occlusions, motion blurs,
complex lighting conditions, etc. However, if we compare Fig. 5.6 (a) and Fig. 5.6 (b), we
find that Coordinate Regression Model is still robust under these challenging conditions,
especially on inner facial components.
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FIGURE 5.5: The affinity matrix error of cascaded Coordinate Regression Model and stacked
Heatmap Regression Model on 300W valid.
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FIGURE 5.6: The affinity matrix error of cascaded Coordinate Regression Model and stacked
Heatmap Regression Model on 300VW Scenario3.

5.4.3 Cascading and Stacking

In this section, we provide detailed analysis about the differences between the cascading
and the stacking that are used in Cascaded Random Forest (ERT) [Kazemi and Sulli-
van, 2014], Cascaded Coordinate Regression Model [Fan and Zhou, 2016] and Stacked
Heatmap Regression Model [Bulat and Tzimiropoulos, 2017b].

Cascaded Random Forest: In Fig. 5.7, we demonstrate the CCA affinity matrices on
the output of the 1st/6th/10th stage. The landmark correlation on the output of the 1st
stage is generally higher than the landmark correlation on the output of the 6th and 10th
stage.

To further study the use of each stage, we calculate the correlation affinity matrix dif-
ference between the input and the output of each stage (see Fig. 5.8). We observe that
in most of the stages, there are more red parts than green parts and the shade of the red
parts is more intense than the shade of the green parts. It indicates that the cascading
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FIGURE 5.7: CCA affinity matrices of the mean shape and the outputs in the 1st/6th/10th stage
of Cascaded Random Forest [Kazemi and Sullivan, 2014].

continuously reduces the landmark correlation. Cascading helps to learn the shape vari-
ances, which transforms a more regularized shape into a finer shape. For example, from
Fig. 5.8 (e), we find that the correlation between the upper lip and lower lip is signifi-
cantly reduced (black rectangles), indicating that the model is focused on learning the
shape variance of mouth open/close in stage 5.

Cascaded Coordinate Regression Model: We illustrate the correlation affinity matrix
error between the input and the output of each stage in Fig. 5.9. Similar to the cascading
in ERT, the cascading continues to de-correlate a regularized shape to a finer shape, es-
pecially on the adjacent landmarks on the face contour (cyan rectangles), lips and bottom
face contour (blue rectangles), upper and lower lip (black rectangles).

Stacked Heatmap Regression Model: We illustrate the correlation affinity matrix dif-
ference between the input and the output of each stage in Fig. 5.10. On the contrary, we
do not observe similar correlation reduction as in Cascaded Random Forest and Cas-
caded Coordinate Regression Model. Furthermore, unlike the cascading, the evolution
of the landmark correlation is not grouped in blocks, which means that the evolution of
landmark correlation is no longer shared among neighbouring landmarks.

Differences between cascading and stacking: We observe that a single-stage Coordi-
nate Regression Model suffered from more severe over-correlation problem compared to
the cascaded Coordinate Regression Model. Therefore, the coarse prediction of the first
stage in cascaded Coordinate Regression Model is indeed over-regularized. We note that
in Coordinate Regression Models, the output is linearly connected with the previous FC
layer. This may explain why there are always excessive correlations present in the output
of Coordinate Regression Model.

More generally, we think that the cascading, which is widely used in Cascaded Ran-
dom Forest and Cascaded Coordinate Regression Model, is served for learning the shape
variances step by step. The shape is evolved from a regularized shape (or a mean shape)
to a more dynamic shape. The stacking, which is frequently used in Heatmap Regression
Model, does not learn further shape variances in the following stages. To delve deeper
into this aspect, we believe that it is necessary to develop a two-dimensional CCA study,
which is able to analyze the spatial correlation directly on the output heatmap.

When “mouth open/close” is learned in each model? To further investigate how the
shape variance is learned in these models, we raise an example on an important shape
variance, “mouth open/close”. We plot the evolution of the correlation between the 62rd
and the 66th landmark (center upper lip & center lower lip) on the output of each stage
in all of the three models (see Fig. 5.11).

On the Cascaded Random Forest model (the blue curve), the correlation is no longer
reduced since the 5th stage. We believe that the variance “mouth open/close” has been
roughly learnt since the 5th stage.
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FIGURE 5.8: CCA affinity matrix difference on the input and the output of each stage in Cas-
caded Random Forest [Kazemi and Sullivan, 2014].

On the Cascaded Coordinate Regression Model model (the green curve), the correla-
tion is reduced continuously until the end. In addition, the final correlation is still higher
than the ground truth correlation.

On the Stacked Heatmap Regression Model model (the red curve), the correlation on
the output of the first stage is already very close to the ground truth correlation. We
believe that the variance “mouth open/close” has been learnt since the first stage of the
Stacked Heatmap Regression Model.

5.4.4 Coordinate Regression Model Learning Dynamics

In this section, we study how the Coordinate Regression Model progressively learns from
the beginning. To this end, we plot the evolution of the Coordinate Regression Model out-
put correlations during training. We do not analyze the learning dynamic of Heatmap Re-
gression Model due to the operation of taking the maximum value on the final heatmap.
We think that it is necessary to develop a 2D CCA method in the future to analyze the
output heatmap directly.

We trained a one-staged ResNet-18 on the 300W dataset. Both the convolutional lay-
ers and the FC layers are initialized from a normal distribution [He et al., 2015a]. The
Coordinate Regression Model is trained for 350 epochs with the learning rate decayed by
0.3 for each 70 epochs. We observe the following phases during the first 70 epochs:

Phase 1 Group Inner Facial Components: More rigid parts learn first. The first thing
that CNN starts to learn is to group the inner facial components. We can observe in
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FIGURE 5.9: CCA affinity matrix difference on the input and the output of each stage in Cas-
caded Coordinate Regression Model [Fan and Zhou, 2016]
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FIGURE 5.10: CCA affinity matrix difference on the input and the output of each stage in
Stacked Heatmap Regression Model [Bulat and Tzimiropoulos, 2017b]

Fig. 5.12 (b) that CNN firstly learns a relatively strong correlation among the landmarks
on the inner facial components (eyebrows, eyes, noses) and separate them from the other
landmarks on face contours.

Phase 2 Recognize Each Facial Component: Next, the CNN starts to gradually iden-
tify the facial components (eyebrows, nose, mouths, etc.). In this phase, the correlation
among the landmarks which belong to the same facial component grow stronger (see
Fig. 5.12 (c)). The CNN recognizes the eyes, nose and lips almost simultaneously.

Phase 3 Refine the Prediction: The CNN learns to refine the prediction in two as-
pects: (i) enforce the correlation inside each facial component, especially the neighbour-
ing landmarks; (ii) reduce some excessive correlations (e.g. the correlation between lower
face contour and lips is reduced, see Fig. 5.12 (d)).

The evolution of the affinity matrices after 70 epochs is difficult to visualize as the
evolution of the correlation value is small. To this end, we calculate the standard devia-
tion (Std) of the affinity matrices in different stages (see Fig. 5.13). We observe that after
70 epoch, the variation of the correlation value related to the landmarks on the face con-
tour is significantly higher than the others, indicating that the model struggles learning
to refine the face contour.
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FIGURE 5.11: Evolution of the landmark correlation between the 62nd and the 66th landmark
in different stages.
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FIGURE 5.12: CCA affinity matrices on the prediction of Coordinate Regression Model in dif-
ferent training epochs. The percentage shown under each figure caption refers to NME.

5.5 Weakly-supervised learning

5.5.1 Motivation

As the size of datasets grows larger and the landmark format becomes denser [Wu et al.,
2018b], it is time-consuming to densely annotate each landmark on all of the images.
Weakly-supervised learning has attracted increasing attention in the community. Due
to the presence of strong landmark correlation in the dense format, we believe that it is
not cost-effective to annotate every landmark, especially when the budget for manual
annotation is limited.

Our weakly-supervised learning method is also useful in the following situation: we
want to extend an existing format (e.g. 300W format) for a specific use (e.g. detect the
landmarks on the wing of the nose or the face contour around the forehead) with limited
budget. With this correlation analysis, we are able to find out how the landmarks we
want to extend are correlated to the landmarks already annotated and find an efficient
strategy for manual annotation.
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FIGURE 5.13: Standard deviation (Std) of CCA affinity matrices on the prediction of Coordinate
Regression Model in different training epochs. The percentage shown in each caption refers to

NME at 140th/280th epoch respectively.

5.5.2 Workflow

We propose a weakly-supervised regression method to find the most cost-effective land-
marks to annotate (see Fig. 5.14).

Collect N images Randomly select
n (n<<N) images

Densely annotate the n
images with M landmarks

Select a set of m (m<M) "important" landmarks based on
the CCA analysis on n images as a sparse format

(1) (2) (3) (4)

Finetune the model with the dense
annotation of M landmarks on n images

(7)

Train the model with the sparse
annotation of m landmarks on N images

(6)

Annotate rest of the (N-n) images with
the sparse format of m landmarks

(5)

FIGURE 5.14: The workflow of our weakly-supervised learning method. The value of M and N
indicates respectively the total number of the landmarks in the dense annotation format and the
total number of the images collected. The value of m and n can be arbitrarily chosen depending
on the requirements. m can be considered as annotation budget. We save the time to annotate

M-m landmarks on N-n images.

We assume that a landmark can be easily transferred from another landmark that is
highly correlated. As a result, to find the most “important” landmarks facilitating the
learning of the others, we search for a set of landmarks that has maximum correlation
with the rest of the landmarks. The problem to solve in Fig. 5.14 step (4) can be described
as:

Find a set of landmarks indexed by m, which maximize the minimum correlation c
with rest of the landmarks indexed byM−m:

m = arg max
m⊂M

(cm), (5.4)

cm = minj∈(M−m)(maxi∈m(Ai,j)). (5.5)

M denotes the complete set of landmark index in the dense format. Ai,j denotes the
i-th row and j-th column of the correlation affinity matrix A analyzed on n images. c
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can be considered as a criterion of the sparse format selection m. Maximized minimum
correlation ĉ = maxm⊂M(cm).

This problem resembles K-center facility problem [Hochbaum and Shmoys, 1985]. A
classical K-center problem can be described as: Given a city with M locations, find the
best k locations to build k facilities, so that the farthest distance from location to its nearest
facility has to be as small as possible.

In our problem, the locations in the city can be considered as all the landmarks in the
dense annotation formatM. The k facilities can be considered as the landmarks selected
in our sparse format m. The distance between the landmark i and j can be considered
as 1−Ai,j. In fact, a high correlation between two landmarks signifies that the distance
between two landmarks is small.

K-center problem is NP-hard. Fortunately, this problem can be efficiently solved by
mixed-integer programming using Gurobi [Gurobi, 2019], a powerful mathematical op-
timization solver. We present the canonical form of this problem:

Minimize z, with subject to:

∑j xij = 1 ∀i
∑j yj = m
xij ≤ yj ∀i, j
(1−Ai,j)xij ≤ z ∀i, j
xij ∈ {0, 1} ∀i, j
yj ∈ {0, 1} ∀j.

(5.6)

xij = 1 indicates that landmark i is inferred from the position of landmark j. yj = 1
indicates that the landmark j is selected in the sparse format. ∑j xij = 1 ensures that
all the landmarks are inferred from another landmark. ∑j yj = m ensures that there
are m landmarks selected in the sparse format. xij ≤ yj ensures that landmark i can be
inferred from landmark j only when landmark j is selected in the sparse format. Finally,
the maximized minimum correlation can be obtained by ĉ = 1− z. This optimization can
be finished in just several seconds on a normal PC.

5.5.3 Experiments

We demonstrate several sparse formats searched by our method on the dense formats
of 300W [Sagonas et al., 2013], 300W inner (exclude the face contour and eyebrows) and
WFLW [Wu et al., 2018b] (see Fig. 5.15). Note that the searched formats can be different
each time depending on the data (n images) sampled from the entire dataset (N images).
We also list some existing sparse formats: MAFL [Zhang et al., 2016c], LFW [Van Gool,
2012], AFLW [Koestinger et al., 2011] and COFW [Burgos-Artizzu et al., 2013] with same
annotation budget m as comparison. The advantage of our method is that we are able to
distribute the annotation budget (m landmarks to annotate) evenly on each component
based on the difficulty to learn. Compared to the heuristic choices made by common
knowledge, our choice is completely data-driven.

In Tab. 5.1, we present the performance comparison on this task. We find that our
sparse format achieves comparable performance compared to MAFL format and LFW
format on 300W Inner. When the landmarks on the face contour are included in the learn-
ing (on 300W Full & WFLW Full), our format demonstrates more significant improve-
ment compared to AFLW format and COFW format. We also noticed that our searched
format is more advantageous with fewer densely annotated images. NME difference be-
tween our format and pre-defined format is larger when trained with ratio of 5% and
10%.
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FIGURE 5.15: Examples of the sparse formats obtained by our methods. The first row shows
the dense format with M landmarks. The second row shows an existing sparse format with m
landmarks. The third row shows one of the sparse formats searched by our method with m
landmarks. The total cost M and annotation budget m are indicated on the top of each column.

M=41, m=5 M=41, m=10 M=68, m=19 M=98, m=29
Ratio (n/N) MAFL Ours LFW Ours AFLW Ours COFW Ours
5% 4.24 4.17 3.80 3.83 5.32 5.17 7.27 6.99
10% 3.92 3.86 3.59 3.61 5.08 4.94 7.03 6.70
25% 3.74 3.66 3.43 3.43 4.85 4.84 6.62 6.42

TABLE 5.1: NME(%) performance comparison of the weakly-supervised learning task in
Fig. 5.14 by using existing formats and searched sparse format (denoted as ours). The set-
tings of M and m is consistent with the columns in Fig. 5.15. Ratio represents the percentage of

densely annotated images, which is the value of n/N.

To further investigate the relationship between the annotation budget m and the max-
imized minimum correlation ĉ on different dense formats, we run our sparse format
searching method on each dataset with incremental m. The relationship between ĉ and
m is shown in Fig. 5.16. We also demonstrate the values of c when using existing sparse
formats. Our search method is able to find a bigger c compared to the existing ones,
which can result in better performance on the weakly-supervised learning task. This fig-
ure is useful for us to choose an appropriate annotation budget m. For example, on the
300W full format, we find a significant improvement on ĉ by including 9 landmarks in
the sparse format. It indicates that it is more advantageous to set the annotation budget
m to 9 than 8 because the performance can probably be largely improved by adding only
1 annotation budget.

In Fig. 5.17, we plot the relationship between the performance of our weakly-supervised
learning tasks (NME %) and the maximized minimum correlation ĉ with different m in
our sparse format. We find that as the ĉ goes up, the NME is decreased accordingly. It
confirms our assumption that the performance of this weakly-supervised learning task is
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FIGURE 5.16: Relationship between annotation budget m and maximized minimum correlation
ĉ. For each m, we run our searching method 10 times and plot the mean and variance of ĉ.

strongly related to the ĉ when using our sparse format.

5.5.4 Implementation details

We use non-pretrained ResNet-18 as our base network. The network disposes two output
branches, one branch for the landmarks chosen in the sparse format (main output branch)
and the other (secondary output branch) for the rest of the landmarks. We use L2 loss and
Stochastic Gradient Descent (SGD) optimizer.

Overall, our training consists of three stages:
Stage 1 Train the network with sparsely annotated images: We first train our net-

work with the sparsely annotated images for 1500 epochs. The loss is only applied on the
main output branch. The learning rate is initialized to 0.01 and decayed by 0.1 once the
loss stops going down for 200 epochs.

Stage 2 Train the secondary output branch with densely annotated images: We
freeze the parameters of the entire network except the secondary output branch. In this
stage, the loss is only applied on the secondary output branch. We train our network for
3000 epochs in this stage. The learning rate setting is similar to the stage 1.

Stage 3 Finetune the entire network with densely annotated images: Finally, we
finetune the entire network, including the backbone as well as both of the branches, for
3000 epochs. The initial learning rate in this stage is set to 0.001. The learning rate decay
is similar to the previous stages.

5.6 Conclusions

We propose a correlation analysis as a simple yet effective tool to interpret the relation-
ship among facial landmarks. Our analysis provides a new perspective which is com-
pletely different to the commonly used metric NME. Conducting this analysis on the
output prediction, we gain some interesting insights on the three most important models
in the last decade. We also propose a weakly-supervised learning method to drastically
reduce the cost of laborious manual dense annotation. Our methodology on the coordi-
nate correlation can be further extended to 3D facial landmarks, hand/body pose, object
landmarks and even the bounding boxes of object detection.
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Part II

Face Parsing
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In the second part, we focus on two aspects of face parsing:

• Hair segmentation in Chapter 6: Human hair is the most challenging part to lo-
cate and recognize on human faces. Unlike the eyes, nose and mouth, human hair
cannot be localized by facial landmarks due to the large variance of its shape and
texture. The only way to recognize human hair is by face parsing.

However, the manual annotation for hair segmentation is expensive. With limited
training data, the noise on the background frequently perturbs the segmentation
output. To this end, we present a method that is more resistant to the cluttered
background and gives more consistent hair boundaries by introducing a deep shape
prior and a border refinement module.

• Inference speed in Chapter 7: To bridge the gap between the research and the ap-
plication, we present a real-time demonstration of face parsing on mobile platforms
such as iPhone and Android. We design an efficient FCNN in an hourglass form
that is adapted to live face parsing on mobile phones. The model is deployed on
iPhone with CoreML framework. This demonstration proves the feasibility of the
face parsing based face AR applications.
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Chapter 6

Two-stage Human Hair
Segmentation In the Wild

In this chapter, we present a method for robust human hair segmentation. Human hair is
the most difficult category in human face parsing. Our proposed method demonstrates
superior robustness against cluttered background compared to the state-of-the-art meth-
ods and delivers visually more consistent hair boundaries.

6.1 Introduction

Human hair contains rich color, shape and textural information. At the same time, it is
generally related to gender, culture and appearance. [Muhammad et al., 2018] argued that
hair detection and segmentation is important in two domains. Firstly, hair segmentation
is an essential prior step for 3D hair modeling from a single portrait image as well as for
some AR applications such as hair dying and facial animation. Secondly, it can be used in
biometric recognition applications such as human presence detection from the back view
or gender and face recognition.

Hair segmentation in the wild consists in performing hair segmentation in an uncon-
strained view without any explicit prior face or head-shoulder detection [Muhammad
et al., 2018]. We address this problem as a semantic segmentation problem by taking
texture and shape constraints into account. Hair segmentation, especially under such
unconstrained conditions, is challenging for the four following reasons:

• Cluttered background: textures in the background can be similar to human hair,
which introduce significant difficulties for hair segmentation in the wild.

• Lack of rigid and consistent form: the form of hair can be totally different accord-
ing to the head pose, different points of view and ambient environment such as
wind. However, we believe that human hair, although in different situations, share
implicit shape constraints.

• Hair style/color variation: There are numerous appearance variations in terms of
hair style such as straight hair, curly hair, braided hair, short hair, etc. Hair colors
are divergent from person to person and can be easily biased by different environ-
ment and cameras.

• Complex lighting conditions: Under complex lighting conditions, hair texture in-
formation is usually distorted. It is even difficult for a human to figure out the exact
boundary of human hair in extreme lighting situations for example in shadow or
backlight.
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In this chapter, we aim at improving hair segmentation in the wild by correctly dis-
tinguishing hair texture from similar texture in the background as well as estimating
refined hair borders. Previous CNN-based methods [Levinshtein et al., 2017, Liu et al.,
2017d] generally adopt a single stage, which we think is insufficient under such extreme
conditions. We propose a two-stage pipeline (see Fig. 6.1.) consisting of a shape prior
detection stage and a hair segmentation stage. Our contributions in this chapter can be
summarized as follows:

1. Before segmentation, we propose to first detect a hair shape prior which is based
on a specific distance transform map. The results show that it helps to improve the
robustness against cluttered background.

2. In the segmentation stage, we propose a border refinement module along with a
symmetric encoder-decoder FCNN to obtain a more precise segmentation output.

Atrous 
Spatial 

Pyramid 
Pooling 
Module 

Resnet-18

Distance map based
hair shape prior

Upsampling

Concat

Shape Prior Detection Stage

Hair Segmentation Stage

Multi-scale 
Features 

Resnet
Block

 
Border 

Refinement 
Module 

Pixelwise 
Addition 

Segmentation result

Input Image

FIGURE 6.1: Our two-stage human hair segmentation pipeline.

6.2 Related Work to Various Subjects of Segmentation

6.2.1 Semantic Segmentation

Hair segmentation can be considered as a type of semantic segmentation, a problem
for which FCNN have achieved remarkable results in the past few years. According
to [Chen et al., 2018b], there are mainly two types of FCNN models: the encoder-decoder
structures which privilege refined boundaries [Badrinarayanan et al., 2017, Ronneberger
et al., 2015], and structures integrating a spatial pyramid pooling module [Chen et al.,
2018a, He et al., 2015b, Zhao et al., 2017], which gather rich multi-scale contextual infor-
mation. The former ones normally adopt a symmetric structure with skip connections
which enable low-level information to flow from the encoder directly to the decoder.
This is now widely used in various applications such as image matting [Xu et al., 2017],
landmark detection [Newell et al., 2016, Bulat and Tzimiropoulos, 2017b] etc. The latter
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ones employ “atrous” convolutions [Holschneider et al., 1990] at different rates to capture
features in arbitrary resolutions and show excellent performance on large-scale semantic
segmentation datasets [Everingham et al., 2015, Cordts et al., 2016, Zhou et al., 2017].

6.2.2 Texture Recognition and Segmentation

The most characteristic feature of human hair is the texture. Texture recognition is usu-
ally considered as a basic image processing problem without taking semantic information
into account. As a result, many approaches are based on the Bag of Words model [Le-
ung and Malik, 2001] to obtain spatially invariant features for texture representation [Liu
et al., 2018a]. Recently, CNN-based methods with orderless feature pooling [Gong et al.,
2014, Cimpoi et al., 2015, Zhang et al., 2017] have shown good performance on texture
recognition, which was later proved to be beneficial for semantic segmentation [Zhang
et al., 2018]. In terms of texture segmentation, many approaches are based on active con-
tours and integrate different texture features [Wu et al., 2015, Reska et al., 2015, Varnos-
faderani and Moallem, 2017, Liu et al., 2017b, Yuan et al., 2015, Gao et al., 2016]. [Cimpoi
et al., 2015] proposed to use object detection-like region proposal classification to assign
the texture/object labels to each pixel.

6.2.3 Coarse-to-fine Segmentation

Recently, there are several works concerning the refinement for the CNN-based semantic
segmentation. Chen et al. [Chen et al., 2015] used Conditional Random Field (CRF) to es-
tablish an additional pair-wise supervision between the pixels. Wu et al. [Wu et al., 2018a]
proposed a guided image filter, which is designed to generate a high-resolution output
and from a low-resolution input given a guidance input. Liu et al. [Liu et al., 2017c] pro-
posed to construct a linear propagation model, which constitutes a spatial affinity matrix
that models dense, global pairwise relationships of an image. Similarly, Jiang et al. [Jiang
et al., 2018] proposed DifNet, which models the pairwise information by cascaded ran-
dom walks. Our method uses spatial attention as additional supervision for boundary
refinement. Compared to the previous methods, our method bears two advantages: (1)
Unlike CRF and DifNet, our approach does not require iterative operations. (2) Our bor-
der refinement module can be easily integrated with the feature maps of different scales
in most of the layers.

Li et al. [Li et al., 2017] found that most of the difficult pixels are located on the bound-
aries. Therefore they proposed a cascaded scheme to process all the pixels step-by-step
from easy (center pixels) to hard (boundary pixels). Zhu et al. [Zhu et al., 2019b] pro-
posed a boundary label relaxation strategy to alleviate the influence of the hard pixels
on the boundary on the overall score. In our approach, the first stage is trained to learn
a general shape without detailed boundaries, which prevents to mistaking the noises on
the cluttered background.

6.2.4 Human Hair Segmentation

Early methods proposed to segment human hair by modeling color, location and fre-
quency information [Yacoob and Davis, 2006, Lee et al., 2008, Rousset and Coulon, 2008].
[Wang et al., 2010, Wang et al., 2012] decompose the hair segmentation into local parts.
Several other approaches [Wang et al., 2009,Wang et al., 2011,Wang et al., 2013] use region
growing followed by refining regression on the coarse mask. Recent work [Chai et al.,
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2016,Qin et al., 2017,Guo and Aarabi, 2018,Levinshtein et al., 2017] based on FCNN mod-
els achieved good performance for practical applications. However, most of the methods
only focus on the cases under constrained conditions, such as head-shoulder images.

Muhammad et al. [Muhammad et al., 2018] proposed a challenging hair analysis
dataset along with a method to realize hair detection, segmentation and style classifi-
cation. Their method renders quite good detection. However, they perform a sliding
window texture recognition operation on the whole image, which is computationally
very expensive.

6.3 Proposed Approach

We decouple the hair segmentation task into two important steps: (a) find the general
hair shape prior and (b) find the refined border of the hair. In the hair shape detection
stage, inspired by the hair occurrence probability mask used in previous methods [Wang
et al., 2011, Wang et al., 2012, Muhammad et al., 2018] and soft segmentation, we aim at
finding a coarse hair mask that indicates the hair texture presence (a coarse hair shape
prior) regardless of the exact border. In the hair segmentation stage, we aim at identifying
the exact hair border by integrating a border refinement module in a symmetric encoder-
decoder FCNN.

(A) (B) (C) (D)

FIGURE 6.2: An illustration of our distance map transformation. From left to right: (A) Original
image (B) Ground truth hair mask (C) Clipped distance transform map overlaid on original
image (D) Clipped distance transform map with “erosion” overlaid on the original image. With

“erosion”, an uncertain region is created on both sides of the hair boundary.

6.3.1 Hair Shape Prior Detection

Distance map regression. As stated before, two significant challenges for hair segmenta-
tion in the wild are: distinguishing hair appearance from similar background texture and
learning challenging hair shape geometries. In most of the previously proposed FCNN
models for semantic segmentation, object shape constraints are not explicitly imposed.
We propose to introduce a coarse mask without precise boundary as a shape prior for
hair segmentation. We transform the binary ground truth hair mask to a boundary-less
coarse hair mask by using a specific type of distance transform.

An illustration of our distance map transform is shown in Fig. 6.2. Consider a binary
ground truth hair mask I(x, y) in Fig. 6.2 (B). Hair pixels and non-hair pixels can be
denoted respectively as I+ = {I(x, y) = 1} and I− = {I(x, y) = 0}. We define a clipped
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distance transform map dtmask on the image positions p(x, y) as:

dtmask(p) = dmax −min(dmax, min
p+∈I+

∥∥p+ − p
∥∥) (6.1)

where dmax denotes the maximum clipping threshold for distance values (see Fig. 6.2 (c)).
And, similarly, we define a clipped inverse distance transform map with respect to the
background pixels:

dtinv(p) = emax −min(emax, min
p−∈I−

∥∥p− − p
∥∥) (6.2)

where emax(< dmax) denotes the second clipping threshold. Then, the final distance trans-
form map dt is obtained by:

dt = dtmask − dtinv (6.3)

which is then normalized between -1 and +1 to be formed as a regression target (see Fig.
6.2 (d)). The use of dtinv “erodes” the initial distance transform dtmask and produces an
uncertain hair boundary region for the target image. emax can be considered as the mag-
nitude of “erosion”. We do not use traditional morphological erosion to do this because
some small hair regions on the binary mask might be ignored while small holes might be
filled. We use “HardTanh” as final activation function, defined as:

HardTanh(x) =


1 if x > 1
−1 if x < −1
x otherwise.

(6.4)

This activation function is a linear approximation of Tanh function and clipped from
-1 to +1, which naturally fits the range of our shape prior regression target. We use L1
loss to train our distance map regression. In our implementation, we empirically set dmax
to 25 and emax to 10.

Atrous Spatial Pyramid Pooling (ASPP) encoder. Although texture is considered as
very local information, in the setting of hair segmentation in the wild, the scale of the hair
region varies considerably. ASPP with different atrous rates effectively captures multi-
scale information to learn the presence of hair texture. We use DeeplabV3 [Chen et al.,
2018a] structure with Resnet18 [He et al., 2016] pre-trained on ImageNet as backbone
encoder in our hair detection network. Finally we upsample the multi-scale feature map
to obtain the final distance transform map at the original image size.

6.3.2 Refined Hair Segmentation

Symmetric encoder-decoder. In hair segmentation stage, we implement a symmetric
encoder-decoder structure with skip connections. At each level, we use a ResNet block
in both the encoder and the decoder part. Additionally, as in [Newell et al., 2016], we add
a ResNet block in the skip connections to process the low-level information transferred
from the decoder.

Border refinement module. The boundary of the human hair is difficult to detect
due to the presence of tiny details. These tiny details only concern limited number of
pixels. However, the final rendering might be visually unsatisfying if they are not well
treated. To refine the hair boundary, we propose to use spatial attention, which will help
the CNN to focus on the pixels around the hair boundary.

In [Zhang et al., 2018], the authors implemented a squeeze-and-excitation channel-
wise attention [Hu et al., 2018] module for semantic segmentation. Here in refinement
segmentation stage, we are more interested in pixel-wise attention to recover refined hair
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FIGURE 6.3: An illustration of our proposed border refinement module. The input feature map
is transformed into a single channel Connectivity Map by an 1 × 1 convolutional layer with
sigmoid activation. The Connectivity Map is then multiplied with each channel in the input

feature map before output.

border. Inspired by this work, we propose a refinement module which generates spatial
attention. The input feature map is passed through a 1 × 1 kernel convolutional layer
with a sigmoid activation function to a single-channel feature map. We call it connectivity
map. It is multiplied by each channel of the input feature maps afterwards to obtain
the “squeezed and excited” output feature map. The module is illustrated in Fig. 6.3.
We place this module at each level of the decoder part before upsampling. We noticed
that this module helps to improve the performance, smooth the boundary and get better
visual result.

6.4 Experiments

6.4.1 Datasets

We conducted our experiments on LFW-Part dataset [Kae et al., 2013] and the newly-
released Figaro-1k [Muhammad et al., 2018] dataset. The LFW-Part dataset is a face
parsing dataset with hair annotation which consists of 2927 images. To the best of our
knowledge, Figaro-1k is the only hair analysis dataset in the wild with precise hair an-
notation. It consists of 1050 images (210 for validation) and manually annotated ground
truth hair masks, which varies in seven hair styles, different hair colors, length and levels
of background complexity.

6.4.2 Experimental Settings

For quantitative evaluation, we adopted several standard measures e.g. mean Intersec-
tion over Union (mIoU), accuracy and F1-score. The images are resized to 256 × 256 for
training. The evaluation is performed at their original size. For data augmentation, due
to limited number of images in the Figaro1k dataset, we apply various data augmentation
on the input images during training: (1) a random resize of ± 20 % on image width and
height (2) a random translation of ± 60 % in horizon and ± 30 % in vertical (3) a random
crop/pad of ± 20 % on image width and height (4) a random horizontal flip (5) a color
jitter (on brightness, contrast and saturation) of ± 30 % (6) a random gaussian lighting
noise based on ImageNet PCA analysis.
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6.4.3 Hyperparameter settings

Distance transform map regression in the hair detection stage is trained by using L1 loss
while final refinement segmentation in the second stage is trained by using standard
softmax loss. We use RMSprop to train the networks in both stages at the same time
for 190 epochs with a initial learning rate of 0.0005 and batch size of 6. The learning
rate is decayed by 0.3 for the first 30 epochs and then decayed in the same manner each
40 epochs. We use PyTorch to implement the training on a single NVIDIA GTX 1080Ti.
The training stage finishes in around 13 hours on Figaro1k dataset. Each inference takes
around 15ms compared to 1.79s in [Muhammad et al., 2018] and 3.3ms in [Liu et al.,
2017d].

6.4.4 Quantitative Comparison

On Figaro-1k dataset, we compared our method with the encoder-decoder fully convo-
lutional neural network U-Net [Ronneberger et al., 2015], the state-of-the-art semantic
segmentation approach DeeplabV3+ [Chen et al., 2018b] and the previous work on hair
analysis in the wild [Muhammad et al., 2018]. The result is reported in Table 6.1. Our ap-
proach outperforms all the previous methods for hair segmentation in the wild. By adding
a detection stage, a gain of more than 1% point on IoU and F1-score can be achieved. The
larger improvement on precision shows that our method is effective for removing false
positives on the background. With the border refinement module, the performance is
additionally improved by only a small margin but gives better visual results. On the
LFW-Part dataset, by adding a hair detection stage, our method outperforms other meth-
ods by more than 1% point on the hair F1-score (see Table. 6.2).

Method Precision(%) F1(%) mIoU(%) Accuracy(%)
U-Net [Ronneberger et al., 2015] 95.63 94.39 89.69 96.36
DeeplabV3+ [Chen et al., 2018b] 96.86 95.05 91.11 97.07

[Muhammad et al., 2018] - 84.90 - 91.50
Only Seg Stage 95.64 94.53 89.91 96.56

(Det + Seg) Stage 97.25 95.09 91.15 97.20
(Det + Seg + Refine) Stage 97.33 95.15 91.25 97.23

TABLE 6.1: Comparison of Hair Segmentation Results on Figaro1k.

Method Precision(%) F1-hair(%) mIoU(%) Accuracy(%)
U-Net 89.11 87.66 88.33 96.58

DeeplabV3+ 91.66 88.36 90.64 96.82
[Liu et al., 2017d] - 83.43 - 95.46
Only Seg Stage 89.13 88.07 90.12 96.71

(Det + Seg) Stage 98.24 88.94 90.53 96.76
(Det + Seg + Refine) Stage 98.34 89.42 90.56 97.05

TABLE 6.2: Comparison of Hair Segmentation Results on LFW-Part.
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6.4.5 Qualitative Comparison

Ablation study: Necessity of using hair shape prior. Fig. 6.4 shows several challenging
images where the hair segmentation fails without shape prior. In these images, there are
either similar textures or complicated lighting conditions present. We notice that (a) false
positive segmentation on similar texture in the background is rectified and (b) tiny iso-
lated false positive hair parts are suppressed. We think that the improvement originates
from (1) the ImageNet pre-trained features, (2) our trained hair shape prior. To ablate the
influence from (1), we compare our results with the ImageNet pre-trained DeepLabV3+.
We find that our shape prior-integrated approach is more robust to cluttered background
and renders more reasonable hair shapes in complex situations.

To investigate how the FCNN in the segmentation stage processes the shape con-
straint prior from the detection stage, we give an illustration in Fig. 6.5. With the help
of the eroded distance map, the two small hair regions in the red rectangles are assigned
weaker values. We note that both of them are eliminated by the FCNN in the segmen-
tation stage, which removes one false positive but creates one false negative as well.
Intuitively, this amounts to a learnable “thresholding”.

FIGURE 6.4: Comparison on challenging examples in Figaro1k. First row: Input image. Second
row: Segmentation results by our model without detection stage. Third row: Segmentation
results by ImageNet pre-trained DeepLabV3+. Fourth row: Segmentation results by our two-
stage model. Many tiny isolated false positives can still be observed on the man’s shirt in the

first image of DeepLabV3+ results.

Ablation study: Necessity of using border refinement module. In order to discon-
nect the influence of different shape priors from the detection stage, we pre-trained the
detection network and fixed the weights during the training of the segmentation network
to explore this necessity. Even though we remark only a slight quantitative improve-
ment on both datasets, we find that the results are visually better because of the smooth
boundaries as shown in Fig. 6.6. It provides more consistent hair regions and eliminates
spurious small detections in the background thanks to the use of the pixel connectivity
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FIGURE 6.5: An illustration of the relation between shape prior and final segmentation. GT
refers to ground truth and Pred denotes our two-stage network prediction. Weaker values are

observed inside the red rectangles on the detection prediction.

map. Smoothed boundaries do not necessarily translate into a better mIoU, but are vi-
sually more appealing, even compared to the ground truth. In fact, even for humans,
it is challenging to annotate the boundary in a very precise way by using only a binary
mask. A promising future work to further improve the hair boundary could be image
matting [Xu et al., 2017, Levinshtein et al., 2017].

Visual Comparison with Stae-of-the-art Methods. We visualize the output of our
method on Figaro dataset in Fig. 6.7. We compare our method with the state-of-the-art
method [Muhammad et al., 2018]. We observe that our detection, especially the hair
boundary, is much finer compared to [Muhammad et al., 2018], which is more appealing
for the practical applications such as virtual hair coloring.

We show some challenging examples on LFW-Part dataset in Fig. 6.8. We compare
the visual results from (1) our model without detection stage, (2) DeepLabV3+ [5] with
ImageNet pretrained Resnet18 as backbone and (3) our model with both detection and
segmentation stage. We observed that our method outperforms the others by suppress-
ing the spurious detection on the cluttered background. It shows the importance of per-
forming shape prior detection before segmentation stage.

Failure cases. In Fig 6.9, we provide several examples where our model fails. Our
approach still cannot completely ensure the identification of the correct textures on the
cluttered background especially when they are very close to the hair or has a similar form
for example in (a) and (b). Furthermore, complex lighting conditions in (c) and irregular
upside down pose in (d) introduce big challenges for our methods. Nonetheless, our
method still suppressed more false positive detection than the segmentation-only-models
such as ImageNet pre-trained DeepLabV3+. From (e), (f) and (g), we observe that our
method is less sensitive to weakly-textured and small hair regions compared to other
methods.
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FIGURE 6.6: Impact of the border refinement module: (a) Original image (b)(c) Global and
zoomed-in segmentation result w/o refinement module (d)(e) Global and zoomed-in segmen-

tation results with border refinement module.

6.5 Conclusions

In this chapter, we presented a two-stage pipeline for hair segmentation in the wild. We
train a distance map-based hair shape prior from data, and then estimate the final seg-
mentation by a symmetric FCNN using a border refinement module. Our approach out-
performs previous state-of-the-art methods, being more robust to cluttered background
and giving visually more consistent hair borders. Our approach can be further extended
to textured object segmentation with difficult boundaries such as clothes parsing [Ya-
maguchi et al., 2012] and road scene parsing [Fritsch et al., 2013]. Nonetheless, these
segmentation models for face parsing are very time-consuming, especially for mobile
phones. In the next chapter, we present a face parsing demo that is able to run in real-
time on mobile platforms.

The contributions in this chapter led to two publication at CVPR workshop and Pattern
Recognition Letters.
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FIGURE 6.7: Visual results compared to [Muhammad et al., 2018]. First row: Input image.
Second row: Groundtruth. Third row: Results from [Muhammad et al., 2018]. Fourth row:

Results from our two-stage human hair segmentation model. Best viewed in color.
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FIGURE 6.8: Challenging examples on LFW-Part dataset. First row: Input image. Second row:
Groundtruth. Third row: Results from our model without detection stage. Fourth row: Re-
sults from ImageNet pre-trained DeepLabV3+. Fifth row: Results from our model with both
detection and segmentation stage. Red-Hair, Green-Face, Blue-Background. Best viewed in

color.
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FIGURE 6.9: Failure examples when using our methods. First row: Input image. Second row:
Groundtruth. Third row: Results from our model without detection stage. Fourth row: Re-
sults from ImageNet pre-trained DeepLabV3+. Fifth row: Results from our model with both

detection and segmentation stage. Best viewed in color.
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Chapter 7

Face Parsing for Mobile AR
Applications

In this chapter, we present a demonstration to prove the feasibility of the deep face pars-
ing based AR application. Our demonstration runs on iPhone X in real-time, and delivers
more consistent results across frames.

7.1 Introduction

Detecting different facial components is of great interest for a lot of AR applications such
as facial image beautification and facial image editing. For example, given the lip area, we
can apply virtual lipstick-wearing effect on it by colorizing the region with proper colors.
Here, we focus on designing an efficient face parsing methods by neural networks since
lots of these applications are aimed at the mobile platforms such as iOS and Android.

Deep CNNs have been proved to be the leading methods for lots of computer vision
tasks especially semantic segmentation [Badrinarayanan et al., 2017, Ronneberger et al.,
2015]. Nonetheless, these methods are either time-consuming or over-sized due to the
excessive amount of parameters and computation. Most of the semantic segmentation
methods are designed for general complex scenes or street scenes. However, face parsing
is a quite different task for the following reasons.

• Face parsing is usually done based on an RoI given by preliminary face detection
compared to the general semantic segmentation which is generally performed on
the entire image.

• Sharp boundaries are demanded for facial AR applications in order to render better
visual effects.

• Facial components have more deformable variance but less position and size vari-
ance compared to semantic segmentation.

In this chapter, we present a real-time AR face parsing demonstration on iPhone with
an efficient deep convolutional neural network. Unlike the preceding face parsing meth-
ods, we consider the adaption of neural networks on video in order to provide a fluid
and temporally consistent rendering. The users are able to visualize the segmentation
results by a mask which indicates different facial regions. A rendering result is shown in
figure 7.1. Various AR applications can be realized based on our results.

7.2 Related Work to Semantic Segmentation

A commonly shared consensus in deep semantic segmentation area is that there exists
two kinds of mainstream methods [Chen et al., 2018b], the spatial pyramid pooling
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FIGURE 7.1: The visual results of our method on iPhone. Our method is robust to extreme
expressions and poses.

(SPP) module based structures and encoder-decoder structures [Badrinarayanan et al.,
2017, Ronneberger et al., 2015]. Encoder-decoder structures adopt progressive upsam-
pling with skip connection to reconstruct the object boundary as sharp as possible. Skip
connections play an important role in the network structure so that the CNN can transfer
the low-level detailed information to the output layers.

7.3 Related Work to Network Acceleration

To ensure the best user experience in AR applications, short inference time and low la-
tency are required. Some researchers proposed to use optical flow and reuse the feature
map of the past frames if the static scene persists. Another way to accelerate the infer-
ence time is to use network acceleration techniques like quantification or pruning. Recent
works such as Mobile-net [Sandler et al., 2018] and Shuffle-net proposed to use depth-
wise separable convolution to reduce computational complexity of CNN with almost the
same performance.

7.4 Mobile Face Parsing Demo Description

In this part, we present the design of our segmentation network, how we adapt it to the
video as well as some implementation details.

7.4.1 Mobile Hourglass Network

We follow the design of the hourglass model in human pose estimation [Newell et al.,
2016]. Our network structure is presented in Figure 7.2. The Hourglass model is a sym-
metric encoder-decoder fully convolutional network with a depth of 4, which means the
encoder downsamples the input for 4 times and the decoder upsamples the feature map
for 4 times to reconstruct the output. Each yellow block represents a network block which
enables the CNN to learn the information flow at each stage and skip connection.

We drop several convolutional and max-pooling layers at the beginning of the net-
work and augment the size of the output map to 256, which is the same size as the input
image. This will make the boundaries of facial objects sharper but increase the computa-
tional complexity as well. In order to accelerate the inference, we replace all of the ResNet
blocks in the hourglass network by MobileNet [Sandler et al., 2018] inverted bottleneck
block. Expansion factor τ is an important hyper parameter which indicates how many
times the number of feature channels are expanded in its blocks. We chose the number of
features f as 32 and the expansion factor τ as 6 by finding the best compromise between
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FIGURE 7.2: Overview of our method for video face parsing. Blue channels: RGB facial im-
age, Green channels: Mask predictions, More transparency signifies earlier predictions in time
dimension. The output predictions of t− 1 is reinjected to t for robustness. Purple block: convo-
lutional layer + batch norm layer. Yellow blocks: The Hourglass model composed of Mobile-net

Blocks. Red blocks: Dense [Huang et al., 2017] Blocks.

the speed and segmentation quality. A comparison of the models using different f and τ
is shown in Tab. 7.1.

7.4.2 Video Adaption

Inspired by this blog [Bazarevsky and Tkachenka, 2018], we implemented two strategies
to adapt our model to video face parsing.

For inference, we take the mask of the frame t− 1 as input to the frame t to stabilize the
segmentation. Due to the lack of video dataset, we apply a randomly transformed mask
as a fake previous mask during the training. According to our experiments, this will
eliminate the random segmentation noise which is present without taking the previous
frame mask as input.

We add four dense layers [Huang et al., 2017] with a growth rate of 8 at the end of the
network for more robust rendering.

7.5 Experiments

We train our model on the Helen dataset [Smith et al., 2013] which contains 2330 im-
ages manually labeled in 11 classes including background, skin, hair nose, left/right
eyebrows, left/right eyes, upper/bottom lips as well as inner-mouth. The models are
trained on all of the labels except the hair because the hair annotations are not precise.
The images are cropped with a margin of 30%-70% of bounding box size according to the
facial landmark annotations.
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Model Overall F-score Num. of parameters

SegNet [Badrinarayanan et al., 2017] 92.90 29.45M
Unet [Ronneberger et al., 2015] 93.72 13.40M

Mobile-Hourglass-f16-τ3 93.00 0.09M
Mobile-Hourglass-f16-τ6 93.08 0.12M
Mobile-Hourglass-f32-τ3 93.18 0.17M
Mobile-Hourglass-f32-τ6 93.55 0.27M

TABLE 7.1: Quantitative evaluation of face parsing results on Helen dataset.

We use the RMSprop as optimizer and softmax cross-entropy function as loss func-
tion. We apply an initial learning rate of 0.0005 with decay of 0.1 for each 40 training
epochs until total 190 epochs are finished. We use ONNX as an intermediate format to
transform our Pytorch model to CoreML model, which is optimized for iOS devices. We
adopt the Vision framework for face detection that is anterior to face parsing .

We compare our methods with several well-known segmentation networks [Ron-
neberger et al., 2015, Badrinarayanan et al., 2017]. The results are measured in F1-score
in Table 7.1. The number of parameters are also listed aside to provide more information
about the model size, which is critic for mobile platform.

We measure the runtime of different MobileNet block settings by changing the num-
ber of channels f and expansion factor τ. We also provide a profiling time analysis on
the face detection, array transformation and colorization in Tab. 7.2. We find that the face
parsing is able to run in real-time on mobile phones.

7.6 Conclusion

In this chapter, we presented a real-time encoder-decoder video face parsing mobile AR
demonstration. Using a specific neural architecture that takes into account the estima-
tion of the previous time step and reducing the computational efficiency by depth-wise
factorised convolutions (MobileNet), we were able to show the feasibility of mobile face
parsing in real-time. Furthermore:

• Face parsing is crucial and feasible for numerous facial editing applications for ex-
ample virtual make-up, hair dying, skin analysis, face morphing, reenactment etc.

• Our method is not only limited to facial AR applications but also interesting for
other fine-grained segmentation based AR applications, such as foreground/back-
ground extraction.

The contribution in this chapter led to a demonstration paper published at ISMAR.
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Model Face Detection Inference Colorization Total

Unet [Ronneberger et al., 2015] 7 203 54 269

Mobile-Hourglass-f16-τ3 8 77 18 106
Mobile-Hourglass-f16-τ6 7 75 18 103
Mobile-Hourglass-f32-τ3 7 76 18 104
Mobile-Hourglass-f32-τ6 7 78 18 106

Dense Mobile-Hourglass-f32-τ6 7 75 18 110

TABLE 7.2: Run-time (in ms) profiling on iPhone X.
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Chapter 8

Conclusion

8.1 Summary of Contributions

In this thesis work, we have pushed further two aspects of deep face analysis, namely
facial landmark detection and face parsing. We have introduced several methods to im-
prove both of the tasks in terms of precision, robustness and speed. Live application of
aesthetic augmented reality applications could benefit from the better facial component
detection introduced in this thesis. Moreover, we also take a closer look and gained im-
portant insights into the deep CNN models which are usually considered as black-boxes.
A summary of the contributions in each chapter is listed below:

Facial landmark detection: In chapter 3, we tackled the problem of the imprecise
landmark detection, especially for coordinate regression models. Our contribution is
three-fold: (1) we proposed CropNet to learn the local misalignment on extracted patches
in a coarse-to-fine manner (2) we proposed a loss function that is sensitive to semantic
boundaries, which forces the predicted landmarks to stay on these boundaries (3) we
proposed to use different loss functions at different stages, such that both big errors and
small errors can be reduced accordingly in different places.

In chapter 4, we presented several contributions to increasing the robustness of fa-
cial landmark detection and the way to measure it. We demonstrated that the current
metrics for robustness can no longer effectively benchmark the state-of-the-art methods,
due to the performance saturation. Based on this observation, we proposed several mod-
ifications to the current metrics, including the landmark-wise failure rate, cross dataset
validation and synthetic occlusions. Then we proposed a novel 2D Wasserstein loss func-
tion for the heatmap regression models, which significantly improves the robustness of
the model. The proposed solution can be easily generalized to most of the heatmap re-
gression models without any computational overhead during the inference.

Based on the analysis in chapters 3 and 4, we proposed to differentiate the character-
istics of the models via quantitative values. In chapter 5, we developed a new tool for
advancing the research in facial landmark detection. The proposed approach statistically
analyzes the correlation among the annotated (or predicted) facial landmarks on large-
scale datasets. We confirmed the universality of landmark correlation on several datasets
and train/validation subsets. We made several important observations through this anal-
ysis, including (1) CNN tend to correlate adjacent landmarks. (2) Heatmap regression
models are more likely to violate landmark correlation than coordinate regression mod-
els under challenging conditions. (3) Cascading and stacking behave quite differently in
facial landmark detection models. We also studied the learning dynamics of the coordi-
nate regression models. In addition, by exploiting these results and determining the most
correlated landmarks, we developed a weakly-supervised learning method to search for
an efficient sparse annotation format, which leads to better results compared to existing
sparse formats. Our weakly-supervised learning method significantly reduces the cost of
the laborious manual dense annotation.
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Face parsing: In chapter 6, we presented a method for the segmentation of a chal-
lenging facial component: human hair, especially under difficult and unconstrained con-
ditions (“in the wild”). We demonstrated that one of the major difficulties of human hair
segmentation lies in the interference under noise from cluttered background. To allevi-
ate this problem, our proposed deep shape prior provides an attention mechanism to
guide the segmentation network to deliver improved results with cluttered background.
In addition, we integrated a border refinement module into our model to provide a more
consistent hair boundary, which is visually more pertinent and appealing.

In chapter 7, we proposed a real-time face parsing demo working on iPhone. By
establishing a more efficient pipeline with MobileNet [Sandler et al., 2018], our demo
confirms the feasibility of the aesthetic AR application based on face parsing. In our
proposed model and implementation, we also integrated the dense layers and the re-
injection of the output from the last frame to increase the consistency across different
frames.

8.2 Future Work

In this section, we present several future directions of research that could come out from
this thesis.

8.2.1 Short-term Future Work

Facial landmark detection: Compared to human body or human hand, human face
presents a more rigid shape. Nonetheless, it still involves plenty of shape variances.
The noise (such as occlusion and blur) also introduces significant perturbation for the
detection. Therefore, for this task, it is always difficult to balance the trade-off between
precision and robustness. A model achieves more locally precise results may lack robust-
ness under challenging conditions. However, a model which is conditioned with stronger
shape constraints, is less likely to learn complex shape variances. We think that it may
be useful to develop a mechanism that determines if the input face image has been taken
under challenging conditions or not. In this case, the compromise between the precision
and the robustness can be arranged accordingly.

Another promising research direction of facial landmark detection is unsupervised/
weakly-supervised learning. At present, it is easy to collect billions of face images on
the Internet. However, the manual annotation for facial landmark is expensive. Most of
the recent research of unsupervised/weakly-supervised facial landmark detection is still
limited on the annotated datasets, which is not able to utilize the massive unlabeled data
available on the Internet.

Hair segmentation: Human hair segmentation is still a challenging problem for the
practical use of AR applications. First, the size of the annotated datasets is quite limited,
especially under difficult (in the wild) conditions. Nonetheless, obtaining ground truth for
segmentation is both expensive and time-consuming. Unsupervised or semi-supervised
learning could be an interesting and promising direction.

Second, in the current research of semantic segmentation, the texture of the object is
rarely considered in an explicit manner. For deep learning-based models, we leave the
CNN to learn the texture automatically. However, human hair presents unique textural
information, which could be more explicitly exploited to improve the performance.

Face parsing: Compared to facial landmark detection, face parsing is a subject which
is less studied in the literature. Most of the research of this subject is closely related to the
general semantic segmentation. Therefore, the shape constraints on human face is rarely
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integrated into the learning process. We think that introducing these constraints into the
face parsing models will significantly regularize the face parsing result, which could be
helpful for AR applications.

Video: Most of the discussions in this thesis, except Chapter 7, are focused on images
rather than videos. However, it is obvious that most of the AR applications are based
on video. The question of how to efficiently exploit the temporal information for facial
landmark detection and hair segmentation is of great importance for the future research
on these subjects.

8.2.2 Long-term Future Work

We think the most important subject in the longer term is to delve deeper into the inter-
pretation and the mechanism of CNN. A better understanding of the CNN could subse-
quently guide us to find better methods and models for deep facial landmark detection
and deep face parsing.

Inter-landmark relationship and CNN interpretation: To perceive a further under-
standing on the working mechanism of the CNN, our CCA analysis could be further
extended to human pose, general object landmarks and the bounding box regression (in
object detection). Moreover, this analysis could be generalized to a broader usage. For
example, in the task of image recognition, we could consider the prediction of each cat-
egory as a separate task. In this way, we are able to figure out the correlation among
different categories. We think that it could provide another perspective to interpret the
behavior of a CNN for a more general purpose.

How the geometric information is encoded in CNNs: Another prominent long-
term future direction is to understand how geometric information is encoded in CNNs.
The convolution operation is known as translation-invariant or translation-equivariant,
which means that it is not sensitive to the absolute geometric location on the input image.
On contrary, we find that the CNN performs quite well on the facial landmark detection
task. It still remains difficult to explain how CNNs can predict the position of the land-
marks in an end-to-end manner. A recent work argued that the padding operation in the
convolutional layers plays an important role in the learning of the geometric informa-
tion [Islam et al., 2020]. We believe that further investigation on this issue could guide
the design of the facial landmark detection and face parsing models.
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