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I General Introduction

Renewables already cover 26 % of the global electricity generation in 2018 [REN21 2019], and
this share is expected to increase to 70-85% by 2050 [IPCC 2018]. The strong impulse for
their development is motivated by the increased awareness regarding the human impact on
climate change, and more and more competitive prices relative to fossil fuels, due to continuous
technological and industrial development. The international community is committed to limit
global warming to 1.5 °C above pre-industrial levels, through the adoption of the Paris agreement.

Solar energy conversion, in particular photovoltaics (PV), occupies an important place among
renewables, exploiting a virtually unlimited energy source, sunlight, with limited greenhouse gas
emissions. The market of PV for terrestrial electricity production is largely dominated by silicon
(Si) wafer-based technologies (95 % of the production). Their power conversion efficiency close
to 20 % and their ever decreasing cost allow most recently installed large-scale PV systems to
produce electricity at a price competitive with other energy sources, without subsidies. However
their power conversion efficiency is fundamentally limited below 30 %. Hence, new technologies
are expected to replace them within the next 10 years, presumably based on a combination of
several solar cells, stacked in a so-called ‘tandem’ configuration, which maximizes the use of the
solar spectrum.

III-V semiconductors have proven to be the best-in-class materials to fabricate high-efficiency
PV cells, notably tandems, though they are limited so far to research or space applications due to
their high cost. They represent an excellent platform to explore new concepts for high efficiency
PV: nanostructures enhancing light absorption, innovative synthesis techniques, understanding
of fundamental concepts like hot carriers, contact formation, passivation etc. The knowledge
gained through studying advanced solar cell designs based on these materials could also be trans-
ferred to other areas of PV development, such as thin-films of micro-crystalline materials where
the presence of many grain boundaries at the microscale bears comparison with nanostructured
materials.

III-Vs being crystalline materials, they are synthesized by epitazy, which is the growth on
a pre-existing crystalline substrate. One way to fabricate a III-V/Si tandem solar cell is to use
a III-V substrate to grow a few pm-thick III-V layer (the III-V solar cell), and to peel-it off
the substrate to stack it on top of a Si solar cell (‘bonding’ or ‘mechanical stacking’). This
approach is not only complex due to the difficult bonding technology for the assembly, but
also very costly: the III-V substrate, even reused several times for other thin-film growths, is
still extremely expensive. Scenarios estimating the industrial cost of producing such solar cells
predict prices per watt one order of magnitude higher than today’s technologies.

To avoid the extra cost of the III-V substrate, an alternative would be to epitaxially grow
the III-V cell directly on top of a Si cell, which is also crystalline. Unfortunately, the lattice-
mismatch between both materials leads to the presence of dislocations in the top III-V cell,
inhibiting its performances. Growing III-V nanowires (NWs) is an appealing solution since
these nanostructures have a small diameter which allows to relax the mismatch strain, and
integrate defect-free III-V material on a Si substrate.

In this thesis, my objective is to fabricate a solar cell from an array of core-shell GaAs
NWs grown on Si, as a first step toward a tandem solar cell where the Si substrate is also the



bottom cell. Proofs-of-concepts using NWs on lattice-matched III-V substrates have already
demonstrated the potential of NWs for solar cells, with efficiencies up to 15.3 % for bottom-up
[Aberg et al. 2016] and 17.8 % [Dam et al. 2016] for top-down fabrication schemes. However solar
cells based on direct growth on Si substrates exhibit poor performances: up to 4.1 % efficiency
for the sole NW solar cell [Dastjerdi et al. 2016/, and 11.4 % in tandem configuration [Yao et al.
2015]. In principle, the vapor-liquid-solid (VLS) growth mode using one of the NW elements to
catalyze the growth allows to grow high quality NWs on Si substrate. By reviewing the previous
literature, I identify the main issues which need to be addressed to make efficient NW solar
cells: (1) a difficult control of the vertical yield of NWs on Si substrates, (2) unoptimized crystal
quality with the presence of faults, (3) complex estimation and control of semiconductor doping
in such nanostructures, and (4) challenges towards the fabrication of a solar cell from a NW
ensemble, especially the contact formation.

My first goals are to tackle these different issues independently, and then to fabricate and
fully characterize III-V NW solar cells. The manuscript is organized as follows:

e In the first chapter, I introduce the context of this thesis, I review the state-of-the art of
III-V NWs for solar cells, and I present the strategy and the design chosen in this study.

e In the second chapter, I introduce the concepts and methods used in this thesis: physics of
carrier separation in solar cells, growth of NWs on patterned Si substrates by MBE, and
characterization tools for NWs and solar cells.

e In the third chapter I describe the fabrication of homogeneous arrays of defect-free GaAs
NWs on Si, as a baseline for more complex structures. I first review the literature of NW
growth in ordered arrays, to then identify why growth on Si appears more challenging.
I optimize the vertical yield on patterned Si substrates with different NW architectures.
Finally, I present my work to limit the number of crystal defects in NWs.

e In the fourth chapter, I focus on core-shell heterostructures and junctions. I first study the
NW shell growth of GaAs and wider bandgap III-V materials, then I investigate the mech-
anisms of core and shell doping in GaAs NWs using cathodoluminescence spectroscopy.
Finally I examine composition inhomogeneities in GaAs; Py NWs.

e In the fifth chapter, I fabricate and characterize complete GaAs NW solar cells. I choose
specific architectures for the NW devices, then present the development of a fabrication
process, in particular the optimization of a transparent front contact. Finally I present the
full characterization of core-shell GaAs homojunction devices, and of novel heterojunction
devices.

This three-year project was conducted between two institutes in France, starting in April,
2017. Most of my experimental work was realized at the CNRS laboratory Centre de nanosciences
et de nanotechnologies (C2N). The lab was formerly the Laboratoire de photonique et de nanos-
tructures (LPN), located in Marcoussis, until the labs moved to Palaiseau, in August, 2018.
I also worked at the Institut photovoltaique d’Ile-de-France (IPVF), a joint research institute
gathering academics and industrial, and whose labs were launched in 2018. In 2018-2019, I had
access to a MBE machine located in the factory of the equipment manufacturer Riber, in Paris
area.

The development of NW solar cells is the object of my PhD thesis, but is of course the result
of a team work, and many people in the lab were involved in different aspects of the project.
Here, I want to clarify my contributions, as well as the ones of the colleagues who worked with
me.



I conducted the NW and thin-film growths, using two different MBE machines (Riber 32
and Compact21). This includes most NWs serving the studies in chapters 3 and 4, the solar
cells in chapter 5, and the planar layers used as doping references, for which I also performed
Hall measurements. I had the chance to work with Andrea Scaccabarozzi (previously post-
doctoral researcher at C2N and IPVF), who in particular trained me to the NW growth at my
beginning, and who fabricated a few samples presented in this thesis (in Section 3.2, Section 4.2
and Section 5.5).

I performed the fabrication processes in the cleanroom: the Si substrate preparation and
mask fabrication, as presented in Chapter 2, the preparation of samples for CL. and TEM, the
planarization of NW arrays, and the fabrication of full NW solar cells using photolithography,
contact evaporation and sputtering. I developed the transparent top contacts by growing and
fabricating thin-film samples with localized contacts, and performing electrical measurements. I
studied different planarization schemes for NW solar cell fabrication with Andrea Scaccabarozzi.
I later transferred and re-developed the fabrication process at IPVF in 2019. The parts I could
not handle were the mask patterning using electron beam lithography, and the HF chemistry,
for which I was helped by Andrea Cattoni.

As for the characterizations, I took the SEM images of NW ensembles, and performed the
analysis of the vertical yield. I participated in all TEM experiments with Gilles Patriarche
(researcher at C2N) and I analyzed the images and EDX data. The cathodoluminescence (CL)
experiments were realized by Hung-Ling Chen (former PhD student C2N) and Thomas Bidaud
(PhD student C2N). I performed all opto-electrical characterizations of NW solar cells: JV,
EQE, and their analysis (I was helped by Capucine Tong, PhD student at IPVF, for the last
sample fabrication and characterization in Section 5.5). I performed the hyperspectral PL
measurements (Section 5.4) with the help of Baptiste Bérenguier and Amaury Delamarre, and
I did the analysis in term of Fermi level. The EL measurements (Section 5.5) were realized by
Ombline Lafont (Research engineer at EDF) during a previous campaign.
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Chapter 1. Introduction

1.1 Context of the thesis

1.1.1 Outlook of the energy market and the place of photovoltaics
Climate change

Since the pre-industrial period (1850-1900), human activities have caused approximately 1.0°C
of global warming (Figure 1.1). 186 states and the European Union have ratified the Paris
agreement during the COP21, in 2015, through which they commit to reduce their greenhouse
gas emissions in order to limit the global temperature rise to 1.5 °C above pre-industrial levels.
Limiting global warming to 1.5°C is possible only if COgy emissions are drastically reduced.
The United Nations intergovernmental panel on climate change (IPCC) considers that a linear
decrease of the global CO2 emissions from above 40 Gton/year in 2020 to zero in 2040 (Fig-
ure 1.1b) is required, with similar efforts to decrease other contributions to the greenhouse
effect(Figure 1.1d). Even in this scenario, which assumes important efforts by the consumers,
the policy makers and the industrials, important consequences are still expected on biodiversity,
on a number of ecosystems, and directly and indirectly to humans [IPCC 2018].

Among others, the sector of energy production needs to undergo deep transformation in order
to maintain global warming below 1.5°C. The share of electricity in the energy mix needs to
increase to satisfy the energy needs but without using fossil fuels which are the main contributors
to CO9 emission. Consequently, renewables energies (‘renewables’) are projected to supply 70 %
to 85 % of electricity in 2050, supported by a factor 4-10 increase of investments in low-carbon
energy and energy efficiency technologies [IPCC 2018].

Moreover, all pathways that limit global warming to 1.5°C with limited overshoot project
the use of carbon dioxide removal on the order of 100-1000 Gt CO4 over the 215¢ century [[PCC
2018]. Such processes also require high amounts of clean energy, increasing the demand for
renewables.

The place of renewables

Today’s energy market is still dominated by non-renewable energy sources, in particular fossil
fuels such as coal, oil and gas, which amount for 79.7% of the energy consumption in 2018
(Figure 1.2a). Modern renewables comprise the energy sources used for electricity generation
(solar, hydropower and wind power mainly), as well as for biofuels, and for heating (biomass,
thermal solar, geothermal energy), and amount for only 10.6 % of the global energy consumption
[REN21 2019]. They exclude the traditional use of biomass as an energy source by humans,
mostly wood for fire, agricultural residues, etc., which are still dominating the energy use in
many developing countries.

However, modern renewables are already a mainstream source of electricity, with an es-
timated share of 26 % of the global electricity generation in 2018 [REN21 2019]. They are
developing at a fast rate (Figure 1.2b) with a global annual investment of 289 billion USD
in 2018, and, since 2015, the net capacity additions for renewable have been higher than for
fossil fuels and nuclear combined [REN21 2019]. Europe in particular is actively working on
replacing fossil fuels by renewables, which represented 35 % of its electricity production in 2019
[Agora-Energiewende and Sandbag 2020].

The PV market

In particular, a fast development of photovoltaics (PV) over the past 20 years has led to a global
installed capacity of 512.3 GW at the end of 2018, as monitored by the international energy
agency photovoltaics system program (IEA-PVPS), see Figure 1.3. The growth rate is faster
than other renewables as more than half of the production capacity was installed during the last

8
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Figure 1.1: (a) Observed monthly global mean surface temperature (grey line up to 2017) change and
estimated anthropogenic global warming (solid orange line up to 2017, with orange shading indicating
assessed likely range). Orange dashed arrow and horizontal orange error bar show respectively the central
estimate and likely range of the time at which 1.5 °C is reached if the current rate of warming continues.
The grey plume on the right of panel a shows the likely range of warming responses, computed with a
simple climate model, to a hypothetical future in which net COg emissions (grey line in (b) and (c))
decline in a straight line from 2020 to reach net zero in 2055 and net non-COg radiative forcing (grey
line in (d)) increases to 2030 and then declines. The blue plume in (a) shows the response to faster COq
emissions reductions (blue line in (b)), reaching net zero in 2040, reducing cumulative COg emissions (c).
The purple plume shows the response to net COg emissions declining to zero in 2055, with net non-COg
forcing remaining constant after 2030. The vertical error bars on right of (a) show the likely ranges (thin
lines) and central terciles (83rd - 66th percentiles, thick lines) of the estimated distribution of warming
in 2100 under these three stylized pathways. Vertical dotted error bars in (b,c,d) show the likely range of
historical annual and cumulative global net COg emissions in 2017 (data from the Global Carbon Project)
and of net non-COgz radiative forcing in 2011 from ARS, respectively. Vertical axes in (c¢) and (d) are
scaled to represent approzimately equal effects on GMST. From [IPCC 2018]
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Figure 1.2: (a) Yearly global primary energy production by sources. From [REN21 2019]. (b) Evolution
over the past 50 years for renewables. Data from [BP 2019], chart from ourworldindata. org.

three years. While the market was once led by Europe, it is now in Asia that most PV systems
are installed, with more than 50 % in China and India in 2018 (see inset in Figure 1.3).
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Figure 1.3: Evolution of cumulative PV installation worldwide. In dark blue are the countries partic-
ipating in the IEA-PVPS programme. Inset : PV installations in 2018, by country. From [I[EA PVPS
2019].

PV consists in the direct conversion of the radiation energy from the sun into electricity.
The potential is enormous, as the Earth surface receives in one hour the same amount of energy
as humanity consumes in one year.

Standard PV panels are called ‘modules’, consisting of several ‘cells’ connected together.
They are essentially made of glass and silicon. Recycling schemes are in place (PV CYCLE
in Europe!) where the cost of recycling is already included when the panel is sold. In France,
an Al-framed silicon panel can be recycled up to 94.7%. The energy payback time, which
is the time needed for the PV system to yield more energy than what was required for its
fabrication, ranges typically from 1.5 years to 2.5 years in Europe [ISE 2019], much shorter than
its guaranteed lifetime (25 years).

The PV market is dominated by the Si wafer-based technology (95 % of the total production

1pvcycle .org
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in 2017), which has continuously improved over the past decades and whose prices have steadily
decreased down to below 0.30 €/Wp in 2018 (Figure 1.4).

100 -

Module Price
[Inflation adjusted €,4,5/Wp]

© Fraunhofer
ISE

0,1
0,001 0,01 0,1 1 10 100 1000

Cumulative Production [GWp]

Figure 1.4: ‘Learning curve’ of the price of PV modules, as a function of the cumulative production.
From [ISE 2019].

For a comparison of the price of electricity produced using PV or other sources, the levelized
cost of electricity (LCOE) is defined as the average price of each kWh produced over the lifetime
of a PV system, including its manufacturing, installation and end-of-life. Since 2017, many solar
projects reach LCOE below 5 ¢$ per kWh, reaching grid parity in many countries, which means
that the cost of electricity is lower than the price at which the local consumer buys it [IEA
PVPS 2019]. The prices are now competitive with other traditional energy sources and the PV
market is no longer driven by subsidies.

A need for high efficiency PV

Because the price of the PV modules has continuously decreased, it is not the main contribution
to the cost of many PV systems. For rooftop installations in Germany for example, the module
makes for less than half of the price, the rest comprises the installation labor and the balance-
of-system, which is the cost of all electronic components (mostly inverters) needed to connect
the system [ISE 2019]. The importance of these additional costs (the module frame and mate-
rials, the land, the mounting frames and tracking systems, the balance-of-system) make further
reduction of the PV cell cost less impactful. To further decrease the LCOE of PV, improving
the power conversion efficiency is now more important as most of these additional costs are fixed
and scale with the PV system surface rather than its power output.

7~

The market of renewables and PV in particular has shown remarkable growth over the
last decade and they are now a mainstream source of electricity. Future growth and
technological development is expected, as ambitious measures are needed to constrain
global warming. With the drop of PV module prices, increasing the conversion efficiency
is now central in the development of new PV technologies.

11
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1.1.2 Basics of photovoltaics
1.1.2.1 Light absorption

Basic principles. The schematic of a typical solar cell is shown in Figure 1.5. Incident
photons are absorbed in the active region, usually a semiconductor. In a semiconductor, the
electron energies are constrained within bands; the partially occupied ones are called valence
band and conduction band (Figure 1.5b). The distance between the top of the valence band
and the bottom of the conduction band, where electrons cannot exist, is called energy gap (Ey),
or bandgap and is characteristic of the material. A photon is either transmitted if its energy
hv < E4 (red in Figure 1.5b), or absorbed if hv > E, (green, blue), in which case an electron
is excited from the valence band into the conduction band, creating an electron-hole pair. The
excess energy is lost as heat (blue). The quasi-Fermi levels Er. and Er, characterize the electron
and hole energy distributions, respectively, when the semiconductor is continuously illuminated
and the charge carrier populations stabilize.

(b)
@ b
photon - conduction band
I
©
©
= o
/ ©
= c
(O]
)
@ electron a4
Ole A
1
® valence band

Figure 1.5: (a) Typical solar cell structure. (b) Energy band diagram of a semiconductor, and interaction
with incident photons. From [Chen 2018].

Once an electron-hole pair is generated inside the solar cell active layer, the presence of
selective layers ensures that electrons and holes are collected at opposite sides of the device
(orange and green layers in 1.5). The current is then collected by metallic contacts, and can
power an external load.

The solar spectrum. Seen from the earth, the sun is basically a disk which occupies an
angular diameter of 0.53° in the sky, so that the incidence of sunrays is normal to a solar cell
oriented towards it. The reference AMI1.5G is the sun spectrum after one pass through the
atmosphere with an incidence angle corresponding to temperate terrestrial latitudes (41.8°), the
solar spectrum is close to the one of a black-body at 5800 K, minus the absorption of different
molecules present in the atmosphere (Og, O3, COg, HoO etc.) (Figure 1.6). The standard testing
conditions of solar cells for terrestrial applications consist in illumination at normal incidence,
with the spectrum AM1.5G normalized to a power density of 1000 W m™2.

Due to the trade-off between thermalization losses and transmission losses (Figure 1.5b),
some materials are more adequate than others to make solar cells. The theoretical limit for
a single junction solar cell was derived by Shockley and Queisser in 1961, taking into account
the transmission and thermalization of photons with energy below or above the bandgap, as
well as the loss by radiative recombination of carriers and by isothermal dissipation of heat
[Guillemoles et al. 2019]. The limit is 30 % for silicon (Si) which has a bandgap of 1.14eV
(1088 nm) at room-temperature [Shockley and Queisser 1961].

12
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Figure 1.6: Solar spectral irradiance after 1.5 pass through the atmosphere, as tabulated by the morm
AM1.5G. An upper limit for the fraction of the power usable in crystalline Si is represented in the filled
area. From [Balestrieri 2014].

1.1.2.2 JV characteristics

A solar cell is often realized with a p-n semiconductor junction, for which the current density-
voltage (JV) characteristic, in the absence of light, is:

JV) =y [exp (Z‘z{) — 1} (1.1)
where q is the elementary charge, k the Boltzmann constant, T the temperature (297 K unless
specified otherwise). The current density J is the total current normalized by the junction sur-
face area, which in the general case, is considered equal to the contact area and the illuminated
area, although it is different in NWs. The recombination parameter, Jy, is a term representing
the recombination current in equilibrium. In a real solar cell, one must account for the con-
stant photogeneration current .Jpj,, for eventual resistive losses, and current leaking, or shunt.
Therefore, a solar cell is often modeled according to the schematic in Figure 1.7a, with a diode
in parallel with a current source and a resistance, and in series with another resistance. The
corresponding JV characteristic is described by:

J(V) =Ty [exp (W) B 1} . V;%iRS

The corresponding JV characteristic is represented in Figure 1.7, in the dark (Jp, = 0) or
under illumination (Jp, > 0). The electrical power density generated by the solar cell is the
product P = J x V', and is maximized at a point called MP. This maximum power can be related
to three quantities which are important metrics for PV performances: the open-circuit voltage
(Voce), the short-circuit current (Jg.) and the fill-factor (FF), which is defined as the ratio of the
maximum power of the cell to the product Js.V,.. By evaluating Equation 1.2 at V' = 0 and
J = 0, and neglecting R, and R, a useful relation can be found for Js. and V:

kT [J
Voe = —1In <> 1.3
. 7 (1.3)

— Jphs (1.2)

The power conversion efficiency (‘PCE’, or n) or simply efficiency of the solar cell is the
maximum fraction of the incident light power which can be converted into electrical power, and
can be written as:

PMP _ JSC‘/OCFF
0] 0]

n= (1.4)
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Figure 1.7: (a) Electrical circuit equivalent to a solar cell under illumination. (b) Current-voltage (JV)
characteristic of a solar cell, in the dark (blue) and under illumination (red). MP is the mazimum power
point

where ® = 1000 W m~2 is the solar irradiance.

The basic principles of photovoltaics were introduced. In particular, the power conversion
efficiency is the main figure of merit to compare the performances of different solar cells.

1.1.3 Existing PV technologies for high efficiency and their limitations
1.1.3.1 Silicon solar cells

As stated earlier, the main PV technology consists in poly- or single-crystal-Si wafer based
solar cells. The typical efficiency of commercial single-crystal Si modules is 19 % to 20.5 %, an
improvement related to the previous years due to the increased industrial production of a new
iteration of this technology: the passivated emitter and rear cell (PERC), where both sides
are passivated to prevent losses through the non-radiative recombination of electrons and holes
(Figure 1.8b). In the laboratories, the highest cell efficiency is 26.7 % for a heterojunction cell
with amorphous Si (HJC) and interdigitated back contact (IBC), which further improves the
surface passivation and increases the amount of light collected, since all contacts are placed on
the cell backside to avoid shading and reflecting the incident light (Figure 1.8b, [Yoshikawa et al.
2017]).

The efficiency limit for Si solar cells is 30 % as derived by Shockley and Queisser [Shockley
and Queisser 1961]. However, when taking into account the actual refractive index of Si, the
existence of Auger recombination, the bandgap narrowing effect and the new standard solar

spectrum, it was shown that 29.4 % was the maximum achievable for Si solar cells [Richter et al.
2013].
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Figure 1.8: Si wafer-based solar cells. (a) Typical PERC solar cell, commercially available in 20 % ef-
ficiency modules. (b) Current highest-efficiency lab solar cell, based on a heterojunction with amorphous
Si, and an interdigitated back-contact. The front side texturing is not indicated. From [Yoshikawa et al.

2017]

The maturity of Si PV and the robustness and reliance of its bulk crystalline material
have made it the dominant technology suited for large-scale production, and iterative
improvement has led to high performances, though they are ultimately limited below
30 %. Next generation PV technologies are therefore expected to build upon the Si cell
to increase its efficiency while benefiting from the expertise of manufacturers and the
well-established production lines.

1.1.3.2 Polycrystalline thin-films

As an alternative to Si wafer technologies, thin-films represent about 5% of the global PV
module production in 2017 [ISE 2019], essentially shared between two materials: CdTe and
Cu(In,Ga)Ses (CIGS). Despite their lower maturity they present several benefits compared to
Si-wafer based solar technologies:

They are made of direct bandgap materials, for which few-pm-thick layers suffice to absorb
most of the incident sunlight, whereas Si wafers (indirect bandgap) are about a hundred
times thicker.

They can be deposited on cheap transparent substrates (glass) or even on flexible ones,
well-suited for use in building-integrated photovoltaics for example.

The module costs are potentially three to four times cheaper than for Si (adjusted per Wp)
[ISE 2019]. However the actual price is not cheaper today, mostly due to a much lower
cumulative production as compared to Si wafer technologies which have more commercial
maturity.

The carbon footprint of thin-films PV is approximately two to four times lower than that
of Si PV since they avoid the energy-demanding purification of Si and semiconductor
processing steps [De Wild-Scholten 2013].

Fmerging thin-film materials based on perovskites have recently emerged and shown
impressive high power conversion efficiencies (25.2%?2), though these performances are
achieved for small area devices and they face important stability issues yet preventing
their commercialization.

2Up-to-date data on record cells for each PV technology is found at https://www.nrel.gov/pv/
cell-efficiency.html
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Polycrystalline thin-films present several advantages over Si technologies, but have not
established themselves as a mainstream technology for terrestrial PV. The rise of per-
ovskites may change the situation, but so far highly efficient (>30%) and reliable solar
cells based on this technology have not been demonstrated.

1.1.3.3 III-V solar cells and multijunctions

III-V solar cells advantages. ‘III-V’ designates materials consisting of elements from the
column III of the periodic table, such as aluminium (Al), gallium (Ga) and indium (In), combined
with elements from the column V, such as phosphorus (P), arsenic (As) and antimony (Sb).
GaAs, or AlInP are typical III-Vs. They present key advantages for PV:

e Most III-V materials feature a direct bandgap which permits excellent absorption above
the bandgap (more than 90 % for a 2 um thick GaAs solar cells in [Bauhuis et al. 2009])

o III-V solar cells are fabricated by direct growth on a crystalline substrate (epitaxy), which
permits extreme control over the thickness and the impurity concentration (doping), so
that the carrier concentration and conductivity can be precisely tuned with little compro-
mise.

o The group III (or V) elements are interchangeable so that the composition can be tuned
into a wide range of materials, with different optical properties. This allows the direct
integration of optimal layers of a solar cell structure (window layer, back surface field,
current spreading layer) in a single stack.

e As the layers are typically a few pm thick, they can be removed from their substrate and
integrated in flexible, lightweight devices, well suited for space applications or integration
onto vehicles or buildings for example.

e An understated advantage for space applications is also their ability to resist harsh space
conditions better than other technologies, namely radiation and extreme temperatures
([Bett et al. 1999]; [King et al. 2006]).

o For terrestrial applications, III-V cells also perform better than their Si counterparts under
low illumination and high temperature making them even more adequate in non-ideal
locations [Silverman et al. 2013]. For a given nominal conversion efficiency, the LCOE of
ITI-V is thus lowered since more energy is generated in non-nominal conditions (cloudy
days, morning and evening, etc.).

The efficiency record for a single-junction solar cell under one-sun illumination is currently
detained by a ITI-V solar cell made of GaAs, with 29.1 % power conversion efficiency. Like for
Si, III-V single junction conversion efficiencies are also ultimately constrained by the Shockley-
Queisser limit (33.7 % for a bandgap of 1.34eV).

But the main advantage of I1I-Vs is that cells of different bandgaps can be easily integrated
together into ‘multi-junction’ structures, able to exploit more efficiently the solar spectrum and
overcome this efficiency limit.

Multi-junctions. In a multi-junction, several solar cells with different bandgap energies are
stacked onto each other, each absorbing a part of the incident solar spectrum, which minimizes
the thermal and transmission losses. An example of a multi-junction using III-Vs is shown
in Figure 1.9, where the cell with the highest energy gap is placed on top (a), so that it is
transparent to the light below its bandgap which is transmitted and absorbed by the cells below
(b).

ITI-V multi-junctions have been used to fabricate the world’s most efficient solar cells (47.1 %
under concentrated illumination, [Green et al. 2019]).
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Figure 1.9: (a) Schematic of a typical III-V triple-junction, grown on a Ge substrate. (b) Fraction of
the spectral irradiance collected by each subcell of such structure. From [Yastrebova 2007]

1.1.3.4 High costs: the problem of ITI-Vs

Cost and applications. III-V solar cells are not used directly for terrestrial large-scale pro-
duction due to their high cost. Current module prices often exceed $150/W [Horowitz et al.
2018], which is roughly 500x the current prices for mainstream c-Si solar (Figure 1.4). While
roadmaps for potential cost reductions of III-V PV were realized, proposing to use fast depo-
sition techniques (Hybrid vapor phase epitaxy, HVPE) and substrate reuse (through epitaxial
lift-off, ELO), the prices still remain too high mostly due to the expensive III-V substrate ([Ward
et al. 2016]; [Horowitz et al. 2018]).

An alternative cost-efficient use of III-V for large-scale electricity generation is the concen-
trated PV, where sunlight is focused on a small area, high efficiency cell using mirrors or Fresnel
lenses. Despite the use of an expensive solar cell and a complex tracking system to follow the
sun position, it is believed that this technology is viable for terrestrial applications, since the low
cell surface area mitigates its cost, and the systems can reach excellent conversion efficiencies
[ISE 2015]. However, concentrated PV suffers from a high dependence on ideal conditions (clear
sky with direct solar illumination) and from high maintenance needs to compete with standard
Si PV systems as of today.

Combinations with Si solar cells. For standard large-scale applications consisting of solar
panels without concentration, an attractive way to use III-V is to combine them with Si in order
to avoid the extra cost of the III-V substrate and to directly fabricate multi-junction solar cells
where the Si substrate serves as the bottom cell, in a so-called ‘tandem’ architecture.

The cost of such solar cells, if they were industrially produced, was modeled by [Essig et al.
2017]. They considered a technology where a GalnP /GaAs dual-junction is grown on an external
substrate and peeled-off the substrate which can be reused for a later epitaxy. The layer is then
stacked onto a Si subcell to form a multi-junction (technique detailed in the next paragraph).
They envision a near-term price of 4.85$/W (Figure 1.10), roughly 15 times higher than today’s
Si PV. Most of the cost is represented by the III-V deposition method, and the III-V substrate
cost, despite optimistic estimations of wafer reuse (50 times, with chemical-mechanical polishing
every 10 reuse). In order to decrease the cost, the deposition method envisioned is hybrid vapor
phase epitaxy, which allows for extremely fast deposition rates (up to 300 pmh=! vs 15pmh~!
for metal-organic chemical vapor deposition, MOCVD), and already proved relevant for III-
V solar cells [VanSant et al. 2019]. Using thinner layers can help save material and improve
performances, while light-trapping schemes can be employed to preserve high absorption ([Chen
et al. 2019]; [Cariou et al. 2018]). More importantly, further decrease of the cost requires that a
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Figure 1.10: Modelled cost of I1I-V solar cells on Si, produced industrially, in a scenario where the cost

further decreases due to industrial scaling and technological improvements, while the efficiency increases.
From [Essig et al. 2017]

substrate as cheap as Si is used for the epitaxial growth of the ITI-V, and that a 35 % efficiency
be reached in a two-junction (GalnP//Si) design (Figure 1.10). This appears as a challenge as
most III-V are incompatible for growth on Si or other cheap substrates.

III-Vs are today the only materials capable of highly efficient (>30%), stable solar cells,
especially when combined into multi-junctions. Their development for large-scale terres-
trial energy production is however hindered by high costs, orders of magnitude higher
than Si solar cells. Their integration on Si as tandem solar cells is a possible way to
overcome this issue.

1.1.4 TIII-V/Si tandem solar cells
1.1.4.1 Report of III-V layers on Si

Today’s best performing I11-V-on-Si solar cells are achieved by fabricating both solar cells sepa-
rately, on a Si and a III-V substrate, respectively, and joining them in a later step (Figure 1.11).

Q000 Q®

III-V solar cell

Q0000Q
Si %%%%g% Si solar cell
0000

Figure 1.11: Integration of III-V on Si for a tandem solar cell, by growth of the III-V cell on a III-V
substrate, followed by layer peeling and report onto a Si subcell.

Room-temperature wafer bonding can be used, which consists in creating a monolithic in-
terface where both cells are atomically joined and connected by a tunnel junction. A conversion
efficiency of 34.1 % has been reached ([Cariou et al. 2018]; [Green et al. 2020]), and the simple

18



1.1. Context of the thesis

electrical integration of two-terminal solar cells into modules enables industrial scaling. How-
ever, the surface must be polished and activated by removing all oxides and impurities with an
ion-beam process in a cleanroom environment, and high pressures (2.5kN) have to be applied
to ensure an interface exempt of voids and with high bonding strengths. These steps are tech-
nologically demanding and can mechanically stress the materials. Alternative, low-cost bonding
techniques are investigated [Makita et al. 2020].

GalnP cell GaAs bond layer

1.9 pm

GaAs cell

Si cell

280 um

Figure 1.12: 33.3% efficient GaIlnP/GaAs//Si tandem solar cell, fabricated by wafer bonding. The
GalnP/GaAs top double-junction was previously grown on a III-V substrate and is then bonded onto the
Si bottom cell. (a) Structure of the tandem cell. (b) Cross-section scanning electron microscope (SEM)
view of the stack, with real dimensions. (c) Zoom-in on the Si/GaAs, atomically flat, bonding interface.
From [Cariou et al. 2018].

Another method is the mechanical stacking of the cells with transparent electrodes in be-
tween, so that the resulting device has a four-terminal configuration. This relieves the constraints
on the interface quality and cleanness, and the independent control of the cells enables higher
conversion efficiencies, up to 35.9 % [Essig et al. 2017].

Efficient tandem solar cells on Si are fabricated by growing the III-V layer on an external
substrate and transfer on Si. In addition to the costs (including the III-V substrate), the
complex integration of a 4-terminal device into standard PV panels, or the highly sophis-
ticated technology required for wafer bonding are other limitations to their development.

1.1.4.2 Direct growth of I1I-Vs on Si

ITI-Vs are crystalline materials, and the III-V solar cells are fabricated by epitaxy, a deposition
process where newly formed layers retain the crystal structure of the underlying substrate.

Anti-phase domains. Contrary to the Si crystal, I1I-Vs are polar, meaning that the group III
and group V atoms are not interchangeable in the lattice. As a consequence, anti-phase bound-
aries are formed where I1I-V domains of different polarity coexist and coalesce. But solutions
exist to solve this problem, through the formation of biatomic steps at the Si surface, achieved
with chosen surface orientations and pre-growth thermal treatment [Kroemer 1987]. Nowadays,
better understanding of growth initiation has been reached [Lucci et al. 2018] and with opti-
mized Si surface preparation and growth initiation, all defects related to the heteroepitaxy of
GaP on Si could be avoided, first using molecular beam epitaxy (MBE) [Grassman et al. 2009]
then MOCVD [Grassman et al. 2013].

Lattice- and thermal-mismatch. A more serious issue is the difference of the inter-atomic
distance (lattice parameter) between both crystal materials. It differs by 4 % between Si and
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GaAs. This mismatch is relaxed plastically by the introduction of dislocations in the III-V layer,
which break the crystal continuity (Figure 1.13). Further stress can arise from the difference in
thermal expansion coefficient between the materials, leading to further dislocation generation
during cooldown from the growth temperature (typically 600 °C). High density of dislocations,
above 10® cm ™2 for GaAs/Si solar cells, result in poor device performances as they act as recom-
bination centers [Dimroth et al. 2014]; [Feifel et al. 2018]. A lot of work has been done towards
reducing this density, through annihilation by annealing cycles, or confinement in few pm thick
graded buffer layers. Efficiencies close to 20 % have been demonstrated for Al1GaAs/Si double-
junction [Umeno et al. 1998] and GaAs/Si two-junction, three terminal device [Soga et al. 1996].
With the optimization of Si/GaP interfaces, GalnP/GaAs/Si triple-junction have received more
attention [Ringel et al. 2013], and benefit from the use of GaAsP buffers whose high bandgap lets
photons reach the Si unabsorbed. Efforts were dedicated to prevent degradation of the Si cell
during III-V growth, and to further confine dislocation [Feifel et al. 2018], leading to a recently
reported 24.3 % efficiency solar cell [Green et al. 2020].

Edge dislocation

@ @ @ @ @ Threading dislocations
C X IC X X
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Figure 1.13: Direct growth of III-V layer on Si, with the corresponding arrangement of atoms at the
interface.

Thermal budget. Strategies to limit dislocations often rely on thermal cycles, and the I1I-V
layer growth itself is performed at high temperatures (up to 700 °C by MOCVD) for several tens
of minutes. Such high thermal budget can activate diffusion processes in the underlying Si solar
cell, in particular dopants can diffuse from one region to another, annihilating the electronic
properties of the solar cell. This is especially critical for the thin, highly doped tunnel junctions,
and special care must be paid to limit the growth temperatures.

The direct growth of planar III-V layers on Si is limited by the problem of the inter-
changeable III-V polarity, of the high thermal budget applied on the Si cell during III-V
growth, and most of all, by the dislocations induced by the growth of lattice-mismatched
materials.

1.1.4.3 Nanowires: a potential solution?

What are nanowires? Nanowires (NWs) typically designates elongated structures, with a
diameter of the order of several nm up to tens of nm and more, and with a high aspect ratio
(long structures). They can be made of several materials including semiconductors, which opens
opportunities for opto-electronic devices ([Dasgupta et al. 2014]; [Barrigon et al. 2019]), among
which photo-detectors, transistors, light-emitting diodes, and solar cells ([Garnett et al. 2011];
[Lapierre et al. 2013]; [Otnes and Borgstrom 2017]). In this work, I extend this definition to
designate columnar structures with diameters of several hundred nanometers, and aspect-ratio
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below 10, which could be better termed as nano- or micro-pillars. III-V N'Ws present several
advantages toward the realization of III-V/Si tandem solar cells.

Solving the lattice-mismatch. NWs offer a solution to the lattice-mismatch and thermal-
expansion-coefficient-mismatch issues preventing the direct growth of III-V on Si. Indeed, due
to their small diameter, they have a small surface in contact with the Si substrate, and the strain
in the crystal lattice can be elastically relaxed into the NW without the creation of dislocations
(Figure 1.14). Indeed, in GaAs/Si axial NW heterostructure, the mismatch strain was estimated
to be relieved for NW diameters up to 100 nm([Cirlin et al. 2009]; [Ye and Yu 2014]).

Nanowires

Strain release
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Figure 1.14: Schematic of a NW-on-Si tandem solar cell. The crystal lattice relaxes elastically above
the interface with the Si substrate thanks to the finite NW diameter.

Light-trapping and equivalent thickness. Due to their small size, light-absorption by NWs
cannot be treated using ray optics. They behave like antennas, concentrating the incoming
light in their small volume [Krogstrup et al. 2013]. Resonant absorption mechanisms occur
in NW arrays such as Fabry-Pérot modes, or waveguide modes, which results in enhanced
anti-reflection properties, and light-trapping into the NW array. Depending on its geometrical
parameters (NW height, diameter, array pitch), the reflection can be minimized and effective
broadband absorption can be reached, which was studied theoretically ([Garnett and Yang 2010];
[Diedenhofen et al. 2011]; [Kupec and Witzigmann 2009]; [Anttu and Xu 2013]; [Huang et al.
2012]; [Azizur-Rahman and LaPierre 2015]; [Anttu 2019b]) and experimentally ([Ghahfarokhi
et al. 2016]; [Dam et al. 2016]). For example, 97 % absorption was measured in an InP NW
array on an InP substrate (and 80 % absorbed in the NW array alone according to calculations)
[Diedenhofen et al. 2011]. The array approximative dimensions (diameter 100 nm, length 3 pm
and square pitch of 513 nm) result in an equivalent thin-film thickness of about 100 nm, whereas
several pnm are typically needed for absorption in planar layers.

High absorption even for large incident angles ([Diedenhofen et al. 2011]; [Dam et al. 2016])
makes them attractive to collect diffuse light in solar cells.

Bottom-up fabrication. An enhanced light absorption in a small volume can result in im-
portant cost savings if small amounts of material are used to fabricate the NWs, as a ten-fold
reduction of volume compared to planar layer can still result in a similar absorption in a GaAs
NW array [Chen 2018]. These potential cost savings are only possible if the NWs are fabricated
by addition of material onto the substrate (bottom-up approach) instead of etching away pre-
existing material to shape a bulk layer into nanowires (top-down approach). Hopefully, several
techniques allow for the localized and unidirectional growth of semiconductor structures. The
most famous and employed one is the so-called vapor-liquid-solid mode, where the NW growth
is catalyzed by a particle at its top [Wagner et al. 1964], allowing for fast localized growth with
efficient use of material.
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Cost-efficient tandem on Si. Like for their planar counterparts, high efficiencies are ex-
pected for NWs-on-Si tandem solar cells, up to 33.8 % according to calculations [LaPierre 2011a].
The development of NW solar cells is still at a research level and requires the use of expensive
methods incompatible with industrial production (growth by MBE, cleanroom fabrication pro-
cesses, etc.). However, going back to the cost analysis of future planar GaAs//Si tandem solar
cells (Figure 1.10), one can see that NWs already permit to save the III-V parent substrate
cost by using the Si subcell directly as a low-cost substrate. Fast growth of NWs with low-cost
deposition techniques like HVPE is possible [Ramdani et al. 2010] and could lead to similar
cost reduction of the III-V deposition as in this roadmap, especially considering that less ma-
terial is deposited for NWs thanks to their efficient light-trapping. If the cost of the substrate
preparation (patterning) before NW growth is kept low, by choosing scalable techniques such
as nanoimprint lithography for example, a similar target as in Figure 1.10 could be realistically
attained, namely below 1 $/W tandem solar cells close to 35 % efficiency.

Nanowires appear as a solution to realize tandem-on-Si since they can alleviate the lattice-
mismatch-induced defects, and could also lower the material costs due to their light-
trapping properties.
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1.2 State-of-the-art and aim of the thesis

1.2.1 Nanowire solar cells: state-of-the-art

III-V NWs for solar cells have been investigated for two decades and several reviews provide
a comprehensive overview of what has been achieved with different materials and technologies
([Garnett et al. 2011]; [Lapierre et al. 2013]; [Otnes and Borgstrém 2017]; [Barrigbn et al. 2019];
[Chen and Roca i Cabarrocas 2019]). In particular, several solar cells have been demonstrated
with GaAs or InP NW arrays grown on GaAs and InP substrates, or directly etched down from
pre-existing bulk structures.

Aside from these promising demonstrations, there is a specific challenge for GaAs NW solar
cells on Si. Here, I want to review the main results of the literature and identify the major
blocking points towards high efficiency devices. In Table 1.1, I summarize the recent and best
literature results regarding ITI-V NW solar cells with a particular focus on the direct growth on
Si for tandems.

1.2.1.1 Patterned or unpatterned substrate?

NW growth can be realized in ordered arrays, where the NW positions are localized in or-
der to arrange them into periodical patterns. This can be done by selective deposition of Au
nanoparticle, or by drilling holes in a mask onto which growth is inhibited. Conversely, without
such substrate preparation, unordered NW growth can be realized, where catalyst particles are
randomly dispersed on the substrate. This can be done for example by using aerosol sprays
of nanoparticles [Ohlsson et al. 2001], by metal layer deposition and plasma treatment to form
droplets [Misra et al. 2013], or by exploiting the formation of pinholes in the Si native oxide layer,
where the catalyst atoms preferably coalesce, localizing the epitaxial growth on the underlying
crystalline substrate ([Matteini et al. 2014]; [Matteini et al. 2016]).

Organized growth is preferred for optimal performance of a nanowire array solar cell. Besides
the advantage of tuning the light-trapping in the NW device, controlling the NW inter-distance
(array pitch) also permits uniform and reproducible growth. Indeed, in a NW array, the equidis-
tant spacing ensures that each NW surroundings are identical during growth, and because the
NW growth rate, crystal structure and doping levels are most often controlled by the local ma-
terial supply, it results in more homogeneous properties among the NWs. These parameters are
critical to control as millions of NWs are to be connected together into mm? devices.

However, is the extra step and cost of patterning worth the possible gain in reliability and
performance?

Unordered growth was successfully used to fabricate Si NW solar cells with relatively high
power conversion efficiency (8.14 % in [Misra et al. 2013], 12.9 % in [Togonal et al. 2016] with a
top-down approach). However, similar approach with III-V NWs lead to low efficiencies (0.7 %
in [Mikulik et al. 2019], for example). This is probably due to the higher sensitivity of IT1I-Vs on
surface recombination and depletion, especially GaAs. Consequently, all reported ITI-V NW solar
cells were grown in ordered arrays, with the exception of the example above. Low-cost patterning
techniques such as nanoimprint lithography, nanosphere lithography, block copolymers or laser
interference lithography, have been used to localize NW growth, and could be compatible with
the industrial manufacturing of cost-efficient cells.

Patterned substrates are preferred, as the NW array uniformity is critical for I1I-V NW
solar cells.
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Table 1.1: Recent NW array solar cell performances for various fabrication technologies. *Best per-
forming GaAs planar solar cell also indicated for comparison. Two tandem-on-Si NW solar cells are also
reported. All junction geometries are p-(i-)n following the NWs growth direction, except for ® which are
n-p. Adapted and actualized from ([Lapierre et al. 2013]; [Otnes and Borgstrom 2017]; [Barrigon et al.
2019]).

) . . Growth Surface ~ PCE FF Jse Voe
Reference Material ~ Structure Substrate method passivation (%) (%) (mAem=2) (V)
[Kayes et al. 2011]* GaAs planar GaAs VS (MOCVD) - 29.1  86.7 29.78 1.127
[Boulanger et al. 2016] GaAs radial p-Si Self-catalyzed AllnP 3.3 465 18.2 0.39
[Dastjerdi et al. 2016] GaAs radial p-Si Self-catalyzed AllnP 4.1 40.0 22.8 0.45
[Mikulik et al. 2019 GaAs radial p-Si Self-catalyzed ~ PDMS 0.7 - 10 0.2

(unpatterned)
[Mariani et al. 2013b] GaAs radial n-GaAs SAE GalnP 743 69 18.9 0.57
[Yao et al. 2014] GaAs axial® n-GaAs SAE none 7.58 63.65 21.08 0.565
[Aberg et al. 2016] GaAs axial p-GaAs Au-catalyzed AlGaAs 153 79.2 21.3 0.906
[Borgstrom et al. 2018]  GaAs axial nglg)f Au-catalyzed  AlGaAs 35 59 6.8 0.860
[Gao et al. 2019] InP axial p-InP SAE none 9.23 75.0 22.5 0.55
[Wallentin et al. 2013] InP axial p-InP Au-catalyzed SiOx 13.8 724 24.6 0.779
[Otnes et al. 2018] InP axial p-InP Au-catalyzed SiOy:Al 15.0 77.0 26.64 0.730
[Yoshimura et al. 2013] InP radial p-InP SAE AllnP 6.4  59.6 23.4 0.46
[Dam et al. 2016] InP axial p-InP Etch down SiOx 17.8  79.4 29.3 0.765
[Yao et al. 2015] GaAs/Si ?;g‘fén Si n-p SAE none 114 578 2064  0.956
[Wood et al. 2017] GaAsP/Si T;:zﬁgn Si p-n self-catalyzed AlInP 3.51  39.6 7.65 1.16

1.2.1.2 Best proofs-of-concept and limitations

Top-down fabrication. As a proof-of-concept to illustrate the potential of the NW array
geometry, several groups have fabricated it by etching away the material from a pre-existing
bulk Si ([Garnett and Yang 2010]; [Togonal et al. 2016]) or III-V [Cho et al. 2011]; [Dam et
al. 2016] solar cell. This leads to uniform arrays of NWs, typically tapered into cones, which is
beneficial for light absorption [Diedenhofen et al. 2011]. The ITI-V NW solar cell with the highest
efficiency reported was fabricated in this manner, by etching an InP planar solar cell [Dam et al.
2016]. A remarkable improvement of the absolute photoluminescence (PL) compared to the
equivalent planar solar cell suggests that higher V.. are attainable in the NW geometry, due
to light concentration and lower photon escape probability [Cui et al. 2016], which illustrates
the potential and interest of the NW geometry for efficient light trapping. It also indicates
that enhanced surface recombination alone do not justify why NW solar cells fabricated in the
bottom-up fashion still perform much less than their planar counterparts (Table 1.1), but that
other growth-related issues still need to be solved.

Au-catalyzed growth on III-V substrate. Historically, the VLS growth of III-V NWs was
first performed using gold (Au) nanoparticles as catalysts. This approach allows for independent
tuning of growth fluxes and parameters, which permits to optimize the growth with high repro-
ducibility. It has been developed to maturity in particular by the groups at Lund University,
where the best bottom-up InP ([Otnes et al. 2018]) and GaAs ([Aberg et al. 2016]) NW solar
cells were fabricated (see Table 1.1).

However, Au-catalyzed growth suffers from important drawbacks for the perspective of tan-
dem solar cells on Si.

1. The Au nanoparticle cannot be removed in situ, so that an extra post-growth processing
step is required to etch it away. Indeed, leaving it on the NWs would lead to degraded
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Figure 1.15: (a) SEM overview of a Au-catalyzed GaAs p-n NW array grown on GaAs substrate, and
(b) JV characteristic of the final device. From [Aberg et al. 2016].

performance due to important parasitic light absorption in the metal [Hu et al. 2012].

2. Au was reported to incorporate in III-V NWs during the VLS growth, to the order of
10-100 ppm ([Perea et al. 2006]; [Bar-Sadan et al. 2012]). Au is known to form deep-
states in ITI-V compounds, which can act as traps or recombination centers and impede
the minority carriers lifetime in NWs [Breuer et al. 2011]. Despite this issue, the current
best efficiency solar cells are grown in this manner (Table 1.1), and later studies reported
reasonably high carrier lifetimes (about 1ns) for Au-catalyzed GaAs NWs ([Jiang et al.
2013]; [Joyce et al. 2014]; [Aberg et al. 2016]). While it suggests that the presence of Au
might not be too detrimental, the performances are still too far from ideal to say that
Au-induced defects will not limit the ultimate performances of NW solar cells.

3. If the extent of the detrimental effect of Au incorporation in III-V is still debated, Au
is notoriously incompatible with Si as it creates deep recombination centers, and readily
diffuses in bulk Si even at moderate temperatures. This would result in very degraded
performances of the Si subcell in a tandem configuration. Moreover, Si can alloy with Au
in the droplet catalyst in large quantities, resulting in important non-intentional dopant
incorporation in Au-catalyzed NWs.

Solutions to combine the Au-catalyzed NW growth with integration on Si have been sought
for. Growth of the NW array on a III-V substrate followed by embossing in a polymer
film allows in theory to peel it off the substrate and integrate it on Si. The III-V substrate
could be reused. However, efficiencies are degraded during this process which needs further
development (Table 1.1).

Another promising technology is to grow the NWs without employing any substrate, only
using Au catalysts flowing inside a modified MOCVD chamber [Heurlin et al. 2012]. This
so-called Aerotaxy process has been developed at SolVoltaics® with Lund University (Swe-
den) and produces III-V NWs including heterostructures and junctions ([Metaferia et al.
2016]; [Barrigon et al. 2018]). They developed a technique to vertically align the NWs
onto a substrate in a later step [Borgstrom et al. 2018], which is then embossed into a
film compatible with integration on Si for tandem. Despite its potential, this ambitious
technology needs a lot of technological development, and due to a lack of further funding
the company SolVoltaics filed for bankruptcy in 2019.

3solvoltaics.com
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NW array solar cells have been fabricated with already high conversion efficiencies, proving
the potential of the geometry for high efficiency applications. However, the techniques
employed for such results are not compatible with integration on Si for tandem cells.

1.2.1.3 Growth on Si by selective area epitaxy

The direct growth of ITI-V N'Ws on Si is more attractive than the above-mentioned techniques
for tandem solar cells. However, due to the constraints of the heteroepitaxy on Si and the
impossibility to use Au catalysts, the growth is hard to control and the solar cell performances
are not yet on par with growths on III-V substrates (Table 1.1).

In particular, several groups have used selective area epitaxy (SAE) to grow NW ensembles,
where holes in an inert mask on the growth substrate enable nucleation only in certain locations.
Carefully chosen growth conditions lead to faceted nanowires formation at these locations, and
the difference in nucleation energy on the different facets ensures continued one-dimensional
growth [Otnes and Borgstrom 2017].
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Figure 1.16: (a) Schematic and (b) JV characteristic of a tandem solar cell made of GaAs NWs grown
by SAE-MOCVD on a Si subcell. Current matching and voltage addition are demonstrated. From [Yao
et al. 2015].

The group of Fukui et al. drove the development of this technique for solar cell applications,
with first demonstrations of NW solar cells at 6.35 % efficiency using InP ([Goto et al. 2009];
[Yoshimura et al. 2013]), 4.01 % with GaAs [Nakai et al. 2013], and 7.14 % with InGaAs [Nakai
et al. 2015].

Subsequent development of this technique for solar cells was carried out by two separate
groups both at Los Angeles (USA): University of California and University of Southern Cali-
fornia. They both reported in one year GaAs NW solar cells with a similar efficiency about
7.5% ([Mariani et al. 2013b]; [Yao et al. 2014]). Interestingly, the NW junction geometries were
different as Mariani et al. used a n-i-p core-shell structure, with a GalnP passivation to limit
surface charge and recombination, whereas Yao et al. employed an n-i-p axial junction without
any surface passivation but still reaching a similar efficiency, suggesting that this geometry is
more robust to attain high efficiency. Building upon their control of the NW top-cell, Yao et
al. realized a tandem solar cell by direct growth on Si substrate [Yao et al. 2015]. This tandem
cell included a tunnel heterojunction through the p*-Si/n"-GaAs interface, allowing the current
matching of the two cells and the voltage addition up to 956 mV [Yao et al. 2015]. Their device
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is still limited in performance since they did not use a state-of-the-art Si bottom cell (which
needs to be (111)-oriented), nor any shell passivation of the GaAs top-cell.

SAE typically suffers from high crystal defect densities compared to catalyzed growth, possi-
bly limiting the best performances attainable (|[Tomioka et al. 2008]; [Madaria et al. 2012]; [Haas
et al. 2013]; [Bologna et al. 2018]; [Ruhstorfer et al. 2020]). It is also typically performed at high
temperature (up to 750 °C), which might be detrimental to the Si bottom junction, especially if
the tunnel junction is already implemented in the substrate as the dopants can diffuse at such
temperatures. The need for very specific conditions to promote unidirectional growth makes
the technique hard to optimize, especially when dopants are supplied, which modify the growth
dynamics [Barrigén et al. 2019].

SAE is a promising technique for direct growth on Si and has allowed the fabrication of
devices including tandem solar cells, although the growth of doped heterostructures, the
crystal quality and the thermal budget are subjects of concern.

1.2.1.4 Growth on Si by self-catalyzed VLS epitaxy

Using self-catalyzed VLS growth, it is possible to grow NWs at 600 °C. MBE has been the most
commonly used growth technique [Barrigén et al. 2019]. The fabrication of advanced core-shell
structures is possible since the catalyst is made of one of the NW elements and can be removed
in situ.

Due to the strong potential of this method, several groups have published extensive research
results covering the various fundamental and experimental aspects towards working devices.
Here, I select some groups who have been working for several years on self-catalyzed GaAs NW
growth by MBE on Si for tandem solar cells, and I highlight the mains issues that they have
been facing.

Lapierre’s group at McMaster University (Canada) has been working on MBE-grown GaAs
and GaAsP NWs for solar cells for more than a decade. They aim at growing GaAsP NWs on Si
for tandem cells, by taking advantage of the high bandgap of GaAs; Py (1.7€V for z ~ 0.25).
They addressed some issues related to the device: modeling and optimizing the growth of core-
shell structures [Gibson and LaPierre 2014]; [Mohseni et al. 2007]; [Czaban et al. 2009]; [Gibson
et al. 2013]; [Gibson and Lapierre 2013], optimizing the top-contacts of NW solar cells by using
an In/ITO bilayer contact ([Tajik et al. 2011]; [Zhang et al. 2014b]), opto-electronic modeling
of NW solar cells to study the influence of the surface depletion ([Chia and Lapierre 2012];
[Chia and Lapierre 2013]), or to calculate optimal solar cell performances ([Hu et al. 2012];
[LaPierre 2011al; [LaPierre 2011b]). Regarding the growth of the NWs, they primarily use a
gas-source MBE and Te as an n-type dopant, whereas Si is more standard. They tackled several
issues related to the control of the crystal quality [Dastjerdi et al. 2016], or the study of doping,
especially with Te which has a surfactant effect modifying the growth dynamics and which
showed limited incorporation in NWs ([Yee et al. 2012]; [Chia et al. 2013]; [Chia et al. 2015];
[Dastjerdi et al. 2017]; [Goktas et al. 2018]). They showed that ex-situ surface passivation was
possible using sulfur chemicals [Tajik et al. 2011}, but they later transitioned toward a scheme
where an AlInP shell is grown around the NW and later etched to directly contact the underlying
GaAs shell [Boulanger et al. 2016].

They have fabricated GaAs NW array solar cells on Si with very limited performances as
compared to other growth techniques (0.9 % at 2.6 sun in [Czaban et al. 2009], 3.3 % in [Boulanger
et al. 2016], 4.1 % in [Dastjerdi et al. 2016]), and GaAsP-on-Si tandem solar cell with very
degraded performances compared to the subcell alone (3.51 % where the Si alone was 9.33%).
They attribute their low device performances to crystal defects in the top of the NWs limiting
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the Jsc through recombination losses, and to a too low doping level in the shell limiting the Vy;
and V., as characterized using off-axis electron holography [Dastjerdi et al. 2017].

Fontcuberta i Morral’s group at EPFL (Switzerland) has also worked on GaAs NW arrays,
for solar cell applications among others. They conducted pioneering research about the self-
catalyzed growth of GaAs NWs ([Colombo et al. 2008]; [Fontcuberta I Morral et al. 2008]), in
particular focusing on the crystal quality ([Zardo et al. 2009]; [Spirkoska et al. 2009]; [Heiss
et al. 2011]; [Conesa-Boj et al. 2014]) and the nucleation on Si substrate which are critical as
the self-catalyzed growth on Si is very hard to optimize ([Bauer et al. 2010]; [Uccelli et al. 2011];
[Matteini et al. 2014]; [Russo-Averchi et al. 2015]; [Zamani et al. 2018]; [Vukajlovic-Plestina et al.
2019]). They also focused very early on the doping of GaAs NWs, highlighting the possibility to
use Si as a p-type dopant in the VLS grown core and a compensated, n-type dopant in the shell,
and investigating Be as a p-type dopant, suggesting that it preferably incorporates through the
NW sidewalls rather than by VLS through the droplet ([Ketterer et al. 2010]; [Dufouleur et al.
2010]; [Spirkoska et al. 2011]; [Ketterer et al. 2012]; [Casadei et al. 2013]).

After studying the PV properties of single NWs ([Colombo et al. 2009]; [Krogstrup et al.
2013]), they also struggle to obtain efficient GaAs NW solar cells [Mikulik et al. 2019].

Liu’s group at University College, London (United Kingdom) has been focusing on the
ternary alloy GaAsP, grown as NW arrays on Si by MBE and optimal for tandem applica-
tions. They also dedicated studies to investigate the nucleation on Si substrates ([Zhang et
al. 2013]; [Zhang et al. 2014b]; [Zhang et al. 2016]), the NW doping [Zhang et al. 2018] and
crystal structure ([Zhang et al. 2017b]; [Sanchez et al. 2017]; [Sanchez et al. 2018]; [Gott et al.
2019]). More specifically, since they use GaAsP alloy they also investigated the composition
inhomogeneities in NWs ([Zhang et al. 2013]; [Zhang et al. 2015]; [Zhang et al. 2016]).

Summary of unsolved issues. These works highlight the importance of addressing at least
three growth-related issues commonly assumed to be the most limiting for solar cell device
performances:

1. The homogeneity of NW ensembles grown on Si

2. The measurement and control of NW doping levels and doping homogeneity

3. The crystal quality and the presence of defects in NWs

More generally, from a photovoltaic point of view, if light absorption enhancement in NW
arrays has been demonstrated, the carrier separation and collection still need to be fixed by
addressing these growth issues, as well as questions related to the device fabrication: ohmic
contact formation, shunt control, stress-free encapsulation, etc.

Several groups have worked on self-catalyzed NW growth on Si for years but the perfor-
mances are still very limited. It confirms the relevance of working on this approach as
there is still room for improvement without any fundamental limitation identified.

1.2.2 Aim of the thesis: a GaAs-based nanowire solar cell on Si

The present project aims at fabricating a solar cell by growing self-catalyzed NWs directly on a
Si substrate. Several aspects regarding the techniques used, the designs, the materials and the
strategy are now discussed, to finally propose a design for the NW top-junction.

1.2.2.1 MBE or MOCVD?

Molecular beam epitaxy (MBE) is an ultra high vacuum (typically 1071° Torr) epitaxial tech-
nique. A chamber comprises several elemental sources thermally evaporated so as to emit a flux
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of atoms or molecules, ballistically towards the substrate. It is a technique privileged in many
research laboratories for its fine control over the material purity and its ability to control with
precision the amount of material deposited, below an atomic layer.

Metal-organic vapor phase deposition (MOCVD), or metal-organic vapor phase epitaxy
(MOVPE) is an epitaxial technique which relies on chemical reactions of gas precursors to
bring the atoms at the substrate surface sites. Contrary to MBE, the technique does not re-
quire ultra-high vacuum but operates close to atmospheric pressure by injection of gases mixed
into a reactor. It has been elected by the industry of opto-electronic components for its high
throughput.

NWs have been synthesized using both methods, but typically, SAE is better realized using
MOCVD probably due to the isotropic nature of the precursor fluxes. On the other hand, MBE
is the technique of choice for self-catalyzed VLS growth, where it is necessary to control the
presence of a group III droplet at the top of the NW.

MBE is chosen as a development tool for studying self-catalyzed NW growth, but cost-
efficient alternatives could be used for industrialization.

1.2.2.2 Radial or axial junction?

Advantages of radial structures. The two main designs for NW heterostructures are the
axial and radial configurations, presented in Figure 1.17. In 2005, Kayes et al. compared the
relevance of both approaches for the realization of solar cells.

Radial O Axial

Figure 1.17: [llustration of the radial and azial NW heterostructures. The colors may represent different
materials, or the same materials with different dopants. The radial geometry typically comprises an
additional top segment due to the growth modes.

The main advantage of the radial configuration lies in the fact that the direction of light
absorption (along the NW axis) is orthogonal to the one of carrier separation (along the radius),
which allows to tune both aspects independently [Kayes et al. 2005]. In a planar solar cell or
a NW axial junction, a certain film thickness or NW length is necessary to absorb a sufficient
amount of the incoming light, but at the same time the solar cell must be kept thin enough to
allow minority carriers to diffuse to the junction, setting a limit to the total thickness of the
device [Otnes and Borgstrom 2017]. In a radial junction, the small NW radius of the order of
100 nm is lower than the carrier diffusion length even with the presence of recombining defects
which allow for efficient carrier separation and collection (internal quantum efficiency). This
unique property makes the radial geometry more robust to bulk defects decreasing the minority
carrier lifetimes, and allows for high efficiencies with lower materials quality than in an axial
geometry. While this is very important for indirect band-gap materials for which long NW are
needed to absorb most of the incoming light, it is not as essential for III-V NW which can absorb
light within pm-long NWs.
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Surface recombination are in any case extremely detrimental to the solar cell operation, but
even more in the axial configuration where the surface-to-volume ratio is generally higher, and
where free surfaces encompass all the regions of the p-n junction [Christesen et al. 2012].

From a device fabrication perspective, the radial junction permits an easier top contact
fabrication, as a conducting material can be deposited conformally on the NW array, without
risking shunting the device, whereas the contact must be formed only at the top of an axial
junction NW. In addition, since ohmic contacts on n-type GaAs are difficult to obtain, the
enhanced contact surface area of a conformal contact should be highly beneficial.

Advantages of axial structures. The radial geometry, however, increases greatly the area
of the junction, where the n- and p- regions are in contact, with two negative consequences
[Otnes and Borgstrom 2017]:

1. If the doping levels are not sufficiently high (and this is a typical problem in NWs), the
depletion volume greatly extends into the core and the shell, possibly depleting one side of
carriers, with dire consequences on the V. (through a lowered Vi), the majority carrier
conduction, and the contact formation (|Chia and Lapierre 2012]; [Boulanger et al. 2016]).
The axial junction is therefore more tolerant to doping variations.

2. The radial geometry is more sensitive to defects in the depletion region. In particular, a
larger junction area results in a larger Jy (enhanced recombination), and thus a lower V.
through Equation 1.3 ([Christesen et al. 2012]; [Liang et al. 2013]; [Wallentin et al. 2013]).
For a fixed density of defects, I later discuss the V. change for different NW dimensions.

Controlling the crystal defect and doping densities in core-shell NW is thus critical for efficient
PV devices.

Moreover, despite the benefits of radial designs for NW single-junctions, axial junctions
present the advantage of an easier multi-junction implementation where several materials with
alternating dopants are successively stacked on top of each other, including tunnel junctions,
without interrupting the VLS growth.

Improving the V. of radial junctions. The best experimental devices for both geometries
can be compared in Table 1.1. While radial devices ([Yoshimura et al. 2013]; [Mariani et al.
2013b]) can reach Jg comparable to the best axial ones ([Otnes et al. 2018]; [Aberg et al. 2016]),
their Vo and FF are significantly lower, leading to less than half of the best PCE. Thus, any
benefits of the radial structure in terms of charge carrier collection has until now been masked
by other dominating factors, probably related with shell growth, but which are not yet fully
determined [Otnes and Borgstrom 2017]. Although the VS growth of shells around 3D structures
could be considered straightforward at first glance, due to the similarity with the well-known
2D growth processes, there are actually major issues related to dopant incorporation on the
rather unusual sidewall facets, which can lead to important alterations of the growth dynamics,
and very low and inhomogeneous carrier densities [Hilse et al. 2010]; [Chen et al. 2017]; [Goktas
et al. 2018].

Moreover, the growth conditions for the shell often lead to undesired parasitic deposition of
material on the mask in between the NWs [Dimakis et al. 2012], possibly forming an extended
recombining surface with the underlying substrate.

This work focuses on the radial configuration, which presents several key advantages
facilitating the fabrication of solar cells, but which is still not on par with the perfor-
mances attained with axial junctions, probably due to issues related to the shell growth.
Nonetheless, the core-shell design should allow for high efficiency GaAs NW solar cells
(27.3 % efficiency as calculated by [LaPierre 2011a]) and GaAsP/Si tandem cells (33.8%
calculated in [LaPierre 2011b)).
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1.2.2.3 Array geometry

As shown above, the NW array solar cells grown on Si are not impeded by unoptimized light
absorption, but still suffer mostly from issues which prevent efficient carrier separation and
collection. A wide parameter range is compatible with absorption enhancement in a NW array,
and the fine tuning of the resonance modes can be the object of another study, after the device
growth and fabrication have been fully developed and optimize. Consequently, I chose a range
of parameters for the array and NW geometries which should ensure reasonable absorption even
with parameter fluctuations, but I do not optimize the structure.

Choice of a pattern. A hexagonal array is chosen as it allows for a wider NW inter-distance
(pitch), at a given NW surface coverage. Lower pitches are undesirable from a growth perspec-
tive, as issues such as flux shading, adatom out-diffusion or coalescence can arise. The influence
of the array geometry is in all cases very low as calculated by different groups ([Mariani et al.
2013a]; [Chen 2018]; [Anttu 2019b]).

Lateral dimensions. The NW diameter has an important influence on the absorption, since
it determines the number and position of the resonant modes inside individual NWs. Optimal
diameters have been calculated for various materials, in particular by tuning the location of
strong resonance peaks close to the energy gap where the absorption is the weakest [Anttu
and Xu 2013]. It allows for choosing a diameter rather independently of the rest of the array
geometry.

Tapered NWs with a conical shape have the advantage of a varying diameter allowing for a
continuum of modes to coexist and overlap, thus enhancing absorption ([Fountaine et al. 2014];
[Gibson et al. 2019]). However, using MBE self-catalyzed VLS growth, achieving such shapes is
too challenging.

The choice of the array pitch is closely linked to the NW diameter since together they govern
the surface filling ratio:

Sunit—cell 4p2Sin(6OO) ’

with Syw the surface section of a vertical NW seen from the top, Dyw its diameter, Syunit-cell
the surface of the hexagonal array unit-cell, p the array pitch. Large filling ratios lead to high
absorption independently of the pitch, however the maximum is often found for the lower values,
as there is a trade-off to find between promoting a large number of resonance modes in the NWs
(large NW diameter), while restricting the number of modes propagating the light outside the
array, towards the substrate or the air above (through reducing the array pitch) [Sturmberg
et al. 2014].

Here, rather than aiming at the optimal absorption, I prefer to set the array parameters
in a range where absorption is less sensitive to fluctuations of the geometrical parameters and
refractive indices, as I later investigate different growth modes leading to different dimensions,
in sometimes imperfect arrays, and varying the NW material. For a pitch between 400 nm
and 600 nm, and keeping a filling ratio close to 30 %, the absorbed photocurrent in an array of
1m long GaAs nano-cylinders on top of a Si substrate remains above 20 mA cm ™2, as calculated
in [Chen 2018] as well as in [Benali et al. 2014].

Moreover, aside optical considerations, large filling ratios are preferred to maximize the
surface area of the usually poor electrical contact between the NWs and the top electrode.
But a too large filling ratio nullifies one advantage of the NW geometry which is to absorb
more light using less material than planar layers. From a growth perspective, low pitches
increase competitive effects between neighboring NWs, due to shading or group I atom diffusion
[Rudolph et al. 2014].

F= (1.5)
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Accounting for all these aspects, an array pitch of 500 nm is chosen, aiming at diameters of
280nm. As multiple arrays can be patterned on one sample, other dimensions can be tested,
especially a pitch of 1000 nm for which less proximity effects are expected to affect the NW
growth.

NW height. Typically, the absorption increases with the NW length with a weak dependence
on the diameter, and in relation with the absorption coefficient of the NW material. In GaAs,
the absorption is already close to 80 % for 1.3pm long NWs [Mariani et al. 2013a]. The NW
height influences the light transmission towards the underlying Si substrate. As the envisioned
device is a tandem solar cell, the light transmitted to the Si is not lost and can be collected
by the bottom cell. Ultimately, the NW height will serve as a tuning parameter to match the
current through the tandem cell. Consequently, I do not aim at maximizing the absorption in
the NW array but limit the length to about 2 pm.

Aside optical considerations, increasing the NW length also increases the depletion volume
of the p-(i-)n junction (see [Kayes et al. 2005] for example). Under the assumptions that:

e The dark current is governed by non-radiative recombination of injected carriers in the

space-charge region, possibly assisted by deep defects

e The recombination rate in the space-charge region scales with the developed area of the

p-i-n junction.
The macroscopic (solar cell) recombination parameter then writes:
JO _ Jf)k X Sjunction (16)
Sillum.

Where the current density due to recombination across the p-n junction Jjj is normalized
by the junction area and distinguished from the macroscopic quantity Jy, normalized by the
total solar cell area (illuminated area). Increasing the NW length will linearly increase Sjunction
and Jy, resulting in a logarithmic decrease of the V,. through Equation 1.3. Therefore, a
reduced V. could be expected compared to a planar junction simply due to recombination in the
enhanced area of the space charge region. Assuming that Jj is the same in all geometries (radial
and axial NW, and planar), and that NWs are 2pum long and 250 nm wide in a 500 nm pitch
hexagonal array, the axial configuration yields a V. enhancement of 38 mV, whereas the radial
configuration (for a given p-n interface location) leads to a —33mV loss.

This indicates that although the chosen geometry is adequate for the early solar cell devel-
opment, it should be optimized to reach the best device performances, in particular through
reducing the NW height and displacing the radial junction closer to the core.

A hexagonal array of 500 nm pitch is chosen inside which 2pum long and 280 nm wide
NWs should lead to absorption above 20 mA cm ™2, with small sensitivity to geometrical
variations.

1.2.2.4 Choice of materials

Several III-V alloys permit to reach a bandgap of 1.7eV, optimal for tandem-on-Si, such as
GaAs0,75P0.25, IHO,GGELQAP and Alo.gGagngS (Figure 118)

The VLS growth mode does not ensure that the crystal composition is governed by the ratio
of precursors provided. Indeed, for example with Au-catalyzed growth, even though the droplet
is mostly made of Au, only very little is incorporated into the NW. Similarly, some group-III
constituents of the droplet do not incorporate as well as others into the NW. Our group reported
very limited incorporation of In relative to Ga in GalnAs and GalnP NWs, making these alloys
unsuited for VLS growth [Scaccabarozzi et al. 2020]. Growth of Al-containing alloys by VLS is
also challenging due to undesired interaction with the Si substrate [Vettori et al. 2018].
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Figure 1.18: Bandgap energy and lattice parameter of various III-V binary (dots) and ternary com-
pounds (lines), along with Si and Ge. From [Bett et al. 1999].

As a consequence, I prefer to use an alloy with a unique group III element and a mix of group
V compounds. GaAsg75P¢.05 is close in composition to GaAs, which has been one of the most
studied material for self-catalyzed NW growth. GaAsP has been employed by several groups
and the compositions appears to be tunable over a wide range ([Sun et al. 2015]; [Himwas et al.
2017]; [Zhang et al. 2013]).

I study GaAs NWs as a baseline towards GaAsP NWs, which permit to reach the optimal
bandgap of 1.7eV.

1.2.2.5 Short-term goal: a GaAs(P) NW top-cell

(a) Tandem solar cell. (b) Nanowire top cell.
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Figure 1.19: (a) Envisioned tandem structure combining a GaAsP NW array top-cell directly grown
on a (111)-oriented Si solar cell, including a tunnel junction. (b) Short-term goal: the sole NW top-cell
made of GaAs in a core-shell structure, grown on inactive p-type Si(111) substrate. Not at scale.

The tandem NW solar cell structure envisioned in this project is shown in Figure 1.19a.
The bottom cell is a p-n Si solar cell on a (111) substrate, terminated by heavily doped n*+-
pT™T layers to form a tunnel junction. This can be realized by a combination of spin-on doping
and proximity rapid thermal diffusion for example, a technique which enabled efficient tunnel
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junctions fabrication with a simple, industry-compatible process [Fave et al. 2017]. The top
junction is made of GaAsP p-core/n-shell NWs passivated by a wide bandgap shell such as
GalnP or AlInP, which can then be contacted using a transparent conductive layer. The doping
is arbitrary proposed as p-to-n from bottom to top, but it is studied in a dedicated section of
this thesis.

Because a two-terminal tandem solar cell requires a perfect current matching of the subcells,
the top NW cell must be reliably efficient and yield a high current, otherwise it simply acts as
a parasitic absorber which results in a degraded tandem cell performing worse than the initial
Si cell, such as in [Wood et al. 2017].

In this thesis, I therefore dedicate my efforts towards the fabrication of the top NW cell
alone, grown on an inactive, uniformly doped Si substrate, as depicted in Figure 1.19b.
The baseline is a GaAs NW core-shell junction passivated with a wide bandgap alloy
(AlGaAs or GalnP).

1.2.3 Issues to address: plan of the thesis
Chapter 2: Tools and methods

The next chapter serves to introduce the physics needed to understand the processes in semi-
conductor solar cells, and the growth of nanowires by molecular beam epitaxy, as well as the
introduction of the fabrication and characterization methods employed in this thesis.

The following chapters are dedicated to presenting my efforts towards the fabrication of an
efficient NW-based solar cell, addressing the different topics identified in this state-of-the-art
section.

Chapter 3: Growth of Defect-free GaAs NW Arrays on Si

The growth of an array of GaAs NWs with homogeneous dimensions and good crystal quality
is a prerequisite for all NW array-base applications. Consequently, my first chapter is dedicated
to the study and optimization of such array.

The homogeneity of the NW array is of prime importance for fabricating devices, which is
one reason to use a patterned substrate. However, even using a regular template for the growth,
it is a tough task to obtain an array with perfect homogeneity and vertical alignment of all NWs
without optimization, and there is room for improvement especially regarding the growth on Si.
The state-of-the art of the growth of NW arrays is presented in Section 3.1 where different NW
synthesis techniques are compared.

Then, I present the optimization of the NW vertical yield on patterned Si substrates with
specific designs, growth conditions and substrate preparation (Section 3.2).

Several groups have worked on the control of the crystal quality, in particular the presence
of stacking faults and twins in the NWs. In Section 3.3, I investigate and reduce the occurrence
of such defects in the NWs, in particular during the last step consisting in removing the catalyst
mn situ.

Chapter 4: GaAs(P) Core-Shell Nanowire Structures

In the fourth chapter, I study the fabrication of NW core-shell structures for practical use in
solar cells: shell growth, doped junctions, tuned alloy compositions.

For efficient surface passivation and carrier separation, shells have to be grown around the
NW core, possibly with ternary compounds. Section 4.1 is dedicated to the presentation of such
cell growth, and the study of a GalnP passivating shell.
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Researchers have been studying doping in NWs for years but nanoscale characterization is
challenging, and the incorporation mechanisms not well understood. In Section 4.2, I present
our lab team effort toward developing a robust cathodoluminescence-based method to measure
doping in single NWs, and the study of carrier concentrations under various growth conditions.

Ideal monolithic ITI-V-on-Si tandem solar cells include a top cell with a bandgap of 1.7eV
for a perfect current matching. Using GaAsP, it is possible to reach this value, but composition
inhomogeneities are to be expected within the NW volume. In Section 4.3, I investigate such
inhomogeneities and present strategies to avoid them.

Chapter 5: Nanowire Solar Cell Fabrication and Characterization

Fabricating a solar cell from a NW array is complicated and a certain process has to be chosen
and developed in the lab.

In Section 5.1, I define the strategy adopted for the solar cell fabrication, in light of previous
literature works, and I present the processing steps in Section 5.2.

The front contact of the n-doped III-V shell with transparent conductive oxides is notoriously
complicated as our materials are prone to Fermi-level pinning. The optimization of a front-
contact using planar stacks is the object of Section 5.3.

Finally, the NW solar cells that I fabricated and characterized are presented in Section 5.4
and Section 5.5. In particular, I relate the opto-electrical characteristics of the cells to various
phenomena identified in the previous studies, and propose new designs to alleviate the identified
issues.
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In this chapter I start by explaining key concepts in semiconductor solar cells which need
to be implemented in order to fabricate efficient devices: the losses by recombination, adequate
designs to separate carriers of both types, concepts about semiconductor interfaces for conductive
electrical contacts. I choose to have a general approach (1D) without particular focus on a given
NW geometry, to later apply it when choosing specific NW junction architectures.

I then focus on the synthesis of NWs, first by describing the crystal structure of III-V
semiconductors, and the basics of their vapor-solid epitaxial growth by MBE. In particular, I
compare two MBE setups used during this project. I introduce two models describing the NW
growth by vapor-liquid-solid (VLS), which will serve to explain the morphology and crystal
structure found in the NWs, and point out the efficient use of precursor materials using this
technique. I then present our baseline process for the fabrication of patterned substrates, and
for the growth of core-shell NWs.

Finally, T introduce the most advanced techniques employed here to characterize NWs and
NW solar cells: transmission electron microscopy, cathodoluminescence spectroscopy, quantum
efficiency measurements and hyperspectral photoluminescence imaging.



Chapter 2. Theory and Methods

2.1 Charge carrier separation and collection in semiconductor
solar cells

Solar cells are often made of crystalline semiconductor into which photons are converted into
charge carriers as introduced in Figure 1.5 (page 12), but the principles driving the separation
of electrons and holes to result in an electrical current were left unexplained. The terminology
following the book [Wiirfel and Wiirfel 2016], the section is based on considerations of semicon-
ductor physics which can be found in [Sze and Ng 2006], for example.

2.1.1 Carrier motion

The average motion of electrons and holes inside the conduction and valence band is driven by
two distinct processes. First, as free particles, they tend to equilibrate their spatial distribution
through their individual random motion. They flow from regions where they are numerous
towards regions where they are scarce. As electrons are charged, their average motion can
be expressed as a charge current density J [mA cm™2], following the spatial variation of their
chemical potential, ;i

qn )
iy = =3 g Pegrad e (2.1)

where D, is the diffusion coefficient of electrons. This is also valid for the current caused by the
diffusion of holes, replacing —n by p and using the hole diffusion coefficient.

Then, as charged particles, electrons and holes are affected by the electric field £ = —grad V'
(V is the electric potential). On average, after multiple collisions due to the random thermal
motions of carriers, they drift by following the electric potential, resulting in a current:

Jarige = —ten grad (qV) (2.2)
where p is the mobility of the electrons. It is the same expression for holes using p instead of
n, and pp instead of pie.

Four relations allow to write these currents in a compact form:
+ Einstein relation relates the diffusion coefficient D to the mobility u: &5 = &
e The electrochemical potential combines the electrical and the chemical potential of carriers:
n=up"+qV
e In out-of-equilibrium semiconductors, charge carrier populations are described by their
quasi-Fermi energies ep. and ep,, which equal the electrochemical potentials: ep. = 1,
and epy = 1)
e The electrical conductivity of electrons is defined as 0. = nqu.. For the holes it is:
On = P4 lh-
Overall, after summing both current contributions, for electrons and for holes, the total charge
current can be written:

Jtot = n e grad epe + p pp, grad e gy (2.3)
electron current hole current
Any current flow thus results from a gradient of the hole and electron Fermi energies, and
depends on the conductivity for both carriers.

2.1.2 Carrier separation

In a solar cell, the difference in the Fermi energy levels that arises between left and right contacts
results in a voltage between both terminals:

EFright — EFleft = qV (24)
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2.1. Charge carrier separation and collection in semiconductor solar cells

Let us consider a solar cell made of a semiconductor p-n junction under illumination, but
not connected to an external load (V' = V., black in Figure 2.1). Electrons in the n-doped
semiconductor and holes in the p-doped semiconductor are called majority carriers, and their
concentration does not vary significantly with the addition of photogenerated carriers (low-
injection regime). The quasi-Fermi levels of holes and electrons merge at both contacts. As no
total current flows at V., the majority and minority carrier currents compensate each other in
Equation 2.3.

n-type p-type
Ee “ 1 -
! X
-eV
1
1
:
€ —_____ T V<V,
- ! -~ _
EFleft & 7 Erc ! AN V=V,
N\ . \
\\\ | \
\\\ : §/
S : €v .| EFright
&y :
1

Figure 2.1: Band structure of a simple p-n junction with finite surface recombination velocities, under
illumination without applied bias. Adapted from [Wiirfel and Wiirfel 2016].

If the cell is biased slightly below V. (red in Figure 2.1), the majority (minority) carrier
quasi-Fermi level gradient slightly increases (decreases). This results in a net current flow in the
solar cell, extracting photogenerated carriers.

2.1.3 Recombination processes

Not all carriers can be extracted at the selective contacts, as electron and holes recombine after a
lifetime spent in the material. Recombination can occur from one band to the other, or through
a defect at an intermediate energy level, by emission of a photon or not.

Radiative recombination

Similar to how a photon can be absorbed and create an electron-hole pair, electrons and holes
can interact from their respective bands and emit a photon:

e+h=r (2.5)

This process is more likely to happen with increasing electron or hole concentrations. The rate
Ryqq [em™3] at which it occurs is thus described by:

Ryoqg=Bnp (2.6)
where B is the radiative recombination coefficient.
Under illumination, in a n-type region, n = ng + An = ng and p = pg + Ap ~ Ap, so that
Equation 2.6 becomes:
Ap

Trad

Rrad = Bn() Ap =

(2.7)
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Chapter 2. Theory and Methods

where 7., = 1/(Bng) is the minority carrier radiative lifetime, here, a hole in the n-region. It
varies with the doping and is typically 10~%s in p-GaAs doped to p = 10¥ cm =3 [Nelson and
Sobers 1978|.

It is sometimes convenient to express light emission, or luminescence of a semiconductor
using the Fermi levels. In non-degenerate semiconductors, when the Fermi levels remain inside
the band gap, a few kT away from the band edges, the carrier populations can be described by
a Boltzmann statistics instead of a Fermi statistics, and Equation 2.6 becomes then:

(2.8)

g — &
Ryaq = Bn2exp (FF)

kgT
However, an exact derivation of light emitted by recombination in one hemisphere above the

flat surface of a semiconductor, ¢(hw) (in units of photonsm=2s~!eV~!), yields what is known
as the generalized Planck law [Wiirfel and Wiirfel 2016]:

_ A(w) (fw)?
¢(hw) = AP oy (w) L (2.9)

where A is the reduced Planck constant, ¢ the speed of light in vacuum, Aw the photon energy,
and A(hw) the absorptivity of the solar cell material.

These radiative processes are intrinsic properties of ideal solar cells, and determine a lower
limit for the recombination parameter Jy.

Shockley-Read-Hall recombination

When impurities are incorporated in the crystal lattice, the new bonds they form with the atoms
may change the band structure and introduce new energy levels deep inside the bandgap. The
recombination of an electron with a hole through this new level is typically non-radiative (energy
dissipation). The electron (or hole) emission rate is proportional to :
o The density of trap states, N; [cm ™3]
o The capture cross-section of each trap state (an area o which represents its ability to
capture efficiently nearby carriers)
o The concentration of each type of carriers (some defects behave preferentially as acceptors,
or donors)
e The thermal velocity of the carriers, vy,.
Then the electron-hole recombination rate is [Wiirfel and Wiirfel 2016]:

2
np—n;
R = L 2.10
SRH = 5.7 N expl—(ec—imp) /KT] 4 ety expl(c0—Eimp)/KT] ( )
Nimp Oh Vth,h Nimp Oe Vth,e

The recombination rate is higher when the defect level is close to the middle of the energy
gap : Eimp — €v = Ey/2, so that the deepest defects are the most detrimental. In a uniformly
n-doped region, under low injection, it can be simplified to :

P —"Po
nr
where 7, is the non-radiative lifetime of holes in the n-doped region. The non-radiative recom-

bination lifetime due to impurities in GaAs is typically 1079 s.

Rsrir = (p — Po) Mimp Oh Veh b = (2.11)

Lifetimes and diffusion lengths

Each of these recombination process lifetimes contributes to the total minority carrier lifetime:

11 1
L (2.12)

T Tnr Trad
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2.1. Charge carrier separation and collection in semiconductor solar cells

Through the diffusion equation, a characteristic length is associated with the recombination of
carriers after their lifetime 7. This diffusion length is (for electrons):

L.=+/D.. (2.13)

It is important, when designing a solar cell, to ensure that the minority carriers have to
travel less than L to reach their selective contact, the region where they are no longer minority
carriers. This is particularly critical for NWs where defects tend to lead to small lifetimes and
diffusion lengths.

Surface recombination

The surface of III-Vs can be either intentionally covered with a metal contact or an oxide, but
even a free surface, upon exposure to air, forms a native oxide at its surface. A certain density of
defect states forms at these interfaces, due to the interruption of the tetrahedral atom bonding
prevailing in the bulk, resulting in dangling bonds, or due to new bonds with adsorbed foreign
atoms at the surface, or due to As and Ga segregation induced by the presence of adsorbed
species ([Spicer et al. 1980]; [Freeouf and Woodall 1981]). The resulting high density of defect
levels within the bandgap typically form a continuum, as depicted in Figure 2.2. Similar to bulk
defects, this type of recombination can be treated by summing the contribution of defects from
all energy levels through Equation 2.10, knowing their capture cross-section, density, etc.:

Rsurf = Rsurf,e = Os,e Ve Nsurf,h M (214)
—_——

Vsurf,e

. Q

LT

®

Figure 2.2: Schematic of the energy distribution of defects responsible for surface recombination. From
[Wiirfel and Wiirfel 2016]

However, the density of unoccupied surface states ng,4 is hard to calculate for all levels,
and these defects are thus generally treated more simply, by empirically determining the pro-
portionality factor called the surface recombination velocity, vsys, in ms~ . Note that Reuf
is now in cm~2 and thus cannot be combined with the bulk recombination rates to deduce a
bulk lifetime. The surface recombination velocity of an unpassivated GaAs surface increases
with the doping level, and can be as high as 10%cms™! ([Aspnes 1983]; [Brillson 2010]). It is
generally lowered in devices, by chemical treatment with sulfides, or by growing lattice-matched
high-bandgap compounds which prevent carriers to reach the surface.

While radiative recombination processes are intrinsic to semiconductors and cannot be
avoided, non-radiative recombination is detrimental to the device operation, as it can
prevent the photogenerated carriers to reach their selective contact. Their presence or
density should therefore be minimized in our material.
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Chapter 2. Theory and Methods

2.1.4 p-n and p-i-n junctions

The most common way to make a selective contact is by joining a p-type semiconductor with
an n-type one, forming a p-n junction. It is either a hetero-junction when the materials are
different, or homo-junction when they are identical. Here, I focus on p-i-n homojunctions to
examine the influence of an intrinsic region. For heterojunctions the calculation is similar but
the different permittivities must be taken into account in the electric field expression, and the
different electron affinities for the built-in potential.
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Figure 2.3: p-i-n junction in thermal equilibrium. Violet: space-charge distribution, l; is the width of
the intrinsic region, I, and I, the extent of the depletion region in the n- and p- domains. Blue: electric
field distribution Red: electric potential distribution, Vy; is the built-in potential. Green: energy band
diagram.

Depletion region

When a p-type semiconductor is put in contact with an n-type semiconductor, the majority
carriers flow towards the other region due to diffusion. While the electrons and holes can diffuse
spatially in the material, the cores of the impurity atoms occupy fixed position. Each electron
or hole diffusing to the opposite side thus leaves one ionized impurity behind, either a donor or
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2.1. Charge carrier separation and collection in semiconductor solar cells

an acceptor (Figure 2.3). These ionized impurities then give rise to an electric field that opposes
the diffusion of electrons and holes. At equilibrium, the drift compensates the diffusion, i.e.
Jiot = 0. As a first approximation, the depletion zone has abrupt boundaries, so that the charge
inside is uniformly p = +Np (n-side) or p = —Ny4 (p-side).
The charge conservation yields:
IwNp = [,Ns (2.15)

Solving Maxwell-Gauss equation (V- E = £, with ¢ the permittivity in the material) in 1-D
gives a trapezoidal profile for the electric field (blue in Figure 2.3), with a plateau at F,, in the
intrinsic region (length [;):

_qNDln _ _qNAlp

£ £
2.16
NpNa g (2.16)

" Np+Nue

Ep =

where W = [,, + 1,,.

The electric potential distribution V(x) is then determined by integration of E (red in Fig-
ure 2.3). The potential difference across the junction is called the built-in potential Vj; and
is:

1

Note that the electro-chemical potential (or Fermi level) is flat everywhere in the p and n
materials (equilibrium), even far from the interface. Thus, V3; must be the difference between
the Fermi levels in the p- and n- materials, prior to contact:

Voi = Eg — ER, — EF,
kBT (NDNA> (2.18)

n;

q 2
Combining Equation 2.18 and Equation 2.17, W is the solution to a 2nd degree equation:

Vo (Np+ Na)e
NaNpq

+ LW+ W2 =0 (2.19)

Benefits of p-i-n junctions

Solving Equation 2.19 for given doping levels Np and N4 (Figure 2.4a), it is visible that the
extension of the depleted zone in the p- and n-regions is greatly reduced by the insertion of
an intrinsic region, from W = 45nm without intrinsic region (I; = 0) to W = 20nm with
l; = 40nm. This could be one reason to prefer a p-i-n junction for NW core-shell junctions,
where the doped regions are thin and thus more prone to depletion.

As it is shown in the next chapters of this thesis, a p-core/n-shell design is privileged, but
doping of the n-shell is typically limited. To further investigate the effects of [;, Np and N4 on
the extent of the depletion on each side of the junction, several curves are plotted in Figure 2.4b
where the doping level in the p-side is fixed and the one in the n-side is varying. If the doping
in the n-side is below 10'® cm™3, the depletion [,, is several tens of nm wide, hence, possibly
entirely depleting thin n-doped shells of carriers. This is partially alleviated by inserting an
intrinsic shell (I; = 60 nm), which typically lowers the [,, by a factor 2 in this doping range.

P-doping of the core to at least Ny = 2 x 10 cm™3 do not lead to depletion larger than
l, = 20nm in these conditions (dashed lines). However, the depletion in the cylindrical core
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Figure 2.4: (a) Extent of the depletion in the doped regions (W =1, +1,) for a 1D p-i-n homojunction
where both regions are evenly doped to 2 x 1018 cm=3. (b) Extent of the depletion in the n-region (,,, full
lines) and the p-region (I,,, dashed lines) for a varying doping level on the n-side and for different lengths
of the intrinsic region.

is expected to be larger than in this simple 1D geometry calculation. The NW core radius are
typically 50 nm, doping to 2 x 10'® cm™2 appears to be a lower limit to ensure that it is not
depleted.

If large doping levels are attainable in the core and the shell of NWs, the problem of the
depletion is avoided but another issue might arise: an enhanced recombination current due to
tunneling across the junction. The p-i-n design offers yet another advantage to mitigate this
problem, as it spatially separates the highly-doped regions so that carriers can no longer tunnel
through their interface.

Finally, in extremely defective materials, where the minority carriers have short diffusion
lengths due to high SRH recombination rates, the carriers generated in the depletion region can
still be effectively separated and contribute to the photocurrent for two main reasons:

¢ SRH recombination is very low in the depletion region since carrier concentrations are close
to 0, therefore the diffusion length of both carriers is much higher than in the quasi-neutral
regions, allowing them to diffuse to the regions of their type.

o Even though the cell in working conditions (under illumination and at the maximum power
point) is forward biased, there still exists a small electric field E inside the depletion region,
contributing to separate the carriers.

P-i-n junctions allow to collect more carriers than p-n junctions in defective materials, as the
depletion region occupies a larger fraction of the total volume.

P-n junctions are a simple implementation to fabricate selective contacts with semiconduc-
tor crystals. However, a p-i-n junction provides some advantages to avert total depletion
and to circumvent an eventual poor carrier lifetime.

2.1.5 Contacts on semiconductors

In a p-i-n homo or heterojunction, once the excess carriers have reached the region of their
polarity (n or p), they need to be extracted to an external circuit, usually made of metal wires. In
an ideal implementation, they would do so without any loss or barrier at the semiconductor-metal
interface, however this is not the case in practice. Ohmic contacts, i.e. metal-semiconductor
contacts with a negligible junction resistance relative to the total resistance of the semiconductor
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2.1. Charge carrier separation and collection in semiconductor solar cells

device, are complicated to implement. This is particularly the case for n-GaAs which is the main
example here, as it is a likely candidate material for the n-shell of the NW junction.

Surface depletion and Schottky barriers

Surface and interface states introduced in Figure 2.2 (page 41) not only act as recombination
centers for excess carriers, but can also trap majority carriers. Due to this displacement of
carriers from the semiconductor to the interface states, a depletion region forms within the first
few nm of the semiconductor, and the associated field induces an electrical potential gradient
which equilibrates the chemical potential gradient toward the surface states, similarly to the p-n
junction space-charge-region. The Fermi level typically pins at a position inside the energy gap,
which can be independent of the nature of the metal or oxide (including the native oxide) in
contact, like it is the case for GaAs. Thus, the extent of the depletion at a surface or interface
depends only on the doping type and doping level of GaAs as depicted in Figure 2.5, for planar
n- and p-GaAs. The Fermi level in n-GaAs is generally pinned 0.75¢eV above the valence band
maximum, close to the middle of the bandgap, making it very prone to surface depletion.
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Figure 2.5: Calculated surface depletion in GaAs, assuming Fermi-level pinning —0.75V and —0.55V
above the valence band mazimum for n- and p-GaAs, respectively. From [Chen 2018].

Another consequence of the Fermi level pinning and the associated interface depletion is
that it effectively results in a barrier for the majority carriers crossing the interface. The typical
barrier for electrons from n-GaAs to a metal is thus 5 ~ 0.8¢V.

Contacts to n-GaAs

Two main mechanisms exist that allow a particle to cross an energy barrier, which lead to the
choice of certain strategies to form an ohmic contact on n-GaAs ([Rideout 1975]; [Brillson 2010]).

The first mechanism is thermionic emission, which relies on the fact that a small part of
the carriers have a thermal energy higher than the barrier, due to their exponential energy
distribution (Boltzmann distribution), and can thus pass through it (Figure 2.6a). Under a bias
V, the current across the barrier is then given by:

e —q®p —‘I>B+V>_ }
g = AT exp( T ) [exp <quT 1 (2.20)

* 1,2
where A* = M(IhL?,kB is the Richardson constant, with m* the particle effective mass. This
equation is similar to the diode equation describing the transport across a p-n junction. Another
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Figure 2.6: Schematic band diagrams illustrating different n-GaAs/metal contacts (a) without or with
strategies to (b,c) lower or (d) increase the effective barrier height. From [Brillson 2010].

mechanism is the tunneling of particles through the barrier (field emission). This quantum
mechanical process results in a current [Rideout 1975]:

qV
— 2.21
Jtunnel X (E00> ( )

qgh [ n
A7\ m* e’

where Eyy = with € the permittivity of the material and n = Np, the electron

concentration in the semiconductor bulk (for n-type conduction). This tunneling contribution
relative to the thermionic one increases with ,fB—O%, so with /Np. Pure field emission governs
the electron transport only at very high doping (Np > 10'? em™3), whereas a combination of
thermionic emission and field emission exist in the range N = 10'® — 10 cm™3, where the
effective barrier height for thermionic emission is lowered since its upper part is thin enough to
be crossed by tunneling.

Hence a strategy to enhance the current across a barrier consists in increasing the doping
concentration Np near the interface, either by in situ incorporation of dopant during epitaxial
growth, or by ex situ deposition and interdiffusion by annealing for example (Figure 2.6b). I try
this strategy for the front contact fabrication on the n-GaAs shells in Section 5.3.

Another strategy to make ohmic contacts is to change the semiconductor composition to
obtain a material which does not make a Schottky barrier with a metal. For example, the
Fermi level in n-InAs is pinned within the conduction band which allows for low-barrier electron
contacts (Figure 2.6¢). In Section 5.3, I insert an n-InGaAs layer to try to improve the top
contact on n-GaAs. Conversely, if the chosen material has a larger bandgap or a deeper Fermi-
level pinning, it results in an enhanced barrier at the interface (Figure 2.6d).

Other strategies exist to obtain low-resistance contacts, for example by introducing many
defect levels in the bulk, close to the interface with the metal Figure 2.7. Indeed, an amorphous
material, for example, presents a lot of midgap states due to the non-periodicity of its atomic
bonds. Particles can effectively pass the barrier by successive tunneling through the many defect
states (trap-assisted tunneling, or hopping).

Note that a similar situation could be expected when linearly increasing the dopant concen-
tration way above 1012 cm™3 near the semiconductor-metal interface (as I try in Section 5.5).
Indeed, the impurities can then incorporate in different lattice sites, or even alter the crystal
structure of the semiconductor, which could lead to a graded transition towards a disordered
contact layer similar to Figure 2.7b, very beneficial for current extraction.

Due to the presence of interface states, the surfaces of I1I-V materials, especially of GaAs,
are prone to surface depletion, and generally make a Schottky barrier altering the electrical
contact with metals. Strategies exist to improve the contact with n-GaAs, through high
doping, graded material transition, or the introduction of a defective contact layer, and
will be investigated in Chapter 5.

46



2.1. Charge carrier separation and collection in semiconductor solar cells
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Figure 2.7: Schematic band diagrams illustrating the use of a defective amorphous layer sandwiched
at the interface between n-GaAs and a metal. The current is enhanced by electron tunneling via the
numerous defect states in the amorphous layer. From [Brillson 2010].
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2.2 Molecular beam epitaxy of nanowires

Knowing the important processes at stake in solar cells, and the parameters that need special
care to ensure functioning devices, I now introduce the theory behind the epitaxial growth of
nanowires, and describe the procedure for their synthesis by MBE.

2.2.1 III-V semiconductor epitaxy
Crystal structure of ITI-V materials

Many ITI-V semiconductor bulk or planar layer crystals exhibit a cubic Zinc-Blende (ZB) lattice
(Figure 2.8a), described by the F43m crystallographic space-group (216). There are 4 atoms
of each type per crystal unit-cell, each bonded to 4 atoms of the other type in a tetrahedral
configuration. The lattice dimensions are determined by the length called lattice parameter,
denoted a, which varies between compounds (see Table 2.1). The intentional substitution of an
atom in the lattice by an impurity atom can be used to dope the material and tune its electrical
properties.

lattice-parameter (a)

Figure 2.8: Schematic of the atomic structure of the cubic Zinc-Blende (ZB) unit cell. The (100) (black,
common for planar layer epitazy), (111)B (green, typical NW growth direction) directions are indicated
by arrows. (b) Crystal structure viewed along the [110] direction.

Table 2.1: Lattice-parameter at 300 K for some cubic crystals employed in this thesis.

GaAs
Si GaP GaAsg75Pgos  AlyGajAs (.CC < 05)
Gag.51In9.49P

543A 5.45A 5.60 A 5.65 A

Epitaxial processes

Epitaxy, from the greek ‘taxis’: ‘arrange’, and ‘epi’: ‘on top’, describes the technique by which
thin crystal films are synthesized, generally employing a seed or substrate made of a pre-existing
crystal, and onto which material precursors are brought and solidified, following the underlying
crystal structure.
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2.2. Molecular beam epitaxy of nanowires

Figure 2.9 describes the processes at a III-V surface during vapor-solid (VS) epitaxial growth.
The surface is not perfectly flat but presents steps of atomically flat domains called ‘terraces’,
which follow the eventual tilt of the surface from its nominal crystal direction, or its macroscopic
roughness. The atoms are supplied to the surface either through a beam of atoms or molecules,
or through a gas of chemical precursor that release the desired atoms at the surface with a
chemical reaction. The different technologies are discussed later. Atoms are then adsorbed onto
the surface where they can migrate in 2D, a process called ‘adatom diffusion’.

L 4 O

Atom

adsorption Adatom

desorption

Step-flow

Terrace

diffusion

Figure 2.9: Schematic of a III-V surface during epitaxial growth.

Adatoms can incorporate into the lattice, and they preferably do so at the step edges, more
favorable energetically. Epitaxial growth can thus occur with a continuous influx of atoms
extending the terraces, the so-called ‘step-flow’ regime. However, it is also possible that they
incorporate in the middle of a plane, and start clustering into a new island. This ‘island growth’
process becomes more favorable when the diffusion length of adatoms is reduced, by changing
the temperature or the group-V flux for example. Finally, the adsorbed atoms can also migrate
and then evaporate. Typically, group V adatoms have short residence time and diffusion length,
and readily evaporate from the surfaces, whereas group III elements are generally assumed to
have a unity sticking coefficient, so that adatoms diffuse until they either incorporate into the
crystal, or coalesce into droplets.

Vapor-solid epitaxial processes typically govern the growth of the NW shells, which takes
place in the same conditions as thin-film growth.

2.2.2 Molecular beam epitaxy
MBE principle and components

A solid-source MBE (Figure 2.10) consist in a chamber kept in ultra-high vacuum conditions
(background pressure of 10710 Torr), where materials are heated and evaporated from effusion
cells. In the absence of obstacle, the evaporated molecules flow ballistically toward the substrate
holder placed in the middle of the chamber, and contribute to the epitaxial growth, hence the
name ‘molecular beam epitaxy’ Controlled shutters are used to stop the fluxes individually.
The substrate holder is equipped with a rotator to ensure uniform coating.

A combination of high-vacuum pumps are needed at such low pressures, which consist mainly
in traps for residual molecules (ionic and cryogenic pumps). As the atoms travel in a ballistic
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Figure 2.10: Schematic of the growth chamber of an MBE. From [Orton and Foxon 2015].

regime in the chamber, the sidewalls must capture all incoming molecules to prevent re-emission.
The final pumping component consists therefore in hollow panels surrounding the sample holder,
and filled with liquid Ny flowing from an external circuit, keeping them close to —196 °C. This
way, the incident molecules condensate on the walls and do not have enough thermal energy to
re-evaporate. To gain further insight on the residual elements in the chamber, it is equipped with
a quadrupole mass spectrometer, able to detect the presence of elements and their molecular
configuration.

To monitor the cell fluxes, two complementary tools are also needed. First, several flux
gauges (Bayard-Alpert gauges) are placed inside the chamber, in particular just before the
sample holder in the path of the beams. They work by ionizing gas molecules with a heated
filament, and collecting the ions within a biased grid. The resulting electric current is related
to the incident atom flux with their ionization cross-section, the temperature, and a gauge
geometrical factor. But in general, such gauges are calibrated to give the equivalent pressure
of a gas of Ny molecules (beam-equivalent pressure, BEP). To make this value meaningful for
another gas, it should be multiplied by a relative sensitivity factor, which is in first order the
ratio of the ionization cross-section of the new specie to the one of No. However, for the gauge
placed right across the flux, the hypothesis of an isotropic gas does not hold and this value,
though expressed in Torr, is not representative of a physical pressure. Therefore, the BEP is
used as a value proportional to the molecular beam flux. As the proportionality coefficient can
drift over time due to gauge ageing, the absolute flux has to be calibrated by other means.

This brings us to the electron gun facing a fluorescent (phosphorus) screen, constituting
together the reflection high-energy electron diffraction (RHEED) characterization setup. Elec-
trons are accelerated towards the sample surface at grazing incidence and diffract on the first few
atomic layers of its crystal lattice. The diffraction pattern displayed on the screen gives some
insight on the surface arrangement of atoms. In particular, from the change of RHEED intensity
during growth, it is possible to determine with precision the moment when a new monolayer
is completed (for a complete introduction to the technique, see for example [Orton and Foxon
2015]). The continuous monitoring of the diffracted intensity allows thus to precisely calibrate
the growth rate of a planar crystal layers. This value in monolayer/s can be expressed in unit
length per unit time, knowing the crystal lattice parameters, or even in a number of atoms per
unit time per unit area (flux).
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2.2. Molecular beam epitaxy of nanowires

An actual MBE setup with all these elements is shown in Figure 2.11.

III-V epitaxy ~ Cryogenic Group IV epitaxy
Power supply bay  Liquid N, inset chamber pump Ionic pump chamber

Computer control RHEED Material sources Loadlock Sample displacement
detector arm

Figure 2.11: Photograph of an MBE setup used in this project (IPVEF’s Compact21 MBE).

MBE setups used in this project

C2N: MBE Riber32. During the first year of my thesis, I used a Riber32 MBE, located in
the C2N labs in Marcoussis (previously Laboratoire de Photonique et Nanostructures, LPN).
This MBE is smaller and more compact than the one described in Figure 2.11. The source cells
are disposed on two rows on one side of the machine, facing the substrate holder (Figure 2.12a).
In this configuration, the angles of incidence of the cells relative to the substrate normal are
not identical. They are summarized in Table 2.2. Some molecular beams like P or Be are much
closer to the substrate normal than others such as As or Si. It is important to consider for NWs,
which, as 3D structures, are affected by the flux incidence angles.

IPVF: MBE Compact 21. Another MBE was used the last year of the project, a Riber
Compact21 shown in the photograph Figure 2.11.

Table 2.2: Summary of the cell incidence angles relative to the substrate normal in the Riber32 and
Compact21 MBEs.

As, Si P, Al Ga, In Be
Riber32 35° 17° 32° 16°
Compact21 40° 40° 40° 40°

The main differences expected from the change of setup are:

1. A different sample temperature. In both systems, the temperature is measured with a
pyrometer pointed towards the center of the sample holder, but the incidence angle, the
distance to the sample, and possibly the solid angle of optical collection are not identical.
The molybdenum holders used are also different so their contributions to the radiated
power are also expected to be different. The temperature measured by the thermocouple
at the rear side of the wafer is not reproducible either, due to the unpredictable contact

51



Chapter 2. Theory and Methods

(b) Top-view.

5 (Ga) 1 (Si)
(a) Side-view.
z
20
Cells 1-4 . M @ y
_ S 6 (Be) l

4 X

N\ R
e 3 (Al ___,__——"" .-~ sample
e e ,/’ holder

4 (As)

8 (In);;

Figure 2.12: Source cells geometrical configuration in the Riber32 setup. The cells are disposed on two
rows facing the substrate holder.

(b) Top-view

(a) Side-view. ‘ '
J—L Sample :
holder '
74000 N .

Cell

Figure 2.13: Source cells geometrical configuration in the Compact21 setup. The cells are disposed on
a ring under the substrate holder.
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2.2. Molecular beam epitaxy of nanowires

mismatch between the 1/6 2” sample and the molybdenum holder, which can alter the
thermal equilibrium.

2. In this equipment the cells are arranged along a ring at the bottom of the chamber, facing
the substrate holder which is lying on top of them. All cells make a 40° angle with
the substrate normal, which is larger than in the Riber32, and uniform among the cells
(Figure 2.13 and Table 2.2). In addition, the sequence of the cells, as seen from one NW
sidewall, is different. These differences may result in different growth dynamics especially
for the NW shells.

3. The residual impurities inside the chamber might differ, this new chamber was only used for
the growth of AlGaAs and GalnP compounds for solar cells, whereas the Riber32 system
was used for many years for NW (including Au-catalyzed) and planar III-V growth.

Two MBE setups were used for this thesis project, and special attention must be paid to
differences between the machines which can affect the NW growth.

Growth rate calibration by RHEED oscillations

The source cell fluxes are calibrated using RHEED oscillations on planar III-V layers [Orton
and Foxon 2015].

For the group III elements Ga and Al, a GaAs(100) substrate is used, and growth is carried
out at 580 °C under an excess of As (typically V/I1I = 10). For In, it is an InAs(100) substrate,
and the substrate temperature is typically 480 °C to 530 °C. The growth rate is measured using
RHEED oscillations for different temperatures of the cell, and is fitted with an Arhenius law
(Figure 2.14a). The BEP corresponding to each cell temperature is then recorded to get a
calibration law of the flux as a function of the BEP (linear, Figure 2.14b). The atomic flux of
the cell is thus expressed in unit of the corresponding growth rate of a GaAs(100) layer, either
in monolayers per second (ML/s) or in As™!.

(a) Growth rate vs Ga cell temperature.

Temperature (K) (b) Growth rate vs BEP.
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Figure 2.14: (a) Growth rate of a GaAs(100) thin-film measured by RHEED oscillations, for different
temperatures of the Ga cell in the Riber32 MBE. The data is fitted to an Arhenius law. (b) Linear
relationship between BEP and growth rate. The BEPs were measured for the different Ga cell temperatures
after the growth rate measurements.

For the group V element As, a GaAs(100) substrate is used. The substrate temperature
and Ga growth rates are typically 580°C and 2 As™!, respectively. The As flux is modulated
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by adjusting the cell valve opening. The absolute flux is deduced from the linear interpolation
of the growth rate measured by RHEED oscillations for As fluxes below 2As™!, as described
in [Ramdani et al. 2013], Supplementary. This method is also applied to calibrate the P flux,
using a GaP(100) substrate. The BEP is then recorded for each valve opening value, to get a
calibration law of the flux vs BEP, like for group III fluxes.

Doping flux calibration by Van der Paw measurement

To calibrate each dopant flux as a function of the crucible temperature, 3 GaAs samples are
grown on semi-insulating (SI) substrates at different dopant crucible temperatures, but using
the same growth rate.

The carrier concentration inside each layer is measured by Hall effect using a Van der Pauw
setup [Van der Pauw 1958]. Specifically, 5 x 5mm square pieces are contacted at all 4 corners
with In dots rapidly annealed at 400 °C to form ohmic contacts, as verified from IV curves. The
measured carrier concentrations are assumed to correspond to the number of dopants arriving
at the surface during the layer growth. This implies two assumptions:

1. The sticking coefficient of Si and Be on GaAs(100) surfaces during epitaxial growth is

unity, meaning that atoms do not re-evaporate.

2. The dopant activation is also unity, meaning that atoms systematically incorporate in the
lattice where they act as donors (Si in Ga sites for n-type) or acceptors (Be in Ga sites for
p-type).

Thus, to ensure complete dopant activation even for doping levels [Si] > 5 x 10¥ cm ™3, the
substrate temperature is typically lowered to 550 °C, which minimizes As desorption and prevents
Si atoms to incorporate in As lattice sites where they would behave as acceptors [Tok et al. 1998].
The carrier concentrations corresponding to different crucible temperatures are then fitted with
an Arhenius law, and normalized with the layer growth rate to obtain a calibration law of the
dopant flux as a function of the crucible temperature (see for example Figure 2.15 for the Be
cell calibration in the Riber32 MBE).

19 @® GaAssamples

Arhenius fit: A exp(—B/T) ®
76627

10

76631

Doping concentration (atoms/cm?)

4
76633

670 680 690 700 710 720 730 740
Be cell temperature (°C)

Figure 2.15: Doping concentration (logscale) in three GaAs thin-films doped with Be in the Riber 32
MBE setup, using different Be cell temperatures. The growth rate was 2 As™! in all cases. Doping
concentrations were measured by Hall effect in a Van der Pauw setup. The curve is fitted with an
Arhenius law of parameters A = 2.3 x 103> cm =2 and B = 3.81 x 10*K. [76633, 76631, 76627]
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2.2. Molecular beam epitaxy of nanowires

Two MBE setups were used in this project. Here I have presented their principle and
their specificities, and described the flux calibration methods.

2.2.3 Vapor-liquid-solid growth of nanowires

Aside the widely used MBE and MOCVD, liquid phase epitaxy (LPE) is another growth tech-
nique where crystals are precipitated from a high-temperature melt of precursors, close to ther-
modynamic equilibrium. Vapor-liquid-solid (VLS) growth is basically a combination of these
techniques, where one species, dissolved in a liquid phase with the other compound (the typical
solubility of As in liquid Ga at 600°C is 1 %), is constantly replenished from the vapor phase.
Metal-catalyzed NWs are grown this way, though the term ‘catalyzed’ is generally inappropri-
ate. Although in MOCVD the hot liquid phase enhances the chemical decomposition of the
metalorganic precursors into the growth elements and therefore acts as a catalyst, in general
(in MBE), the droplet is merely a reservoir of atoms, and the preferential incorporation at this
growth front results from the imbalance of the chemical potential there and at the NW sidewall
or on the mask.

As early as in 1964, Wagner and Ellis proposed the VLS growth to explain how Au-catalyzed
NWs are formed [Wagner and Ellis 1964]. Here, I present some models proposed to explain the
VLS growth of III-V NWs independently of the catalyst (a foreign metal such as Au, or a
group-III constituent of the NW, such as In or Ga), or the technique (MBE or MOCVD). !

2.2.3.1 Polytypism in NWs: simplified nucleation model

Elaborating a complete thermodynamic model quantitatively explaining NW growth is difficult
since most of the processes happen outside equilibrium, complex nucleation events are involved
and many material parameters like surface energies are unknown in the considered growth condi-
tions. In 2007, Glas, Harmand and Patriarche proposed a model based on nucleation to explain
the NW growth. This model was the first to satisfyingly explain an important peculiarity of
NWs: they can adopt the cubic ZB crystal phase as well as the hexagonal Wurtzite (WZ) phase,
whereas the former should be energetically favored and is the only one encountered in planar
crystal growth.

[Ja

Figure 2.16: (a) TEM image of the top of a GaAsP NW, later presented in Section 4.3. (b) Schematic
of the nucleus of a new monolayer in VLS-grown NWs, with the interfaces of interest, in the hypothesis
of (b.(a)) nucleation away from and (b.(b)) at the triple-phase-line. From [Glas et al. 2007]

To better appreciate self-catalyzed VLS growth, I encourage the reader to watch short videos of in situ
observations of NW growth, at https://pubs.acs.org/doi/10.1021/acs.nanolett.9b04808
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The chemical potential of group III-group V pairs per unit volume of crystal () must be
higher in the liquid droplet than in the solid crystal below, as the droplet is supersaturated with
group V atoms supplied from the vapor phase:

Ap >0 (2.22)

However, forming a small nucleus of crystal which will then make a new atomic layer and
therefore extend the crystal, is not necessarily favored as it results in new surfaces and interfaces
which may increase the overall energy. Moreover, depending on whether the nucleus forms inside
the droplet, or at the edge (triple-phase-line), different surfaces are formed, with different surface
energies. The change of free enthalpy associated with a nucleus formation inside the droplet
(Figure 2.16ba), can be expressed :

AG = —AhAp+ Phyy + Aysw, (2.23)

where ~;;, is the energy per unit area of the lateral interface between the liquid and the nucleus,
vsn the energy per unit area of the solid-nucleus interface, A is the top area of the nucleus,
P its perimeter, and h its height (one atomic layer). The critical enthalpy change AG* is the
maximum value of AG for any size of nucleus (A), and represents the energy barrier to overcome
to form a new monolayer.

A nucleus of given shape is identical in ZB and WZ, apart from its position on the underlying
crystal. Thus, the AG can be directly compared, and Ap and -~y are identical. However,
’yg[gvz > fyg ]j\gf (the cohesive energy of WZ is higher than of ZB), resulting in a lower AG for ZB
and a preferred nucleation in this phase. In conclusion, nucleation away from the TPL results
in ZB phase.

Conversely, considering nucleation at the TPL (Figure 2.16bb), a portion « of the nucleus
perimeter is now exposed to the vapor phase, whereas the total droplet surface has diminished
by an area proportional to the exposed nucleus area through a factor named 7. The free enthalpy
change is then:

AG=—-AhAp+Pha(yy —7vv) + (1 —a)yp] + Aysn (2.24)

Geometrical calculations yield 7 = sin(). AG is in this case dependent on the type and
position of the nucleus, and the kind of lateral facets which are exposed. Arguing that the
lateral surface energy of a WZ nuclei is smaller than the one of ZB: ,YZV‘I;Z < 71%/3 , the authors
show that for high enough supersaturation Ap, a WZ nucleus is favored. Thus, nucleation at
the TPL makes WZ nucleation at least possible, if not certain.

Finally, the difference between Equation 2.24 and Equation 2.23 yields the following condition
for the nucleation to occur at the TPL:

Yv — L — YLy sin(f) <0 (2.25)

As a result, nucleation at the TPL is preferred for a given droplet contact angle range,
centered at 90°.

For an intermediate range of droplet contact angles, nucleation occurs at the TPL and
the WZ phase is likely preferred. For higher or lower contact angles, nucleation occurs
inside the droplet and results in ZB phase. Experimental observations qualitatively agree
with the model, as a ZB phase is observed at high and low contact angles, and WZ in
between (Figure 2.17, or [Priante et al. 2013]).
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2.2. Molecular beam epitaxy of nanowires

Figure 2.17: In situ transmission electron microscope (TEM) images of a NW with 3 different droplet
contact angles, which correlates with the growth of ZB at large and small angles, and WZ at intermediate
angles. From [Panciera et al. 2020]

2.2.3.2 Truncated and tilted facets: total surface energy considerations

Since 2007, new experimental results have become available, in particular, growth inside a trans-
mission electron microscope (TEM) allows to follow the growth dynamics with unprecedented
spatial and temporal resolutions ([Wen et al. 2010]; [Jacobsson et al. 2016]; [Harmand et al.
2018]; [Panciera et al. 2020]). It was evidenced that the NW corners are periodically truncated
during the VLS growth of ZB Si [Wen et al. 2011], Ge [Gamalski et al. 2011] or GaAs NWs
[Jacobsson et al. 2016], which seems like a general effect occurring after or during monolayer
completion. Moreover, NWs are often widening or narrowing during growth depending on the
droplet geometry. In addition, the droplet contact angle appears to be the sole parameter con-
trolling the crystal phase, but the range for WZ formation is actually not centered around 90°
[Jacobsson et al. 2016]. The previous model needs to be revamped to explain why these different
configurations exist.

Recent calculations do not actually consider nucleation but rather compare the total surface
energy between a given morphology, which can exhibit tapered sidewalls and even truncated
edges under the droplet, and the reference state having vertical sidewalls and 90° edges at
the TPL ([Jacobsson et al. 2016]; [Kim et al. 2018]; [Panciera et al. 2020]). Panciera et al.
calculated these terms using surface energies from the literature, except for the ones at the
solid-liquid interfaces (including a truncated facet at a given angle), which are fitted with the in
situ observations. The resulting configuration diagram is shown in Figure 2.18, and can explain
the different situations encountered in the experiments: narrowing ZB segments for low contact
angles, straight WZ sidewalls for intermediate, and truncated ZB facets in the droplet for large
contact angles, with widening sidewalls.

Controlling the contact angle is possible during growth, since increasing the V/III ratio leads
to an increased axial growth rate and a reduction of the droplet volume, and consequently, of its
contact angle. Conversely, decreasing the V/III ratio allows to inflate the droplet and increase
the contact angle. Thus, crystal phase control is possible.

Despite its ability to predict the NW crystal structure, the absence of nucleation consid-
erations in this model might be lacking for a complete picture. Indeed, given that a non-zero
duration elapses before each monolayer initiation [Harmand et al. 2018], there must be a nucle-
ation step which should govern the new monolayer configuration.

Considerations of the total surface energy of the NW facets in different configurations suf-
fice to explain the remarkable transition between different NW morphologies and crystal
structures for some determined values of the contact angle.
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Figure 2.18: Fuavorable VLS growth configurations as a function of the droplet contact angle, considering
the total surface energy of the sidewall and wetted facets. Blue zero-level line corresponds to vertical (110)
ZB facets and the red horizontal line to vertical (1100) WZ facets. At small contact angles, the structure
is ZB and the sidewalls are narrowing. Above 100°, the WZ phase is preferred, with vertical sidewalls.
Beyond 125° the ZB phase is once again favored with truncated wetted facets and vertical sidewalls. Only
a few degrees higher, widening sidewalls are more favored (still with truncated wetted ZB facets. From
[Panciera et al. 2020].

2.2.3.3 Enhanced material collection

A NW ensemble should, in principle, only collect a small portion of the incident flux, most of
it impinging the mask or the NW trunks instead of the NW droplet. However, the VLS growth
of NW ensembles can actually lead to similar material consumption as planar growth, through
various means. Here I focus in particular on considerations for molecular beam epitaxy (MBE).
In particular, there are important flux shading effects in dense NW arrays.

o V/III ratio close to unity. As the VLS growth is generally group-V-limited, V/III
flux ratios from 1 to 2 are typically employed. On the other hand, planar growth requires
important group V overpressures and the V/III ratio is typically 10, meaning that 90 % of
the supplied group V material is lost by re-emission.

e Group V re-emission. The droplet is replenished of group V atoms from the gas phase,
not only from the direct flux from the source cell, but also by an indirect flux caused by
re-evaporation of As atoms that primarily intercepted the surrounding NW sidewalls, or
the mask surface. Indeed, the surface diffusion length of As adatoms is negligible. This
secondary flux can amount for twice the direct flux. [Ramdani et al. 2013].

Note that the group V atoms inside the droplet do not necessarily end up in the crystal
but may evaporate back to the vapor phase. This flux becomes negligible close to the
typical VLS growth temperatures (580 °C [Glas et al. 2013]), so this loss channel could be
minimized.

¢ Group III diffusion and re-emission. Group III atoms that intercept the NW sidewalls
may either:

1. Diffuse to the NW droplet and participate to the VLS growth.
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2.2. Molecular beam epitaxy of nanowires

2. Evaporate back to the vapor phase.

3. Incorporate into the NW sidewalls by VS epitaxy, contributing to the NW forma-
tion. This effect is particularly sensitive to the temperature and the type of group V
molecule in the precursor flux [Sartel et al. 2010], and is further investigated in this
thesis when dealing with ternary alloys (Section 4.3).

As for the atoms impinging the mask surface, they readily re-evaporate into the gas phase
and have another chance to reach the NW sidewalls or droplet ([Plissard et al. 2011];
[Oehler et al. 2018]).

Overall, once steady-state growth is attained in arrays of long NWs, diffusion and re-
emission effect results in the incorporation of more than 90 % of the Ga from the incident
flux into the crystal [Oehler et al. 2018]. On the negative side, the amount of Ga stored in
the droplet at the end of the growth is not used, except if an in situ droplet consumption
method is employed that permits to fully crystallize it into a useful extra NW segment.

Many factors contribute to use a significant amount of the incident material for the
NW growth. The group IIT usage can reach 90 %, lower than for planar growth which
incorporates 100 % of the incident atoms. However, the group V usage benefits from low
V/III flux ratio, and important re-emission effects in NW arrays, and could be tuned to
overcome the usage in planar epitaxy, where only 10 % of the flux is typically incorporated.
This is particularly attractive given that arsenic is more expensive than gallium and
indium.

2.2.4 Patterned substrate fabrication

All patterned wafers were fabricated in C2N laboratories in Marcoussis. Here, I describe their
fabrication process, and then the baseline procedure for MBE growth.

Table 2.3: FElectrical characteristics of the Si wafers used as substrates for the growth of NWs. The
doping level is estimated from the resistivity following an empirical relationship [NSM (Ioffe) 2019].

Wafer Resistivity Doping level

pt 1020 mQcm 49 x 108 cm™3
ptt 0.8—1.2 mQcm 1x10%¥%cm™3

Two-inch Si wafers are used, to fit the MBE holders. They are (111)-oriented to follow the
preferred NW growth direction. They are p-doped as p-core/n-shell devices are pursued, which,
in a tandem configuration, have to grow on a p(bottom)/n(top) silicon subcell, terminated by a
n+/p+ tunnel junction. The wafers are supplied by Siltronix. They are grown by Czochralski
process, doped with boron, oriented (111) + 0.5° and 250—300 pm thick. Their electrical
characteristics are summarized in Table 2.3.

After fully deoxidizing the wafers in hydrofluoric acid (HF) diluted in water to 5% con-
centration, a silica layer about 30nm thick is deposited via plasma-enhanced chemical vapor
deposition (PECVD).

Electron Beam lithography patterning

The substrates are coated with an electron-sensitive resist (495PMMA, 2 %) and patterned in a
Vistec EBPG 5000+ electron beam lithography machine, operating at 100kV.
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Figure 2.19: (a) Schematic of a patterned 27 silicon substrate. (b) The substrate is then cleaved into 6
similar samples. 3 patterned zones are located at the sample tip, middle, and closer to the wafer curved
edge. (c,d) Details of the patterned zones. (¢) Two large rectangular areas (blue and yellow), visible
with bare eye, are hexagonal arrays of pitch 0.5 ym and 1 um, written with EBL by single-shot exposure
at the middle of each hole. (d) A small matriz contains hexagonal arrays of different pitches and hole
dimensions, defined by standard multiple-exposure EBL. Indications in red provide information about the
dimensions and are not part of the EBL patterning.

The patterns typically used are summarized in Figure 2.19. Large rectangles up to 2mm
long are patterned by electron beam lithography (EBL), by injecting a single dose at the center
of each hole. The dose is expressed in pC cm ™2 and corresponds to the density of injected charge
if the holes were 10nm x 10 nm. For example, 20 000 1C cm ™2 corresponds to 2 x 1078 1C /hole.
On the pattern shown in Figure 2.19c, there are two large-area patterned zones, but some designs
contain up to 8 zones (4 for pitch 500 nm and 4 for pitch 1000 nm). The hole size is determined
empirically after the etching steps.

The design also includes a small matrix of arrays with different pitches and hole diameters
(Figure 2.19d). There, the holes are written by EBL pixel-by-pixel, with a beam step size
of 1nm to ensure that small circles can be defined. The dose here is typically 2500 nCcm ™2,
which for a single hole of 50 nm diameter corresponds to a charge of 4.9 x 1078 nC/hole. This is
comparable to the previous value for the single-shot exposed patterns. The hole dimension and
edge definition is much better controlled using pixel-by-pixel writing, and the yield of vertical
NWs is typically higher than in the ‘single-shot’ patterns. However, it is very slow to write the
patterns this way, so it cannot be used for the large areas needed for the fabrication of devices

Note that the design of the patterns was adapted for some sample series. In particular for
the growth on full 2” substrates, a unique large square pattern (1 cm to 2 cm wide) is defined at
the center by single-shot exposure.

Pattern transfer

The following fabrication steps are described in Figure 2.20. The sample with patterned PMMA
is placed in a capacitively coupled plasma-reactive ion etching (CCP-RIE) chamber. The pres-
sure is stabilized to 7 mTorr, as SFg and CHF'3 gases are provided with a flow rate ratio of 8:20,
and the bias voltage is about 190 V. The etch rate was previously calibrated on planar SiOy
layers deposited in the same conditions as our mask, etched for different durations, and whose
thicknesses were measured by fitting their normal reflectance to a SiOx—on—Si model. Special
attention is paid not to etch all the way down to the bottom of the holes so as to leave about
4nm of SiOx (nominally). This way, plasma-induced damage to the Si is avoided, in particular
any possible amorphization.

The PMMA resist is removed by successive immersion in trichloroethylene and acetone (with
sonication), then rinsed with IPA. To ensure complete removal of organic residues, the sample
is then subject to an oxygen plasma cleaning by CCP-RIE.
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Figure 2.20: (a-e) Schematic of the patterned substrate fabrication. (a) Initially, PMMA patterned by
EBL into a hexagonal array of holes lies on a ~ 30nm thick SiO, layer, coating a p-Si(111) substrate.
(b) The holes are transferred into the SiO, layer by CCP-RIE. (c) The holes are not etched down to the
bottom, to avoid amorphization and damage to the first Si layers. (d) After resist stripping and sample
cleaning, a last dip is performed in HF diluted in water at a concentration of 1%. (e) Due to the isotropy
of this etching method, the mask is thinned and the holes are enlarged.(f) A top-view of the patterned
substrate showing the hexagonal geometry of the pattern and the inter-hole distance (pitch).

The remaining SiOy is removed by a dip in a 1% HF solution (diluted in water), for a
typical duration of 30s, and under dimmed light to prevent any light-induced modification of
the etching process. Due to the isotropy of HF wet etching, the holes are enlarged and the mask
is thinned during this step. After rinsing with de-ionized water and drying with Ny, the sample
is quickly loaded into the MBE (within 5 minutes), to prevent Si re-oxidation inside the holes.

During the second half of this thesis, while it was not possible to realize this HF dip at the
MBE facility, the sample was stored overnight in a container flushed two timed with No, and
inserted in the MBE the following day. Parasitic deposition on the mask seems enhanced in
these conditions, but with careful pre-growth thermal treatment it can be prevented.

2.2.5 Baseline procedure for the nanowire growth by MBE

The morphology of the sample during the different steps of the NW growth is schematically
described in Figure 2.21, along with illustrating SEM images.

Pre-deposition

The patterned substrate is outgassed at 500 °C in the MBE system to desorb water, and then
introduced inside the growth chamber on a rotating holder (at typically 10rpm). The substrate
temperature is monitored with a pyrometer (IRCON 0.9 pm) and stabilized at 600° for at least
10 min before the growth.

The growth procedure is initiated with the catalyst pre-deposition, during which only a Ga
flux is provided to form liquid droplets inside the holes of the mask. Some experimental studies
suggest that, at this temperature, Ga evaporates from the mask so that only the direct flux
impinging the holes contribute to the droplet formation ([Plissard et al. 2011]; [Oehler et al.
2018)).

Core growth

Without stopping the Ga flux, a flux of group V molecules is provided to initiate the VLS growth.
The V/III flux ratio is close to stoichiometry as the VLS growth is group V limited, typically
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Figure 2.21: Schematic of the growth sequence for core-shell NWs in the MBE chamber. (a) Ga droplets
are formed in the holes of the patterned wafer by supplying only Ga. (b) VLS growth of GaAs NWs is
ingtiated by supplying an As fluz. (c) Catalyst consumption can be realized by supplying only an As fluz,
thus crystallizing the liquid Ga into GaAs. A shell can be grown by supplying Ga with an excess of As.
(d,e,f) SEM images corresponding to the different steps are also provided. The stable facets for a GaAs
made of ZB phase are the {110}, as represented on the drawings.

around 1.5. A Si or Be flux can be provided during core growth (starting from the beginning of
the pre-deposition) to incorporate them as dopants. The incorporation and activation of such
impurities in the NW core are investigated in Chapter 4. If the sample needs to be taken out
right at the end of the axial growth, all fluxes are stopped abruptly, while the heating oven is
switched off to quickly cool the sample down. The typical NW diameter at the end of this step
is between 85-105nm. Otherwise, the droplet can be consumed by switching off all group III
fluxes while maintaining the group V fluxes, which crystallizes the remaining liquid Ga into an
extra GaAs segment.

Shell growth

For shell growth, the conditions are similar to planar III-V layers, and a group V flux is provided
in excess, while the group IIT flux determines the growth rate. The typical V/III ratio used for
GaAs shell growth is 7. The substrate rotation is maintained throughout the shell duration at
rather high speed (preferably 20 rpm), to promote a uniform coating of the NW sidewall facets.
Switching from a shell with As compounds to P compounds necessitates to gradually turn down
the As flux while at 450 °C, then turning the P flux on, to avoid intermixing of P and As at the
interface.

The fabrication of a solar cell from the epitaxial NW array was developed and optimized
during this thesis work, and is presented separately, in Section 5.2.
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2.3 Characterization of nanowires and nanowire solar cells

After the growth, NW arrays are systematically observed using a standard scanning electron
microscope (SEM). The acquisition of the JV characteristics of complete NW solar cells in the
dark and under an AM1.5G solar simulator is also always performed. However, more advanced
characterization techniques were used to characterize individual NWs or complete NW solar
cells, which I briefly describe in this section.

2.3.1 Transmission electron microscopy and energy-dispersive X-ray spec-
troscopy

TEM Imaging

Transmission electron microscopy (TEM) at room-temperature is used to investigate the crystal
structure of individual NWs at the atom scale. The tool is a FEI Titan THEMIS operating at
200kV. Following the epitaxial growth, individual NWs are mechanically transferred on a TEM
grid, transparent to the electron beam. They are observed from their lateral side.

Operation in TEM mode along the (110) zone-axis of the NWs allows to distinguish the WZ
and ZB crystal phases in the selected area diffraction patterns, as well as acquiring low-resolution
bright- and dark-field (BF or DF) images to identify twins and stacking faults in the NWs. By
selecting specific spots of the diffraction pattern, dark-field images can be reconstructed which
highlight the WZ and/or one of the WZ phases.

High-resolution pictures are taken in scanning mode (STEM), allowing to distinguish atom
columns and to identify the polarity of the crystal. High-angle annular diffraction (STEM-
HAADF) allows to get some insight on the chemical composition from the image contrast, as
heavier atoms have a higher chance of scattering the incident electrons to high angles.

More insight on their chemical composition is gained when using X-rays detectors to perform
energy-dispersive X-ray spectroscopy measurements (EDX), using a Brucker Super X detector.

Core-shell composition measurement by EDX

The quantification of the chemical composition in the NW from the X-ray spectrogram is au-
tomatically performed by the software ESPRIT?, specifying a nominal thickness of 100nm to
take photon reabsorption into account.

This allows to characterize NWs where the core and the shell composition differ, as in Fig-
ure 2.22a for example. The EDX analysis is actually performed along the (112) zone-axis of an
entire NW, so the shell apparent signal does not need further correction, see Figure 2.22b. As for
the core, its apparent EDX composition is corrected by weighing the signal with the thickness
of the core and shell along the electron beam direction:

Tapp X (tcore + 2tshell) = Tcore X Leore T Tshell X 2tshell (226)

where x,p, is the apparent core composition, Zghen, the shell composition, tcore and tgpen the
effective thicknesses of the core and shell along the beam path. The shell thickness tgnen is
measured between two facets from EDX mappings, with an eventual error term to account
for the variation of the shell thickness among facets, typically 1nm to 2nm. Error bars are
calculated from the standard error on the EDX measurement, and the uncertainties on the
different thicknesses. This method is used in this thesis to characterize GalnP shell (Section 4.1),
or slight core-shell composition inhomogeneities in GaAsP NWs (Section 4.3).

2ht'cps ://www.bruker.com/fr/products/x-ray-diffraction-and-elemental-analysis/
eds-wds-ebsd-sem-micro-xrf-and-sem-micro-ct/esprit-2/spectrometry-functions/esprit-imaging.html
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Figure 2.22: (a) TEM micrograph of a GaAsP NW, viewed along its cross-section. A shell of different
alloy composition is visible. From [Himwas et al. 2019]. (b) Geometry of a core-shell NW cross-section.
The red dashed lines represent the possible electron beam paths when observing the NW from the side in
STEM, through the NW core and shell. Orientation along a <11§> direction permits a direct and accurate
determination of the alloy composition in the shell.

2.3.2 Cathodoluminescence

Cathodoluminescence (CL) consists in the excitation of a semiconducting material with a focused
electron beam, generating multiple electron-hole pairs in a small volume. After thermalizing to
the band edges, defect levels, or excitonic states, electrons and holes may recombine radiatively
and the emitted photons are collected and spectrally dispersed using a spectrometer.

The setup at C2N is a quantitative cathodoluminescence microscope manufactured by Atto-
light (Allalin 4027 Chronos®). It can perform time-resolved measurements, but only the contin-
uous operation mode configuration is presented here (Figure 2.23). The sample is placed on a
piezo-electric control stage with nanopositioning ability, cooled down to the 10 K to 20 K range
with a He cryostat.

Electron optics

A Schottky field emission gun using a ZrO coated tungsten tip generates the electron beam. It
can be operated in steady-state mode (continuous wave, CW) by heating the tip, or in pulsed
mode by photoemission with a pulsed laser focused at the tip (not described here). After being
directed through a positively charged extractor, the electron beam is then controlled by an
electromagnetic lens called gun lens, which determines its spread onto an aperture. Diameters
of 100 pm, 50 pm, 30 pm and 25 pm can be used for the aperture. The electron beam is then
focused through the second electromagnetic lens (objective lens) onto the sample surface where
the final spot size is about 10 nm of less (nominally 3nm at 10keV).

Light collection and detection

The light emitted from the sample is collected with an ensemble of mirrors, with a design similar
to Cassegrain reflectors. The resulting objective is achromatic from 180 nm to 1600 nm, with a

*https://attolight.com/chronos/
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Figure 2.23: Detailed picture of the CL chamber in the configuration used for doping study, showing the
electron gun, the electromagnetic lenses, the cryogenic sample stage, the electron detectors and the light
collection optics. Adapted from hitps://attolight.com/.

numerical aperture of 0.71, and nominally collects 30 % of the photons emitted by a Lambertian
emitter (constant over the whole field of view of up to 300 pm).

The light is dispersed with a Horiba iHR320 monochromator grating with 150 grooves/mm.
The spectra are recorder on an Andor Newton Si charge-coupled device (CCD) camera (1024 x
256 pixels, pixel width 26 pm, spectral dispersion: 0.53 nm/pixel). Luminescence spectra are
corrected for the diffraction efficiency of the grating and the sensitivity of the CCD camera.
The typical spectral resolution is 2 nm.

Spatial resolution

For the acquisition of hyperspectral CL maps, the electron beam scans a rectangular region of
interest, and a full spectrum of the luminescence is collected at each pixel. While the electron
beam spot size is only about 10 nm, the volume of interaction between the electrons and the sam-
ple is larger. Using the program CASINO (v. 2.51%), electron trajectories can be simulated and
the volume where electrons lose energy due to collisions can be estimated (detailed explanations
in ref. [Drouin et al. 2007]). For example, 75 % of the energy of a 6 kV electron beam absorbed
in a GaAs slab is dissipated in a cylinder-like volume, about 70 nm-deep and 20 nm-wide (see
Figure 2.24).

Moreover, while the excitation is localized, light is collected from the entire sample, which
means that electro-generated carriers can diffuse in the material and recombine radiatively some-
where else. The resolution is thus in general governed by the carrier diffusion lengths, which can
be up to several pym in high-quality, well-passivated III-V materials. However, in NWs the high
surface/volume ratio and the presence of defects (impurities and stacking faults) limit the carrier
diffusion, especially at low temperature. While this is undesired from a device perspective, it is
paradoxically beneficial to improve the CL spatial resolution.

‘https://www.gel.usherbrooke.ca/casino/index.html

65


https://www.gel.usherbrooke.ca/casino/index.html

Chapter 2. Theory and Methods

(a) Side-view energy distribution.

Electron beam excitation

(b) Top-view energy distribution.
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Figure 2.24: Contour plot of the energy dissipation in a GaAs slab exposed with a 6 KV electron beam with
a 10nm spot size, calculated in (a) side-view and (b) top-view. The percentages indicate the proportion
of the energy that is dissipated within the corresponding contour. Realized with the software CASINO.
800000 electron trajectories were simulated, a density of 5.32mgcm ™2 was used for GaAs and the energy
distribution was calculated with 700 divisions on each axis.

Cathodoluminescence is used in Section 4.2, to evaluate the doping levels in single GaAs NWs.
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2.3.3 External quantum efficiency of solar cells

The external quantum efficiency (EQE) measures the probability for a solar cell to collect a
photogenerated electron at a given wavelength:

Collected electrons

EQE(\) = (2.27)

Incident photons
This allows for the calculation of the experimental Js. by integration with the AMI1.5G
spectrum, supposing that the response of the cell is independent from the power it receives:

T =4 / EQE(N) g an5¢ A (2.28)

where ¢ an1.5¢ is the AM1.5G spectral photon flux, in photonss™' m~2nm™".

EQEs are measured with a home-built set-up at C2N. The light emitted by a xenon lamp
is filtered using a grating monochromator and guided to the setup optical axis with an optical
fiber. The photon flux over the spectral range of interest (300 nm to 1000 nm for GaAs) is first
calibrated with reference GaAs and Si solar cells with known responsivity. Then, the sample
is subject to the same illumination conditions, while the current at its terminals is collected at
zero bias with a Keithley 2600 source measure unit. The EQE is then deduced from the photon
flux and the collected current, using Equation 2.27. An example of the EQE of an actual NW
solar cell is presented in Figure 2.25, with the value of the integrated Jg.
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Figure 2.25: EQFE of a NW solar cell. The Js. is calculated using Equation 2.28. [16838]

2.3.4 Hyperspectral photoluminescence mapping

To characterize NW solar cells with spatial resolution, a hyperspectral imager setup developed
at IPVF was used, which yields spectrally-resolved Photoluminescence (PL) images in absolute
units. PL is similar to CL but the excitation consists of photons, usually from a monochromatic
laser source. The photogeneration of carriers also translates into a quasi-Fermi level splitting
Aep = ep. — €py # 0, and to emission of light according to the generalized Planck law Equa-
tion 2.9.

Hyperspectral imager setup

As sketched in Figure 2.26, the excitation source is a green laser, whose beam is spread through a
diffuser to ensure wide-field illumination, and focused on the sample surface. As for the emitted
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light (red in the schematic), it is collected from the sample through the same objective as the
excitation, and selectively transmitted upwards using a beam splitter.
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Figure 2.26: Sketch of the hyperspectral PL imaging setup. The sample is here supposed to emit red
luminescence. From [Bercegol 2019].

In order to separate the spectral components of the signal, a 2D spectral filter based on
volume Bragg grating is used®, which forms a 2D image where the y-axis corresponds to one
spatial direction, while the x-axis contains a combination of the other spatial direction, as well
as the spectral information. This image is acquired by a CCD camera (Si detector). Specifically,
each pixel row along the x-axis corresponds to the luminescence of this x-coordinate, at a given
wavelength (in an interval A = 1nm, the grating bandwidth). The wavelength range spans
the entire x-axis and is arbitrarily centered. By multiple acquisition of the convolved image
for different central wavelengths (grating controlled by a computer), a data cube is obtained.
A numerical treatment allows to deconvolve x and A and to obtain a x-y-A data cube of the
luminescence intensity, the raw image.

The solar cells themselves are used as power-meters to measure the intensity of the exciting
light. For a given laser illumination, knowing the quantum efficiency of the solar cell, its Jgc
is a direct measurement of the incident photon flux. This flux is preferably expressed as an
equivalent number of suns, one sun corresponding to the flux at which .J solaser — j_ 1sun

Calibration to absolute units

The system needs to be calibrated in order to measure the luminescence in absolute units
(photonss~!m~2eV~!sr~1). To do so, several parameters need to be determined:

e Solid angle: Only the light emitted within a given solid angle is collected by the system,
as defined by the microscope objective numerical aperture (NA): Q = 7 N A2

e Spectral accuracy of the grating is verified by shining two lasers of known wavelengths
(1062.2nm and 783.6 nm) into the objective.

e Spectral response: a calibrated white lamp with a known spectrum is placed in an
integrating sphere at the sample position, which ensures uniform light emission along the x-
and y- axes. The spectral response is a cube with the ratio of the recorded (CCD camera)

Shttp://www.photonetc.com/fr/
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and reference intensity for each position and wavelength: Spectral response(x,y, \) =
recorded luminescence(z,y,\)
reference luminescence(z,z,\)

o Total transmitted power: a laser is placed at the sample position and directed towards
the objective. The laser photon flux is first deduced from its power, measured with a
powermeter. Then the total power measured by the hyperspectral imager is obtained
by integrating the cubes. The power transmission ratio is then the ratio of the photons

emitted by the laser to the ones collected by the imager, over a duration dt: Ip = qfantilt

o Pixel size: Knowing the sample characteristic dimensions (diameter of one diode for
example), the surface of each pixel of the CCD camera can be estimated from the images

(Spiz)'
Then, the acquired luminescence cubes can be expressed in absolute units through:
raw luminescence(z, y, \) 1

Absolute lumi A) = +2
solute luminescence(z, y, \) spectral response(, , \) X Sy IR ONQ (2.29)

I use this setup to characterize NW solar cells and gain more insight about their internal quasi-
Fermi level splitting and spatial inhomogeneities (Chapter 5).
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2.4 Summary of Chapter 2: Theory and methods

In this chapter, I first briefly described the physics behind the separation and collection
of charge carriers in semiconductor solar cells. In particular, I looked into the role of the
electrochemical potential, the importance of recombination processes, the advantage of a
p-i-n structure for NWs, and the issues toward making ohmic contacts, with a particular
focus on GaAs.

As the NWs are to be grown by molecular beam epitaxy, I introduced the basic principles
of crystal growth and our MBE setups. I then presented two models for the NW growth by
VLS, which relate the observed morphology and crystal structure to growth parameters,
in particular through the droplet contact angle. This growth regime also promotes an
efficient use of precursor materials. I then described the patterned substrate fabrication
process, and the baseline procedure for the growth of core-shell NWs by MBE.

Finally, I presented several advanced characterization techniques employed in this the-
sis. Transmission electron microscopy and cathodoluminescence spectroscopy are used
to investigate the properties of individual, as-grown NWs, in particular their crystal
structure, composition, and carrier distribution. External quantum efficiency and hy-
perspectral photoluminescence imaging, on the other hand, allow to characterize fully
processed solar cells.
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3.3.2.4  Characterization of nanowires with improved droplet consump-
tlon . . . . .

3.3.2.5  Is the droplet consumption procedure robust?
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3.4 Summary of Chapter 3: GaAs nanowire arrays on silicon

The central step towards the fabrication of a NW solar cell is the epitaxy of the NW ar-
ray. This array should be homogeneous, with limited NW to NW variation in term of growth

morphology and crystal quality.

In this chapter, I first make a historical overview of the different techniques employed to
fabricate arrays of GaAs NWs, focusing on the homogeneity of the NW ensemble. T then turn to
the self-catalyzed VLS growth of GaAs NWs by MBE, and on the origin of defects in the array,
to then optimize the vertical yield with specific growth conditions, NW design and substrate
preparation. Finally, the crystalline quality of the NWs is investigated, in particular regarding

the defects created during the in situ consumption of the catalyst.
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3.1 State-of-the-art of nanowire growth in ordered arrays

The homogeneity of NW arrays is of prime importance. Growth should only occur at the
desired locations of the patterned substrate and all NWs must share a similar geometry (height,
diameter, etc.). Imperfections, such as tilted NWs, polycrystalline non-NW growth, or the
absence of growth, hinder the performances of the final device. While NW arrays can be tailored
to maximize light absorption using the multi-resonant properties of periodic nanostructures,
optical calculations showed that the introduction of disorder leads to a reduced absorption [Loiko
et al. 2018], despite experimental results reporting limited impact of disorder on absorption
[Madaria et al. 2012]. Moreover, the electrical properties of the solar cell are also altered if
defective growth occurs in place of NWs, as it can provide a leakage path for the carriers
generated in the rest of the array. Individually, the NWs are single solar cells connected in
parallel, up to 5 x 108 cm™2 in a 500 nm pitch hexagonal array, which makes it crucial to control
their homogeneity.

In the following I denote vertical yield or simply yield, the ratio of the number of vertical
NWs with regular morphology to the total number of holes in the array. NW arrays whose
yield approaches 100 % are called homogeneous. This yield can be optimized, but it strongly
depends on the growth mode, the technique employed to localize the NWs, and the substrate
used. It is not always explicitly mentioned in the NW literature, but the published SEM images
allow some estimates. Best performing NW array solar cells systematically exhibit yields close
to 100 % ([Aberg et al. 2016]; [Dam et al. 2016]; [Wallentin et al. 2013]), and the company
Solvoltaics which produced NWs by aerotaxy, had to develop a technique to vertically align the
NWs on an external substrate, until they achieved 99 % alignment yield [Borgstrom et al. 2018|.

In this state-of-the-art review, I focus on III-V NWs fabricated in a bottom-up fashion such
as VLS growth or selective area epitaxy, because this approach is of technological and industrial
relevance in the perspective of low-cost fabrication of arrays of nanostructures. I review the
historical developments of the most encountered NW growth techniques, shown in Figure 3.1:
(a) Au-catalyzed, (b) self-catalyzed, and (c) catalyst-free III-V NW growth on Si.

Semiconductor
L + Oxide

Mask layer

Hetero seed particle Il Homo seed particle

Substrate M Alloyed particle

Figure 3.1: Schematic representation of the three most encountered NW growth techniques. (a) gold-
catalyzed VLS growth, (b) self-catalyzed VLS growth, (c) Selective Area Epitary (SAE). Adapted from
[Mandl et al. 2010].

Patterning techniques

Several techniques were explored to pattern a selective mask for NW growth in ordered arrays,
such as block copolymers [Fan et al. 2006], nanosphere lithography ([Fuhrmann et al. 2005];
[Madaria et al. 2012]), laser interference lithography [Kauppinen et al. 2016], and focused ion
beam (FIB) lithography ([Detz et al. 2017]; [Mosberg et al. 2017]; [Bahrami et al. 2020]). But
the versatility and reliability of electron-beam lithography (EBL), and to a lesser extent, of
nano-imprint lithography (NIL), make them the preferred choices for NW array research studies
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which are often at the stage of the proof-of-concept where the cost of the techniques employed
is not a stringent constraint. Therefore, most of the NW arrays reported in the literature and
the ones in this thesis are patterned using EBL.

3.1.1 Gold-catalyzed nanowire arrays
Growth on III-V substrates

The pioneering works on regular NW arrays on III-V substrates involved the deposition of gold
particle catalysts on the substrate prior to VLS growth, as represented Figure 3.1. As early
as 1994, Sato et al. demonstrated the localized growth of NWs by MOVPE on GaAs(111)B
substrate [Sato et al. 1995] (Figure 3.2a). They used an electron beam lithography (EBL)-
patterned double layer silica mask to obtain localized gold pads after gold deposition and lift-off.
They demonstrated selectivity of the NW growth (MOVPE) which only took place inside the
patterned holes. But the homogeneity of the growth was not good as many NWs grew at each
site, due to the large hole size (200 nm to 1000 nm wide squares).

(a) Localized GaAs NWs. (b) InAs NW array. [Jensen et al. (€) InP NW array. [Otnes et al.
[Sato et al. 1995] (1994) 2004] (2004) 2016] (2016)
il \‘“ 1
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Figure 3.2: Examples of gold-catalyzed NW arrays grown by MOVPE on III-V substrates.

In 2002, Wu et al. demonstrated the first growth of organized arrays of GaAs NWs (MBE).
An anodized aluminum template with well-ordered enlarged nanopores was bonded to the
GaAs(111)B substrate, serving as a mask for the localized deposition of gold particles [Wu et al.
2002]. This array was not yet homogeneous though, and the technique had to be perfected.

The following development was then mostly driven by Lars Samuelsson group at Lund Uni-
versity. At first in 2001 they were using aerosol gold particles randomly located at the surface
of GaAs(111)B substrates, for the growth of GaAs NWs [Ohlsson et al. 2001]. It was in 2003
that they demonstrated the first homogeneous arrays of gold-catalyzed InP NWs by MOVPE
(Figure 3.2¢), followed by InAs NW arrays with similar excellent yield [Jensen et al. 2004] (Fig-
ure 3.2b). They used EBL-patterned resist to localize the gold particles, but then proved that
such homogeneity was achievable using low-cost and large-scale compatible nanoimprint pro-
cesses ([Martensson et al. 2004]; [Otnes et al. 2016]). In 2016, they reported the fabrication of
a 15.3% GaAs NW solar cell, and the SEM images show a perfectly homogeneous NW array
(Figure 1.15a in the introduction, page 25), which confirms that they also have excellent control
over the yield of GaAs NWs [Aberg et al. 2016].

Growth on silicon substrates

In 2006, Roest et al. demonstrated the localized growth of GaAs NWs on Si(111) with a low
yield: NWs were growing tilted along either of the 4 possible (111) directions [Roest et al. 2006].
In 2010 homogeneous arrays of InAs NWs were reported but this growth process involved the
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epitaxy of an epitaxial InAs thin film on the Si(111)substrate prior to gold catalyst deposition
and NWs growth [Ghalamestani et al. 2012].

However, the research on gold-catalyzed III-V N'Ws on silicon substrates was not intensely
pursued over the past few years. Gold is notably incompatible with silicon technologies because
it incorporates in this material and introduces mid-gap defect states, very detrimental to devices.

Au-catalyzed VLS NWs paved the way toward homogeneous arrays, though mostly on I1I-
V substrates. On Si substrate, there are fewer results due to the notable incompatibility
of Au with Si for device applications (deep traps).

3.1.2 Catalyst-free nanowire arrays
Growth on ITI-V substrates

Another conventional NW growth method on III-V substrates is the Selective Area Growth
(SAG) that takes place in the Vapor Solid growth regime (VS). It is most commonly done with
MOVPE and the epitaxial growth is restricted to certain locations defined using a patterned
dielectric mask. This technique demonstrated as early as 1996 highly homogeneous arrays of
GaAs NWs using a SiO2 mask [Hamano et al. 1997|. After this precursor work, there are few
reports on this technique but later there was a renewed interest for the technique. Fukui and
coworkers demonstrated many important results towards homogeneous arrays grown in this
fashion using a SiO2 mask patterned by EBL : InP ([Mohan et al. 2005]; [Mohan et al. 2006])
(Figure 3.3a) and GaAs [Noborisaka et al. 2005] (Figure 3.3b) NWs in 2005, and InAs NWs in
2006 [Tomioka et al. 2007]|. The vertical yield attained with this technique is impressive as large-
view SEM images attest. Other groups later obtained similarly high yields by MOVPE ([Zhong
et al. 2016]; [Heurlin et al. 2015]; [Farrell et al. 2015]), even when using NIL-defined arrays
[Haas et al. 2013] (Figure 3.3c). III-V alloys were also grown by this method ([Hertenberger
et al. 2012]; [Farrell et al. 2015]; [Berg et al. 2017]; [Ren et al. 2017]), allowing the growth of
high-bandgap NW arrays, best suited for tandem solar cells.

(a) InP NW array. [Mohan et al. (b) GaAs NW array. [No-
2005] (2005) borisaka et al. 2005] (2005)

(c) GaAs NW array. [Haas et al.

\

2013] (2013)

Figure 3.3: Ezamples of highly homogeneous NW arrays grown by selective area epitazy (MOVPE) on
III-V substrates.

Growth on silicon substrates

Similar to the epitaxy on III-V substrates, SAE of NWs was also investigated on silicon sub-
strates. Fukui’s group grew InAs NWs on silicon in 2008 [Tomioka et al. 2008]|. They could tune
the ratio of NWs growing vertically in the [111]B orientation via a pre-treatment of the surface,
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and demonstrated homogeneous arrays'.

Similar yields were later reported by MBE with EBL- [Hertenberger et al. 2010] or NIL-
[Hertenberger et al. 2012] defined arrays of In(Ga)As NWs, but more homogeneous arrays were
obtained using MOVPE for the growth of InP [Nakai et al. 2015] or GaAs [Yao et al. 2015] NWs.
Although MOVPE has been the preeminent technique for SAE, MBE can also be employed to
growth GaAs nanocrystals [Moliere et al. 2017] or NW arrays [Rudolph et al. 2011] with high
homogeneity (>98 % in [Ruhstorfer et al. 2020]).

Highly homogeneous arrays of GalnP NWs on silicon were recently demonstrated [Bologna
et al. 2018], paving the way towards high bandgap material integration on silicon.

Catalyst-free growth of NW arrays is possible, especially using the SAE technique. High
control over the homogeneity of NW ensembles has been demonstrated, though this tech-
nique is mostly employed in MOVPE growth.

3.1.3 Self-catalyzed nanowire arrays
3.1.3.1 Self-catalyzed nanowire arrays on III-V substrates

Besides gold-catalyzed and catalyst-free growth, a few groups started to investigate alterna-
tive catalyzed growth methods without using gold particles, using instead some of the NW
constituents as catalyst. Catalyst-free growth of InAs NWs was first reported by MOCVD
for InP NWs by Novotny and Yu [Novotny and Yu 2005] followed by demonstrations of InAs
NWs and arrays on different substrates [Mandl et al. 2006] (Figure 3.4a), and InP NWs on sili-
con(111)[Mattila et al. 2007]. After some discussion over the results, it was suggested that the
mechanism was self-catalyzed VLS growth. Novotny and Yu employed a pre-annealing step to
decompose the InP substrate and form liquid In droplets at the surface. The other experiments
cited above highlighted the importance of a thin SiOy layer (typically 1nm) deposited on the
substrate surface which leads to preferential In droplet formation in the oxide pinholes that
later catalyze the NW growth [Mandl et al. 2010]. The native oxide on Si(111) substrates can
also play this role [Mattila et al. 2007]. The droplets are often not seen on these NWs after
the growth but this does not settle the debate since it is very likely that they were crystallized
during the sample cooldown under group V precursor flux.

(a) InAs NW array on InP(111)B substrate. [Mandl
et al. 2006] (b) GaAs NW array on GaAs(111)B

substrate. [Bauer et al. 2010]

10 um

Figure 3.4: Ezamples of self-catalyzed NW arrays on III-V substrates, using (a) MBE or (b) MOVPE

In 2008, A. Fontcuberta i Morral et al. reported the self-catalyzed growth of GaAs NWs

1Such procedure is not directly transferable to self-catalyzed GaAs NWs grown by MBE but shows that
carefully chosen growth parameters can favor vertical growth along [111]B, which is particularly relevant for our
approach in the next section.
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by MBE [Fontcuberta I Morral et al. 2008]. They outlined the importance of the SiO2 layer
deposited on the substrate for the control of the NW density and morphology. The oxide layer
must be thin enough (<30nm) so that the holes that form inside of it prior to the growth reach
the substrate surface, which ensures an epitaxial relation between NW and substrate. The first
organized arrays of self-catalyzed NWs on III-V substrates was reported soon after [Bauer et al.
2010] (Figure 3.4b). This NW array is not homogeneous which suggests that self-catalyzed NW
growth is harder to control than gold-catalyzed, even on the same substrate.

3.1.3.2 Self-catalyzed nanowire arrays on silicon substrates

Most of the following developments of self-catalyzed growth were focused on the heteroepitaxy
on silicon substrate, typically using a patterned SiOy layer to localize the droplet.

GaAs nanowires The growth of self-catalyzed GaAs NWs on Si was reported in 2008
[Jabeen et al. 2008], soon after the pioneering work of Fontcuberta i Morral et al.. Two years
later, the first reported arrays of self-catalyzed GaAs NWs on silicon were not homogeneous,
with a lot of parasitic bulk growth, non-vertical NWs and multiple NWs per hole [Plissard et al.
2010]. Since then many groups worked on optimizing the yield, as summarized in Table 3.1. It
was found that:

e The interactions between the droplet and the hole are of prime importance, and the hole
dimensions and droplet size must thus be optimized. In particular, the aspect-ratio of the
holes is supposed to strongly influence the NW stem growth through the positioning of the
Ga droplet ([Plissard et al. 2011]; [Munshi et al. 2014]; [Vettori et al. 2018]; [Vukajlovic-
Plestina et al. 2019]). The nucleation of the first GaAs seed was recently reported to
happen preferentially in a 3-D fashion, at the hole periphery [Vukajlovic-Plestina et al.
2019]. While NIL-defined arrays offer few degrees of freedom on the hole dimensions,
rather homogeneous arrays can be obtained by the sole optimization of the Ga droplet
volume [Munshi et al. 2014]. The alloying of the Ga droplet with the underlying oxide or
alternatively with amorphous silicon was also reported to play a role [Russo-Averchi et al.
2015].

o The V/III ratio and the temperature during the growth have a moderate influence on the
yield, and most groups use temperatures below or close to 630 °C [Munshi et al. 2014] and
V/III growth rate—equivalent-ratio around 2 [Kiipers et al. 2018].

e Finally, a pre-growth annealing step improves the yield by removing the traces of SiO
inside the holes before the growth ([Zhang et al. 2014b]; [Munshi et al. 2014]; [Russo-
Averchi et al. 2015]; [Kiipers et al. 2018]). Vettori et al. recommend a modified pre-growth
treatment only 15°C above the growth temperature [Vettori et al. 2018].

Some of these groups report high vertical yields nearing 90 %, and even up to 95% after
thorough optimization for [Plissard et al. 2011] (Figure 3.5). However, there is a lack of large-
field SEM picture proving >90 % yield over a large ensemble of NWs, like it is the case for
patterns obtained by selective area epitaxy for example (see Figure 3.3). Many groups working
on the self-catalyzed growth of GaAs on patterned silicon report yields still well below 90 %
[Gibson et al. 2013]; [Gibson and Lapierre 2013]; [Kiipers et al. 2018].

GaP nanowires GaP NW arrays were less investigated than GaAs because this material
has less technological interest. Its indirect bandgap makes it unsuitable for most optoelec-
tronic applications, in particular photovoltaics. However, there were reports of hexagonal phase
(Wurzite) GaP NW arrays with light emission in the visible range [Assali et al. 2013].
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Table 3.1: Growth conditions for self-catalyzed GaAs NWs on patterned silicon(111) from the literature. The Ga fluz is indicated in monolayers (ML) per
second (for a GaAs(100) layer). The In blue are the parameters that were optimized in the corresponding reference. In () the Ga flur was started even before
the pre-growth annealing. In (), the material is GaAsP with 30 % P in the group V wvapor phase. No absolute measure of flux was indicated.

ref wet etch  mask mask pitch hole V/III (or Ga flux pre-dep. growth pre-growth
mate- thick. diam. As BEP) duration temp. annealing
rial
— — nm pm nm — (or Torr) ML/s s °C °C min
[Plissard et al. ~ HF 1% Si0« 10 0.5, 1 60 1.8 1 45 630 — —
2011] 1 min therm.
[Munshi et al. BOE Si0Ox <40 1 100 <5x107% 06 50 630 690 5
2014] therm. (pre-HF)
[Russo-Averchi ~ BHF 7:1  SiOy 20 022 90 2x 1076 0.35 >1800®) 630 770 30
et al. 2015] 125 therm. (pre-HF) (pre-HF)
[Vettori et al. HF 1% SiOx 19 0.3-0.5 50 2.3 0.5 216 600 615 5
2018] 25s PECVD
[Kipers et al. HF 1% SO 1520 1 50 2.2 0.5 90 630 680 10
2018] 60s therm. (pre-HF)
[Vukajlovic- HF 1% Si0« 10 0.2-2 45 2 x10°¢ 0.35 600 635 — —
Plestina et al. 60s therm.
2019]
[Zhang et al. HF 5% SiOy 30 1 50 — () — 60 630 900 20
2014b) 120s therm.
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(a) GaAs NWs. [Munshi et al. (b) GaAs NWs. [Russo-Averchi (c) GaAs NW array on Si(111)
2014] (2014). et al. 2015] (2015). substrate. [Plissard et al. 2011]

Figure 3.5: Examples of self-catalyzed GaAs NW arrays on silicon using MBE.

The few reports of self-catalyzed GaP NW array growth tend to show reproducible reason-
ably high yields in the 80 % range without optimization [Oehler et al. 2018|[Kuyanov et al. 2017].
Some wires are very short in [Kuyanov et al. 2017| due to the consumption of the Ga droplet
during the growth, showing that the growth conditions still need to be optimized.

3.1.3.3 Indium catalysis of GaAs nanowires

A recent work from our team at C2N reports high yields (80 % to 90 % with high reproducibility,
see Figure 3.6a,b) of (In)GaP or (In)GaAs when In is used alongside Ga as liquid catalyst. The
yield enhancement may be attributed to the lower contact angle formed by the liquid catalyst
on the NW. They report a 95° contact angle for In-catalyzed GaP whereas it is typically 130°
for standard Ga-catalyzed GaP grown under the same conditions. Contact angles close to 90°
were reported to be the optimum for the vertical yield ([Russo-Averchi et al. 2015]; [Matteini
et al. 2016]). Despite its presence in the catalyst, In is barely incorporated in GaP NWs as can
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Figure 3.6: (a,b) Tilted SEM views of In-catalyzed (In)GaP and (In)GaAs NWarrays. (c,d) Corre-
sponding STEM-EDX maps of individual NWs. (e) Plot of the Ga content along the longitudinal axis of
the InGaP and InGaAs NWs, extracted from the EDX maps. From [Scaccabarozzi et al. 2020).

be seen on the EDX map Figure 3.6¢, where the In signal (red) is not visible in the NW bulk.
This is confirmed by the EDX linescan along the NW growth axis (Figure 3.6e) where the In
signal is below the detection limit of the EDX measurement. On the other hand, a fraction of
In is incorporated in (In)GaAs NWs (up to 20 % of the group III elements, Figure 3.6e).

This is coherent with the phase diagram of the solid-liquid equilibrium of InGaAs (or InGaP),
as shown in Figure 3.7. A fraction of liquid Ga as low as 0.01 inside an In droplet, leads to a
Ga concentration of nearly 100 % in (In)GaP (black curves). The same is found for (In)GaAs
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Figure 3.7: Pseudo-binary distribution coefficient of [InGaP] (black) and [InGaAs] (blue) liquids respec-
tively in contact with In;_,Ga,P and In; ,Ga,As solids at three different temperatures. Nucleation theory

(NT) is compared with standard equilibrium (SET) and experimental data (Exp). From [Scaccabarozzi
et al. 2020].

at larger Ga concentration in the droplet (0.1). One can see in Figure 3.6e that the Ga content
in (In)GaAs NWs is not constant over 400 nm under the catalyst.

As it is challenging to control the fraction of Ga and In incorporated in such NWs, In-
catalysis does not seem suitable to grow well-controlled GaAs or GaAsP NWs with a specific
bandgap. A composition gradient can also lead to charge accumulation or depletion in critical
parts of the structure. Moreover, these NWs exhibited many twin planes and stacking faults,
which suggests that it is hard to optimize the crystal quality and grow pure cubic phase. For
these reasons, I choose not to use In catalysts for the solar cell devices.

7

Self-catalyzed VLS growth of NW arrays is possible in MOVPE and in MBE on Si sub-
strates, it is the method employed in the current thesis. However, the control of the
yield is challenging and there is still room for improvement over the array homogeneity.
Catalysis with liquid In along with Ga is an effective way to promote high yield, at the
cost of poor control over the alloy composition.
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3.2 Control of the vertical yield in nanowire arrays

I have shown that even though self-catalyzed growth of ordered NW arrays by MBE is a promis-
ing technique for I1I-V integration on Si, optimization is required to attain high homogeneity in
the NW ensemble. In this section, I first investigate the parameters leading to the occurrence
of non-vertical growth in NW arrays, then I study the yield of GaAs-based NW arrays grown
on Si according to some growth parameters. The substrate preparation and growth parameters
of the NW arrays are summarized in Table 3.2 and the Riber32 MBE was used for all growths,
apart from the samples in subsection 3.2.3 which were grown in Riber Compact21 MBE system.

Table 3.2: Summary of the substrate characteristics and growth conditions for the studies on the GaAs
NW yield. The fluzes are indicated as the equivalent growth rate of planar GaAs(100) (1 MLgaas(100)/8 =

2.83 A/s).

Mask thickness 303 nm
Thickness left inside holes after RIE 31 nm
Last wet etch duration 30£5 s
Growth temperature 600 £ 10 °C
Ga flux 1.5to2 As™!
Ga pre-deposition 32 ML
V/III ratio 1.3£0.1

Hole diameter for pitch 500 nm 50-60 nm
Hole diameter for pitch 1000 nm 60-80 nm

3.2.1 Defective nanowire growth
3.2.1.1 Examples of unoptimized GaAs nanowire arrays

Figure 3.8 provides examples of typical occurrences of irregular NW growth. One can see many
tilted NWs in various directions, in particular in the [112] direction towards which the SEM
view is tilted (NWs that appear as vertical). Apart from these tilted NWs, one can also see
‘crawling’” NWs, which touch the mask. Finally, there can be ‘crystallites’ that are not elongated
structure but still show defined facets. These sometimes bear a catalyst droplet in contact with
them, or not.

Looking closer at a typical ‘crawling’ NW, Figure 3.8b, a clearly defined facet can be seen,
indicated with a white arrow. The rest of this object does not have as well-defined facets but the
VLS growth has continued. The determined orientation of the initial facet, which is observed
on most of these defective NWs, suggests an epitaxial relation with the substrate, followed by
an event leading to a change of the growth direction by VLS. Most of the other undetermined
NW shapes or crystallites also look like crawling NWs after multiple changes of growth direction
and thickening by VS growth. In the following I start by investigating tilted NWs, for which an
epitaxial relationship between the VLS growth direction and the substrate seems to have been
preserved throughout the growth.
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(b)

Figure 3.8: (a) Tilted SEM image of a NW array showing a variety of irreqular or non-vertical NWs.
The view is tilted at 45° in the [11?] direction. (b) Detailed view of a single ‘crawling’ NW. The arrow
indicate a flat facet corresponding to a typical orientation of the tilted NW facets. [16731]

3.2.1.2 [111]A vs [111]B

As shown in Figure 3.9a, epitaxial growth in free space above a (111) substrate can either follow
the [111] direction or 3 directions of the (111) family. To verify that the tilted NWs indeed grow
along the (111) directions, I observed NWs in cross-section and measured their angle with the
substrate. In Figure 3.9b one can see that the top facets of crawling NWs make the 19.5° angle
with the substrate surface, expected from the (111) orientations.

(b)

Figure 3.9: (a) Schematic of the geometrical relationship between NWs grown along the [111] and (111)
directions in epitazial relation with a (111) substrate. If the vertical (orange) NW is [111]A, the tilted
(green) ones are (111)B, and vice versa. (b) Tilted GaAs NWs on Si viewed by SEM at an 85° angle
from the substrate normal. The top facet makes a 19.5° angle with the substrate. [76890]

The {111} planes are not equivalent in the ZB structure of III-V materials due to the orien-
tation of the group IlI-group V atoms tetrahedra. The 2 configurations are commonly named
[111]A and [111]B, if the double-layers are terminated by group III atoms or group V atoms,
respectively (Figure 3.10). It was widely observed in the literature that [111]|B is the preferred
direction for NW growth. MOVPE Au-catalyzed [Sato et al. 1995]; [Hiruma et al. 1995], MBE
Au-catalyzed [Piccin et al. 2007] and MBE self-catalyzed [Fontcuberta I Morral et al. 2008] GaAs
NWs were reported to grow tilted along the (111)B directions when (100) or (110) substrates
are used, on the contrary they grow vertically on GaAs (111)B substrates. A more systematic
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study of Au-catalyzed InAs NWs grown by MOVPE on a variety of substrates with different
orientations confirmed that they always grow along the [111]B direction[Hiruma et al. 1995]. Re-
markably, [Wang et al. 2013] reported the growth of [100]-oriented InP NWs by MOVPE with
intentional changes of the growth direction, and more recently, regular gold-catalyzed GaAs and
GaAsSb NW arrays growth along [111]A were also reported [Yuan et al. 2015]. Those examples
are Au-catalyzed growth, in which the composition of the catalyst can be changed by pre-loading
it with Ga or Sb, which provides additional degrees of freedom for the control of the equilibrium
of the surface energies, to find conditions that favor [111]A VLS growth. [111]B orientation is
thus still expected for self-catalyzed GaAs NWgrowth.

(111)A nucleation (111)B nucleation
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Figure 3.10: Representation of the atomic structure of (a,b) (111)A— and (c,d) (111) B-oriented GaAs,
viewed along (110) zone-azis. The NW growth direction ((111)B), is indicated with a grey arrow. The
4 configurations differ with the arrangement of the first GaAs double-layer at the heterointerface with
the Si(111) substrate. There is either (a,c) a complete Si double-layer (Si'™) with As or Ga monolayer
termination, or (b,d) a half Si double-layer (Si°*) with the incorporation of As or a Ga monolayer.
Inspired from [Tomioka et al. 2008]

If the NWs observed in the arrays grow along the [111]|B direction, it implies that for tilted
wires, it is the [111]A direction which is aligned with the substrate normal. This suggests that
they first nucleate on Si substrate as (111)A atomic planes (Figure 3.10a,b), and then the VLS
growth occurs along a [111|B direction to follow the preferred growth direction. On the other
hand, vertical NWs nucleate as (111)B (Figure 3.10c,d) and thus continue growing vertically.
4 different interface configurations are possible between the Si substrate and the GaAs seed,
depending on the arrangement of the atomic planes at the interface, as illustrated in Figure 3.10.
I aim at configurations with either (c¢) a Ga-terminated Si* surface or (d) an As-incorporated
Si3* surface, both configurations leading to a GaAs(111)B seed.

3.2.1.3 In-plane twinning

From the top-view SEM image in Figure 3.11b, most tilted NWs seem to grow at discrete in-
plane angles, 30° relative to each other. If only NWs in continuous crystal relation with the
substrate were present, only three (111) directions would be allowed, with an in-plane angle
separation of 60° as shown in Figure 3.9a. The 30° angle distribution is explained by the typical
occurrence of rotational twins in ZB GaAs NWs.

Rotational twins are commonly observed in our NWs. As shown in Figure 3.11a, it is
equivalent to having 2 adjoined ZB crystals, one rotated by 60° relative to the other, along
the (111) direction. As a result, a new set of 3 (111)B directions is permitted after one twin,
at 60° relative to the previous directions. After two twins, the crystal is back in its original
configuration, thus only two configurations exist. As some twins occur at the beginning of the
growth, the orientation of the top monolayer at the moment when the NW tilts can be in either
phase of the twin. Similar amounts of NWs are present in both ZB phase orientation, highlighted
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Figure 3.11: (a) Representation of an in-plane twin in a GaAs(111)A ZB crystal, which is equivalent to
a 60° rotated crystal above the twin plane. The (111)B directions are also rotated by 60° above the twin.
(b) Top-view of a GaAs NW array showing the angle distribution of tilted NWs. The <1Q1> directions
(the in-plane projections of the <1il>) are indicated in inset. The NW orientations after an even and an
odd number of in-plane twins are highlighted in different colors. [76890]

in color in Figure 3.11b, which is consistent with a large number of twins at the beginning of
the growth.

3.2.1.4 3D-twinning

The preference for [111]B direction for VLS growth associated with nucleation in (111)A suf-
fices to explain the angle distribution observed in the NW arrays previously shown. However,
occasional tilted wires can grow along other angles. In particular, crawling NWs or crystallites
show multiple facets which suggest that they experienced several changes of direction during the
growth.

New directions can be explained if the epitaxial relation with the substrate is more complex.
In particular, this is the case when 3D-twinning occurs inside the NW [Uccelli et al. 2011].
The difference with the previous ‘in-plane’ twinning is that the twin planes can be the other
{111} planes, not aligned with the initial NW growth direction. An example of a crystal with
one 3D-twinning event is shown in Figure 3.12. Such twinned crystal has a new set of (111)B
directions along which the NW can grow. Considering multiple successive twinning events, a
whole set of growth directions can be computed. The top-view angles made by NWs growing
along these new (111)B directions are reported in Table 3.3 for up to two twinning events in the
seed.

These new orientations are not visible on top-view SEM images of typical GaAs NW arrays
(Figure 3.11), which confirms that most NWs seed in the [111]A direction. However, NW in-
plane orientations different from 60° can be noticed for some samples for which the growth
conditions were optimized and which thus exhibit a high vertical yield (see Figure 3.13). Angles
of 19.11° from the <11§> directions are measured, which correspond to the expected direction of
a NW after one twinning event in a (111)B seed (see Table 3.3). As most of the NWs of this
sample are growing vertically, most seeds must nucleate in the [111]B direction, making it more
likely to observe this angle. However, only a few out of the 800 NWs of the image grow along
these directions, so it is still a marginal effect in our conditions. New angles are permitted after
two twinning events but, in our conditions, no tilted NWs follow these angles.

From this, I conclude that the 3D twinning effect is quite unlikely especially for 2 or more
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Figure 3.12: Representation of the atomic structure of a secondary crystal with one twin plane with
respect to a GaAs(111)A seed crystal (3-D twinning). The new [111]B direction is indicated.

Table 3.3: Possible directions for the NW growth considering the nucleation polarity and 3D-twinning in
the seed. The in-plane angle is the projection of the new (111)B directions to the <1Ql> directions. Note
that considering the possibility of in-plane twinning before 3D twinning, 6 <1Ql> directions are possible,
spaced by 60°. Adapted from [Uccelli et al. 2011].

Number of twins ‘ In-plane angles to (121) (modulo 60°)

| (111)A seed (111)B seed
0 0° — (vertical)
1 | 0° +19.11°
2 +33° +36.59°
+5.21° +40.89°
+13.90° 0°

In-plane
crystallographic angles

Figure 3.13: Top-view SEM image of an optimized GaAs NW array. The NW growth was initiated
under a V/III ratio of 0.3, and the vertical yield on this image is 74%. The inset shows tilted NWs
growing at in-plane angles different from £60°, which is consistent with a GaAs(111)B nucleation with
one twinning event in the seed (see Table 3.3). [16771]
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twinning events, or that it typically destabilizes the droplet and favors the formation of a crawling
NW, or a ‘crystallite’, for which it is hard to determine which crystallographic relationship they
have with the substrate. For this reason, I focus my efforts toward finding conditions that force
GaAs nucleation as (111)B over (111)A on the Si(111)surface, and treat 3D-twinning as a second
order problem.

Overall, defective growth can be explained by a sequence of seed configurations throughout
the early stages of the growth, as described in Figure 3.14. Nucleation as GaAs(111)A is assumed,
without certainty about the seed location, either (a) at the hole periphery, or (b) completely
filling the hole. Eventual 3D-twinning may happen at this stage. The VLS growth continues
along the (111)B direction, and (c) as the droplet exits the hole it can either (d) continue in
free space following the (111)B direction, thus leading to a ‘tilted” NW, or (e) stay in contact
with the mask surface and lead to a ‘crawling’” NW. (f) As the growth continues by VLS, new
growth facets are formed to satisfy the constraint of the contact between the droplet and the
mask. This may lead to 3D-twinning, changes of direction, and VLS along non-(111) planes,
altering the facet morphologies of ‘crawling’” NWs.

(d)
(@) <111>B ‘ o Tilted
<111>B L -
[
<111>A

(b) .- -- ] (f)

: - "Crawling" D
<111>A Do
=)

Figure 3.14: Illustration of hypothetical seed configurations which lead to non-vertical VLS growth, after
first nucleation along (111)A. Initially the seed could present (a) a 3D nucleus at the hole edge, or (b) a
completed (111)A facet. (c) Growth preferentially occurs along the tilted (111) B direction. Depending on
the droplet position, the growth can (d) continue as standard tilted VLS NW, or (e) as a crystal ‘crawling’
by VLS on the mask surface, until (f) the growth facets become too large and a change of growth direction
0CCurs.

According to this simple model, the morphology of the emerging (111)B facet depends a lot
on the aspect-ratio of the hole (Figure 3.14c).

Defective growth on Si(111) is primarily associated with growth initiation of GaAs(111)A
seeds which then tilts to follow the favored (111)B directions. 3-D twinning can also occur
in the seed, though in marginal proportion in our conditions, and explain in-plane angles
different from 460°.

3.2.2 GaAs nanowire yield optimization

Since growth conditions may influence the seed polarity [Tomioka et al. 2008], I investigate
the variation of the vertical yield according to various parameters, while keeping the others as
indicated in Table 3.2 (page 81) unless otherwise specified.

3.2.2.1 Yield quantification

The yield is determined from representative top-view SEM images where typically 200 NW
sites are visible, and up to 800 as on the top-view image in Figure 3.15a. Using the freeware
ImageJ [Schneider et al. 2012], a threshold is applied to the image, to filter only the bright zones
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corresponding to GaAs in contrast of the dark background of the SiOy mask (Figure 3.15b).
Finally, individual shapes are sorted and counted to keep the ones within a certain range of size
and circularity, corresponding to vertical NWs. The yield is the ratio of this number by the
number of sites in the hexagonal array.

(a) Top-view SEM image of a NW (c) NWs placement determination
array. (b) Thresholded image. from their contour.

LI P o & 8w 6w 6 6 8 o3 o8 b

Figure 3.15: Steps to quantify the yield from a top-view image.(b) A threshold is applied to the SEM
image (a) to distinguish the NWs from the mask, and (c) the contours of the NWs are determined, filtering
them according to their size and circularity to exclude the non-vertical NWs. [76771]

There are uncertainties and errors due to the finite size of the image, and due to the difficulty
to identify if NWs are well-grown from the SEM image, especially if a shell was grown around
the cores. It is typically about 2 %.psolute-

3.2.2.2 Dependence on the absolute Ga flux

The absolute Ga flux is reported to have an influence on the NW nucleation. Zamani et. al.
report a trend for NW growth along the (111)A directions preferably to the (111)B at higher
Ga flux and low As/Ga flux ratio [Zamani et al. 2018], for NWs on Si(100) substrates.

In the present study, 4 different Ga fluxes were employed, keeping the same V/III ratio at
1.4. The yields at different patterned zones of each sample are reported in Figure 3.16.
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Figure 3.16: Yield of vertical NWs for different Ga fluzes. Fach color represents a series of samples
grown from the same patterned substrate (legend) and identically prepared. Each triangle represents the
yield in a specific zone of the pattern (specific array pitch, hole size/ebeam dose, pattern placement).
Each color represents samples from a unique patterned wafer, prepared identically (wafer label in legend).
[76712, 76713, 76714, 76740, 76732]

It seems that in our conditions, the Ga flux has only a moderate impact, if any, on the
vertical yield. There seems to be an important effect of the wafer preparation, as the sample on
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the substrate PNW189-1 (purple marks) shows an improved yield (up to 75 % on one pattern),
whereas another sample grown on the substrate PNW189-2 (same wafer processed another day:
different hole etching duration, different operator) exhibits a yield close to 0% (green mark).
This wafer-to-wafer variation is discussed later.

To understand if the Ga droplet volume changes significantly due to the Ga flux when the
As flux is started, the duration of the incubation before the first GaAs double-layer is formed
can be estimated. Considering that 32 ML of Ga were deposited, that the growth is initiated at
a V/III ratio of 1.3, the incubation time is then 0.5s for the As atomic concentration inside the
droplet to reach 1%, which is typically the concentration at which NW growth happens [Glas
et al. 2013]. This is very short compared to the pre-deposition duration and the effect of the
Ga flux should not have modified the droplet volume by this time. This considered, rather than
the initial Ga flux, I expect the Ga droplet initial volume to play a more significant role on the
nucleation of the first monolayer.

3.2.2.3 Dependence on the Ga droplet pre-deposition

For this series, the Ga flux was set to 2 A s~!. Despite large yield fluctuations between different
patterns of the same sample, there is a clear trend showing an increased yield from 28 ML, as(100)
to 212 MLGaAs(lOO) (Figure 317)
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Figure 3.17: Yield of vertical NWs for different Ga pre-deposition volumes. FEach color represents a
series of samples grown from the same patterned substrate (legend) and identically prepared. Each triangle
represents the yield in a specific zone of the pattern (specific array pitch, hole size/ebeam dose, pattern
placement). The black dashed line is a guide for the eye. [76885, 76907, 76902, 176927]

The first benefit of the Ga pre-deposition is the droplet positioning [Plissard et al. 2011], if
the droplet wets the inside of the hole in a conformal manner, the growth initiation is expected
to occur in a stable way. In particular, it was reported that growth initiation when the droplet
contact angle with silicon is close to 90° promotes verticality [Matteini et al. 2016]. The volume
of Ga deposited in each hole can be estimated through Equation 3.1.

VGa =tga X Scollection (31)

In a first approximation only the Ga impinging the silicon surface at the bottom of the hole

contributes to the droplet formation, consistently with the fact that at these temperatures the

Ga readily evaporates from SiOy surfaces ([Plissard et al. 2011]; [Vettori et al. 2018]; [Oehler
2

et al. 2018]), 80 Scoiection = W% is the surface area of the hole.
The thickness of liquid Ga deposited, tg,, can be converted from the resulting thickness of
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3.2. Control of the vertical yield in nanowire arrays

GaAs(100), tgeas (the unit used in epitaxy for convenience), through the formula:

MGa At caas
x
PGa a
GaAs

tGa = (3.2)

em?/Ga atom  #(Ga atom)/cm?

Where mg, is the atomic mass of Ga. Considering a Ga pre-deposition of tgeaas = 212 ML
(red data in Figure 3.17), the hole needs to be as large as Dpoe = 80nm for a droplet with a
contact angle v = 90° to fully occupy it. From the image in Figure 3.18a, that the hole diameter
at the bottom of a hole can be as low as 30 nm when they are not well opened (and wider at
the top to the enlargement from the HF dip and the liquid Ga). The diameter of well-opened
holes is most likely between 30 nm and 80 nm [Vettori et al. 2018]. Thus, in our conditions, the
droplet is expected to wet the entire hole with a contact angle either close to or above 90°.

(a) [76718]
(b)

i 30 nm i

65 nm

Figure 3.18: (a) SEM image of a hole in a large pattern of pitch 1000nm (dose 22k), viewed with a
45° tilt and with enhanced contrast. An internal ring suggests a conical shape with a smaller base. Most
holes surrounding this particular hole had a NW grown in them, suggesting that the etching time was just
enough to reveal the silicon in some holes but left a few monolayers of oxzide in others. (b) Schematic of
the section of the hole with a deposited Ga droplet. Not at scale.

In this case, the yield should decrease with longer pre-deposition than 212MLgaas(100) of
Ga. It could be interesting in future experiments to observe if this estimation holds true.

Moreover, the liquid Ga could induce self-cleaning of the silicon surface by reducing the
residual SiOy [Wright and Kroemer 1980]. It was reported that they can help enlarge the
SiOy holes[Vettori et al. 2018]. In this sense, it is fulfilling a similar role as the pre-growth
high-temperature annealing for removing oxide residues [Zhang et al. 2014b].

3.2.2.4 Dependence on the initial As flux

The V/III ratio is often set close to 1.5 because it is typically what preserves the NW shape (no
tapering, droplet not consumed before the end) and crystalline quality (fewer stacking faults
and twin planes). However, the V/III ratio allowing a maximum yield may differ from this. In
this study, I changed the Asy flux during the first 15s of the growth and observed the effect on
the yield (Figure 3.19). For the sake of reproducibility, the growths were realized on 5 pieces of
the same patterned wafer, and special attention was paid to the initial pre-growth conditions:
the samples were kept at growth temperature for at least 30 min before the growth start, waiting
for the residual BEP in the chamber to be below 1 x 1072 Torr (PNW 191). The Ga flux was
set to 1.5 A s~ for this series. Because I previously observed a lot of variation in the GaAs NW
yield under identical conditions, the growths at the highest and lowest initial V/III ratios were
repeated on another piece of the same patterned wafer. The yield was consistent between these
growths (Figure 3.19), so variations due to inhomogeneous surface roughness or oxide thickness
over the 2-inch wafer area can be ignored.

The yield is severely limited for an initial V/III ratio of 5.4, while it is above 70 % for lower
ratios. Growths on other patterned wafers at low V/III ratios show much lower yields, below
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Figure 3.19: Yield of vertical NWs for different V/III ratios at the beginning of the growth. Each color
represents a series of samples grown from the same patterned substrate (legend) and identically prepared.
Each dot corresponds to a single growth run and the yield is calculated on the large arrays of pitch 1000 nm
(dose 22k). The black dashed line is a guide for the eye. [76771,76778,76779,76780,76784,76791,76694]

20 %. The low yield samples exhibit non-vertical growth along the (111) directions (not shown),
similar to the samples described in the previous section.
This trend for better yield at lower V/III ratios is consistent with what other groups observed
([Munshi et al. 2014]; [Kiipers et al. 2018]). A high As flux promotes VS growth which may
destabilize the VLS (111)growth front and hinder the VLS growth[Munshi et al. 2014]. The
yields are similarly high at V/III ratios of 0.3 and 2.8, which suggests that there is a wide
window of suitable ratios.

A significant batch effect is also visible in this study, as the samples from the patterned
wafers PNW179 and PNW183 (purple and green dots) exhibit a much lower yield.

3.2.2.5 Holder inhomogeneity

There is an important dispersion of the yield at different locations of each 1/6 2” samples as
already seen in the figures 3.16, 3.17, 3.19. Figure 3.20 shows the yield at the tip, middle and
close to the edge of various samples. In particular, there does not seem to be any trend towards
one sample edge to the other.

There could be at least two explanations to this phenomenon:

e The temperature might be highly inhomogeneous over the sample. The sample is heated
from the rear side with a radiating oven. The mismatch between the silicon and molyb-
denum emissivities can lead to different equilibrium temperatures for the sample and the
holder. The uneven mechanical contact at the sample edge, with the 1/6 2” molybdenum
imprint then leads in turn to temperature inhomogeneities over the sample.

e Contamination could occur during the last HF dip before sample loading. Special care
is taken with the contamination and dedicated beakers and tweezers are used, but there
could be contamination originating from the tweezers, the environment, or inhomogeneous
re-oxidation of the bare silicon during the sample rinsing and drying.

3.2.2.6 Wafer-to-wafer reproducibility

While consistent trends could be identified for samples grown from the same substrate (Those
in identical colors in the figures 3.16, 3.17, 3.19), they are not reproducible on samples from
other substrates (identified with different colors), despite all growth conditions being kept the
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Figure 3.20: (a) Schematic of the different possible pattern locations on a 1/6 2"" sample, along with
representative top-view SEM images of different 1000 nm pitch patterns from sample 76771. (b) NW
yield at the different pattern locations. Each color represents a single GaAs NW sample. FEach symbol
represents the yield at a pattern of pitch 1000nm (single-dose exposure), at a given location on the 1/6
27 sample.

same. This suggests that at least two other parameters could have a more important influence
on the yield:

e The patterned substrate preparation. The thickness of the PECVD-deposited SiOy is
not homogeneous between different wafers and the RIE etching duration always has to
be manually adjusted, so as to leave (3 £ 1) nm of SiOy inside the holes (As described in
Chapter 2, Figure 2.20, page 61). Variations could also arise from the last dip in the 1%
HF solution which is done by hand by different people.

e The pre-growth conditions in the chamber. While the growth of the samples from the
wafer PNW191 in Figure 3.19 was initiated at a carefully controlled background pressure
and after being kept a long time at growth temperature, the other samples did not follow
such procedures.

Different growth conditions were investigated in hope to favor nucleation of GaAs(111)B.
While there is a benefit of increased Ga pre-deposition, a wide range of V/III ratio
seems adequate, and there is no clear benefit of an increased Ga flux. Overall, the yield
never overcomes 80 %, and is often inhomogeneous over the sample surface. Moreover,
while samples prepared identically from one wafer are consistent, important wafer-to-
wafer variations were observed. Alternative designs or techniques are needed, to improve
the yield and its robustness.

3.2.3 Yield improvement of GaAs nanowires with GaP stem

In our conditions, GaP NW arrays systematically present better yields than GaAs ones, as
shown for example in Figure 3.21 where GaAs and GaP NWs were grown in short succession
on identically prepared pieces of the same patterned wafer. All growth parameters were kept
identical and the V/III ratio is around 1.4 in both cases.

For this reason, I decide to initiate the growth of GaAs NWs with a GaP stem, by growing
GaP during 30s, enough to nucleate the first monolayers and then switch to GaAs NW growth
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(a) GaAs NWs. [76690] (b) GaP NWs. [16687]
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Figure 3.21: SEM overview of unoptimized GaAs and GaP NW arrays grown under similar conditions
on identically prepared substrates from the same wafer.

(see flux sequence in Figure 3.22). Using this technique, I now focus on improving the wafer-to-
wafer yield reproducibility and the yield itself, to consistently reach high levels.
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Figure 3.22: Fluz sequence during the growth of GaAs NWs with a GaP stem.

3.2.3.1 Substrate preparation: improved wafer-to-wafer reproducibility

Considering the low reproducibility between different wafers, a cleaning recipe was developed for
the silicon wafers prior to mask fabrication. It consists of 3 cycles of oxidation/etching similar
to the one described by Madaria et al. [Madaria et al. 2012 for the MBE growth of III-V
on silicon. First a 4min oxygen plasma by CCP-RIE is performed to ensure that remaining
carbon impurities are burned, and to oxidize a few nanometers of silicon at the surface, trapping
impurities inside. Then the sample is immersed in a 5% HF solution which removes the oxide
and eventual impurities trapped inside. After 2 cycles, [Madaria et al. 2012] did not notice
further improvement. We prefer to perform 3 cycles to ensure maximum NW yield.

Core-shell NWs initiated with a GaP stem were grown on 2” substrates, with or without this
specific wafer cleaning procedure (Figure 3.23). As I look into wafer-to-wafer reproducibility,
the design used here is a full 1.5 x 1.5cm? square entirely patterned with a hexagonal array at
the center of a 2”7 wafer. This way, the wafer-to-wafer differences are examined while the effect
of surface inhomogeneity can be neglected.

One can see a significant yield improvement from the cleaning procedure, as it is close to
95% for all samples, and systematically above 90 %. Moreover, the yield is high all over the
pattern surface, whereas the samples without the cleaning procedure can exhibit inhomogeneous
yields (not shown).
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Figure 3.23: Influence of wafer cleaning on the yield. Various samples were grown with a similar GaP
foot, on patterned wafers cleaned with a simple HF dip (blue) or with a cleaning procedure consisting
of 8 cycles of plasma oxidation and HF etching (red). The vertical yield is estimated at the middle of
the 1.5 x 1.5cm? arrays located at the center of 27 wafers. SEM top-view images of two representative
samples for each condition are shown. The different morphologies come from different shell thicknesses.

While excellent yields are obtained at the center of 2” wafers, it is typically limited below
90 % on 1/6 2” samples prepared with this procedure, especially close to the tip. This could be
due to a better thermal homogeneity over 2", as well as a lower level of contamination which
often comes from the edges due to tweezers manipulation, rinsing and drying steps, contact with
the molybdenum holder at high temperature, etc. For the following studies, 1/6 2” samples are
still used for convenience, but a new pattern design is used with larger zones only at the middle
of the 1/6 sample, where the yield is the most reproducible (Figure 3.24).

2 mm

Figure 3.24: Schematic of the new pattern design on 1/6 2”7 wafers. On the detail of the patterned zone,
two large rectangular areas (red) are hexagonal arrays of pitch 500 nm, written with EBL by single-shot
exposure at the middle of each hole, at different electron doses. Similar zones of pitch 360 nm (cyan) are
not considered here due to poor EBL patterning.

Though this cleaning procedure allows to reach yields above 90 % when the NW growth is
initiated with a GaP stem, the growth of pure GaAs NW still lacks reproducibility and the
yields are often very low, as shown in Figure 3.25.

A specific wafer cleaning procedure based on oxidation/etching cycles is found to greatly
improve the yield of NWs with a GaP stem, and to ensure wafer-to-wafer reproducibility.
The yield can reach 95 % in the middle of full 2” substrates, while it is closer to 90 % on
1/6 2” samples. This cleaning procedure is not as beneficial for pure GaAs NWs.
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(a) GaAs NWs. [16885] (b) GaAs NWs with GaP stem. [76891]

i

Figure 3.25: SEM overview of GaAs NW arrays on 1/6 27 patterned substrates, with 8 cycles of
plasma ozxidation/HF etching before mask deposition. Both samples were grown the same day on the
same patterned wafer, in similar conditions. The droplet was consumed at the end of the axial growth.

3.2.3.2 Robustness to different growth conditions

GaP-initiated NWs grown on substrates prepared with the specific cleaning procedure described
in the previous paragraph are very reproducible and homogeneous in term of vertical yield. For
this reason, the substrates are considered identical even between separate preparation batches.
The Compact21 MBE was used for these growth experiments, with growth conditions described
in Table 3.2. Due to the lack of chemical facilities at the machine location, the final HF dip
was performed one day before the growth, and the substrates were transported in a container
filled with nitrogen gas. After opening the container, the substrates are immediately placed in
ultra-high vacuum (UHV) inside the MBE. The yields were measured on representative SEM
images of 500 nm-pitch ‘single-shot’ arrays, at the middle of the 1/6 2” samples.

Table 3.4: Summary of the substrate characteristics and growth conditions for the studies on the GaAs
NW yield with a GaP stem, in the Compact21 MBE system. The fluzes are indicated as the equivalent
growth rate of planar GaAs(100) (1 MLgaas(100)/s = 2.83 AJs).

Mask thickness 375+1.0 nm
Thickness left inside holes after RIE 5+1 nm
Last wet etch duration 40 s
Growth temperature 620+5 °C
Ga flux 2 As!
Ga pre-deposition 84 ML
As/Ga ratio 1.2£0.1

GaP stem duration 20s GaP & 30s GaAsP

As seen in Figure 3.26a, the yield does not change substantially with the temperature in the
50 °C temperature range investigated. From 600 °C to 625 °C, the yield is consistently between
80% and 90% and only at a much higher temperature close to 650°C does the yield drop
below 80 %. Similarly, the volume of pre-deposited Ga only has a minor influence on the yield
(Figure 3.26b) and is above 80 % in the investigated range. The fact that there is little yield
variation confirms that:

1. The calibration for 1/6 2” sample temperature measurement in the Compact21 MBE setup
is compatible with that of the Riber 32 setup.
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2. The procedure combining substrate cleaning and GaP stem is robust over 25 °C tempera-
ture change, and droplet deposition thickness from 0 MLg,as(100) /s to 85 MLGaAs(lOO)/ S.

(a) [B260,B245,B249,B243,B244] (b) [B259,B269,B252,B254,B245]
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Figure 3.26: Yield of vertical NWs for (a) different growth temperatures and (b) for different volumes
of pre-deposited Ga. Each color represents a series of samples grown from the same patterned substrate
(legend). The yields are calculated on a 500 nm pitch pattern written by single-shot exposure at the middle
of 1/6 27 samples. The dashed line is a guide to the eye.

This robustness relieves the constraints on the temperature control and the droplet position-
ing.

It also appears that any trend for the yield versus these growth parameters is hard to
decorrelate from the sample-to-sample fluctuations, especially when the substrate was stored
overnight in a box after the HF dip.

The yield of GaP-initiated NWs is found to be relatively insensitive to the substrate
temperature and Ga pre-deposition in a wide range, which confirms that the growth
procedure is robust.

3.2.3.3 Benefit of substrate pre-annealing

The benefit of a pre-growth annealing was widely reported in the literature (see Table 3.1). On
the Riber 32 MBE setup, the oven does not permit to reach higher temperatures than 700°C
(measured with the pyrometer). Our typical procedure on this MBE includes a pre-annealing
up to 700°C for 5min to 10 min, without significant improvement to the yield. On the other
hand, the oven in the Compact21 setup allows to reach higher temperatures, up to 800°C as
measured with the pyrometer.

Three samples from the same wafer were prepared identically and annealed in situ just before
the growth in the Compact21 MBE, for a duration of 10 min, at up to 800 °C as measured with
the pyrometer (Figure 3.27). Without pre-annealing or with a pre-annealing at 690 °C, the yield
is found to be rather inhomogeneous from one patterned zone to the other, ranging from 70 %
to 87 % (Figure 3.27a and Figure 3.27b), whereas increasing the pre-annealing temperature to
800°C allows to improve the yield above 90 % and to keep it homogeneous between patterns
(Figure 3.27c).

An 800°C in situ annealing of the substrate prior to the growth is very beneficial to the
yield of GaP-initiated NWs and in particular to its homogeneity over 1/6 2” samples.
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(a) No pre-annealing. [B269] (b) 690 °C pre-annealing. [B276]  (c) 800 °C pre-annealing. [B286]
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Figure 3.27: Influence of the pre-growth in situ annealing on the vertical yield in GaAs NW arrays with
GaP stem. Top-view SEM images are taken at 500nm pitch patterns with two different EBL exposure
doses (hole size). In (a,b), core-shell NWs were grown, explaining the different morphology and image
contrast.

3.2.4 Conclusion

Section: Control of the vertical yield in NW arrays

I investigated the origins of defective growth in self-catalyzed GaAs NW arrays grown by
MBE, in particular the importance of a (111)B polarity for the initial NW seed.

While I showed that the yield of pure GaAs NWs depends on some growth parameters,
this simple growth scheme is not robust and lacks homogeneity and reproducibility.

A robust growth design was developed through the use of GaP stems at the start of NW
growth and with a specific wafer cleaning procedure, allowing to reach 95 % yield in the
center of 2”7 wafers. A high temperature in situ pre-treatment prior to growth is also
beneficial to the yield homogeneity over 1/6 2” samples. Full 2”7 wafers are preferred
for the growth of solar cell devices such as in Figure 3.28 where the high yield in the
main pattern (>90%) is confirmed by the excellent diffraction as seen with naked eye
at specific angles-of-view (Figure 3.28a). The yield reaches 100 % in the small patterns
written ‘pixel-by-pixel’ (Figure 3.28¢c) due to the better control over the hole size and
edge definition with this exposure method.

Such NW arrays with excellent homogeneity make a suitable baseline for the fabrication
of core-shell devices, provided that the GaP foot does not alter the electric properties,
and that the NW crystal quality is sufficient.
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Figure 3.28: (a) Photographs of a 27 Si wafer patterned with a 1.5cm x 1.5cm array at the center.
The periodic NW ensemble diffracts the white light in the room at different angles and colors. (b) SEM
overview at the middle of the NW array at a 45° tilt (top) and in top-view (bottom). The yield is above
90%. (c) SEM overview at a pattern written ‘pizel-by-pizel’ (300nm pitch, diameter P2 in the design
described in Figure 2.19). The yield is 100%. [76838]
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3.3 Crystal quality in GaAs nanowires

NWs grown on Si have the potential to form perfect mono-crystals with low density of recom-
bining defects, suited for solar cells. However, their bottom-up fabrication process can induce
crystal imperfections which might result in recombining defects at the bulk and surfaces (espe-
cially since the surface-to-volume ratio is enhanced). In this section, I focus on the crystallinity
of GaAs NWs and on the typical defects that are found in self-catalyzed NWs: presence of twins,
of stacking faults, or inclusion of WZ phase in otherwise ZB NWs.

3.3.1 Crystal defects in nanowires
3.3.1.1 Typical defects: stacking faults, twin planes and polytypism

Stacking faults and twins. Self-catalyzed GaAs NWs consist mostly of ZB phase. In
this structure, the atomic planes positions along the [111]B direction respect the sequence
A,B,C,A,B,C, etc. (Figure 3.29a). The regularity of this sequence can be interrupted with stack-
ing faults for example, which represent a shift of the atomic planes : A, B,C,B,C, A, B, C etc.
Rotational twin, as already introduced in Section 3.2 (page 84), are also commonly found in ZB
NWs and represent an inversion of the atomic plane sequence order : A, B,C,A,C, B, A, C etc.
(Figure 3.29a). The plane sequence can be accurately determined from high-resolution STEM
images of NWs along the [110] direction, and the crystal structure (twins, WZ phase) can thus
be readily identified (Figure 3.29b). In Figure 3.29b, the Fourier transform of selected areas from
the STEM image are displayed (with matching color frames) and the diffraction spots corre-
sponding to both ZB orientations and to the WZ phase are labeled. Analyzing the selected-area
diffraction pattern is thus another way to quickly identify the crystal phase of a NW.
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Figure 3.29: (a) Representation of the atomic structure of a GaAs crystal with three different crystal
structures along the [111] B direction: WZ, ZB, and twinned ZB. The sequence of atomic planes is indicated
with letters. (b) High-resolution STEM-HAADEF images of a NW ezxhibiting such crystal structure, viewed
along the [110] zone-awis ([1120] for WZ). Each crystal phase is highlighted in a different color, and its
Fourier transform is also indicated with labelled diffraction spots. [76659]

The formation of a stacking fault or the growth of the first planes of a twinned crystal during
the axial growth of a ZB NW correspond to the same sequence as the formation of a new WZ
plane in a WZ NW. In all cases, the last 3 atomic planes are A,B,A or equivalent. It is then
reasonable to assume that the nucleation barrier for the formation of a twin in ZB is similar
to the one of a stacking fault, or a new WZ bilayer. Thus, the growth conditions favoring WZ
should also favor twins and stacking faults in ZB, namely low droplet contact angles (close to
110° for pure WZ).

From a growth perspective, the presence of twin boundaries at the sidewall facets can change
the dynamics of adatom diffusion and epitaxial incorporation, and disturb shell growth or dopant

98



3.3. Crystal quality in GaAs nanowires

incorporation. There are reports of faceting of the {110} sidewalls into {111} facets ([Xiong et
al. 2006]; [Algra et al. 2008]; [Caroff et al. 2009]), which result in variable core diameter. With
high Be doping during shell growth on faulted core, Zhang et al. reported local overgrowth
rings centered at the stacking faults positions ([Zhang et al. 2017b] mention a ‘kabob-like’
morphology),

From an electronic perspective, since the atoms at the twin plane are still bonded to the
surrounding atoms as tetrahedra, the band structure should remain largely unchanged, without
creation of deep non-radiative recombination centers for the photo-generated carriers. However,
the surface electronic states at the {110} sidewall facets might be changed more significantly by
the presence of twins. In ref [Brown et al. 2015], recombination rates orders of magnitude higher
than for pure {110} surface were calculated at the sidewalls of twinned GaAs NWs, assuming
a high twin density leading to faceting of the sidewalls into {111} facets. While this surface
effect can kill the luminescence of twinned regions of the NWs studied by cathodoluminescence
(as in the next chapter), it should not be too detrimental in the devices where a passivating
shell is systematically added, which confines carriers into the NW bulk where twins have little
effect [Chang et al. 2012]. On the other hand, the charge carrier transport can be affected by
scattering of the charge carriers and strain from the presence of twin planes [Shimamura et al.
2013]. In Ref. [Qian et al. 2015], the effect of twin boundaries on the mobility was investigated
using density functional theory and Green’s function method, and was not important even at
high twin density (hole mobility of 500 cm? V~1s~! for an average twin spacing below 2.4 nm,
similar to high quality GaAs layers). Some experimental results tend to show degraded intrinsic
carrier mobilities in defective NWs although the amount of twins is controlled by changing the
growth conditions, which might introduce other defects also affecting the mobility [Parkinson
et al. 2009]. Other reports do not correlate degraded conductivity with the presence of stacking
faults and twin planes [Thelander et al. 2011].

Polytypism. Polytypism designates the coexistence of both crystal structures (ZB and WZ)
in a single NW. While in most III-V bulk crystals, only the ZB phase is possible, the specific
nucleation mechanisms at stake during VLS makes the formation of WZ possible in NWs. In
WZ phase, the atomic plane sequence is A,B,A,B, etc. along the growth direction, as shown in
Figure 3.30b. The different crystal symmetry (hexagonal unit cell whereas ZB is cubic) results
in a different band structure for WZ GaAs. While WZ GaAs was reported to have the same
bandgap (within £1meV to £10meV) as ZB GaAs ([Ketterer et al. 2011]; [Vainorius et al.
2014]; [Chen 2018]), the band-alignment differs and PL data supports the hypothesis of a type-
II band-alignment between ZB and WZ GaAs, with the WZ conduction band 115 meV higher
than the ZB as depicted in Figure 3.30c [Vainorius et al. 2015].

Polytypism in NWs is reported to greatly increase the resistivity in InAs NWs, by up to two
orders of magnitude [Thelander et al. 2011]. The presence of both crystal phases in GaAs NWs
should also be avoided as ZB and WZ are believed to form a type II heterostructure [Vainorius
et al. 2015] which could confine carriers in each phase (holes in WZ and electrons in ZB). Such
offsets in the conduction and valence bands may also hinder the mobility of the carriers along
the NW (effect number 1 in Figure 3.30c). Moreover, spatially indirect recombinations could
occur below the bandgap [Heiss et al. 2011] (effect number 2 in Figure 3.30c).

Other defects. Other crystal defects can arise during the NW VLS growth, such as three-
monolayer step facets, which is supposedly strongly recombining [Sanchez et al. 2017]. However,
their occurrence seems unlikely as it requires two simultaneous nucleation events at the top (111)
plane, and it was not observed in TEM images.

During shell growth, new sidewall atomic layers grow epitaxially on the core and thus preserve
the crystal structure. Stacking faults and twin boundaries are thus propagated inside the shell.
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Figure 3.30: Ball-and-stick representation of the (a) ZB and (b) WZ structures, showing the sequence of
atomic planes along the [111] direction ([0001] for WZ). (¢) Band diagram of a ZB/WZ/ZB heterostruc-
ture (not at scale), using an identical bandgap for both phases and the offset from [Vainorius et al. 2015].
Two detrimental mechanisms are highlighted: (1) the carrier confinement or degraded carrier transport
due to band offset, and (2) the spatially indirect recombinations at energies lower than the bandgap.

Threading dislocations due to lattice-parameter misfit between core and shell are also very
detrimental and are discussed in the next chapter.

Twin planes, stacking faults and polytypism are typical defects encountered in self-
catalyzed NWs. They form during the VLS core growth and extend into the shell. They
should be avoided not only to preserve the opto-electronic quality of the core, but also
because they can disturb shell growth and alter its quality.

3.3.1.2 NWs with minimized twin density

The defect density in GaAs NWs was optimized empirically in previous work at C2N laboratory
by choosing an adequate V/III ratio close to 1.4, sufficiently high to result in large droplet
contact angles (typically 130°), which promotes the formation of long ZB segments separated
by few twin planes.

Faults in the foot. Figure 3.31 presents the dark-field TEM image of a representative core-
shell NW (for each TEM experiment, at least three NWs are characterized), reconstructed from
selected diffraction spots, which results in this image where the WZ phase and one of the ZB
orientations are highlighted. A high density of stacking faults is visible from the TEM contrast
in the first 200 nm of the NW.

High twin plane density and WZ inclusions at the foot of self-catalyzed GaAs NWs is often
reported ([Jabeen et al. 2008]; [Krogstrup et al. 2010]). It could be explained by a too low
droplet contact angle at the beginning of the growth, as the VLS growth has not yet reached
its steady state. The initial influx of Ga is limited to the directly impinging flux at the droplet,
which is later reinforced by the flux collected by the NW sidewalls, and re-emitted from the
substrate [Schroth et al. 2019]. Thus, the local V/III ratio is probably higher at the initial stage
of the growth.

While such high density of stacking faults is undesired, it is not as critical as in other parts
of the NW:

100



3.3. Crystal quality in GaAs nanowires

Aimed NW length

&
<
1
1
1
1
1
1

CEEETES 4

Defective l
foot !

0.5 1 1.5 2 2.5 3 3.5
Distance from foot (um)

Figure 3.31: TEM-DF micrograph of a long GaAs core-shell NW (>3.5 ym, viewed along the <1IO>
zone-axis. One ZB phase and the WZ phase are highlighted, the other ZB phase appears as dark zones.
The NW foot with a high density of stacking faults is indicated. Three twin planes are seen in the first
2 pm of the main azial segment of the NW, indicated with arrows. [76769]

e In NW array solar cells, most of the light absorption is localized in the middle or upper
part of the NW due to the resonant mechanisms, especially for shorter wavelengths ([Anttu
2019a]; [Chen 2018]). If these stacking faults at the foot induce many recombining defects,
it would not be as detrimental to solar cell performance.

e They could hinder the majority carrier transport from the core towards the substrate.
However, as mentioned in the previous section their influence on the mobility in the bulk
is not significant, and the presence of heterostructures between the GaAs NW, the GaP
foot and the Si substrate with high band offsets are expected to be more impactful on the
transport. Moreover, if it is possible to dope the core to high levels (p > 10'® cm™3), it
would compensate a low mobility and result in sufficient conduction.

Due to the additional complexity of employing a GaP foot in the NW devices, the optimiza-
tion of the crystal quality in the foot was not part of my thesis work.

Towards pure ZB axial segments. Looking at the rest of Figure 3.31, many twin planes
and stacking faults are visible along the 3.5 pm long NW, with varying densities. However, such
long NWs are not needed for solar cells and light absorption can be achieved with lengths below
1.5pm [Chen 2018]. Our conditions lead to the occurrence of only one twin plane within the
first 1.5 pm of the wire (first black arrow). Therefore, in the following, I limit myself to the
growth of 1.51m long NWs and focus on limiting the defect density in the tip, resulting from
droplet consumption.

A high density of defects is present after 2.5pm, which is a consequence of the droplet
consumption method and is tackled in the next section.

Noteworthy, the crystalline structure is preserved between the shell and the core, and the twin
planes extend through the shell until the NW sidewall facets. Controlling the defect density in
the core is thus of prime importance. No dislocations are visible on this NW though dislocations
and 3D-twins were occasionally seen in the tip of other NWs.

Our growth conditions lead to NWs with a high density of twin planes or stacking faults
near the foot. Short NW can be grown almost defect-free above the foot, as the first
1.5pm consist of pure ZB with an occasional twin plane, but the droplet consumption
needs to be optimized.
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3.3.2 Droplet consumption optimization

After self-catalyzed axial VLS growth, the Ga droplet can be consumed in situ. This can be
done, for example, by providing an As flux while shutting the Ga flux, so that an extra segment
of GaAs is formed, as illustrated in Figure 3.32.
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Figure 3.32: Overview of the NW droplet consumption. Ga-catalyzed NW cores are grown by VLS. Ga
liquid droplets are consumed at the end of the VLS growth. Subsequently, shell growth can be conducted
(vapor-solid, VS growth) for surface passivation or to create a core-shell junction. The incident angles
of molecular beams with respect to the substrate normal are indicated. Adapted from [Chen et al. 2020a)].

The objective is to find a droplet consumption method that generates the fewest twin planes
and WZ inclusions, ideally zero. On the other hand, the morphology of the tip does not neces-
sarily need to be accurately controlled since, as I show in the next chapter, the subsequent shell
grown at 580 °C forms a set of flat {110} facets, independently of the core morphology.

3.3.2.1 Crystal structure with unoptimized droplet consumption

TEM characterization of a core-shell NW. GaAs NWs were grown as in Section 3.2 (see
Table 3.2, page 81), but after the axial VLS growth the temperature was decreased to 500 °C
with an Asy flux of 7TAs™ (BEP = 5.5 x 107% Torr) for 25min in order to consume the Ga
droplet (Figure 3.32). A GaAs shell was then grown at 580 °C.

NWs from a 500 nm pitch pattern were reported on a TEM grid and studied by TEM. The
bright-field (BF) TEM image (Figure 3.33a) shows a 2 pm long and 250 nm thick NW. As most
NWs typically show a 100nm core before the droplet consumption, I infer that the shell is
75nm thick here. The dark-field (DF) TEM image (Figure 3.33b) gives more insight on the
crystalline structure: the NW is mostly ZB, in particular its main segment is a 1300 nm-long
pure ZB phase. A 490nm-long WZ segment is present near the NW top, along with zones
of mixed ZB and WZ phases, which are clearly identified from the Fourier transforms of the
TEM images (Figure 3.33c). The topmost mixed phase segment (‘tip’) is expected to have been
formed during the shell growth. This tip segment is 220 nm-long, whereas it could be expected
to be 475 nm-long by considering the Ga flux and the cell orientation. Additional diffusion
mechanisms may enhance the growth on the sidewall facets and lead to this relatively low tip
length. Figure 3.33d,e shows high-resolution TEM micrographs which confirm the presence of
both WZ and ZB in alternation at the locations where mixed phases were identified.

Origin of the WZ segment. The WZ segment is believed to form during the droplet con-
sumption step, as explained in Figure 3.34b.
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Figure 3.33: (a) TEM-BF micrograph of a GaAs NW whose catalyst was consumed after the axial growth
and with a GaAs shell grown around its core. View along the <110> zone-azis. (b) TEM-DF micrograph
highlighting the WZ phase. Above the NW foot, several segments can be identified from the crystal phase.
(¢) The corresponding Fourier transforms (FFT) are shown to the right. (d,e) High resolution TEM-BF
images at the locations indicated by colored squares, showing the cubic zinc-blende (ZB) twinned crystals
(green and pink color) and the hexagonal wurtzite (WZ) phase (orange color). [76709]
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Figure 3.34: (a) Typical contact angle at the end of the axial growth in our conditions, measured
on a 80° tilted SEM image of a NW. [76690] (b) Schematic of the hypothetical droplet consumption
evolution. The gallium droplet contact angle decreases as more GaAs crystal is formed. At lower contact
angles, defects and WZ inclusions begin to appear in the ZB phase, followed by the formations of a pure
WZ segment. The tip segment is ZB again as the contact angle goes well below 90°. At the end, the
droplet can still be seen if the As flux was too low or the step duration too short. Figure reproduced from
[Scarpellini et al. 2017].

At 500 °C, the evaporation rate of arsenic from the gallium droplet is negligible [Glas et al.
2013], so the incoming arsenic is expected to be entirely contributing to the consumption of
the gallium droplet through the growth of extra GaAs material. The Ga droplet contact angle
is expected to decrease as it is consumed under As flux. As seen in Chapter 2, the formation
of WZ is favored when the droplet contact angle decreases below 125° (see Figure 2.17). Past
this WZ segment, the contact angle is further reduced and a last ZB segment is expected at
the end of the consumption, when the contact angle drops well below 100°, but unfortunately
it cannot be distinguished from the tip segment unintentionally formed during shell growth.
Similar extended WZ segments sandwiched between ZB sections have been reported during the
catalyst consumption of self-catalyzed GaAs NWs in the literature ([Priante et al. 2013]; [Heon
Kim et al. 2012]; [Scarpellini et al. 2017]).

Lowering the sample temperature to 500 °C and providing a high As flux effectively con-
sumes the droplet and creates an extra GaAs segment, characterized by a ZB/WZ/ZB
sequence, expected from canonical VLS growth models.

3.3.2.2 Improved droplet consumption procedure: low As flux

Following the procedure described by Dastjerdi et al. in [Dastjerdi et al. 2016], droplet consump-
tion was performed at the same substrate temperature as during the axial growth (595 °C), and
under an Asy flux of BEP = 2.45 x 1077 Torr, 15 % of the flux that was used during the NW
growth.

GaAsP markers were inserted during the growth to keep track of the axial growth dynamics.
They were formed by pulsing P in addition to Ga and As, during 20s, every 3min (growth
sequence schematically described in Figure 3.35). The P BEP was 15 % of the As BEP, which
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should give a low P percentage in the solid, so the markers can be distinguished from STEM
contrast, but do not disturb the growth conditions too much.
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Figure 3.35: Schematic of the flux sequence during the growth of NWs with markers. The As flux during
the first 15s of the NW initiation was also varied independently between experiments, which should not
alter the state of the NW at the droplet consumption.

Two NW samples, with and without droplet consumption, are presented in Figure 3.36.

In the first sample (Figure 3.36a), the droplet was not consumed and the growth was ter-
minated by shutting down the As flux while quickly decreasing the substrate temperature. The
droplet is still well visible at the NW top, and the NWs are slightly reverse-tapered (their di-
ameter increases towards the top). The STEM-BF image below reveals all 5 markers (the first
one is visible with an enhanced contrast).

Interestingly, the last segment, which should nominally be as long as the previous ones, is
about 20 % shorter. This could be an indication that despite the quick temperature drop at the
end of the growth, the NW stayed long enough at a temperature sufficiently high to allow VLS
re-dissolution of the solid GaAs into the droplet. The NW studied by STEM was probably not
aligned along the (110) zone-axis, because no stacking faults or twin planes are seen by STEM
contrast, even in the foot where they are systematically present.

The second sample (Figure 3.36b) shows NWs for which the droplet was consumed. They
exhibit a particular morphology, with a regrowth at the tip, as seen by SEM. The re-growth
at the tip is showing a uniform phase from the STEM-DF contrast, whereas about 10 twin
planes or stacking faults are visible in the rest of the NW. The markers are also seen after
careful examination of the image contrast. They can be distinguished from twin planes since
their transitions are not as sharp. The last segment is 90 nm longer than the previous ones,
suggesting that extra GaAs was created during the droplet consumption. However, this is much
shorter than the 470 nm-long mixed WZ segment on the NW with the droplet consumption at
low temperature and high As flux (Figure 3.33), which suggests that this procedure leads to less
GaAs regrowth.

A droplet consumption scheme at 595 °C and using a low As flux is used. Using periodic
markers along the NW growth axis, I show that this procedure results in shorter GaAs
regrowth at the tip. It suggests that it is possible to consume the droplet while creating
only small amounts of extra GaAs.
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Figure 3.36: NW morphology and crystallinity before and after droplet consumption at 595 °C and
under low As flux (15% of that during azxial growth). For both samples an SEM image with a 45° tilt
gives insight on the exterior morphology of the NWs. SEM and STEM (DF or BF) micrographs of single
NWs are shown below, with the 5 GaAsP marker positions indicated by blue arrows and numbered. When
the marker is not visible from STEM contrast, its assumed position is indicated by a dashed arrow. The
red arrow indicates the expected position of the droplet by the end of the azial growth

3.3.2.3 Influence of Be doping

In the core-shell devices, a doping level in the core in the 10'® em ™3 range is desired. Since the

NW axial growth rate (typically 12AS_1) is much higher than standard planar growth rates
(typically 1.5 As™1), a high Be flux is needed to reach those doping levels, typically what would
yield planar doping levels in the 10'? cm™3 range. Such strong flux of Be can influence the NW
growth, particularly during droplet consumption ([Hilse et al. 2010]; [Zhang et al. 2017al).

Two other NW samples were grown and the droplet consumed with the same procedure as
previously (at growth temperature, and under a low As flux), with a Be flux during the axial
growth. For one of them, the Be flux was maintained during droplet consumption. The Be flux
used was very high (it would result in a 6 x 10! cm~— Be concentration in planar GaAs(100)
grown at 1.5 As™!) in order to exacerbate any eventual effect.

The NWs whose droplet was consumed under a Be flux present a very different morphology
(Figure 3.37a) compared to the previous intrinsic NWs. While some of them occasionally show a
regular, straight morphology (like one at the upper left corner of the SEM overview), most of the
tips exhibit a high amount of lateral overgrowth, which do not present well-de