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Introduction

The understanding of the laws operating at the microscopic scale, originating from
the first quantum revolution of the twentieth century, has allowed the emergence of

new technologies and instrumental tools. Among them, we can cite the first realization
of a solid-state Laser in 1960 by T. Maiman with a crystal of ruby [1], or the invention
of the scanning tunneling microscope (STM) by G. Binnig and H. Rohrer at IBM in
Zurich in 1981 [2]. These "tools" are now essential and participate in the elaboration of
new nanotechnologies based on the manipulation and measurement of individual quan-
tum systems. These new quantum devices, as part of the second quantum revolution,
exploit the quantum logic and its counter intuitive aspects like quantum superposition
and entanglement.

Single-photon sources formed by individual deep defects in wide bandgap semicon-
ductors, also known as artificial atoms, are one of those emerging quantum systems.
Electronic spins associated with these atomically small systems are at the heart of a
broad range of emerging applications, from quantum information science, to the devel-
opment of ultrasensitive quantum sensors. In this regard, the nitrogen-vacancy (NV)
defect in diamond [3] has attracted considerable interest and led in particular to the
elaboration of quantum protocols [4] and to highly sensitive magnetic field sensors [5],
thanks to its spin-dependent photoluminescence. Single-photon emitters have also been
found in silicon carbide (SiC) [6, 7], and more recently in our team in pure silicon with
the G center (cf. thesis of W. Redjem).

In that context, hexagonal boron nitride (hBN), a lamellar material with a wide
bandgap of ∼ 6 eV, is a promising platform for hosting single deep defects. The lamellar
structure of this material offers an appealing alternative to standard cubic semiconduc-
tors because electrons and spins can be confined in a single atomic plane, thus offering
enormous potential to engineer quantum functionalities. hBN has been used in the
industry for more than seventy decades now, but has only recently attracted attention
in the field of semiconductors, with the first synthesis of large monocrystals in 2004 by
Watanabe and Taniguchi [8].

In the field of 2D materials, graphene has led to a colossal theoretical and exper-
imental development that is now transferable to other 2D crystals. There is a large
variety of candidates that are mechanically, thermally and electronically stable in am-
bient conditions [9, 10]. Among them, a promising family of materials, other than the
atomically thin hBN and graphene, is the family of transition metal dichalcogenides
(TMDC), which are ultrathin material composed of 3 atomic layers like MoS2 or WSe2.
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Introduction

The interest in hBN arises from the possibility to combine different 2D materials into
an heterostructure exhibiting new optical, electrical and magnetic properties different
from the stand-alone bulk counterparts [10, 11], opening up the scope of possibilities
in terms of opto-electronic devices [12]. The prospect of manufacturing such designed
nano-architecture — known as van der Waals heterostructures — by stacking different
layered crystals on top of each other via exfoliation or in situ epitaxial techniques, has
launched a new era of material science at the beginning of this decade. A proof of
concept for such an heterostructure was realized in 2012 with a superlattice of bi-layers
of graphene and hBN stacked upon each other in sequence [13]. Besides, hBN presents
a great affinity with graphene, as it is the best dielectric substrate for it [14], and is also
used to enhance optical and electrical properties of TMDC materials by encapsulation
[15, 16]. In the field of crystal growth, the research to obtain hBN crystals of increas-
ing size and quality is very active, with recent papers reporting wafer-scale growth of
single-crystals [17, 18].

In that context, it is essential to understand the structural, electronic and optical
properties of hBN on the one hand, and to investigate its point defects for quantum
technologies on the other. This manuscript deals with the spectroscopy of point defects
in hBN.

Over the first chapter of this thesis, we present the fundamentals of hBN. We re-
view the most-updated comprehension of the structural and electronic properties of the
material. In particular, we present how the boron and nitrogen atoms are arranged
in an honeycomb structure with sp2 orbitals configurations and describe the electronic
band structure resulting thereof, in the bulk and the monolayer. Then, we present the
characteristics of the bulk hBN photoluminescence at the energies of the bandgap and
near-bandgap, showing the important coupling of the exciton with optical phonons. At
last, we review the current knowledge relative to deep defects in hBN, emitting from
the near-infrared to near-UV range.

Chapter two is dedicated to the study of single localized defects emitting at around
600 nm in a high-purity hBN crystal. We report on a highly efficient single-photon
source, among the highest reported to date in solid-state systems. We study its pho-
todynamics with photon correlations measurements, as well as its photoluminescence
properties in regard to the phonon modes in the hBN lattice.

In the third and last chapter, we explore deep defects emitting in the ultravio-
let range. First, we study shallow and deep levels in carbon-doped hBN samples by
combining macro-photoluminescence and reflectance setup. We show the existence of
new optically-active transitions and discuss the implication of carbon in these levels.
The second section of this chapter is dedicated to the presentation of a new micro-
photoluminescence confocal microscope operating at 266 nm under cryogenic environ-
ment. The design and performances of the optical system are described. In the third
section, using this new setup, we go further into the examination of the deep levels,
analyzing the relation between them and with the known point-defect at 4.1 eV. We use
new crystals with isotopically-purified carbon doping as a strategy to investigate the
long-standing question concerning the chemical origin of the 4.1 eV defect. Through
this attempt, we bring to light the spatial dependence of the optical features for this
specific emitter. Last but not least, we present our work dedicated to isolate the emis-
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sion of a single 4.1 eV defect. We study the photoluminescence of thin undoped flakes,
pre-characterized with an electron microscope, that contain a low density of emitters,
and inspect in particular their photostability in these thin crystals.

Finally, we end this manuscript with a general conclusion and discussions.
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Chapter 1

Hexagonal Boron Nitride

1.1 Origins

The boron nitride is a binary chemical compound of the III-V family. It was first dis-
covered and prepared by the English chemist W. H. Balmain in 1842 [19] by using

molten boric acid and potassium cyanide, but unfortunately this new compound was
unstable and required many attempts to obtain a stable boron nitride. The compound
appeared as a white powder as a residue of the chemical protocol after dehydration.
The optical microscope revealed a structure made of flakes easily slipping over each
other and thus separable, and enabled to notice a random distribution in both size and
shape, although a qualitative study on the orientation of the normales to the break-
ing faces indicates the existence of orientated bundles typical of the hexagonal crystal
structure and to a lesser extent to the rhomboidal one. The Fig 1.1 illustrates these
two macroscopic properties.

Figure 1.1
Left: the BN white powder. Right: optical micrograph of BN flakes.

1.1.1 Boron nitride powder in the industry

For nearly a hundred years studies on boron nitride remained in laboratory scale be-
cause of the technical difficulties of different production techniques and high cost of the
material which is obtained with these synthetic methods. We have to wait for the onset

5



Chapter 1. Hexagonal Boron Nitride

of the modern development of crystal growth technology, dating from the Second World
War, which was boosted mainly by the demand for crystals for electronics, optics, and
scientific instrumentation, for the growth technologies to be raised to a very high and
advanced level to fulfill the increasing demands in crystal size and quality. Indeed, in
the 1950s the Carborundum, the Union Carbide and the Norton Abrasives companies
managed to prepare purified boron nitride powder [20] on an industrial scale for com-
mercial applications with sophisticated hot pressing techniques [21].

The interests for this material in industry can be justified with these four properties
among others:

• It is chemically inert,

• Its melting point is very high (2967 ◦C at ambient pressure [22–24]), making it
first-class refractory material,

• The ease of sliding between adjacent crystalline planes (0001) in hexagonal form
makes it a perfect solid-state lubricant up to 900 ◦C, better than graphite or MoS2

that are burnt away at lower temperatures,

• It is attractive for the cosmetic industry for its quality whiteness, preferred to the
kaolin, the silica or the alumina powder.

Besides this nascent interest in the industry, the newly available BN powder also
encourages new fundamental studies. In 1956, Larach and Shrader used purified BN
powders (particle size of approximately 100 nm) from the Carborundum Company
and the Norton Company to perform various types of measurements with the aim of
elucidating the emission spectrum in the UV to VIS range and determining the bandgap
of the material by reflectivity technique [25]. Photoluminescence at low temperature and
cathodoluminescence in the UV show a complex and broad spectrum with a multitude
of peaks between 300 and 500 nm whose relative intensity change with excitation energy
but positions remain stable, while the reflectivity measurement for wavelengths from
220 to 320 nm fails to show a bandgap absorption. Among others, we can also cite the
remarkable studies from Katzir et al. [26] in 1975 on hot-pressed boron nitride (HPBN)
obtained with powder of the Carborundum company. With UV light, they measure the
excitation spectrum of the electron paramagnetic resonance (EPR) signal from the one-
and three- boron centers (OBC, TBC), and find a maximum EPR amplitude for the
energy of 4.1 eV or ∼ 3000Å [Fig 1.2(a)]. Assisted by quantum chemical calculation,
they establish a model in which a carbon impurity introduces an energy level 4.1 eV
below the conduction band. Upon excitation, electron excited from this level pass
through the conduction band and fall into traps like the nitrogen vacancy, thus forming
a TBC center. Later in 1981, Kuzuba et al. [27] study the characteristics of electron-
phonon coupling for vibronic transitions in typical defects, ascribed to carbon acceptor
at nitrogen site (CN) and nitrogen-site vacancy (VN). In the absorption spectrum [Fig
1.2(b)] associated with CN , the zero-phonon line (ZPL) is identified at 4.095 eV and the
spectral features at higher absorption energies are assigned to specific phonon modes.
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1.1 Origins

POINT DE FECTS IN HEXAGONAL BORON NITRIDE. I. . . . 2373
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In the search for other thermally bleachable
centers we performed measurements at low tem-
peratures. The samples were y irradiated at VV
'K, and EPR measurements were carried out at
the same temperature, but no new EPR centers
were found.

B. Glow-curve measurements
' Useful information can be gained by combined
EPR and glow-curve measurements. 6' ~ The for-
mer can help to establish the chemical nature of
the defect and the symmetry of the charge distribu-
tion, while the latter may be used to determine
the energy of the trapping level.
Our measurements were carried out on grade

HP samples which had been exposed to ionizing
radiation (uv, x rays, or y rays). Some of the re-
sults on the thermoluminescence and the thermally
stimulated current measurements of samples ex-
cited by x rays at room temperature were reported
elsewhere. Two glow peaks at 380 and at 700 K
were observed, and are shown in Fig. 3(b). The
activation energies of the two peaks were deter-
mined by the "initial-rise" method, and found to
be 0. V + 0. 1 and 1.0 + 0. 1 eV for the 380 and 700 'K
peaks, respectively. Using uv light for the exci-
tation we were able to measure the excitation spec-

FIG. 2. (a) Excitation spectrum of the EPR signals as
measured at 300'K. (b) Excitation spectrum of the
thermoluminescence {TI.) peaks at 100, 380' and 700'K.

affected mainly by green light (5500 + 100 A) and
the three-boron-center signals, by blue light (4500
+100 A). We have not succeeded in measuring the
detailed spectrum of optical bleaching.
Compression-annealed pyrolytic boron nitride

resembles a single crystal in many respects, which
is one of the reasons why Moore and Singer chose
it for studies of the anisotropy of the three-boron
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were found.

B. Glow-curve measurements
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EPR and glow-curve measurements. 6' ~ The for-
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the defect and the symmetry of the charge distribu-
tion, while the latter may be used to determine
the energy of the trapping level.
Our measurements were carried out on grade

HP samples which had been exposed to ionizing
radiation (uv, x rays, or y rays). Some of the re-
sults on the thermoluminescence and the thermally
stimulated current measurements of samples ex-
cited by x rays at room temperature were reported
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Fig. 1. The absorption spectrum (E/c )  of the hBN single 
crystal at 2 K in the energy range between 4.08 and 4.54 eV. 
,a~rrows indicate approximate positions of dominant sub- 
structures due to coupling with particular phonons. PRL 
means pseudo-rigid-layer phonons. LO and TO denote lon- 
gitudinal and transverse optical phonons of intralayer modes, 
respectively. D is an unspecified kind of phonon. 

PRL separated from the zero-phonon line by 
8 meV on the high energy side. The energy of 
8 meV is considerably smaller than the energy 
difference between the zero-phonon line and 
each of the other peaks located in the higher- 
energy region. According to the model in the 
previous section, low-frequency pseudo-rigid- 
layer modes can participate in the vibronic tran- 
sition. There are two types of rigid-layer lattice 
phonons in the crystal. One is the transverse or 
shear type whose zone-center mode (E~) has an 
energy of 6.6 meV [1]. However, it is another 
type of rigid-layer mode, the longitudinal type, 
that is more likely to participate in the pseudo- 
rigid-layer modes, since the displacement in the 
longitudinal type of rigid-layer mode results in 
the change of potential energy through the 
change of the interlayer distance. The longi- 
tudinal modes whose zone-center modes are A~ 
in the LA branch and B2s in the LO branch can 
be regarded as consisting of a single branch in an 
extended zone scheme as shown in fig. 2. During 
vibronic transitions, the center-of-mass of the ith 
layer containing the defect is at rest and the two 
layers adjacent to the /th layer displace in 
opposite directions, according to the con- 
sideration on the site symmetry of the defect. 
Consequently, in the expansion of such a dis- 
tortion, the pseudo-rigid-layer phonons patti- 

cipating in the vibronic transitions have con- 
siderable Fourier amplitudes near the symmetry 
point A on the zone boundary (kz = it~co), where 
kz is the z component of the wavevector and Co a 
dimension of the unit cell. 

Here, we point out that there is another con- 
dition necessary for pseudo-rigid-layer phonons 
to be observed. If the lifetime ~- of an excited 
electronic state is shorter than the period T of 
such a low-frequency vibration as the pseudo- 
rigid-layer vibration in the crystal, the low- 
frequency vibration cannot participate in 
vibronic transitions. As for the vibronic tran- 
sitions in CN, the high efficiency of the associated 
luminescence [6] means that the lifetime of the 
relevant excited state is determined by a radia- 
tive process and much longer than T :  0.5 ps. 
Indeed, the pseudo-rigid-layer modes participate 
in the transitions. On the other hand, it is 
opposite for the vibronic transitions in VN as 
dealt with in the following. 

Fig. 3 shows the absorption spectrum ascribed 
to VN of the crystal at 2 K in the range from 2.44 
to 3.24 eV. The energy positions of maximum 
intensities in their dominant part are close to the 
reported values for similar bands in diffuse 
reflectance spectra on powder samples which 
were ascribed to optical transitions of the elec- 
trons localized in V~ [4, 6]. In fig. 3 the main 
absorption bands appear periodically in the ap- 
proximate energy separation of about 176 meV, 
which shows the dominant participation of in- 
tralayer phonons. The lineshapes of these main 
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Fig. 2. Low-frequency part of schematic phonon dispersions. 
Broken fines represent the extended zone and the dispersion 
curve there. The relevant TA modes do not mean true 
three-dimensional modes but quasi-two-dimensional modes 
confined mostly to a couple of layers. 

(a) (b)

Figure 1.2
(a) Excitation spectrum of the EPR signals of OBC and TBC, in HPBN as measured at 300 K
[26]. (b) The absorption spectrum (E⊥c) of the hBN single crystal at 2K in the energy range
between 4.08 and 4.54 eV. Arrows indicate approximate positions of dominant sub-structures
due to coupling with particular phonons [27].

1.1.2 Hexagonal boron nitride in the semiconductor industry

The semiconductor industry has only recently grown significant interests about this
material with the successful growth of macroscopic monocrystals of hexagonal boron
nitride, a technical achievement from Takashi Taniguchi and Kenji Watanabe at NIMS
laboratory in Japan in 2004 [8]. They report on the growth of a pure hBN single
crystal under high-pressure (5 GPa) and high-temperature (1750 ◦C) conditions, for a
sample size of few cubic millimeters. Since then, miscellaneous advanced applications
of this "new" material have flourished on a worldwide scale. Quite a major part of
these applications is based on the integration of hBN in van der Waals heterostructure
architectures. In addition to the already mentioned properties of hBN, the excellent
electrical insulation (large breakdown voltage > 0.4 V/nm [28]) and thermal conduc-
tion (20 W/mK [29]) are of particular interest for the semiconductor-based devices. It
would be tedious to give an exhaustive description of the field of applications, we rather
provide the reader with five seminal and recent papers we think give a relevant view
of the wealth of applications [illustrations on Fig 1.3]. In Ref. [30], Hu et al. demon-
strate that monolayers of hBN are highly permeable to thermal protons under ambient
conditions thus unveiling the potential of hBN in many hydrogen-based technologies as
an atomically thin membrane. Geim and Grigorieva [10] review the emerging research
area related to van der Waals heterostructure (assembling of atomic planes of differ-
ent crystals in a chosen sequence) in which hBN is most likely to play an important
role due to its 2D geometry, along with graphene and transition metal dichalcogenides
(TMDC). Beyond its use as a good dielectric substrate (the best for graphene [14]) or
encapsulating layer, hBN is a natural hyperbolic material in the mid-IR range due the
strong anisotropy of its permittivity tensor resulting from the intrinsic anisotropy of
its 3D structure. It outperforms man-made hyperbolic materials, as discussed in Ref.
[31] in the context of optoelectronics and photonics applications of 2D semiconductors,
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while the more recent article from Caldwell et al. [32] presents the particular interest
of hBN for this polaritonic property complemented with other valuable aspects like
bright single-photon source and strong bandgap UV emission. The majority of these
scientific developments are made possible by the continuously improved growth process
of Takashi Taniguchi and Kenji Watanabe in Japan and their collaboration all over the
world, as related in Ref. [33].
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measured dispersion exhibited hyperbolic-
dependence17,18. This strong confinement of 
radiation arises from the anisotropy in the 
permittivity tensor in boron nitride, whose 
in-plane and out-of-plane components have 
a different sign. These peculiar materials 
are known as hyperbolic materials and 
before these experiments on boron 
nitride hyperbolic materials were mainly 
fabricated artificially with nanofabrication 
techniques. Boron nitride is a natural 
hyperbolic material that outperforms 
man-made hyperbolic materials, which 
tend to suffer from high losses yielding 
short propagation lengths and broadband 
resonances. Moreover, while man-made 
hyperbolic materials have shown 
confinement values of only λ/12 (where 
λ is the wavelength of the incident light) 
with poor quality factors, Q, of ~5, boron 
nitride nanocones have recently shown 
strongly three-dimensionally confined 
‘hyperbolic polaritons’ (confinements of up 
to λ/86) and exhibit high Q (up to 283)19. 
Therefore, these phonon–polariton modes 

in boron nitride can have a strong impact 
in nanophotonics to confine radiation to 
a very small length scale (subdiffraction 
limit), which eventually can result in new 
imaging applications in the mid-IR part of 
the spectrum20.

Black phosphorus 
Despite the youth of this 2D material 
(the first works on atomically thin black 
phosphorus were reported just two years 
ago in 201421,22), the number of studies 
on black phosphorus is growing rapidly. 
The surge of interest can be due to the 
combination of several factors: it shows 
one of the highest charge-carrier mobilities 
reported for 2D semiconductors (typically 
100–1,000 cm2 V–1 s–1), its bandgap spans 
a wide range of the electromagnetic 
spectrum (from mid-IR to visible) and it 
shows exotic in-plane anisotropy (most 2D 
semiconductors have a marked anisotropy 
between the in-plane and out-of-plane 
directions but are typically isotropic within 
the basal plane).

Regarding the in-plane anisotropy 
of black phosphorus, unlike in graphite 
(where carbon atoms bond with three 
neighbouring atoms through sp2-hybridized 
orbitals), in black phosphorus each 
phosphorus atom bonds to three 
neighbouring atoms through sp3-hybridized 
orbitals, causing the phosphorus atoms 
to be arranged in a puckered honeycomb 
lattice formation23. This structure is the 
seed of an anisotropic band structure 
that leads to highly anisotropic electrical, 
thermal, mechanical and optical 
properties. This is in striking contrast 
with graphene, boron nitride or Mo- and 
W-based transition metal dichalcogenides 
that do not present noticeable in-plane 
anisotropy. Concerning its anisotropic 
optical properties, black phosphorus has 
shown a marked linear dichroism23, the 
optical absorption depends on the relative 
orientation between its lattice and incident 
linearly polarized light. The dichroism 
has strong implications for its Raman 
spectra, plasmonic and screening effects 
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Figure 1 | Comparison of the bandgap values for different 2D semiconductor materials families studied so far. The crystal structure is also displayed to highlight 
the similarities and differences between the different families. The grey horizontal bars indicate the range of bandgap values that can be spanned by changing 
the number of layers, straining or alloying. This broad bandgap range spanned by all these 2D semiconductors can be exploited in a wide variety of photonics 
and optoelectronics applications, such as thermal imaging (to detect wavelengths longer than 1,200 nm), fibre optics communication (employing wavelengths 
in the 1,200–1,550 nm range), photovoltaics (which requires semiconductors that absorb in the 700–1,000 nm range), and displays and light-emitting diodes 
(requiring semiconductors that emit photons in the 390–700 nm range).
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Van der Waals heterostructures
A. K. Geim1,2 & I. V. Grigorieva1

Research on graphene and other two-dimensional atomic crystals is intense and is likely to remain one of the leading
topics in condensed matter physics and materials science for many years. Looking beyond this field, isolated atomic
planes can also be reassembled into designer heterostructures made layer by layer in a precisely chosen sequence. The
first, already remarkably complex, such heterostructures (often referred to as ‘van der Waals’) have recently been
fabricated and investigated, revealing unusual properties and new phenomena. Here we review this emerging
research area and identify possible future directions. With steady improvement in fabrication techniques and using
graphene’s springboard, van der Waals heterostructures should develop into a large field of their own.

G raphene research has evolved into a vast field with approxi-
mately ten thousand papers now being published every year
on a wide range of graphene-related topics. Each topic is covered

by many reviews. It is probably fair to say that research on ‘simple
graphene’ has already passed its zenith. Indeed, the focus has shifted
from studying graphene itself to the use of the material in applications1

and as a versatile platform for investigation of various phenomena.
Nonetheless, the fundamental science of graphene remains far from
being exhausted (especially in terms of many-body physics) and, as
the quality of graphene devices continues to improve2–5, more break-
throughs are expected, although at a slower pace.

Because most of the ‘low-hanging graphene fruits’ have already been
harvested, researchers have now started paying more attention to other
two-dimensional (2D) atomic crystals6 such as isolated monolayers and
few-layer crystals of hexagonal boron nitride (hBN), molybdenum
disulphide (MoS2), other dichalcogenides and layered oxides. During
the first five years of the graphene boom, there appeared only a few

experimental papers on 2D crystals other than graphene, whereas the
last two years have already seen many reviews (for example, refs 7–11).
This research promises to reach the same intensity as that on graphene,
especially if the electronic quality of 2D crystals such as MoS2 (refs 12, 13)
can be improved by a factor of ten to a hundred.

In parallel with the efforts on graphene-like materials, another
research field has recently emerged and has been gaining strength over
the past two years. It deals with heterostructures and devices made by
stacking different 2D crystals on top of each other. The basic principle is
simple: take, for example, a monolayer, put it on top of another mono-
layer or few-layer crystal, add another 2D crystal and so on. The resulting
stack represents an artificial material assembled in a chosen sequence—as
in building with Lego—with blocks defined with one-atomic-plane pre-
cision (Fig. 1). Strong covalent bonds provide in-plane stability of 2D
crystals, whereas relatively weak, van-der-Waals-like forces are sufficient
to keep the stack together. The possibility of making multilayer van
der Waals heterostructures has been demonstrated experimentally only

1School of Physics and Astronomy, University of Manchester, Manchester M13 9PL, UK. 2 Centre for Mesoscience and Nanotechnology, University of Manchester, Manchester M13 9PL, UK.

Graphene

hBN

MoS2

WSe2

Fluorographene

Figure 1 | Building van der Waals
heterostructures. If one considers
2D crystals to be analogous to Lego
blocks (right panel), the construction
of a huge variety of layered structures
becomes possible. Conceptually, this
atomic-scale Lego resembles
molecular beam epitaxy but employs
different ‘construction’ rules and a
distinct set of materials.
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in photonics, including IR nanophotonics, quantum 
optics, nonlinear optics and UV optoelectronics, and in 
sample growth and moiré heterostructures.

Infrared nanophotonics
The field of nanophotonics focuses on confining and 
manipulating light at the nanoscale. In the visible 
spectral domain, this can be achieved with polaritons 
supported with noble metals or even using materials 
featuring a high index of refraction, as the free-space 
wavelengths are only on the order of a few hundred 
nanometres. However, in the IR, experimental access to 
nanoscale confinement is significantly more complicated 
owing to the long free-space wavelengths28. Thus, practi-
cal IR nanophotonics demands alternative methods for 
compressing the free-space wavelengths. This can be 
achieved through the use of polaritons, quasi-particles 
comprising a free-space photon and a coherently oscil-
lating charge, which enable the diffraction limit to be 
surpassed29,30. Among 2D materials, a broad range of 
hybrid light–matter polaritons have been identified, 
including surface plasmon polaritons and surface 
phonon polaritons, which are the most prevalent31,32.

Hyperbolic properties of hBN. That hBN is naturally a 
hyperbolic material (BOX 2) was one of the most intrigu ing 
findings in 2D-material-based IR nanophoto nics11,12,33. 
As in nanoelectronic applications, in nanophoto nics, 
hBN was originally used as the ideal substrate for 
graphene-based plasmonic devices9,34 owing to its crys-
tal structure, which closely matches that of graphene 
(~1.8% lattice constant mismatch). Specifically, encapsu-
lating graphene between two slabs of hBN increases the 
graphene plasmon lifetime by a factor of 5, up to 500 fs 
(REFS9,35). However, after 2014, when the natural hyper-
bolic behaviour of hBN was demonstrated11,12 (BOX 1),  

research into the IR nanophotonic opportunities afforded  
by hBN itself began in earnest.

In hBN, polaritons can be stimulated by coupling IR 
photons with the polar lattice of the hBN crystal, form-
ing hybrid modes referred to as phonon polaritons30. 
Because of its highly anisotropic crystal structure, hBN 
exhibits two separate branches of optic phonons within 
the phonon dispersion, one arising from the in-plane 
and one from the out-of-plane lattice vibrations (BOX 1). 
The transverse optic (TO) phonons are IR active and 
exhibit extraordinary oscillator strength, which pro-
vides prominent absorption resonances. These TO 
phonons, along with the large crystal anisotropy, result 
in a highly birefringent IR dielectric function11,12,22. 
Furthermore, the polar nature of the bonds in hBN 
breaks the degeneracy of the longitudinal optic (LO) 
and TO phonon frequencies, causing a spectral split-
ting; the region between these frequencies is commonly 
referred to as the Reststrahlen band30,33,36. It is within this 
band that the permittivity becomes negative (FIG. 2a) and 
surface phonon polaritons can be supported.

Specifically, for hBN, there are two Reststrahlen bands 
(lower Reststrahlen, 12.1–13.2 µm and upper Reststrahlen, 
6.2–7.3 µm) and both are hyperbolic11,12. Hyperbolicity 
(BOX 2) is an extreme form of birefringence, with the 
property that the dielectric function is not merely dif-
ferent along orthogonal crystal axes but is negative along 
certain crystal directions and positive along others37. The 
presence of both type I and type II hyperbolic response 
in hBN is intriguing because, for the first time, it provides 
experimental access to hyperbolic modes of both types 
within the same material system and geometry. The inver-
sion of the sign of the real part of the dielectric function 
along the out-of-plane and in-plane directions between 
these two bands results in the inversion of the sign of the 
polariton dispersion curves within the two Reststrahlen 

Infrared nanophotonics Single-photon emitters

van der Waals heterostructures Ultraviolet emitters

Fig. 1 | Overview of hBN-based applications. Hexagonal boron nitride (hBN) was initially identified as an ideal substrate 
for van der Waals heterostructures, especially for graphene. However, further investigations have demonstrated that this 
material has exciting properties for nanophotonics in the IR , owing to its ability to support hyperbolic polaritons in its 
natural state. At the same time, crystallographic defects have been identified as extremely bright single-photon emitters. 
Finally , despite having an indirect bandgap, hBN offers strong UV emission.
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The smell of acrid metal fills the air as Takashi Taniguchi reaches 
into the core of one of the world’s most powerful hydraulic 
presses. This seven-metre-tall machine can squeeze carbon 
into diamonds — but they aren’t on its menu today. Instead, 

Taniguchi and his colleague Kenji Watanabe are using it to grow some 
of the most desired gems in the world of physics.

For the past eight days, two steel anvils have been crushing a powdery 
mix of compounds inside the press at temperatures of more than 1,500 °C 
and up to 40,000 times atmospheric pressure. Now, Taniguchi has opened 
the machine and cooling water is dribbling from its innards. He plucks 
out the dripping prize, a 7-centimetre-wide cylinder, and starts chip-
ping at its outer layers with a knife to get rid of the waste metal that had 
helped to regulate the pressures and temperatures. “The last steps are like 
cooking,” he says, focusing intently on his tools. Eventually, he reveals 
a molybdenum capsule not much bigger than a thimble. He puts it in a 
vice and grasps it with a wrench the size of his forearm. With one twist, 
the capsule fractures and releases a burst of excess powder into the air. 
Still embedded inside the capsule are glimmering, clear, millimetre-sized 
crystals known as hexagonal boron nitride (hBN).

Materials laboratories all over the world want what Taniguchi and 
Watanabe are making here at the Extreme Technology Laboratory, a 
building on the leafy campus of the National Institute of Materials Science 
(NIMS) in Tsukuba, outside Tokyo. For the past decade, the Japanese pair 
have been the world’s premier creators and suppliers of ultra-pure hBN, 
which they post to hundreds of research groups at no charge. 

They’ve sacrificed much of their own research and almost all their 
press’s running time to this task. But in doing so, they have accelerated 
one of the most exciting research fields in materials science: the study of 

THE 
CRYSTAL 
KINGS 
Two researchers in Japan supply the 
world’s physicists with a gem that has 
accelerated graphene’s electronics boom.

B Y  M A R K  Z A S T R O W

Takashi Taniguchi with his crystal-making 
hydraulic press at the National Institute 
of Materials Science in Tsukuba, Japan.
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CRYSTALS IN DEMAND
Takashi Taniguchi and Kenji Watanabe have co-authored hundreds of papers 
by supplying crystals of hexagonal boron nitride (hBN) to physics laboratories 
around the world.

First report that high-quality 
graphene electronic devices can 
be made using hBN substrates.

electronic behaviour in 2D materials such as graphene, single-atom-thick 
sheets of carbon. These systems are thrilling physicists with fundamental 
insights into some of the quantum world’s most exotic electronic effects, 
and might one day lead to applications in quantum computing and super-
conductivity — electricity conducted without resistance. 

It’s easy to make graphene itself, by using sticky tape to flake carbon 
layers from pencil lead (graphite). But to study the complex electronic 
properties of this material, researchers need to place it on an exceptional 
surface — a perfectly flat, protective support that won’t interfere with gra-
phene’s fast-travelling electrons. That’s where hBN comes in as a transpar-
ent under-layer, or substrate. “As far as we’ve investigated, that is the most 
ideal substrate for hosting graphene or other 2D devices,” says Cory Dean, 
a condensed-matter physicist at Columbia University in New York City 
who was part of the team that first worked out how to pair hBN and gra-
phene. “It just protects graphene from the environment in a beautiful way.”

When a flake of hBN comes into contact with graphene, it can also act 
like cling film, making it possible to precisely pull up the carbon sheet and 
place it back down. That allows researchers to create devices by stacking 
multiple layers of 2D materials, like a sandwich (see ‘Graphene sandwich’).

Since last year, for instance, materials scientists have been buzzing 
about the finding that simply by misaligning two sheets of graphene 
by precisely 1.1 ° — a ‘magic angle’ — the material can become a super-
conductor at very low temperatures1,2. And in July, researchers reported 
signs of superconductivity when three sheets of graphene are stacked 
atop each other — no twisting needed3. These research studies, like hun-
dreds of others, all used slivers of Taniguchi and Watanabe’s hBN to pro-
tect their samples. “We are just involved,” Taniguchi says modestly. “It is 
a sort of by-product for us.” Dean is more effusive about the pair’s hBN: 
“It’s really the unsung hero of the process,” he says. “It’s everywhere.”

Neither Taniguchi nor Watanabe is a graphene researcher, and they had 
no idea that their gems would become so desirable. The researchers now 
have several patents related to their hBN-making process, but say they 
don’t expect to be able to commercialize it — at the moment, only research 
groups need the highest-purity crystals. There is a sizeable perk, however. 
Because the pair are credited with authorship on studies using their crys-
tals, they have become among the world’s most-published researchers. 
Together, Taniguchi and Watanabe appeared as authors on 180 papers 
last year — and, since 2011, they have co-authored 52 papers in Science 

and Nature, making them the most prolific researchers in these journals 
over the past 8 years (see ‘Crystals in demand’).

Their crystal empire might not last forever: Taniguchi is edging towards 
retirement age, and other research groups are trying to make high-quality 
hBN, which could help improve the supply and speed up research. But 
for now, physicists are somewhat reluctant to test unproven samples 
when they know the NIMS ones work so well, says Philip Kim, a leading 
condensed-matter physicist at Harvard University in Cambridge, Massa-
chusetts. “Why Watanabe and Taniguchi? Because their crystal is the best.”

UNDER PRESSURE
The massive hydraulic press lives in a cavernous industrial space at 
the Tsukuba laboratory, which is filled with the continuous hum of 
machinery and light that streams in from high windows, casting dusty 
rays across the equipment below. The machine was built between 1982 
and 1984, when the laboratory was a part of the National Institute for 
Research in Inorganic Materials (NIRIM), one of NIMS’ forerunners. 
Taniguchi arrived five years later, after leaving a postdoctoral position 
at the Tokyo Institute of Technology. The press was originally designed 
to make diamonds, but in the 1990s, Japan’s government embarked on 
a research programme dubbed ‘Beyond Diamond’ to find the next big 
thing in ultra-hard materials, potentially for cutting substances or for 
use in semiconductors. 

One of the programme’s leading candidates was boron nitride in 
its cubic crystal form (cBN) — a dense structure in which boron and 
nitrogen atoms are arrayed like the carbon atoms in diamond. Tanigu-
chi initially focused on growing ultra-pure cBN in the press — but his 
group couldn’t eliminate impurities, stray bits of carbon and oxygen that 
intruded when the samples were being prepared, and so the crystals came 
out with an unwanted dull, brownish cast. As a by-product, however, the 
process produced clear hBN, in which layers of hexagonally arrayed atoms 
slide easily over each other, analogous to the carbon layers in graphite. 

Watanabe, a materials scientist and spectroscopist, joined NIRIM in 
1994, just as the Beyond Diamond programme was starting. He spent 
a few years studying the optical properties of diamonds. But amid an 
institute-wide push for cross-disciplinary collaboration in 2001, Tani-
guchi knocked on Watanabe’s door and invited him to take a look at 
his cBN crystals. 

The two researchers have contrasting styles. Taniguchi is known for his 
parties, blasts the music of Queen through the lab as he runs the press late 
at night and, even at the age of 60, still plays soccer with his colleagues at 
lunchtime. Watanabe, three years younger, is soft-spoken, detail-oriented 
and prefers tennis. But the scientists worked well together and published 
their first paper4 on cBN crystals in 2002.

A year later, Watanabe, complaining about the quality of the cBN 
Taniguchi was passing to him, took a look at a box of discards from the 
press. The hBN crystals caught his attention, and he decided to examine 
their properties. Taniguchi was sceptical: “I said, ‘This is hBN — the 
boring stuff!’” Watanabe, however, discovered something new: the hBN 
luminesced under ultraviolet light — unlike the diamond or cBN he 
had been looking at for years. “It was the most exciting moment of my 
career,” he says — a finding that left him buzzing for weeks afterwards. 
The pair reported that result in May 2004, proposing that hBN could 
be a promising crystal for UV lasers5. 

Later that year, a preprint began circulating from physicist  
Andre Geim and his team at the University of Manchester, UK6. They 
had successfully isolated single-atom layers of graphene, kicking off the 
craze for atomically thin 2D materials. The frenzy of activity was some-
thing Taniguchi and Watanabe observed with curiosity. “We had no idea 
about 2D materials,” says Taniguchi. But half a decade later, 2D materials  
researchers would find out about them.

AN EYE-POPPING DISCOVERY
In 2009, the graphene field was running into a problem. In theory, the 
material was remarkable, but researchers were struggling to realize its 
full potential. The problem seemed to be that graphene, being a single 
atom thick, conforms to the shape of whatever surface it is placed on. 
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Meet the crystal growers who sparked a revolution in graphene electronics. 
Zastrow, Nature 572, 429 (2019)

Figure 1.3
Hexagonal boron nitride as a macroscopic monocrystal, in its 2D and 3D forms, present a
rich diversity of applications spanning the fields of nanophotonics, van der Waals heterostruc-
ture engineering, single-photon sources as well as technological niches like hydrogen-based
technologies.

Among the numerous applications of hBN, we are going to focus specifically on
the aspect related to single defects hosted in a solid-state matrix, as a road to engineer
single-photon sources. Prior to this, we want to take some time to describe the structural
and electronic properties of the material in order to better draw the landscape of its
potential for the researcher in terms of opto-electronic performances as well as the
difficulties one shall face in the pursuit of their quantitative determination.
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1.2 Structural properties

1.2 Structural properties

To go beyond the simple observation of the macroscopic crystalline forms through opti-
cal microscope, the first experiment to do is X-ray diffraction (XRD). We have to wait
the works of R. S. Pease in 1952 [34] on BN powder to dissipate all ambiguities about
the crystallographic structure of BN. The structure proposed is a stacking of regular
hexagons composed of alternating atoms of bore and nitrogen. Along the senary axis1,
the atoms B and N periodically alternate one upon the other, as indicated above on
Fig 1.4.

Figure 1.4
Hexagonal boron nitride structure in the AA′ configuration.

The primitive cell is therefore of hexagonal symmetry, with cell parameters a =
1.446Å and c = 6.661Å at 300 K. Also according to Pease, the thermal expansion
coefficient is negative within the plane and positive along the senary axis. The stacking
sequence suggested by Pease is often noted AA′, where A represents an hexagon of
basis B3N3 and A′ the same hexagon in the adjacent plane but rotated by 60◦ along
the senary axis of the crystal. It is worth noting here that the B and N atoms of a
layer constitute an affine plane in the mathematical sense, similarly to the graphene,
and unlike the ’monolayer’ of a transition metal chalcogenide which are an arrangement
of one atomic plane of the electro-positively charged transition metal capped with two
planes of the chalcogen anion (three atomic planes), or the ’monolayer’ of a III-VI
compound which has two planes of chalcogen encasing two planes of gallium or indium
(four atomic planes).

We have asked Arie Van der Lee from IEM in Montpellier, to reproduce the Pease
experiment while using this time a monocrystal of hBN, with the modern technical
tools for computer handling and processing of X-ray spectra [35]. The results of the
experiments are presented hereinafter in Fig 1.5. The left image shows the reciprocal
space computed via the spectrum of the diffraction spots of the beams, and the right
image displays the electronic clouds corresponding to two successive reticular planes
along the axis 〈001〉 in the AA′ stacking configuration, obtained with a modified Fourier
transform.

1Symmetry axis along which a crystal gets the same spatial position back six times during a 360◦

rotation.
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Chapter 1. Hexagonal Boron Nitride

Figure S7 : MEM derived electron density for the structure of h-BN – projection along the c-

axis (top) and side view (bottom).

could be indexed by the Duisenberg algorithm to the correct unit cell for h-BN using a default

tolerance of 0.125 reciprocal lattice units (rlu). Increasing the tolerance to 0.25 rlu increased

the success rate to 83.78%. The 992 non-indexed reflection in the default Duisenberg run

were then submitted to a new indexing run and then the non-indexed reflections again once

more, so that finally about 80% of the reflections were indexed with a 0.15 rlu tolerance. In

this way two new h-BN unit cells were found, but rotated by multiples of approximately 60°,

thus excluding any non-merohedral twinning for this hexagonal Bravais lattice, and thus

ruling out the intrinsic source of orientation disorder mentioned above.

Indeed, a view of the reciprocal lattice where the spots are collapsed to the central unit

cells show that there is massive clustering around the nodes of the h-BN lattice (Fig.S6, left).

This becomes even clearer when one half of the lowest intensity reflections is omitted from

the collapsed reciprocal space view (Fig.S6, right); the reflections that do not fit at all, have in

general the lowest intensity. The approximately 20% remaining non-indexed reflections could

not  be  indexed  again  using  the  h-BN unit  cell,  which  shows  that  they  correspond  most

probably to a number of very tiny h-BN crystals in arbitrary orientations at the edges of the

main individual,  and thus confirming the extrinsic origin of orientation disorder in our

sample. 

 

Figure S6: collapsed view of reciprocal space. Left: unfiltered reflections; right: intensity-

filtered reflections – approximately one half of the lowest-intensity reflections are not shown.

(a) (b)

Figure 1.5
(a) Collapsed view of reciprocal space of hBN. (b) Electron density in a side view of two-layer
hBN – derived from the maximum entropy method [35].

At this stage, it is possible to represent the crystalline stacking of BN and the
crystallographic axes of the primitive cell τ1 and τ2 with (τ1, τ2) = 60◦, as well as the
vectors of the reciprocal lattice R1 and R2 with (R1, R2) = 120◦, which are used to
build the first Brillouin zone. For the purpose of clarity, we represent these parameters
on a monolayer of hBN, Fig 1.6(a), thus neglecting the stacking along the c axis. The
full representation is however represented in Fig 1.6(b). For calculations, orthogonal
representation makes the work easier, we thus include the direct basis (x, y, z) and the
reciprocal basis (kx, ky, kz) which are usually defined as indicated on the figure. Last
but not least, the high symmetry points M, M′, K, K′ of the reciprocal lattice are also
included because they are important to describe the band structure.
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A
Γ

z, kz

x, kx

y, ky
M

M M

K

(a) (b)

Γ
K

M

K

τ1τ2

M

x, kx

y, ky

R1R2

B
N

pelini

H

Figure 1.6
(a) Crystallographic axes and first Brillouin zone in the monolayer representation. (b) First
Brillouin zone in 3D.

Let us make a small digression here. If we look at the atomic lines along the direction
x, we observe alternating line of B or N depending on the ordinate y. If we were to con-
sider the graphene, this alternation would not exist. Now if we look at the direction y,
we not only notice an alternation of B and N atoms along the same lines but also of short
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1.2 Structural properties

and long atomic distances. This is found in graphene as well. Behind these simple geo-
metrical considerations there is an important result of the group theory: these elements
of geometry account for the positive gap at the M point of the Brillouin zone in hBN
and graphene, along with a zero gap at the K point for graphene and open gap for hBN.

The hexagonal symmetry of the material is a consequence of the anisotropy of a
chemical bond leading to the hybridization of type sp2. Indeed, as in graphite and
graphene, the covalent bonds in hBN are formed through the hybridization sp2. Hy-
bridization is a concept of valence bond theory in chemistry and consists, for an atom,
of the mixing of its orbitals s and p with different weights in order to form new hybrid
orbitals that account for the observed structure of molecules. In the particular case
of hexagonal atomic layer, the 2s orbital is combined with two 2p orbitals of B and N
atoms. The top part of Fig 1.7 represents the new orbital geometry resulting from the
hybridization between orbitals px,y and s. The sp2 orbitals form σ bonds between B and
N atoms along the plane of the layer, whereas the orbitals pz are directed perpendicular
to the nodal plane of the σ bonds, that is to say to the plane of the layer, and are going
to participate in the interaction with the adjacent planes by forming π bonds.

+ + + +

π

π

σ

s px py
sp2

pz

sp2

Figure 1.7
Representation of the new hybrid atomic orbitals obtained by mixing two p orbitals with the
s orbital. The sp2 orbitals make an angle of 120◦ between them and lie in a shared plane. On
the bottom, illustration with two atoms of carbon of the formation of σ bond in the nodal
plane (sp2 orbitals) and π bond (pz orbitals). Adapted from [36].

One consequence of this specific type of bonding is a weak lattice energy. Chemi-
cal bonds are strong in the plane (0001) and much more weak along the c axis. This
anisotropy also affects the rigidity tensor, the measured value for the elastic modulus
perpendicular to the c-axis direction [100] is c11 = 788.4 GPa and for the elastic mod-
ulus along the c-axis direction [001] c33 = 24.5 GPa, giving an in-plane/out-of-plane
elastic modulus ratio of c11/c33 ∼ 32 [37]. The elastic anisotropy of hBN is remarkably
high, and this has to be compared with much lower values reported in other layered
materials in which the layers are also weakly bound by van der Waals interactions. As
for the component of type c12 (related to in plane [100] TA phonons), value of 170 GPa
is calculated, and the theoretical values of c13 (non pure [110] direction TA phonons)
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Chapter 1. Hexagonal Boron Nitride

 

 16 

Figure 1: Schematics of the 5 high-symmetry stackings in bilayer h-BN as sorted by 

interlayer rotation and shift. In the top half of the figure, the rotationally aligned stacking 

configurations, AA and AB, are shown. AA is formed by stacking B to B and N to N in 

two aligned layers. AB is formed by translating one layer by a single bond length (1.4 

Å)20 to stack N to B as shown by the red arrow. In the bottom half of the figure, the 

rotationally anti-aligned stacking configurations, AA', AB1', and AB2', are shown. AA' is 

formed by stacking two anti-aligned layers B to N and N to B. AB1' is formed by 

translating one layer such that the layers stack B to B while AB2' is formed by translating 

one layer such that they stack N to N. 

 

 

Figure 1.8
Schematics of the 5 high-symmetry stackings in bilayer hBN as sorted by interlayer rotation
and shift [38].

and c44 (out-of-plane [001] direction TA phonons) are predicted to be very small in the
order of 2.3 GPa to 3 GPa [39]. These small values of c13 and c44 demonstrate how the
adjacent reticular planes can easily slip over each other, thus breaking the AA′ stack-
ing. Therefore, hBN can exist under different coherent stacking orders, close to AA′,
all based on the sp2 orbitals and with similar lattice energies [38], as represented on Fig
1.8. There are all obtained from AA′ by interlayer shift or rotation or both.

Boron nitride can also be obtained in rhombohedral form [Fig 1.9], close to the
hexagonal structure [40, 41], as well as under different crystal structures resulting from
hybridization sp3 like the cubic and wurtzitic form (cf the thesis of Vuong [42] for
more information). The cubic phase is a superhard material and crystals are small and

Figure 1.9
Comparison between crystal structures of hexagonal (left) and rhombohedral (right) boron
nitride.

impure so we don’t have particular interest in them [43]. The wurtzitic phase is quite
unstable, but a recent study indicates the possibility to stabilize it under high pressure
[44]. It is too soon to think about using w-BN in scalable application for information
technology, and it will most likely remain the same in the future.
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1.3 Electronic band structure

1.3 Electronic band structure

The bulk hBN is of hexagonal symmetry and has a centro-symmetric inversion of type
D6h, whereas the monolayer is non-centro-symmetric of type D3h. The periodic stacking
AA′ requires to include two monolayers in the primitive cell and it induces a center of
inversion at the exact barycenter of the two layers. This enhances the number of sym-
metry operations by introducing an axis of rotation-inversion of the 6th order. In order
to construct the band structure of the bulk hBN, in the framework of the tight binding
theory, one can begin with the Hamiltonian matrix representing the monolayer band
structure, before diagonalization, and carefully build linear combinations of bonding
and antibonding molecular orbitals by considering the properties of symmetry. The
double matrix obtained by that means can then be diagonalized [45]. The justification
for this method lies in the fact that D3h is a subgroup of D6h. The reader is invited
to refer to the thesis of Vuong [42] Chapter I Section 2 for a more detailed discussion
about the symmetries and the methodology to build the electronic band structure of
the bulk from the coupling of two layers along the c axis. Here, we simply show the
band structure in the monolayer case [Fig 1.10(a)] and the bulk case [Fig 1.10(b)] of
hBN obtained by modern techniques. EXCITON ENERGY-MOMENTUM MAP OF HEXAGONAL . . . PHYSICAL REVIEW B 92, 165122 (2015)
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FIG. 2. (Color online) (a) GW band structure of h-BN in the
(b) first Brillouin zone with the irreducible part delimited by yellow
lines and shaded.

M (redshift of 1.5 eV) than for q at A (redshift of 0.4 eV), i.e.,
along the direction perpendicular to the BN layers, implying
an anisotropic effect of the e-h interaction [40]. This is evident
from the comparison of the BSE spectra with the GW-RPA
results, obtained starting from the GW band structure and
neglecting the e-h attraction W in the exciton Hamiltonian
Hexc. At variance with [19], where the shift was inferred
from the adjustment of the calculations to the experimental
spectra, the anisotropic redshift of the spectra is here the
direct outcome of the BSE calculations that result in very good
agreement with NRIXS. Our simulations of the experimental
spectra, being free from any adjustable parameters, allow us
to additionally observe that excitonic effects also induce an
important redistribution of the spectral weight towards lower
energies with respect to the noninteracting e-h picture.

At q = M the two main peaks are located at ∼8 and ∼12 eV.
At the K point, the first peak at ∼6–7 eV appears as a shoulder
of the second one. In both cases the 12 eV peak originates
from nonvertical (i.e., k → k′ = k + q) π -π∗ transitions that
disperse isotropically as a function of in-plane q, shifting the
energy of the peak from 9 eV at q → 0 to 12 eV in both "K

4 6 8 10 12
Energy (eV)

S
(q

,
)

1.68 (K)

2.00

2.50 (M’)

3.00

EXP
GW-RPA
BSE

FIG. 3. (Color online) Dynamic structure factor for q along the
"K direction calculated in the GW-RPA and from the solution of the
BSE compared to the NRIXS data from Ref. [19]. The q = 2.5 Å− 1

is the M ′ point (see text).

and "M directions. The first peak, instead, is due to a peculiar
property of the hexagonal Brillouin zone [see Fig. 4(a)]. For
q = M it derives from vertical e-h transitions between k points
belonging to the ML line in the band structure (see Fig. 2)
(analogous, for q = K , is the HK line). These are the same
vertical π -π∗ transitions with large JDOS that are at the origin
of the tightly bound exciton in the spectra at q → 0 [27,38].
The same strong excitonic effects are hence appearing also at
q = M and K as a spectral shape redistribution that similarly
strongly enhances the first peak in the spectrum. They create
a new shoulder at q = K (entirely absent in GW-RPA) and at
q = M they make the first peak become more intense than the
second one, in contrast to the GW-RPA results.

Having clarified the diverse role of excitonic effects at
various q, we are ready to discuss what happens along the
"K direction, where for q > 2.0 Å− 1 a peak appears in the
NRIXS spectra at ∼7 eV that was unexplained in Ref. [19].
The spectra that we have calculated for different momentum
transfers along "K demonstrate that the BSE is actually able
to reproduce the 7 eV peak that is measured in the NRIXS
experiment [19] (see Fig. 3). Moreover they show that the peak
has indeed an excitonic character as it is completely absent
in the GW-RPA calculations. In order to better understand
the origin of this excitonic peak one has to note that it has
the largest intensity at q = 2.5 Å− 1. This momentum transfer
along the "K direction is, in fact, another M point, which
is located at the boundary of the third Brillouin zone and
which we call M ′ [see Fig. 4(a)]. We can also immediately
recognize why excitonic effects are again particularly strong
at this momentum transfer M ′. The exciton eigenvalues Eλ(q)
and eigenvectors Aλ(q) at M ′ must be the same as at the
M point in the first Brillouin zone since the two points just
differ by a reciprocal-lattice vector G. However, the oscillator
strengths ρ̃n(q) are generally different at different q and this
explains why the spectra at M and M ′ do not entirely overlap.
In particular, at q = M ′ there is a prominent peak at 7 eV
emerging from a featureless plateau at higher energy, while
at q = M a double-peak structure was observed in the same
energy range.

We have therefore found that the solution of the BSE,
when the screening of the Coulomb interaction is explicitly
calculated at the RPA level rather than obtained from model
dielectric functions [19,41–43], is able to reproduce and
explain the NRIXS data. This is confirmed by the direct
comparison between the calculated and experimental spectra
(see Appendix). The agreement is excellent in all considered
cases. Moreover, having understood that strong excitonic
effects for the peak at 7 eV should be expected whenever
π -π∗ transitions give rise to an intense JDOS, we can forecast
other “hot spots” with large intensity in the dynamic structure
factor, beyond what has been experimentally detected in
[19]. In Fig. 4(a) we thus plot a color map of S(q,ω) for a
fixed ω = 7 eV and for all q spanning the first three qz = 0
Brillouin zones. In this manner we can easily identify two other
remarkable points along the "M direction, located between
q = M and the vertex of the hexagon q = "′, which differs
from the " point by a reciprocal-lattice vector G.

In order to confirm these predictions and assess the whole
theoretical map of S(q,ω) that has been obtained from
the BSE calculations, we compare the theoretical results to
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Figure 1.10
Calculated electronic band structure of 2D [46] (a) and 3D [47] (b) hBN. The electronic gap
is direct in 2D at the K point of the Brillouin zone, while in 3D it is indirect with an upward
transition from K to M.

In the case of the monolayer, the valence band in green on Fig 1.10(a) results from
the bonding linear combinations of the pz states of the bore and nitrogen while the
conduction band (red) results from antibonding combinations. The "−" indicates that
these molecular orbitals change sign under the symmetry operator σh that corresponds
to the inversion symmetry relatively to the σ-bonds plane. We note that the maximum
of the valence band and the minimum of the conduction band are vertically aligned at
the K point of the Brillouin zone.

For the bulk case, we observe that the number of bands doubles. It is a consequence
of the necessity to take two monolayers in the primitive cell, as discussed above, which
double the number of atoms in it (from 2 to 4). Therefore there is two times more
electronic orbitals that interact to give two times more electronic bands. Yet, the most
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Chapter 1. Hexagonal Boron Nitride

important change is the movement of the conduction band minimum from K to M in the
Brillouin zone, as a consequence of the inter-plane interaction. Moreover, the maximum
of the valence band moves slightly from K toward T (middle of the Γ−K path).

From these considerations on the theoretical band structure, we can state that the
semiconductor BN has an indirect fundamental gap in k-space between a conduction
band in M and a valence band near K, like indicated by the magenta arrow. The value
of this indirect bandgap is ∼ 6 eV. Kolesko et al. have calculated that increasing the
inter-reticular distance minimizes the coupling between layers thus returning to the
situation found in the monolayer, that is to say a configuration with a direct gap in K
[48].

In the past few years, it has been experimentally demonstrated that 2D semicon-
ductors like the transition metal dichalcogenides (MoS2, MoSe2, WS2, WSe2, MoTe2)
experience an indirect to direct bandgap transition when thinned to a monolayer [49–
52]. Recently, in our team, using sample grown by molecular beam epitaxy (MBE) on
HOPG, we have demonstrated the same crossover in monolayer hBN through macro-
photoluminescence and reflectivity measurements [53], thus confirming the theoretical
predictions [48, 54]. Now that we have pictured the electronic structure of the hBN, we
can review the light emission properties in view of this analysis.

1.4 Photoluminescence of hBN

Point defects Stacking faults

Ex
ci
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n 
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i

Figure 1.11
Spectrum of bulk hBN at 10K with an excitation at 6.3 eV recorded from 1.5 eV up to 6 eV.
Three colored areas represent the features of the spectrum corresponding to excitonic bandgap
emission, stacking faults recombination, and point defects emission, from high to low energies.
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1.4 Photoluminescence of hBN

In Fig 1.11 above is reported a logarithm plot of the PL intensity typically recorded
on bulk BN samples at low temperature using the 192 nm quadrupled radiation of a
Ti-Sa laser. From the current understanding of the luminescent properties of hBN, the
PL features can be split into three parts corresponding to specific origins for the optical
emission: in the deep UV region we have the emission related to bandgap excitons
(blue) and the exciton recombination at stacking faults (red), and in the moderate UV
down to near-IR energies are the point defect related emissions (green).

1.4.1 Band edge exciton emissions

In the deep UV range, that is to say in the 6 eV to 5 eV range, one can distinguish
two sub-regions. We focus here on the sub-region from 6 eV to 5.65 eV. We find a
series of documented lines corresponding to the phonon-assisted intrinsic recombination
[55], that are submitted to strict selection rules linked to the configuration of the PL
experiment [35]. The energy spectrum of these lines is a complementary experimental
evidence that definitively consolidate the indirect nature of the bandgap of hBN. At
5.955 eV, a very weak PL contribution iX (PL spectrum of Fig 1.12) can be detected.
This forbidden recombination corresponds to the indirect exciton and indicates the
value of the indirect excitonic band gap of hBN.

3.2. The polarization of the photoluminescence of BN 48

Figure 3.3: Photoluminescence spectrum of BN (right side) [11] plotted at the same scale
as the phonon dispersion relations (left side) [39]. The energy of photoluminescence line

iX is taken as the zero for the two plots.

line is found to be 20, 60, 90, 160 and 190 meV, respectively. This displays an excellent

matching with phonon energies at the T point of the phonon dispersion curves, giving

an experimental proof for the indirect nature of the bandgap of BN. We remark that he

larger the phonon energy, the larger the energy detuning with the indirect bandgap at

around 5.95 eV, and thus the lower the energy of the phonon replicas.

In the PL spectrum, besides the observation of the phonon replicas, we also measure a

series of lower energy companion replicas that involve several phonons, corresponding

to complementary multiple energy relaxation processes as we shall demonstrate later in

this chapter.

3.2 The polarization of the photoluminescence of BN

3.2.1 The impact of the phonon symmetries on the optical response in a real

BN crystal

The method for measuring a polarization-resolved PL was described in detail in chapter

2 in two specific cases, for two experimental configurations that will lead to different
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Figure 1.12
Photoluminescence spectra of BN (right side) plotted at the same scale as the phonon disper-
sion relation (left side) [56]. The energy of the photoluminescence line iX at 5.955 eV coincides
with the zero phonon-energy.

These phonon-assisted recombination lines are all completed by a series of lower en-
ergy companions corresponding to a complementary energy relaxation process involving
inelastic Raman scattering via the emission of one E2g (on-axis atomic vibrations) Ra-
man active phonon and overtones [57]; the process is illustrated on Fig 1.13(b).
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FIG. 2. Schematic representations, in the single-particle picture
of the electronic band structure, of the phonon-assisted recombination
processes of the XLO3(T ) line (left part), and of the XLO3(T )+2E2g

one
(right part). Inset: top view of the first Brillouin zone with high
symmetry points. The green arrows correspond to the LO3(T ) phonon
in the middle of the Brillouin zone, and the red arrows to the low-
energy interlayer shear phonons of E2g symmetry.

C. Interpretation of the fine structure of the phonon replicas

We present in this section our theoretical model describing
the fine structure, and more generally the whole line profile
of the phonon replicas. Our interpretation is based on the
existence of phonon replicas associated with phonon overtones
involving up to six low-energy zone-center phonons in addition
to the phonon at the T point. While the latter is required for mo-
mentum conservation in the phonon-assisted recombination
process in hBN (Fig. 2, left), the formers are on the contrary
zone-center phonons which do not modify the momentum
balance, and which can thus contribute in high-order processes
(Fig. 2, right). These low-energy Raman-active phonons of
E2g symmetry are specific to layered compounds since they
correspond to the shear rigid motion between adjacent layers,
with a characteristic energy of about 6–7 meV [8].

More specifically, our model relies on the superposition of
phonon-assisted emission lines Xµ+nE2g

with n ! 6, where
one photon is emitted together with the emission of one
phonon µ in the middle of the Brillouin zone [with µ =
LO3(T ), or T O2/T O3(T ), or LA/LO1(T ), or T A/T O1(T ),
or ZA/ZO1(T )] and n interlayer shear phonons E2g of
energy !.

We first discuss the emission spectrum Hµ,n(E) for a
given line Xµ+nE2g

. Under the assumption of a full thermal
equilibrium and nondegenerate conditions (the exciton distri-
bution can be well approximated by a Boltzmann distribution
with a temperature T ), the relationship between the transition
probabilities of emission (Wem) and absorption (Wabs) at the
same energy can be quantitatively expressed as Wem(E) ∝
Wabs(E) exp(−E/kBT ) [10,11]. Recombination assisted by
phonon emission being the inverse process of photon absorp-
tion assisted by phonon absorption, the emission spectrum
Hµ,n(E) is given by:

Hµ,n(E) = ρ(E − δµ,n)fµ(E − δµ,n)e− E−δµ,n
kB T (1)

where δµ,n = EiX − Eµ − n! (with EiX the indirect exciton
energy), ρ is the joint density of states [5], and fµ the function
describing the wave-vector dependence of the electron-phonon
matrix element which is calculated in the Supplemental
Material of Ref. [4]. Note that in Ref. [4], we were interested
in the absorption assisted by phonon emission occurring at the
mirror energy EiX + Eµ + n!, which has the same spectral
dependence as the absorption assisted by phonon absorption
but occurring at EiX − Eµ − n! [5,12].

The joint density of states ρ is given by:

ρ(x) = $(x)
(

2Mn

!2

) 3
2 √

x (2)

with x an energy, $ the step function, and Mn the excitonic
effective mass [5]. The function fµ describing the wave-vector
dependence of the electron-phonon matrix element is given
by [4]:

fµ(x) = 1
(
4 + a2

(
kT + x

!v
µ
g

)2)4 (3)

with a the excitonic Bohr radius, kT the phonon wave vector
in the middle of the Brillouin zone, and v

µ
g the group velocity

of the µ phonon branch around T points.
We further stress that the joint density of states ρ is identical

for all phonon replicas, whereas the fµ function depends on the
phonon nature through the group velocity v

µ
g , thus accounting

for the cutoff of the exciton-phonon matrix element for wave
vectors higher than 1/a. As a matter of fact, the lower v

µ
g

the larger the energy variation of the exciton-phonon matrix
element. This effect is at the heart of the varying visibility of
the fine structure of the replicas as a function of the phonon
type, v

µ
g being the only varying quantity from one type of

replica to another in the theoretical fit displayed in Fig. 1.
For the sake of clarity, we proceed below by increasing

complexity by considering:
(1) case (i) displayed in Fig. 3(a): no additional broadening

compared to the analytical expression given by Eq. (1) for the
phonon-assisted emission spectrum,

(2) case (ii) displayed in Fig. 3(b): a fixed Gaussian
broadening independent of the index n of the overtone,

(3) case (iii) displayed in Fig. 3(c): a Gaussian cumulative
broadening which corresponds to the fit displayed in Fig. 1,

(4) case (iv) displayed in Fig. 3(d): a Lorentzian cumulative
broadening for comparison.

For all the calculated profiles displayed in Fig. 3, we take
a = 3 Å [4], kT = %K/2 = 0.87 10−10 m−1, and v

µ
g = 0.43,

1.1, 1.3, 0.18, 0.57 in units of 104 m.s−1 for µ = ZA/ZO1(T ),
T A/T O1(T ), LA/LO1(T ), T O2/T O3(T ), and LO3(T ),
respectively, which correspond to the calculated values of the
phonon group velocity in the middle of the Brillouin zone
in Ref. [8], also displayed in Table I. For the Boltzmann
distribution in Eq.(1), we take for T an effective electronic
temperature of 50 K, following our analysis of the incomplete
thermalization of the excitonic gas with the lattice at a sample
temperature of 10 K [4].

Note that, in Fig. 3, we only display the PL spectrum of
the XLO3(T ) and XT O2/T O3(T ) phonon replicas (spanning the
5.72–5.82 eV spectral domain) where the high visibility of the
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measurements of the low-energy interlayer shear mode in
hBN.

II. PHOTOLUMINESCENCE SPECTROSCOPY

A. Experiments

Our experiments consist of photoluminescence (PL) spec-
troscopy in bulk hBN. Our sample is a commercial hBN
crystal from HQ Graphene. In our experimental setup, the
sample is held on the cold finger of a closed-cycle cryostat
for temperature-dependent measurements from 10 K to room
temperature. We perform two-photon excitation spectroscopy,
and the excitation beam is provided by the second harmonic
of a Ti:Sa oscillator, tuned at 408 nm in resonance with the
sharp peak in the two-photon excitation spectrum [4]. The spot
diameter is of the order of 100 µm, with a power of 50 mW.
An achromatic optical system couples the emitted signal to our
detection system, composed of a f = 500 mm Czerny-Turner
monochromator, equipped with a 1800 grooves/mm grating
blazed at 250 nm, and with a back-illuminated charge-coupled
device (CCD) camera (Andor Newton 920), with a quantum
efficiency of 50% at 210 nm. The integration time is of 15 s. We
use a band-pass filter around 200 nm with a low transmission
at 400 nm in front of the spectrometer for complete laser stray
light rejection.

B. Results

In Fig. 1, we display the PL spectrum of bulk hBN above
5.7 eV (below 218 nm), at 10 K. In this spectral region,
the PL signal corresponds to the intrinsic phonon-assisted
emission with five phonon replicas having maxima at 5.76,
5.79, 5.86, 5.89, and 5.93 eV. These lines display an energy
spacing exactly matching the splitting of the different phonon
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FIG. 1. Photoluminescence spectrum in bulk hBN in the deep
ultraviolet under two-photon excitation at 3.03 eV, at 10 K. Exper-
imental data (symbols), theoretical fit (red line). Xµ stands for the
replica involving the phonon mode µ in the middle of the Brillouin
zone around T points.

TABLE I. The columns indicate the energy of the PL line,
the corresponding energy detuning with the indirect exciton iX

(evaluated in Ref. [4]), the phonon energy at T points calculated
in Ref. [8], the corresponding phonon type, and the group velocity vg

at T points calculated in Ref. [8].

Line Detuning Calculated phonon Phonon Group velocity
(eV) (meV) energy (meV) type (µ) vg (104 m s−1)

5.93 22 20/21.7 ZA/ZO1(T) 0.43
5.89 64 64.6/65.1 TA/TO1(T) 1.1
5.86 95 94.4/94.3 LA/LO1(T) 1.3
5.79 162 162.6/162.7 TO2/TO3(T) 0.18
5.76 188 185.4 LO3(T) 0.57

branches in the middle of the Brillouin zone (around T points)
since radiative recombination in hBN must be assisted by the
emission of phonons of wave-vector MK in order to fulfill
momentum conservation [4,6].

In Refs. [4,6], the five phonon replicas at 5.76, 5.79, 5.86,
5.89, and 5.93 eV had been labeled LO, TO, LA, TA, and ZA,
respectively, following the study of the vibrational properties
in hBN reported in Ref. [7]. The more detailed study of the
hBN phonon dispersion performed in Ref. [8] calls for a more
precise labeling of the phonon replicas. Since several optical
and acoustic phonon branches lying very close in energy occur
in the phonon dispersion, both phonon types can be in principle
involved in the phonon-assisted recombination processes. A
consistent labeling scheme for all longitudinal and transverse
optical phonons is given in Ref. [8].

On the basis of Ref. [8], we provide in Table I an
updated labeling of the phonon replicas. For each line, we
display the energy of the phonon replica in the PL spectrum,
the corresponding energy detuning with the indirect exciton
iX (evaluated in Ref. [4]), the phonon energy at T points
calculated in Ref. [8], the corresponding phonon type (the
latter giving the subscript of the phonon replicas, as shown
in Fig. 1), and the group velocity vg at T points calculated
in Ref. [8]. Note that, in Fig. 1, the signal intensity of the
XZA/ZO1(T ) phonon replica is the smallest one because of the
selection rules controlling radiative recombination assisted by
phonon emission in hBN. Indeed, the ZA/ZO1 phonon replica
is forbidden by symmetry in our experimental geometry, where
the emission wave vector is parallel to the c axis [4,9].

Besides the varying magnitude of the different lines, we
nevertheless observe the same multiplet structure for each
phonon replica. We see a sharp and intense line of full width
at half maximum (FWHM) of about 4 meV and secondary
maxima of lower intensity, red-shifted by approximately
7 meV. The visibility of the fine structure is the largest for the
phonon replicas at 5.76 and 5.79 eV while hardly observable
for the other ones, except for XZA/ZO1(T ). We will see below
that it is directly related to the group velocity of the phonon
modes, which is taken into account in our theoretical fit
displayed by solid line in Fig. 1, showing a fair agreement
with our experimental data and providing the first quantitative
interpretation of the fine structure of the phonon replicas, as
detailed below.
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Figure 1.13
(a) Photoluminescence spectrum in bulk hBN in the deep ultraviolet under two-photon excita-
tion at 3.03 eV, at 10 K. Experimental data (symbols), theoretical fit (red line). Xµ stands for
the replica involving the phonon mode µ in the middle of the Brillouin zone around T points.
(b) Schematic representations, in the single-particle picture of the electronic band structure, of
the phonon-assisted recombination processes of the LO3 line (left part), and of the LO3+2E2g

one (right part).

It is worth noting that the shape of the peaks in this series of phonon lines are not
of the Lorentzian-shape kind, but they are instead fitted using Gaussian functions [Fig
1.13(a)] with a broadening parameter identically proportional through the whole series
to the phonon group velocity at the middle of the Brillouin zone, as a third evidence of
the about K-M configuration of the fundamental indirect bandgap.

Interestingly, when increasing the temperature the line-width of these phonon-
assisted lines do not broaden according to a Bose-Einstein distribution (Bose-Einstein
distributions probe the temperature-dependent population of the phonon bath), like it
is traditionally found for semiconductors but follow a

√
T trend [58] as suggested by

Toyozawa in a seminal paper in 1958 [59]. The Gaussian shape of the PL lines and

source available today. The diamond and ZnO crystals, as
well as the experimental CL set-up, are described in
Supplemental Material I [19]. The intensity calibration
of the CL detection system relies on a deuterium lamp with
a calibrated spectral irradiance (LOT Oriel 30 W) used as a
measurement standard within the 200–400 nm wavelength
range. Once corrected for the spectral response of the setup,
absolute CL intensities are obtained. The light emission
power is assessed through a careful evaluation of optical,
geometrical, and sample parameters. The full LE measure-
ment procedure, including the absorbed power determina-
tion, is detailed in Supplemental Material I. Note that, the
uncertainty related to the absolute LE measurements in the
deep UV by CL (!50%) is higher than when using
integrating spheres in the visible range.
Prior to any quantitative analysis, an overview of the

low temperature CL signal is given in the UV range
(200–400 nm) for h-BN, diamond, and ZnO single crystals
[Fig. 1(a)]. The luminescence of ZnO is dominated by a
sharp peak at 3.37 eV, corresponding to the recombinations
of neutral-donor bound excitons [34]. In contrast, the lumi-
nescence occurs from free excitons in diamond and h-BN.
In diamond, it presents a series of lines detected around
5.25 eV coming from phonon-assisted (TA, TO, LO)

recombinations of indirect free excitons [35,36].
Similarly, the UV spectrum of h-BN displays a series of
sharp lines with a maximum at 5.795 eV, recently attributed
to recombinations of indirect free excitons [9]. Note that, in
both samples, the luminescence from deep defects is almost
undetectable, allowing a proper analysis of the intrinsic
excitonic features.
The luminescence efficiencies were measured at increas-

ing accelerating voltages (3–30 kV). In CL, high-energy
incident electrons undergo a successive series of elastic and
inelastic scattering events in the crystal before being
completely stopped. The penetration depth of electrons
Rp then increases with the electron beam energy V
following the empirical relationship of Kanaya et al.
[37], RpðμmÞ ¼ C:VðkVÞ1.67, where C is a material-de-
pendent parameter.
Figure 1(b) presents the luminescence efficiencies plot-

ted as a function of the penetration depth. While at high Rp,
the LE saturates in all cases, and one observes a significant
luminescence quenching at low excitation depths. In sp3

semiconductors such as ZnO or diamond, dangling bonds
ending crystal surfaces are known to introduce nonradiative
recombination channels that lower the radiative efficiency.
In 2D crystals with sp2hybridization, dangling bonds are
not expected, but the surface effects still remain poorly
known. Possible explanations relying on contaminated or
defective surface [38] or Auger effects [39] can be invoked
to account for this result.
At high penetration depths, the luminescence efficiency

reaches a constant value called the internal quantum yield
(QY), which is characteristic of the bulk crystal. Generally
noted η, it corresponds to the fraction of excitons that
recombines radiatively inside the crystal. While the LE
most often depends on the crystal orientation, surface
terminations, and contaminations, the internal quantum
yield remains a reference parameter of the bulk material.
As expected, the direct band-gap ZnO crystal is found to

be highly radiative with a QY larger than 50%, in good
agreement with previous PL analysis [40]. Conversely, the
internal quantum yield of diamond remains close to 0.1%,
more than two orders of magnitude lower than in ZnO.
Indirect excitons formed in diamond require the simulta-
neous emission of a phonon to recombine radiatively,
which inevitably lowers the probability of such a process.
In the case of h-BN, the LE also saturates at high
penetration depths but it reaches an∼50% internal quantum
yield, comparable to that of a direct semiconductor such as
ZnO. Such a high QY value from phonon-assisted recom-
binations of indirect excitons far exceeds what is com-
monly observed for indirect semiconductors. It indicates
that the nonradiative channels present in the crystal are
efficiently bypassed by faster radiative recombinations (a
few hundred picoseconds according to the literature [41]).
We then performed temperature-dependence measure-

ments of the luminescence efficiency. Figure 2 first presents
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FIG. 1. (a) Cathodoluminescence spectra of h-BN, diamond,
and ZnO recorded in the 200–400 nm range at 10 K. For clarity,
the excitonic spectra of ZnO and diamond are upshifted. All
spectra are corrected from the spectral response of the detection
system. (b) Luminescence efficiencies of ZnO, h-BN, and
diamond plotted as a function of electron penetration depth.
Accelerating voltages from 3 to 30 kV. T ¼ 10 K. The incident
power Vi is kept constant to avoid nonlinear effects: 1 μW,
6 μW, and 0.4μW for h-BN, diamond, and ZnO, respectively.
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source available today. The diamond and ZnO crystals, as
well as the experimental CL set-up, are described in
Supplemental Material I [19]. The intensity calibration
of the CL detection system relies on a deuterium lamp with
a calibrated spectral irradiance (LOT Oriel 30 W) used as a
measurement standard within the 200–400 nm wavelength
range. Once corrected for the spectral response of the setup,
absolute CL intensities are obtained. The light emission
power is assessed through a careful evaluation of optical,
geometrical, and sample parameters. The full LE measure-
ment procedure, including the absorbed power determina-
tion, is detailed in Supplemental Material I. Note that, the
uncertainty related to the absolute LE measurements in the
deep UV by CL (!50%) is higher than when using
integrating spheres in the visible range.
Prior to any quantitative analysis, an overview of the

low temperature CL signal is given in the UV range
(200–400 nm) for h-BN, diamond, and ZnO single crystals
[Fig. 1(a)]. The luminescence of ZnO is dominated by a
sharp peak at 3.37 eV, corresponding to the recombinations
of neutral-donor bound excitons [34]. In contrast, the lumi-
nescence occurs from free excitons in diamond and h-BN.
In diamond, it presents a series of lines detected around
5.25 eV coming from phonon-assisted (TA, TO, LO)

recombinations of indirect free excitons [35,36].
Similarly, the UV spectrum of h-BN displays a series of
sharp lines with a maximum at 5.795 eV, recently attributed
to recombinations of indirect free excitons [9]. Note that, in
both samples, the luminescence from deep defects is almost
undetectable, allowing a proper analysis of the intrinsic
excitonic features.
The luminescence efficiencies were measured at increas-

ing accelerating voltages (3–30 kV). In CL, high-energy
incident electrons undergo a successive series of elastic and
inelastic scattering events in the crystal before being
completely stopped. The penetration depth of electrons
Rp then increases with the electron beam energy V
following the empirical relationship of Kanaya et al.
[37], RpðμmÞ ¼ C:VðkVÞ1.67, where C is a material-de-
pendent parameter.
Figure 1(b) presents the luminescence efficiencies plot-

ted as a function of the penetration depth. While at high Rp,
the LE saturates in all cases, and one observes a significant
luminescence quenching at low excitation depths. In sp3

semiconductors such as ZnO or diamond, dangling bonds
ending crystal surfaces are known to introduce nonradiative
recombination channels that lower the radiative efficiency.
In 2D crystals with sp2hybridization, dangling bonds are
not expected, but the surface effects still remain poorly
known. Possible explanations relying on contaminated or
defective surface [38] or Auger effects [39] can be invoked
to account for this result.
At high penetration depths, the luminescence efficiency

reaches a constant value called the internal quantum yield
(QY), which is characteristic of the bulk crystal. Generally
noted η, it corresponds to the fraction of excitons that
recombines radiatively inside the crystal. While the LE
most often depends on the crystal orientation, surface
terminations, and contaminations, the internal quantum
yield remains a reference parameter of the bulk material.
As expected, the direct band-gap ZnO crystal is found to

be highly radiative with a QY larger than 50%, in good
agreement with previous PL analysis [40]. Conversely, the
internal quantum yield of diamond remains close to 0.1%,
more than two orders of magnitude lower than in ZnO.
Indirect excitons formed in diamond require the simulta-
neous emission of a phonon to recombine radiatively,
which inevitably lowers the probability of such a process.
In the case of h-BN, the LE also saturates at high
penetration depths but it reaches an∼50% internal quantum
yield, comparable to that of a direct semiconductor such as
ZnO. Such a high QY value from phonon-assisted recom-
binations of indirect excitons far exceeds what is com-
monly observed for indirect semiconductors. It indicates
that the nonradiative channels present in the crystal are
efficiently bypassed by faster radiative recombinations (a
few hundred picoseconds according to the literature [41]).
We then performed temperature-dependence measure-

ments of the luminescence efficiency. Figure 2 first presents
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FIG. 1. (a) Cathodoluminescence spectra of h-BN, diamond,
and ZnO recorded in the 200–400 nm range at 10 K. For clarity,
the excitonic spectra of ZnO and diamond are upshifted. All
spectra are corrected from the spectral response of the detection
system. (b) Luminescence efficiencies of ZnO, h-BN, and
diamond plotted as a function of electron penetration depth.
Accelerating voltages from 3 to 30 kV. T ¼ 10 K. The incident
power Vi is kept constant to avoid nonlinear effects: 1 μW,
6 μW, and 0.4μW for h-BN, diamond, and ZnO, respectively.
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Figure 1.14
(a) Cathodoluminescence spectra oh hBN, diamond and ZnO at 10K. (b) Luminescence ef-
ficiencies of ZnO, hBN, and diamond plotted as a function of electron penetration depth.
(Borrowed from [60])
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1.4 Photoluminescence of hBN

the
√
T dependence of their width both indicate a regime of strong-electron phonon

interaction, in hBN. This is inferred by two recent first principle calculations [61, 62]
which not only explain our experimental result and our identification, but also bring
quantitative understanding of the high internal quantum efficiency (IQE) of intrinsic
light-emission measured by Schué et al. in hBN [60] (cf. Fig 1.14), the strong IQE that
lured Watanabe et al. and led them to suggest a direct band gap configuration [8].

1.4.2 Exciton recombination at stacking faults

In the 5.65 to 5 eV energy range, displayed on Fig 1.15(a) [63], roughly co-exist differ-
ent extrinsic recombination processes: an impurity-related transition at 5.56 eV (D2),
attributed to an optical transition in a boron-nitride divacancy (VBN), and another
transition near 5.25 eV (D6) that is now attributed to a nitrogen vacancy rather than
to a donor-acceptor pair (DAP) recombination as suggested before. Starting at 5.6 eV
a series of bands are detected split by 147 meV which correspond to phonon overtones
after the emission of the middle zone phonon LO(T)/TO(T), the complementary emis-
sion of a TO(K-K′) phonon due to an efficient valley-orbit interaction process. These
processes are illustrated in Fig 1.15(b). Calculation of the selection rules for overtone
emission was published by Michel Hulin [64] and our measurement nicely fits with his
predictions.

G. CASSABOIS, P. VALVIN, AND B. GIL PHYSICAL REVIEW B 93, 035207 (2016)

FIG. 1. (a) Normalized photoluminescence (PL) signal intensity
in bulk hBN at 10 K, for an excitation at 6.3 eV (black diamonds),
and fit (solid red line). The dashed gray line indicates the background
signal intensity used in the fit, corresponding to the featureless defects
emission in multiwalled boron nitride nanotubes (Ref. [14]). The D2

and D6 lines are attributed to the boron-nitride divacancy (VBN ).
Right inset: energy shift En divided by the replica index n versus
n. Left inset: zoom of the PL spectrum around 5.8 eV. (b) Emission
spectrum of the XLO(T )/TO(T ) line at 5.76 eV (black diamonds), and
three replicas used in the fit in (a), obtained by a rigid energy shift of
E1 (blue diamonds), E2 (green diamonds), and E3 (red diamonds).

5.86 eV (Fig. 1, left inset). The fine structure observed for
each replica remains an open question, zone-folding effects
in multilayer segments of different thicknesses being one
possible explanation [13]. Finally, we highlight that, in the
phonon-assisted recombination process, the Xµ denomination
of each replica (where µ is a phonon mode) can also be
interpreted as referring to a virtual state, which lies at the
energy of the emitted photon.

We now switch to the lower-energy part of the emission
spectrum below 5.7 eV [Fig. 1(a)], which was identified as
related to hBN defects by spatially-resolved cathodolumi-
nescence measurements [8–11]. In contrast to the 5.76-eV
emission line displaying a homogeneous spatial distribution
of the emission intensity in hBN crystallites [8,9] and in few-
layer hBN flakes [10,11], the defect-related emission bands
below 5.7 eV display strong localization near dislocations and
boundaries in cathodoluminescence measurements [8–11],
with a striking spatial anti-correlation with the 5.76-eV PL
line, as recently characterized with nanometric resolution
in a transmission electron microscope [11]. Moreover, the
emission spectrum below 5.7 eV exhibits various peaks at
5.62, 5.56, 5.47, and 5.3 eV, the so-called D lines [12], some
of which may be attributed to phonon replicas on the basis
of their regular spacing in the PL spectrum [8,14] but with
puzzling variations of the emission intensity from one sample
to another [15].

In the following, we show that the phonon cascade from
the indirect exciton is not limited to one-phonon processes

leading to the XLA(T )/TA(T ) and XLO(T )/TO(T ) lines, and that two-
, three- and four-phonon-assisted recombination lines show up
in the defect-related emission band around 5.5 eV. However, in
contrast to the 5.86- and 5.76-eV lines associated to the virtual
excitonic states XLA(T )/TA(T ) and XLO(T )/TO(T ), respectively, the
phonon replicas in the D series are related to real electronic
states provided by the structural defects. In other words, if
the presence of defects or impurities in hBN leads to a broad
emission spectrum between 5.1 and 5.7 eV, most of the D
lines correspond to resonances of the phonon-assisted carrier
relaxation rate.

III. INTERVALLEY SCATTERING

Our interpretation emanates from the full reconstruction of
the PL spectrum [solid red line in Fig. 1(a)], going beyond
the simple evaluation of the energy position of the different
peaks, which is routinely performed in the literature. For that
purpose we have developed a fitting procedure based on the
following different elements: (i) the XLO(T )/TO(T ) band and its
replica shifted by an energy En where n is the replica index
[as displayed in Fig. 1(b)] and multiplied by a factor an, (ii) an
emission background [dashed gray line, Fig. 1(a)] accounting
for the featureless defects emission observed in multiwalled
boron nitride nanotubes [14], and (iii) two additional lines
labeled D2 and D6, whose origin is not related to resonances
of the phonon-assisted relaxation, but possibly to the boron-
nitride divacancy (VBN ) as later discussed in the text. Although
the phonon replicas of the XLO(T )/TO(T ) band are obtained by a
rigid shift, thus neglecting line-broadening and smoothing of
the XLO(T )/TO(T ) fine structures in these higher-order processes,
we reach in Fig. 1(a) a striking fair agreement with the
experimental data. The solid red line in Fig. 1(a) is obtained by
taking a1 = 1.6, a2 = 16.5, and a3 = 1.5, and two Gaussian
lines with a central energy of 5.27 and 5.56 eV and a full width
at half maximum of 83 ± 6 and 27 ± 2 meV for the D6 and D2
lines, respectively. From the ratio En/n of the energy shift and
replica index plotted in the right inset of Fig. 1(a), we conclude
that the phonons implied in the cascade from the XLO(T )/TO(T )
virtual state have an energy of 147 ± 3 meV. Such an energy
can be unambiguously assigned to the optical phonon of the
TO branch at the K point of the Brillouin zone [16].

The implication of this particular mode in the phonon
cascade stems from the symmetry properties of the hexagonal
Brillouin zone of hBN. More specifically, in the reciprocal
space, the !K distance does not only correspond to the
distance from the center of the Brillouin zone to a K point, but
also to the distance between adjacent K points (!K=K ′K ,
where K ′ corresponds to an adjacent valley such that M is the
middle of [KK ′], as sketched in Fig. 2, inset). Denoting q the
total wave vector carried by the emitted phonons, q is given by
(i) M K for the XLO(T )/TO(T ) and XLA(T )/TA(T ) lines [2] (Fig. 2,
left), and for higher-order processes, q is constant but decom-
posed into (ii) M K ′ + K ′ K for the 5.62-eV line involving
one TO(K) optical phonon, (iii) M K + K K ′ + K ′ K for the
5.47-eV line involving two TO(K) optical phonons (Fig. 2,
right), and (iv) M K ′ + K ′ K + K K ′ + K ′ K for the 5.32-eV
line involving three TO(K) optical phonons. As a matter
of fact, the phonon replicas observed in the defect-related
emission band are the fingerprint for intervalley scattering
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Γ

FIG. 2. Schematic representations, in the single-particle picture
of the electronic band structure, of the phonon-assisted recombination
processes of the XLO(T )/TO(T ) line at 5.76 eV (left part), and of the
X̃LO(T )/TO(T )+2TO(K) line at 5.47 eV (right part). Inset: top view of the
first Brillouin zone with high-symmetry points. The green arrows
correspond to the LO(T ) or TO(T ) phonons in the middle of the
Brillouin zone, and the red arrows to the TO(K) phonons.

of carriers in hBN by emission of zone-edge TO(K) optical
phonons.

Such a phenomenology is typical of indirect band-gap
semiconductors such as germanium or silicon, where the
many-valley picture of the band structure opens phonon-
assisted scattering channels between the different valleys of
the conduction band [17,18]. In the current case of bulk hBN,
our measurements allow us to determine both the nature of the
phonon and its wave vector. As far as the former is concerned,
the explanation comes from the magnitude of the electron-
phonon interaction, which is larger for optical phonons than for
acoustic phonons [19]. In the specific case of direct band-gap
crystals with inversion symmetry [20], phonon overtones are
allowed only at high-symmetry points in the Brillouin zone,
and for phonons belonging to degenerate representations and
having different polarizations. In particular, overtones are
always forbidden for longitudinal phonons, thus only leaving
the possibility of transverse phonons. Since bulk hBN has
inversion symmetry, and under the rough assumption that the
symmetry of the XLO(T )/TO(T ) virtual state is similar to the one
of the fundamental exciton in direct band-gap semiconductors,
one may expect only transverse optical phonons at K points to
assist intervalley scattering, since the representations in hBN
are degenerate at K points but not at M points. This is precisely
the phenomenology observed in carbon nanotubes having a
similar hexagonal structure, and for which inter-K valley scat-
tering involve transverse optical phonon at K points [21,22]. In
graphene also, the presence of the so-called D band in Raman
spectra arises from a double-resonance configuration between
adjacent K valleys involving TO phonons at K points [23].
We eventually point out the need for a proper group symmetry
analysis of multiphonon overtones in bulk hBN, which is
beyond the scope of this work, but still required for reaching a
comprehensive understanding of high-order phonon scattering
processes in this material.

TABLE I. The first column indicates the energy of the main
emission lines in bulk hBN, the second one the standard labeling
found in the literature, and the last column the nature of the phonon
replica involving either virtual excitonic states (Xµ), or real ones (X̃µ)
due to the presence of defects in hBN. Boron-nitride divacancy (VBN).

E (eV) Label Origin

5.86 S1,2 XLA(T )/TA(T )

5.76 S3,4 XLO(T )/TO(T )

5.62 D1 X̃LO(T )/TO(T )+1TO(K)

5.56 D2 VBN

5.47 D3,4 X̃LO(T )/TO(T )+2TO(K)

5.32 D5 X̃LO(T )/TO(T )+3TO(K)

5.27 D6 VBN

In Table I, we summarize our identification of the different
emission lines in bulk hBN, which were simply called S and
D series so far. The lines at 5.62 and 5.47 eV usually called
D1 and D3,4 correspond to the phonon-assisted recombination
lines X̃LO(T )/TO(T )+1TO(K) and X̃LO(T )/TO(T )+2TO(K), involving
an optical phonon in order to reach the XLO(T )/TO(T ) virtual
excitonic state, plus 1 and 2 TO(K) phonons, respectively.
Note that, for the phonon replicas emerging in the defect-
related emission band, we use the X̃µ modified notation in
order to highlight the fact that, in this case, real electronic
states lie at the energy of the emitted photon in contrast to the
XLO(T )/TO(T ) phonon replica. As far as the X̃LO(T )/TO(T )+3TO(K)
line is concerned, it appears to partly overlap with the donor-
acceptor pair recombination line discussed in Refs. [24,25].
The multicomponent nature of the emission band around
5.3 eV can also be observed in other studies such as Ref. [10],
where the donor-acceptor pair line clearly emerges at 5.27 eV
in agreement with the value used in our fitting procedure for
the D6 line.

IV. BORON NITRIDE DIVACANCY

We now comment on the D2 emission at 5.56 eV, which
origin remains unclear, and that we tentatively attribute,
together with the D6 line (previously identified as a donor-
acceptor pair transition [24]), to the optical transitions in a
boron-nitride divacancy (VBN) [26]. In Figs. 3(a) and 3(b),
we display the temperature dependence of the PL spectrum
from cryogenic to room temperature. All emission lines
progressively broaden on raising the temperature, so that,
at 290 K, the different transitions barely emerge upon the
broad defect-related emission band [Fig. 3(b)]. However, we
can notice that the D2 emission is already hardly observable
above 200 K, indicating a more pronounced variation with
temperature and explaining its absence in studies performed
at 150 K or above [11]. In order to quantitatively characterize
this effect, we have analyzed the temperature dependence of
each emission line, and in Fig. 3(c) we have plotted (on a
log-log scale) the data in the three cases indicated by vertical
dashed lines in Figs. 3(a) and 3(b), and corresponding to
XLO(T )/TO(T ) (5.76 eV), D2 (5.56 eV), and X̃LO(T )/TO(T )+2TO(K)
(5.47 eV). The D2 band shows a completely different behavior
compared to the other PL lines. Although the XLO(T )/TO(T )

and X̃LO(T )/TO(T )+2TO(K) lines display some minor differences
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(a) (b)

(ii)
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Figure 1.15
(a)(i) Normalized PL signal intensity in bulk hBN at 10 K, for an excitation at 6.3 eV (black
diamonds), and fit (solid red line). The dashed gray line indicates the background signal
intensity used in the fit, corresponding to the featureless defects emission in multiwalled boron
nitride nanotubes ([65]). Inset: energy shift En divided by the replica index n versus n.
(a)(ii) Emission spectrum of the XLO(T )/TO(T ) line at 5.76 eV (black diamonds), and three
replicas used in the fit in (a)(i), obtained by a rigid energy shift of E1 (blue diamonds), E2

(green diamonds), and E3 (red diamonds). (b) Schematic representations, in the single-particle
picture of the electronic band structure, of the phonon-assisted recombination processes of the
XLO(T )/TO(T ) line at 5.76 eV (left part), and of the X̃LO(T )/TO(T ) + 2TO(K) line at 5.47
eV (right part). (Adapted from [63])

One can legitimately be surprised regarding the intensity of these PL lines, due
to complementary valley orbit scattering process, with respect to the near band edge
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Chapter 1. Hexagonal Boron Nitride

intrinsic phonon-assisted recombination. In fact as demonstrated by Bourrellier et al.
[66] [Fig 1.16], the density of states required to explain this intensity is brought by the
stacking faults existing in the BN crystal. The energy conservation process selects the
ad hoc stacking faults and these lines are not observed in the absence of stacking faults,
as observable in panels (d, e, f) of Fig 1.16 where the intensity of the 5.30, 5.46 and
5.62 eV emission is high along the lines interpreted as folds, and drops outside of these
lines.
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Figure 4.3: a Bright field and b dark field images of an individual BN flake. c
Overall emission spectrum of the flake and individual spectra taken at specific
probe positions indicated in panel b. d-h Emission maps for each individual emis-
sion peak. Intensity is normalized independently within each individual map.
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Figure 4.3: a Bright field and b dark field images of an individual BN flake. c
Overall emission spectrum of the flake and individual spectra taken at specific
probe positions indicated in panel b. d-h Emission maps for each individual emis-
sion peak. Intensity is normalized independently within each individual map.homogeneous in a h-BN crystallite whereas additional peaks

present some spatial localization.6,15,16 However, research
conducted in the last ten years has not yet been able to
correlate the optical properties of h-BN with the microscopic
structure of defects. Here we address this fundamental question
by adopting a theoretical and experimental approach combining
few nanometer resolved cathodoluminescence techniques17

with high resolution transmission electron microscopy images
and state of the art quantum mechanical simulations. We show
how additional excitonic emissions are associated with changes
in the layer stacking order and how these structures can appear
at local layers folds.

■ RESULTS AND DISCUSSION
h-BN flakes with an average lateral size of about 2−3 μm and
thickness from a few nanometers down to the monolayer were
obtained by chemical exfoliation through ultrasonication in
isopropanol. Luminescence within individual h-BN flakes was
investigated at a nanometric resolution through cathodolumi-
nescence hyperspectral imaging. Individual particles were
scanned by a 1 nm electron probe in a scanning transmission
electron microscope (STEM) and a full emission spectrum in
the 3.0−6.0 eV energy range was acquired at each probe
position together with a bright field and a high angle annular
dark field image, HAADF (a full emission spectrum is shown in
Supporting Information, Figure 1). In this work we will focus on
excitonic emissions in the 5.3−5.9 eV energy range, the most
interesting spectral region for optical applications,7 leaving to
future discussion additional emissions appearing occasionally in
the middle of the band gap.
In Figure 1a,b we present bright field and HAADF images

synchronously acquired with a hyperspectral image (9 × 104

sequential spectra obtained while scanning the sample). A series
of five emission lines at 5.30, 5.46, 5.62, 5.75, and 5.86 eV are
clearly visible in the overall cathodoluminescence spectrum of
the nanoparticle (Figure 1c). These energies correspond to

previously reported values for h-BN crystals and multiwalled
BN nanotubes.6,18 Photoluminescence experiments conducted
at different temperatures show finer structures for temperatures
below 50 K.18 These additional features are smeared at higher
temperature and thus are not visible through our experimental
set up operating at about 150 K.
The three example spectra presented in Figure 1c show the

strong inhomogeneities in the peak’s relative intensities
occurring at different probe positions. In order to extract the
spectral weight of individual emission lines, a multi-Lorentzian
fitting routine has been applied to each spectrum of the
spectrum image. Whereas peak energies were free parameters of
the fitting procedure, no relevant energy shifts were detected
across individual and between different flakes. Intensity maps
derived from this analysis are shown in Figure 1d−h. Each map
has been normalized independently on the basis of the most
intense pixel. It should be mentioned however that peaks at 5.62
and 5.86 eV are systematically significantly weaker than other
emission lines and this behavior can not be attributed solely to
detection efficiency differences.
A detailed analysis of intensity maps demonstrates strong

inhomogeneities occurring at lines crossing the flakes. The free
excitonic emission at 5.75 eV and the two emission peaks at
5.62 and 5.86 eV are distributed all across the particle.
Contrarily, the two emission peaks at 5.30 and 5.46 eV are
mostly localized at the lines. All emission maps are clearly not
correlated one with another and thus all five emission features
should be considered independent. This behavior is strongly
visible in very thin h-BN flakes where individual emission lines
can be easily spatially separated (Figure 2). In extended regions
of these few layer flakes solely occurs the 5.75 eV emission line
characteristic of perfect h-BN crystals.
Lines visible in CL maps appear also clearly in HAADF and

bright field images and thus they are associated with local
structural changes (Figures 1a,b and 2a). Furthermore, they
occur mostly in pairs separated by few up to hundred of

Figure 1. (a) Bright field and (b) dark field images of an individual BN flake. (c) Overall emission spectrum of the flake and individual spectra taken at
specific probe positions indicated in panel b. (d−h) Emission maps for individual emission peak. Intensity is normalized independently within each
individual map.

ACS Photonics Article

dx.doi.org/10.1021/ph500141j | ACS Photonics 2014, 1, 857−862858
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Figure 1.16
(a) Bright field and (b) dark field images of an individual BN flake. (c) Overall emission
spectrum of the flake and individual spectra taken at specific probe positions indicated in panel
(b). (d-h) Emission maps for individual emission peak. Intensity is normalized independently
within each individual map. (Borrowed from [66])

1.4.3 PL from deep defects

Moderate UV range

In the moderate UV range, that is to say in the 5 eV to 3.3 eV range, one detect broad
PL bands that are attributed to point defects when the crystal departs from perfection:
vacancies, di-vacancies, anti-sites, combination of them. Regarding the defects giving
a PL band, there is no unambiguous understanding for now. Interestingly, a series of
sharp lines are detected at 4.1 eV and at energies below. Our attention was initially
capture by their properties, Bourrellier et al. have performed cathodoluminescence
measurement at 150 K and evidenced spatially localized zero-phonon assisted emission
and phonon-assisted overtones [Fig 1.17(b,c,d)], as well as single-photon source behavior
when excited by an electron beam [Fig 1.17(a)] [67].

Vuong et al. have done a preliminary investigation of the temperature-dependent
light-matter interaction for ensembles of such color centers under light excitation [68]
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1.4 Photoluminescence of hBNBright UV Single Photon Emission at Point Defects in h‑BN
Romain Bourrellier, Sophie Meuret, Anna Tararan, Odile Steṕhan, Mathieu Kociak, Luiz H. G. Tizei,
and Alberto Zobelli*

Laboratoire de Physique des Solides, Univ. Paris-Sud, CNRS UMR 8502, F-91405, Orsay, France

ABSTRACT: To date, quantum sources in the ultraviolet
(UV) spectral region have been obtained only in semi-
conductor quantum dots. Color centers in wide bandgap
materials may represent a more effective alternative. However,
the quest for UV quantum emitters in bulk crystals faces the
difficulty of combining an efficient UV excitation/detection
optical setup with the capability of addressing individual color
centers in potentially highly defective materials. In this work
we overcome this limit by employing an original experimental
setup coupling cathodoluminescence within a scanning
transmission electron microscope to a Hanbury−Brown−
Twiss intensity interferometer. We identify a new extremely
bright UV single photon emitter (4.1 eV) in hexagonal boron
nitride. Hyperspectral cathodoluminescence maps show a high spatial localization of the emission (∼80 nm) and a typical zero-
phonon line plus phonon replica spectroscopic signature, indicating a point defect origin, most likely carbon substitutional at
nitrogen sites. An additional nonsingle-photon broad emission may appear in the same spectral region, which can be attributed to
intrinsic defects related to electron irradiation.
KEYWORDS: Boron nitride, point defects, single photon source, ultraviolet, cathodoluminescence,
scanning transmission electron microscopy

Optics with individual photons are playing a key role in the
route toward future quantum computing and informa-

tion-processing technologies. For useful applications, single-
photon emitter (SPE) systems must be stable over a long time,
easy to set up, and preferably composed of a cheap material.
Therefore, there is an active research area focused on finding
new SPEs, with different emission wavelengths and larger
emission rates, and possibly excited by means other than a
laser,1 such as an electrical current (electroluminescence)2 or
fast electrons (cathodoluminescence, CL).3

Thus, far, semiconductor quantum dots and color centers in
diamond and silicon carbide4,5 have offered a solid-state
platform for optically stable, room-temperature single quantum
emitters in the visible range. In recent years low-dimensional
layered semiconductors have appeared as new promising
optical materials, and very recently single-photon sources
have been described in transition metal dichalcogenides6−10

and hexagonal boron nitride (h-BN).11−14

Quantum communication is usually performed by sending
(single) photons down optical fibers, but free-space links have
been identified as a viable alternative.15,16 The UV spectral
range presents the advantage of a very limited solar illumination
background, permitting optical communication in daylight.17

Up to now only sparse reports of UV-SPE have been made,
mainly due to technical difficulties in growing wide bandgap
nanostructures with SPE character. UV single-photon sources
operating at 200 K have been obtained using GaN and InGaN
quantum dots,18−20 but the synthesis of this class of

nanostructures remains challenging, and room-temperature
efficiency remains low with the recent exception of GaN dots
in AlN nanowires.21 High-energy single-photon sources can in
principle be obtained also through photon upconversion
techniques,22 but their application to the UV spectral range
has not yet been reported.
Color centers in wide bandgap materials may represent a

more accessible route toward room temperature UV-SPEs.
Recently, h-BN has emerged as a promising candidate for
optoelectronic applications due to its strong UV emissions,
which are stable at room temperature.23−25 Whereas high-
quality crystals have a luminescence dominated by a sharp 5.75
eV line,26 stacking faults induce additional high-energy excitons
in the 5.4−6.2 eV energy range.27 Furthermore, very recently it
emerged that phonons play a key role in defining the de-
excitation channels for both bulk and stacking-fault-bound
excitons.28,29 Additional strong features in the UV spectral
region have been associated with extrinsic defects,30 but the
quantum nature of these emissions has not been explored so
far.
Indeed, the quest for UV quantum emitters in bulk crystals

faces the difficulty of combining an efficient UV excitation/
detection optical setup with the capability of addressing
individual color centers in potentially highly defective materials.
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94 Emission Related to Point Defects in h-BN

Figure 5.5: a dark field images of an homogenous area of an individual BN flake.
b individual spectra taken at specific probe positions indicated in panel a. c-f
Emission maps for individual emission peak. Intensity is normalized indepen-
dently within each individual map.

(a)

(b) (c) (d)

Figure 1.17
Cathodoluminescence spectrum of chemically exfoliated hBN flake suspended on a TEM grid
(a-left) and normalized second-order correlation function (a-right) recorded on the emission
spot in the white dotted square. (b,c,d) CL intensity maps of the peaks at 3.73, 3.91, and 4.09
eV, showing a perfect spatial match and therefore a unique origin [67].

and Koronski et al. have studied its localization by comparing the pressure dependence
of the emitted light with the intrinsic behavior of the indirect bandgap of hBN [69].
The results obtained for the temperature study are shown on Fig 1.18(b), where the
examination through a non-perturbative approach of the temperature dependence of
the acoustic phonon sideband of the ZPL provides a value for the spatial extension
of the defect σ ≈ 2Å, longer than the B-N bond length but shorter than the inter-
layer distance in hBN. A peak-to-peak correspondence between the PL spectrum and
the phonon density of states (phonon DOS) is presented on Fig 1.18(a), showing the
phonon modes participating in the phonon-assisted emission of the defect at 4.1 eV. All
these experiments plead in favor of a very localized level which in addition the density
can be probed by tuning the growth protocol (doping, substrate, post processing treat-
ment, irradiation). This is a good motivation for building an experimental platform
of microscopy operating near 4 eV to probe single photon source emission by optical
means rather than by cathodoluminescence.

Near-UV to near-IR

In the near UV to visible range, that is to say in the 3.6 eV to 2 eV range, there are
also a lot of signatures of defects.

In 2005, optoelectronic experiments have revealed that some defects in single crys-
tals of hBN give rise to photoactive states within the BN bandgap at energy 3.6 eV
[71]. The optical absorption and photoconductivity spectra in visible and UV region are
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Chapter 1. Hexagonal Boron Nitride

atop the broad emission background, as shown in the inset
of Fig. 1 displaying an enlargement around 3.9 eV. In
contrast to previous studies focusing on this multiplet of
peaks in hBN and concluding to the existence of phonon
replicas in a point defect [22,25,28], we resolve here the
complete vibronic spectrum by means of high-spectral
resolution in PL experiments in hBN single crystals at
10 K. We first demonstrate the presence of a previously
unresolved zero-phonon line (ZPL) in the emission spec-
trum, lying at 4.1 eV with a full width at half maximum
(FWHM) as narrow as 2 meV (Fig. 1). Such a value is of
the order of the linewidth measured in single quantum dots
in state-of-the-art AlGaN-based samples for single photon
sources in the UV range [29,30]. The fact that we observe
similar values by means of ensemble measurements is a
strong indication for the well-defined, excellent structural
properties of this UV color center. However, in Fig. 1 the
PL signal of the color center appears to be superimposed on
the broad emission background, approximately at its
maximum intensity, making difficult a further investigation
of the color center optical properties, at least in this
configuration where we perform above band gap excitation
at 6.3 eV.
We thus switch to below band gap excitation in order to

suppress the 4-eV broad emission background, following
the excitation spectroscopy measurements performed
below 4.75 eV and reported in Ref. [25]. In Fig. 2, we
display, on a semilog scale, the PL signal intensity (solid
red line) as a function of the energy detuning with the
4.1-eV energy of the ZPL. In this background-free con-
figuration, we observe that the vibronic spectrum does not
only consist in a low-energy sideband with a maximum

intensity for a 10 meV redshift, and that secondary maxima
are observable at −40 and −70 meV energy detunings.
Moreover, the PL signal intensity decreases to the noise
level for a detuning of −145 meV, which coincides with
the phonon gap in hBN [31,32]. For larger detunings, the
PL signal intensity increases with a steep rise to a relative
maximum at −155 meV, followed by a broader line until
−180 meV, and finally a sharp asymmetric line at
−200 meV, i.e., the absolute maximum of the optical
phonon energy in hBN, corresponding to zone-center
longitudinal optical [LOðΓÞ] phonons.
In light of the vibronic spectrum inspection correlating

with specific energies of the phonon band structure in hBN,
we further compare the PL spectrum of our UV color center
with the phonon density of states in hBN [31] (blue dotted
line in Fig. 2). We first observe that the peaks at −40, −70,
−155, and −180 meV all correspond to extrema of the
phonon density of states in different high-symmetry points
of the Brillouin zone, and related to ZAðKÞ, ZOðKÞ,
TOðMÞ=LOðKÞ, and LOðTÞ phonons, respectively. In
the case of zone-edge phonons, the electron-phonon
interaction via the deformation potential is known to be
weakly dependent on the phonon wave vector k [33],
whereas at the zone center, the deformation potential and
the piezoelectric coupling scale like

ffiffiffi
k

p
and 1=

ffiffiffi
k

p
,

respectively, while the Fröhlich interaction varies like
1=k. Such a weak k dependence of the deformation
potential at the zone edge is well documented in the
context of intervalley scattering in indirect and direct band
gap semiconductors [34–36]. As a matter of fact, the
efficiency of the corresponding phonon assisted

FIG. 1. Photoluminescence spectrum in bulk hBN at 10 K
(solid red line) on a 2.5-eV energy range, for an excitation at
6.3 eV. The vertical dotted blue line indicates the hBN band gap at
5.95 eV. The green (red) shaded area corresponds to the emission
of point defects (stacking faults). Inset: enlargement around
3.9 eV.

FIG. 2. Photoluminescence signal intensity at 10 K (solid red
line), on a semilog scale, for an excitation at 4.6 eV, as a function
of the energy detuning with the zero-phonon line of the color
center emitting at 4.1 eV (Fig. 1), compared to the phonon density
of states in hBN (blue dotted line) from Ref. [31]. Inset:
enlargement of the PL spectrum around −200 meV.
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recombination will mainly reflect the phonon density of
states, provided that first-order processes involving only
one phonon are dominant in the optical response. The
one-by-one identification of the phonon sideband peaks
with the extrema of the phonon density of states (Fig. 2)
indicates that we are, at low temperature, in the regime
where one-phonon scattering processes dominate. This
interpretation is further supported by the striking observa-
tion of a pronounced dip in the vibronic spectrum (down to
our noise level) exactly in the 5 meV spectral range of the
phonon gap in hBN (green dashed area in Fig. 2). To the
best of our knowledge, it is the first evidence of such a
suppression of the phonon sideband in the spectral region
of a phonon gap, in point defects and more generally in
semiconductor nanostructures.
In contrast to phonons at the boundaries of the Brillouin

zone, zone-center phonons couple to electrons through
strongly k dependent interactions [33]. In the case of optical
phonons, the Fröhlich interaction scales like the inverse of
the phonon wave vector, resulting in a divergence of the
electron-phonon matrix element for zone-center longi-
tudinal optical phonons. This singularity accounts for the
intense phonon sideband at −200 meV (Fig. 2), despite the
vanishing density of states at the energy of the LOðΓÞ
phonons in hBN. Interestingly, the usual negative curvature
of the LO phonon branch around Γ is expected to result in a
tail of the LOðΓÞ sideband towards smaller energy detun-
ings, which has never been observed so far. The asym-
metric line profile around −200 meV in Fig. 2 (inset)
provides a textbook example for this effect.
As far as zone-center acoustic phonons are concerned,

we present below a quantitative interpretation of the low-
energy vibronic spectrum, which will allow us to extract
estimations of the defect size and deformation potential,
and to reproduce the temperature-dependent measurements
up to room temperature, displayed in Fig. 3. Phonon
assisted optical processes in point defects were described
in the early years of solid-state physics, in particular in the
pioneering study of Huang and Rhys [37]. In this paper, the
authors analyzed the optical absorption of F centres on the
basis of the Franck-Condon principle. A description to all
orders in the electron-phonon interaction was later devel-
oped by Duke and Mahan within a Green function
formalism [38], with a renewed interest in the context of
semiconductor quantum dots and nanocrystals. In order to
interpret time-resolved experiments of the coherent
nonlinear response in semiconductor quantum dots,
Krummheuer et al. calculated the time-dependent polari-
zation after pulsed excitation, and they derived an analyti-
cal expression of the nonperturbative optical response for
the coupling to phonons [39]. Such a nonperturbative
approach takes into account the coupling terms to all
orders in the exciton-phonon interaction, thus accounting
for the radiative recombination assisted by the emission of
any phonon number. This aspect is particularly important

on increasing the temperature where the phonon sidebands
are no longer limited to the one-phonon processes, which
usually dominate at low temperature [39,40], so that a
nonperturbative approach becomes mandatory at high
temperature.
In the framework of this theoretical approach, we have

calculated the emission spectrum of the 4.1-eV color center
in hBN in order to quantitatively account for our PL
measurements (Fig. 3). More specifically, we have com-
puted the sidebands arising from the coupling to acoustic
phonons. Close to the zone center, the deformation poten-
tial interaction is allowed only for longitudinal acoustic
(LA) phonons, while piezoelectric coupling is allowed for
both LA and TA phonons [39]. hBN being centrosym-
metric and thus nonpiezoelectric, the only remaining
coupling is the deformation potential for LA phonons.
The emission spectrum is thus obtained by taking the
Fourier transform of the time-dependent linear susceptibil-
ity χðtÞ given by [39]

χðtÞ ¼ exp
!X

k

jγkj2ðe−iωðkÞt− nðkÞje−iωðkÞt− 1j2 − 1Þ
"
;

ð1Þ

where ωðkÞ is the energy of a LA phonon of wave
vector k, nðkÞ is the corresponding Bose-Einstein phonon
occupation factor, and γk is a dimensionless coupling
strength (see Ref. [41] for more details on the model).
Importantly, we have taken into account the anisotropic
sound dispersion in hBN resulting from the peculiar
crystalline properties of this lamellar compound, so that

(a) (b)

FIG. 3. (a) Photoluminescence spectrum of the 4.1-eV color
center in hBN, for an excitation at 4.6 eV, from 10 to 300 K. Inset:
fraction of the emission in the ZPL as a function of temperature.
(b) Calculations of the longitudinal acoustic phonon sidebands,
from 10 to 300 K, with a deformation potential D ¼ 11 eV and a
point defect extension σ ¼ 2 Å.
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Figure 1.18
(a) Photoluminescence signal intensity at 10K (solid red line), on a semilog scale, for an
excitation at 4.6 eV, as a function of the energy detuning with the zero-phonon line of the
color center emitting at 4.1 eV, compared to the phonon density of states in hBN (blue dotted
line) from [70]. (b) Photoluminescence spectrum of the 4.1 eV color center in hBN, for an
excitation at 4.6 eV, from 10 to 300K [68].

characterized by a steep rise at an energy threshold 3.6 eV. The shoulder at 3.6 eV in-
dicating the presence of a donor or acceptor-like defect level within the band gap which
traps free carriers that are photo-ionized by the excitation. Another study on photoin-
duced doping in heterostructures of graphene and boron nitride [72] have brought to
light a strong photoinduced modulation doping effect in G/BN heterostructures with
data supporting acceptor-like defects in hBN at 2.6 eV.

R. Bourrellier reported spectral lines between 2.1 and 2.3 eV [73], assigned to iso-
lated defects that were generated under the electron beam irradiation. However, these
defects exhibit emission instability under the electron beam as they are created and
subsequently bleached over few scans like illustrated on the cathodoluminescence raster
scans of Fig 1.19.

Deep defect related emissions at 3.03 and 3.77 eV have also been observed in time-
resolved photoluminescence [74].

Heretofore, the studies on defects in the visible range have been limited to spatially
averaged defect behavior. The investigation of individual defects at the nanoscale was
first performed by Crommie et al. [75] in 2015. They showed for the first time individ-
ual/localized defects in bulk hBN in the visible range [75]. For that, they have used a
STM microscope that had long been used for probing single atom or very small struc-
ture [76, 77]. However, it had never been used before with a bulk insulator material.
To circumvent this issue the crystal was capped with a monolayer of graphene (which
can be seen on Fig 1.20(a)), and they exploited the atomically thin nature of graphene
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1.4 Photoluminescence of hBN
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Figure 5.8: a Filtered image corresponding to the first time this area is scanned.
b Fileted image corresponding the the second scanning time where the emission
spot is created in the white circle . c Filtered image where it is clearly seen that the
emission spot is stable under the third scanning time of the area. d Filtered image
corresponding to the fourth scanning time where the emission spot start to be
destroyed. e Filtered image of the fifth scan where the emission spot is completely
destroyed.
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Figure 1.19
A CL filtered image is recorded on a area and present no localized emission (a). At the end
of the second scan an emission spot is observed (white circle) (b). The emission spot is stable
during the third scan (c) and then is destroyed through the fourth scan (d). Scan (e) shows
that the spot has definitely disappeared [67].

to allow the visualization of defect phenomena in the underlying bulk boron nitride.
The STM was used in spectroscopy mode (dI/dV, which reflects the probed material
local density of states) in order to probe the charge state of the defects [Fig 1.20(b)].
Distance-dependent measurement of dI/dV was performed on different types of defects
and allowed the assignment of bright and dark types of state. Ring defects were also
identified and in this case they could measure the defect energy level with respect to
the Dirac point energy of graphene and thus, knowing the energy position of the Dirac
point respectively to the conduction band edge of BN, assess the energy position of the
defect in the BN gap. Interestingly, they find that the energy level accounting for this
defect lies ∼ 4 eV below the conduction band, similarly to the findings of Katzir et al.
[26] presented in the beginning of this chapter 1.1.1, thus suggesting that the ring defect
arises from a carbon impurity. Another important result is the possibility to alter in a
reversible way the charge state of the defects or even neutralizing and ionizing them by
applying an important electric potential above them with the tip of the STM.

ring radius from dI/dVmaps taken at the same location as Fig. 3a,b,
but with differentVs andVg configurations. Although the precise ring
radius depends on the sharpness of the STM tip3, the qualitative
behaviour shown in Fig. 3c is typical of the vast majority of ring
defects observed here. In general, for fixedVs, the ring radius increases
with decreasing Vg until a critical backgate voltage (Vc = 6 ± 1 V) is
reached, whereupon the ring vanishes.

We now discuss the origin of the ‘dot’ and ‘ring’ defects observed
in our dI/dV maps. Three general scenarios are possible: (1) adsor-
bates bound to the surface of graphene; (2) adsorbates trapped at the
interface between the graphene and BN; and (3) intrinsic defects
within the insulating BN substrate. Our data imply that (3) is the
correct scenario, for the following reasons. First we rule out scenario
(1), because weakly bound adsorbates would have a higher height
profile than the topographically small features observed19,21

(Supplementary Section 3) and would also probably get swept
away by the STM tip when it is brought close enough to observe
the graphene honeycomb structure20. Strongly bound adsorbates
in scenario (1) would also probably have taller height profiles as

seen for other graphene adsorbates (Supplementary Section 3)
and should disrupt the graphene honeycomb lattice22 (which was
not observed). Also, strongly bound adsorbates should lead to
changes in the graphene spectroscopy due to the formation of loca-
lized bonding states22, which are not seen. Scenario (2) can be ruled
out because an adsorbate trapped beneath graphene would cause a
bump in graphene at least an order of magnitude larger than the
Δz < 0.1 Å feature observed here. We would also expect a trapped
adsorbate to locally delaminate the graphene from the BN substrate,
thus disrupting the moiré pattern, which is not seen.

Scenario (3)—intrinsic charged BN defects—is thus the most
likely explanation for the defects observed here. Polycrystalline BN
has been shown to host several varieties of charged defects, as
seen from electron paramagnetic resonance23 and luminescence
experiments24,25, as well as theoretical investigations26. In those
studies the most abundantly reported defects were nitrogen
vacancies, which were shown to act as donors, and carbon impur-
ities substituted at nitrogen sites, which were shown to act as
acceptors. Secondary ion mass spectroscopy studies of high-purity
single-crystal BN synthesized at high pressure and temperature
have also identified oxygen and carbon impurities13. A comparison
between optoelectronic experiments14,15 on new, high-purity single-
crystal BN and recent theoretical work27 shows that the nature of the
defects in the new, high-purity BN crystals is consistent with obser-
vations of carbon impurities and nitrogen vacancies in previous
polycrystalline studies (although the influence of oxygen impurities
remains ambiguous). Such defects, when ionized, could induce the
bright and dark dots observed in graphene/BN via a graphene
screening response28 (Figs 1 and 2). The fact that these defects are
embedded in the BN explains why the dots have such a small topo-
graphic deflection, as well as why the graphene lattice and moiré
pattern are not disrupted, and also why no new states arise in the
graphene spectroscopy21,22. Variations in the intensity of bright
and dark defects are explained by BN defects lying at different
depths relative to the top graphene layer.

It is possible to extract quantitative information regarding the
electronic configuration of BN defects from the STM dI/dV signal
measured from the graphene capping layer. This can be achieved
for the ring defects by analysing the gate (Vg) and bias (Vs) depen-
dent ring radius, shown in Fig. 3c. Similar rings have been observed
in other systems and have been attributed to the charging of an
adsorbate or defect3,21,29,30. Because the ring in Fig. 3 is highly
responsive to the presence of the STM tip and displays no charge
hysteresis, we expect that it lies in the topmost BN layer and is
strongly coupled to the graphene electronic structure. The STM
tip is capacitively coupled to the graphene directly above the
defect through the equation |e|δn = C(r)Vtip , where δn is the local
change in graphene electron density, C(r) is a capacitance (per
area) that increases with decreasing lateral tip–defect distance r,
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Figure 1 | STM topography and corresponding dI/dV map for a graphene/BN device. a, STM topographic image of a clean graphene/BN area. b, A dI/dV
map (I = 0.4 nA, Vs = −0.25 V) acquired simultaneously with aexhibits various new features: bright dots, a dark dot and a ring.
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Figure 2 | dI/dV maps and spatially dependent dI/dV spectroscopy
determining the defect charge state. a,b, dI/dV maps (I= 0.4 nA,
Vs = −0.3 V, Vg = 5 V) for bright- and dark-dot defects. c, dI/dV spectroscopy
(initial tunnelling parameters: I=0.4 nA, Vs = −0.5 V, Vg = 20 V) measured
on graphene at different lateral distances from the centre of the bright dot
in a. d, Same as in c, but for the dark dot in b. Distance-dependent dI/dV
spectroscopy reveals that aand b represent positively and negatively charged
defects in BN, respectively.
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(a) (b)

Figure 1.20
STM topography (a) and corresponding dI/dV map (b) for a single layer of graphene deposited
on top of a BN crystal. On (b) can be seen bright and dark dots as well as a ring [75].

The photodynamics of single emitters in the visible were first studied in early 2016
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Chapter 1. Hexagonal Boron Nitride

by Tran et al. [78] in multi and monolayer hBN crystals. Single emission centers
are isolated in PL maps via a scanning confocal microscope [Fig 1.21(a)] operating at
532 nm and room temperature. In the multilayer case the zero-phonon line at 1.99
eV (623 nm) is clearly accompanied by two phonon replica at 1.83 and 1.79 eV (680
and 693 nm, respectively), not visible in the monolayer [Fig 1.21(b)]. The uniqueness
of the localized luminescent center is evidenced by the recording of the second-order
correlation function in both the multi and monolayer cases [Fig 1.21(c)]. The defect is
claimed to be photostable in the multilayer case, and is very bright with a saturation
intensity of few thousands of kilocounts per second. The defect emission is studied with
a three-level model which provides a radiative lifetime of 3 ns and a metastable lifetime
of 22 ns. Density functional theory (DFT) calculations directed the authors to assign
the chemical origin of the emission to the NBVN center.
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Figure 1 | Structural characterization of hBN. a, Schematic illustration of a hBN monolayer. b, TEM image of the corner of a single hBN sheet. Inset: hBN
lattice. c, Corresponding SAED pattern. d, Raman scattering spectra of monolayer, multilayer and bulk hBN (blue, green and red squares, respectively) on a
silicon substrate. Solid lines are Lorentzian fits to the experimental data.
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Figure 2 | Optical characterization of single-photon emitters in hBN. a, Scanning confocal map of a multilayer hBN sample showing bright luminescent
spots, some of which correspond to emission from single defects. b, Room-temperature photoluminescence spectra of a defect centre in hBN monolayer
(blue trace) and multilayer (red trace). c, Schematic illustration of the confocal photoluminescence set-up (DM, dichroic mirror; FSM, fast steering mirror;
Obj, objective lens). d, Photoluminescence spectrum taken at 77 K of a defect centre in multilayer hBN. Inset: the zero phonon line. e, Antibunching curves
from an individual defect centre in hBN monolayer (blue open circles) and multilayer (red open circles), corresponding to the spectra shown in b. The g2(τ)
curves were acquired using an excitation power of 300 µW and an acquisition time of 10 s, and are normalized and offset vertically for clarity. Solid blue and
red lines are fits obtained using equation (1).
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Figure 2 | Optical characterization of single-photon emitters in hBN. a, Scanning confocal map of a multilayer hBN sample showing bright luminescent
spots, some of which correspond to emission from single defects. b, Room-temperature photoluminescence spectra of a defect centre in hBN monolayer
(blue trace) and multilayer (red trace). c, Schematic illustration of the confocal photoluminescence set-up (DM, dichroic mirror; FSM, fast steering mirror;
Obj, objective lens). d, Photoluminescence spectrum taken at 77 K of a defect centre in multilayer hBN. Inset: the zero phonon line. e, Antibunching curves
from an individual defect centre in hBN monolayer (blue open circles) and multilayer (red open circles), corresponding to the spectra shown in b. The g2(τ)
curves were acquired using an excitation power of 300 µW and an acquisition time of 10 s, and are normalized and offset vertically for clarity. Solid blue and
red lines are fits obtained using equation (1).
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Figure 2 | Optical characterization of single-photon emitters in hBN. a, Scanning confocal map of a multilayer hBN sample showing bright luminescent
spots, some of which correspond to emission from single defects. b, Room-temperature photoluminescence spectra of a defect centre in hBN monolayer
(blue trace) and multilayer (red trace). c, Schematic illustration of the confocal photoluminescence set-up (DM, dichroic mirror; FSM, fast steering mirror;
Obj, objective lens). d, Photoluminescence spectrum taken at 77 K of a defect centre in multilayer hBN. Inset: the zero phonon line. e, Antibunching curves
from an individual defect centre in hBN monolayer (blue open circles) and multilayer (red open circles), corresponding to the spectra shown in b. The g2(τ)
curves were acquired using an excitation power of 300 µW and an acquisition time of 10 s, and are normalized and offset vertically for clarity. Solid blue and
red lines are fits obtained using equation (1).
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Figure 1.21
(a) Scanning confocal map of a multilayer hBN sample. (b) Room-temperature photolumines-
cence spectra of a defect center in hBN monolayer (blue trace) and multilayer (red trace). (c)
Antibunching curves from an individual defect center in hBN monolayer (blue open circles)
and multilayer (red open circles) [78].

1.5 Conclusion

We have first presented the structural properties of the layered material hBN as well as
its electronic band structure. The atoms are tightly bound within a layer that interact
weakly with the surrounding layers by van der Waals forces. In the bulk form, it is an
indirect bandgap semiconductor with an indirect excitonic transition at EiX = 5.955
eV. Recently in our team, we have shown that hBN undergoes indirect to direct gap
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1.5 Conclusion

transition when thinned to a monolayer, thus following the trend observed in other
2D-like materials.

Based on previous studies carried out in our laboratory, we have then presented and
explained the intrinsic optical properties in the deep UV part of the PL spectrum of
the bulk hBN, namely the exciton band edge emission and exciton recombination at
stacking faults. As far as the former is concerned, the recombination of the indirect
exciton is strongly assisted by phonon emission at the middle of the Brillouin zone
(T), each of which additionally possesses a multiplet structure in the spectrum, due
to overtones of the interlayer shear mode, specific to layered material. For the latter,
multiple K-K′ intervalley scattering with transverse optical phonons as well as final
density of state provided by stacking faults in the crystal account for three of the peaks
observed and their high intensity, while extrinsic origins, namely nitrogen vacancy and
boron-nitrogen divacancy are supposedly responsible for the two others (D2, D6). This
region of the spectrum is thus quite well understood, with experimental studies agreeing
with theoretical one.

We have presented in the last part the emission related to point defects in hBN.
Optically active defects are found over a large range of energies, from ∼ 2 eV to ∼ 4 eV.
The properties of the defect at 4.1 eV has been studied in ensemble and its electronic-
vibronic interaction is understood. Recently, cathodoluminescence in a STEM micro-
scope have evidenced for the first time emission from such a single center, demonstrat-
ing the uniqueness of this defect. Under both photon and electron excitation, the color
center exhibits a strong photostability. However under the electron beam, a broad
background emission is created at the same energy, thus precluding the classical anal-
ysis of the photo-dynamics of the center. As for the emitters in the visible to near-IR
range, they have been similarly evidenced in both photon and electron microscope, but
manifest less stable behaviors, with photo-bleaching reported. Of particular interest,
emitters around 2 eV present single-photon statistics, both in multi- and mono-layer
hBN, indicating that the defect should lies within the atomic plane. Last but not least,
the experimental proof that the charge state of defects at the surface of hBN crystal
can be reversibly manipulated from "on" to "off" states is of great interest for the de-
velopment of quantum nanotechnologies that requires electrical manipulation of single
defects. Lastly, the knowledge on the origins of the defects, both in UV and visible to
near-IR range, are however limited at this point.

In summary, the presence of isolated single color centers in hBN, a 2D material
already exhibiting unique properties due to its large bandgap in the deep UV and its
highly anisotropic structure, hold much promises in the view of elaborating hybrid
quantum systems, potentially coupled to other 2D materials, integrating single color
centers emitting from the near-IR to near-UV range.
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Chapter 2

Single defects emitting in the visible range

In this chapter, I present the research carried out on isolated emitters in hexagonal
boron nitride (hBN) by means of a scanning confocal microscope operating in the

visible range at room temperature. Single point defects embedded in a solid-state
matrix, acting as quantum source of light, are of great interest for quantum technology
and sensor applications. Here, the photophysical properties of single-photon emitters
are analyzed and their photodynamic behaviors studied through photon correlation
measurements. The work accomplished in this chapter have led to the publication of
an article in Phys. Rev. B in 2016 [79]. As explained in the first chapter of this thesis,
at the time of this publication, the research activity on single defects in hBN was only
dawning, with only one article reporting on the isolation of individual defects emitting
in the visible range [78]. Since this seminal paper, an intense research activity has
been devoted to the study of single-photon source in hBN, leading to a large number
of publications [80–86].

2.1 Experimental setup
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Figure 2.1
Scheme of the experimental setup. Inset: illustration of how the pinhole permits to filter the
light in the axial dimension.
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Chapter 2. Single defects emitting in the visible range

A scheme of the experimental setup is presented on Fig 2.1. We use a scanning confocal
microscope operating under ambient conditions (300 K, 1 atm). Optical illumination
is carried out at the wavelength λ = 532 nm originating from the second harmonic of a
Nd:YAG laser. The laser beam is focused onto the sample with a high numerical aper-
ture (NA=1.35) oil-immersion microscope objective (Olympus) providing an excitation
spot size in the order of 300 × 300 nm2. The objective is mounted on xyz-piezoelectric
platform. The photoluminescence (PL) response of the sample is collected by the same
objective and spectrally filtered from the remaining excitation laser with a razor-edge
long-pass filter at 532 nm (Semrock, LP03-532RU). The collected PL is then focused
into a 50-nm-diameter pinhole conjugated with the focal plane of the objective. This
permits to spatially filter the light in the axial dimension by selecting only beam rays
coming from the focal plane (cf. inset of Fig 2.1), therefore improving the signal-to-noise
ratio (SNR) of the collection system. Finally the PL is directed either to a spectrom-
eter (Ocean Optics, QE Pro-FL) or to silicon avalanche photodiodes (Perkin Elmer,
AQR-14) operating in the single-photon counting regime. The single-atom nature of
the emitters was verified by measuring the second-order correlation function g(2) using
two avalanche photodiodes, APD1 and APD2, mounted in a HBT configuration. To
avoid optical crosstalk between APDs, an interference phenomenon due to the backward
emission of an infrared photon after a detection event, an additional filter is placed in
front of APD2. The overall detection efficiency ζ of the experimental setup, expressed
as the product of the collection efficiency (∝ NA) by the optical transmission of the
optics and by the quantum efficiency of the photodetectors (65% at 650 nm), is esti-
mated to ζ ∼ 1%. A half-wave plate λ/2 set on a rotation mount positioned before the
dichroic mirror enables the control of the excitation polarization.

2.2 Sample and typical results

2.2.1 Sample
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Figure 2.2
(a) Microscope image of a high-purity hBN crystal, as received from the commercial distributor.
(b) X-ray diffraction showing a crystal orientation in the (001) plane, and (c) Raman spectrum
displaying a peak at 1365 cm−1 [28].
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2.2 Sample and typical results

The hBN crystal utilized in the study presented in this chapter is a high-purity hBN
monocrystal from the company HQ Graphene [28], with a size of about 1 mm, as shown
on Fig 2.2(a). Both X-ray diffraction (XRD) and Raman spectroscopy are indeed very
clean, and show a crystal highly oriented in the (001) plane, as well as a Raman peak
centered at 1365 cm−1 [Fig 2.2(a),(b)], as expected for a good crystallinity [87]. The
sample is placed onto the sample holder and a drop of immersion oil is deposited on it
before approaching the microscope objective until contact.

2.2.2 Confocal maps of photoluminescence, dipole-like emission
and photostability

Map of photoluminescence

Typically, the confocal microscope was used to scan between 5 and 15 µm below the
surface of the hBN crystal in order to avoid background PL from contamination at the
surface. Fig 2.3 displays a confocal image obtained with the confocal setup on a surface
of 12 × 12 µm2 with a pixel size of 50 nm2. Several localized hot spots (yellow/orange)
emitting photons above the background are discernible. Depending on the defect, the
background represents from 5 to 50% of the signal. We notice that the density of hot
spots is quite high. To study a single spot and make sure the defect is well isolated
from other emitting centers, a more resolved confocal scan is performed in a narrower
region around a particular spot, as presented in Fig 2.3.

2 µm

200 nm

Figure 2.3
Typical scan obtained with the confocal microscope. The brighter dots (in yellow/orange)
indicate intense local emission of light.
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Chapter 2. Single defects emitting in the visible range

Polarization investigation

To understand whether the localized emission spot consists of a single dipole or mul-
tiple dipoles, we performed excitation and emission polarization measurements. The
excitation polarization measurement [Fig 2.4(a)] consists in recording the PL intensity
emitted by the sample for different directions of the incident beam polarization θexc,
which is changed by a half-wave plate λ/2 that rotates the fixed polarization θ0 of the
laser. After correction of the background, the PL intensity for each angle is plotted on a
polar-projection diagram [Fig 2.4(b)]. This plot reflects the polarization dependence of
the absorption of the emitter. For the emission polarization measurement [Fig 2.4(c)],
the sample is illuminated at the maximum of absorption and the PL is recorded for
only one emission polarization θem, filtered by a polarizer. The data are plotted in Fig
2.4(d), and correspond to the angular diagram of emission. The diagrams reflect a well-
defined dipole-like character for the defect isolated in Fig 2.3. The corresponding fits
are obtained using a cos2(θ) fitting function, and yield an excitation and emission po-
larization visibility of 89 and 78%, respectively; this is characteristic of a single linearly
polarized dipole transition.

θ
θexc

λ/2

Laser

SAMPLE

θ0

APD

θ

Polarizer

SAMPLE

θem

(b)

(d)

(a)

(c)

Figure 2.4
Schematic of the setup to perform excitation (a) and emission (c) polarization measurement,
and corresponding angular diagrams for the excitation (b) and emission (d). The markers
correspond to the data while the solid lines are fitting with a cos2(θ) function.
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2.2 Sample and typical results

Photostability of the defects

Considering the use of single defects for quantum technology, one property of paramount
importance is the photostability over time. The isolated defect presented in Fig 2.3 ex-
hibits a very stable emission over time, corresponding to the PL time trace shown on
Fig 2.5(d). However, this is not the majority of cases and the other typical PL time
traces recorded at low laser power from individual defects hosted in the crystal are
represented on Fig 2.5. On each diagram, the continuous black line represents the
oscillating PL evaluated on the vertical axis in kilocounts (kcnts) versus the time in
seconds on the horizontal axis. The time binning is 10 ms and the laser power used is
10 µW (measured right before entering the objective of the microscope). Most defects
exhibit a pronounced blinking behavior, as it is often observed for solid-state emitters
at room temperature like quantum dots [88], dye molecules [89] and deep defects in
wide-bandgap materials [90]. The switching rate between the "on" and "off" states
varies significantly from one emitter to another [Fig 2.5(a)-(c)], which suggests that the
blinking dynamics are strongly linked to the local environment of the defect. This is
consistent with the fact that 2D crystals are greatly exposed to the external environ-
ment. Such a blinking could originate from optically-induced charge state conversion
mediated by a charge exchange with other defects acting as electron donors or accep-
tors and could be tempered by encapsulating the defect and annealing the crystal to
reduce the charge traps [91]. Permanent photobleaching, in other words the irreversible
conversion of an optically-active defect into a non-fluorescent entity, was also observed
after few minutes of optical illumination for most emitters. However, around 5% of the
emitters exhibit a perfect photostability over time [Fig 2.5(d)], even under high laser
excitation power, as observed for few types of defects in diamond and SiC at room tem-
perature [92]. This ratio might be improved through annealing procedures and chemical
modifications of the sample surface [93]. On average, one stable defect could be found
in each 50 × 50 µm2 scan of the sample.

2.2.3 Photoluminescence properties

Vibronic spectrum of the defects

We now present in Fig 2.6(a)-(b) the typical emission spectra recorded at room temper-
ature from individual emitters. On the vertical axis is represented the PL intensity in
linear scale and on the horizontal axes the detection energy in eV (bottom) and wave-
length in nm (top). On both spectra, three distinct peaks are observed with decreasing
intensities from higher to lower energies. We identify the most-right peaks with the
zero-phonon line (ZPL) of the defect and the low energy peaks with phonon replica.
Each spectrum was fitted with a multi-Gaussian function to extract the spectral fea-
tures. Two families of spectra with similar overall structure are identified: a first family
with ZPL energy at 1.97 ± 0.02 eV (629 nm) and width FWHM ∼ 90 meV [Fig 2.6(a)],
a second family with a ZPL energy at 2.08 ± 0.01 eV (596 nm) and width FWHM ∼ 70
meV [Fig 2.6(b)]. These average values and standard deviations are obtained from the
statistics performed over 13 single defects, presented in Fig 2.6(c). We stress that no
correlation could be found between the spectrum and the photostability of the defect.

We note a characteristic energy detuning of 150 ± 10 meV between the phonon
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λ = 532 nm, which allows one to probe deep defects with
energy levels far within the band gap of hBN. The excitation
laser was focused onto the sample with a high numerical
aperture oil-immersion microscope objective (NA = 1.35)
mounted on an xyz-piezoelectric scanner. The resulting laser
spot size on the sample is on the order of ∼300×300 nm2.
The PL response of the hBN crystal was collected by the
same objective and spectrally filtered from the remaining
excitation laser with a razor-edge long-pass filter at 532 nm
(Semrock, LP03-532RU). The collected PL was then focused
in a 50-µm-diameter pinhole and finally directed either to
a spectrometer (Ocean Optics, QE Pro-FL) or to silicon
avalanche photodiodes operating in the single-photon counting
regime (Perkin Elmer, AQR-14). The overall detection effi-
ciency of the experimental setup is on the order of ηd ∼ 1%.
A typical PL raster scan of the sample is shown in Fig. 1(b),
revealing bright diffraction-limited spots, which correspond to
the emission from deep defects hosted in the hBN matrix.

The single-atom nature of the emitters was verified by
measuring the second-order correlation function g(2)(τ ) using
two avalanche photodiodes, D1 and D2, mounted in a Hanbury
Brown and Twiss (HBT) configuration. Such a detection
scheme is commonly used in a “start-stop ” mode to record
the histogram of time intervals K(τ ) between two consecutive
single-photon detections. Once properly normalized to a
Poissonian light source, the recorded histogram is equivalent
to the second-order correlation function g(2)(τ ) provided that
τ ≪ R−1, where R is the photon detection rate [24,25]. We
stress that significant deviations from this equivalence have
been experimentally evidenced as soon as τ ! 100 ns for
R ∼ 105 s−1 [26]. The start-stop method is thus limited to
correlation measurements at very short time scales.

In order to record the g(2)(τ ) function without any temporal
restrictions, the HBT setup was rather used to measure J (τ ),
defined as the number of photons detected at time τ provided
that a photon is detected at time t = 0. To this end, a
photon detection event on detector D1 was used to trigger
the acquisition of a PL time trace on detector D2 using a
large-range time-to-digital converter (FastComtec, P7889).
After N repetitions of the measurement, the resulting time
trace J (τ ) is directly linked to the second-order correlation
function through g(2)(τ ) = J (τ )/(NwR2), where w is the bin
time and R2 is the photon detection rate on detector D2.
Experimentally, an electronic delay τd was introduced in order
to obtain the full profile of the g(2)(τ ) function at short time
scale.

Figure 1(c) shows a typical g(2)(τ ) measurement recorded
over five temporal decades from an isolated PL spot of the
hBN crystal. The anticorrelation effect observed at short time
scale, g2(τd) ≈0.25 < 0.5, is the signature of single photon
emission from an individual defect. The deviation from an
ideal anticorrelation [g2(τd) = 0] cannot be explained by a
residual background PL from the host matrix owing to the
high value of the signal-to-background ratio (>20) [27]. It
rather results from the instrumental response function (IRF)
of the detection setup, which is mainly fixed by the time jitter
of the single-photon detectors [see inset in Fig. 1(c)] [28]. The
correlation function also reveals photon bunching g(2)(τ ) > 1,
which indicates that optical cycles involve a nonradiative
relaxation path through a long-lived metastable level. Mod-
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FIG. 2. (a)–(d) Typical PL time traces recorded from different
individual defects in a high-purity hBN crystal. The switching rate
between the on and off states varies significantly from one emitter to
another. The laser excitation power is set to P = 10 µW. Bin size:
10 ms.

eling the defect as a three-level system [see Fig. 4(a)], the
second-order correlation function can be expressed as [29]

g(2)(τ ) = 1 −(1 + a)e−λ1|τ−τd| + ae−λ2|τ−τd|, (1)

where a is the photon bunching amplitude and λ1 (respectively,
λ2) is the decay rate of the anticorrelation (respectively,
bunching) effect [30]. As shown in Fig. 1(c), the experimental
data are well fitted by the convolution of Eq. (1) with the
independently measured IRF of the detection setup. A detailed
analysis of the dynamics of optical cycles by means of photon
correlation measurements is given in the last section of this
Rapid Communication.

An important property of any individual defect acting
as a single photon source is its photostability over time.
Representative PL time traces recorded at low laser power
from individual defects hosted in hBN are shown in Fig. 2.
Most defects exhibit a pronounced blinking behavior, as often
observed for solid-state emitters at room temperature such as
quantum dots [31], dye molecules [32], and deep defects in
wide-band-gap materials [33–36]. The switching rate between
the on and off states varies significantly from one emitter to
another [Figs. 2(a)–2(c)], which suggests that the blinking
dynamics are strongly linked to the local environment of the

121405-2

Figure 2.5
Typical PL time traces recorded from different individual defects in a high purity hBN crystal.
Horizontal axis represents time in second and vertical axis the number of counts per second
on one APD. The laser excitation power is tuned to P = 10 µW. Bin size: 10 ms. (a) displays
a very unstable behavior, it is called a blinking defect. (b) shows a bleaching behavior and
(c) is an intermediate state. (d) is a stable defect with a relatively small standard deviation
around the mean value of counting rate. The "on" and "off" horizontal dashed lines are guide
line to indicate the photo-active and the photo-inert behavior of the emitter.
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FIG. 3. (a), (b) PL spectra recorded from individual defects in hBN at room temperature under green laser illumination. The solid lines
are data fitting with Gaussian functions. The insets show the corresponding second-order correlation function g(2)(τ ). The spectrum shown in
(a) [respectively, (b)] corresponds to the PL time trace shown Fig. 2(b) [respectively, Fig. 2(d)]. (c) Histogram of the ZPL energy for a set of
13 single defects. Two families of defects can be observed with ZPL energies at 1.97 ± 0.02 eV and 2.08 ± 0.01 eV. (d) Bottom: Histogram
of the energy detuning between phonon replica. The solid line is a guide for the eye. Top: phonon density of states (DOS) in hBN extracted
from Ref. [39].

defect. Such a blinking could originate from optically induced
charge state conversion mediated by a charge exchange with
other defects acting as electron donors/acceptors. Permanent
photobleaching, i.e., the irreversible conversion of an optically
active defect into a nonfluorescent entity, was also observed
after a few minutes of optical illumination for most emitters.
However, we stress that around 5% of the emitters exhibit a
perfect photostability over time [Fig. 2(d)], even under high
laser excitation power, as observed for a few types of defects in
diamond and SiC at room temperature [37,38]. This ratio might
be improved through annealing procedures and/or chemical
modifications of the sample surface [35,36]. On average, one
stable defect could be found in each 50 × 50 µm2 scan of the
sample.

Typical emission spectra recorded at room temperature
from individual emitters are shown in Figs. 3(a) and 3(b).
We identify two families of spectra with zero-phonon line
(ZPL) energies at 1.97 ± 0.02 eV (629 nm) and 2.08 ± 0.01 eV
(596 nm) [Fig. 3(c)]. No correlation could be found between
the spectrum and the photostability of the defect. The overall
structure of the spectra is very similar for the two families,
including well-resolved phonon replica with a characteristic
energy detuning of 150 ± 10 meV [Fig. 3(d)] between consec-
utive replicas. A similar energy spacing was recently reported

in the case of single defects in multilayer hBN flakes [19–21].
In fact, this value fairly matches an extremum of the phonon
density of states in bulk hBN linked to transverse (TO) and
longitudinal (LO) optical phonons at the K and M points of
the Brillouin zone [Fig. 3(d)] [39]. Our defects being linked
to deep levels with a transition energy much smaller than
the 6-eV band gap of hBN, we expect an extension of the
electronic wave function comparable to, or smaller than the
lattice parameter of the hBN matrix [40]. As a consequence,
the defect wave function in k space is spread over the whole
Brillouin zone with a significant coupling to the zone-edge
phonons, e.g., at the K and M points. Since the interaction with
optical phonons is much more efficient than with acoustic ones
[23], we interpret the systematic 150-meV-energy detuning of
the phonon replica as resulting from a dominant coupling to
the zone-edge optical phonons of highest density of states
[see Fig. 3(d)].

Individual defects in wide-band-gap materials can often be
found in various charge states having very different optical
properties. A well-known example is the nitrogen-vacancy
(NV) defect in diamond, whose ZPL energy is shifted by
≈200 meV depending on the charge state NV0/NV− of the
defect [41,42], and becomes even optically inactive in its
positively charged state NV+ [43,44]. Using a STM, it was
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FIG. 3. (a), (b) PL spectra recorded from individual defects in hBN at room temperature under green laser illumination. The solid lines
are data fitting with Gaussian functions. The insets show the corresponding second-order correlation function g(2)(τ ). The spectrum shown in
(a) [respectively, (b)] corresponds to the PL time trace shown Fig. 2(b) [respectively, Fig. 2(d)]. (c) Histogram of the ZPL energy for a set of
13 single defects. Two families of defects can be observed with ZPL energies at 1.97 ± 0.02 eV and 2.08 ± 0.01 eV. (d) Bottom: Histogram
of the energy detuning between phonon replica. The solid line is a guide for the eye. Top: phonon density of states (DOS) in hBN extracted
from Ref. [39].

defect. Such a blinking could originate from optically induced
charge state conversion mediated by a charge exchange with
other defects acting as electron donors/acceptors. Permanent
photobleaching, i.e., the irreversible conversion of an optically
active defect into a nonfluorescent entity, was also observed
after a few minutes of optical illumination for most emitters.
However, we stress that around 5% of the emitters exhibit a
perfect photostability over time [Fig. 2(d)], even under high
laser excitation power, as observed for a few types of defects in
diamond and SiC at room temperature [37,38]. This ratio might
be improved through annealing procedures and/or chemical
modifications of the sample surface [35,36]. On average, one
stable defect could be found in each 50 × 50 µm2 scan of the
sample.

Typical emission spectra recorded at room temperature
from individual emitters are shown in Figs. 3(a) and 3(b).
We identify two families of spectra with zero-phonon line
(ZPL) energies at 1.97 ± 0.02 eV (629 nm) and 2.08 ± 0.01 eV
(596 nm) [Fig. 3(c)]. No correlation could be found between
the spectrum and the photostability of the defect. The overall
structure of the spectra is very similar for the two families,
including well-resolved phonon replica with a characteristic
energy detuning of 150 ± 10 meV [Fig. 3(d)] between consec-
utive replicas. A similar energy spacing was recently reported

in the case of single defects in multilayer hBN flakes [19–21].
In fact, this value fairly matches an extremum of the phonon
density of states in bulk hBN linked to transverse (TO) and
longitudinal (LO) optical phonons at the K and M points of
the Brillouin zone [Fig. 3(d)] [39]. Our defects being linked
to deep levels with a transition energy much smaller than
the 6-eV band gap of hBN, we expect an extension of the
electronic wave function comparable to, or smaller than the
lattice parameter of the hBN matrix [40]. As a consequence,
the defect wave function in k space is spread over the whole
Brillouin zone with a significant coupling to the zone-edge
phonons, e.g., at the K and M points. Since the interaction with
optical phonons is much more efficient than with acoustic ones
[23], we interpret the systematic 150-meV-energy detuning of
the phonon replica as resulting from a dominant coupling to
the zone-edge optical phonons of highest density of states
[see Fig. 3(d)].

Individual defects in wide-band-gap materials can often be
found in various charge states having very different optical
properties. A well-known example is the nitrogen-vacancy
(NV) defect in diamond, whose ZPL energy is shifted by
≈200 meV depending on the charge state NV0/NV− of the
defect [41,42], and becomes even optically inactive in its
positively charged state NV+ [43,44]. Using a STM, it was
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Figure 2.6
(a, b) PL spectra recorded from individual defects in hBN at room temperature under green
laser illumination at 532 nm. The filled circles are experimental data while the solid lines are
data fitting with multiple-Gaussian functions. (c) Histogram of the ZPL energy for a set of
13 single defects. (d) Bottom: Histogram of the energy detuning between the ZPL and the
phonon replica. Top: phonon density of states (DOS) in hBN extracted from [70].

replica. A similar energy spacing was also reported in the case of single defects in
multilayer hBN fakes [83, 94]. In fact, this value fairly matches an extremum of the
phonon density of states in bulk hBN linked to transverse (TO) and longitudinal (LO)
optical phonons at the K and M points of the Brillouin zone [Fig 2.6(d)] [70]. Our
defects being linked to deep levels with a transition energy much smaller than the 6
eV bandgap of hBN, we expect an extension of the electronic wavefunction comparable
to, or smaller than the lattice parameter of the hBN matrix [95]. As a consequence,
the defect wavefunction in k-space is spread over the whole Brillouin zone with a sig-
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Chapter 2. Single defects emitting in the visible range

nificant coupling to the zone-edge phonons, like at the K and M points (meaning high
k-momentum). Since the interaction with optical phonons is much more efficient than
with acoustic ones [63], we interpret the systematic 150 meV-energy detuning of the
phonon replicas as resulting from a dominant coupling to the zone-edge optical phonons
of highest density of states Fig 2.6(d).

Different charge states

Individual defects in wide-bandgap materials can often be found in various charge states
having very different optical properties. A well-known example is the NV defect in
diamond, whose ZPL energy is shifted by ' 200 meV depending of the charge state
NV0/NV− of the defect [96, 97], and becomes even optically inactive in its positively-
charged state NV+ [98, 99]. As discussed in the first Chapter Section 1.4.3, by using
scanning tunneling microscopy (STM), it was shown that individual defects in hBN can
also be found in positive, negative and neutral charge states [75]. Active charge state
manipulation was even demonstrated by tuning the Fermi energy level with respect
to the defect charge transition level by locally applying an electric field with a STM
tip [100]. According to these considerations, we tentatively attribute the two groups
of spectra shown in Fig 2.6 to different charge states of the same defect, while the
small variation of the ZPL energy in each group (± 20 meV) might result from local
variations of the strain in the hBN matrix. It has actually been demonstrated that
strain control allows spectral tunability of hBN single emitters over 6 meV, for a family
of defects emitting around 2 eV [85]. Optically-induced charge state conversion towards
a dark-state might also play an important role in the blinking/bleaching dynamics of
the defect.

Summary

To sum up, through spatially-resolved PL maps on bulk hBN crystal, we have shown
the existence of point-like defects with single-dipole-type emission. In the PL map, the
density of bright spots is quite high but the defects featuring a stable optical behavior
represent only 5% of them. However, when it is the case, the defect is highly stable and
reliable, even after few days or more. These defects form two families of spectra whose
ZPL are shifted by ∼ 100 meV, and exhibit vibronic features arising from coupling
with optical phonons (TO(M), LO(K)) at the edge of the Brillouin zone. We will
now present the investigation on the single nature of these emitters, which requires to
perform photon correlation measurements.

2.3 Statistics of photon emission

This section is dedicated to the presentation of the theoretical and experimental tools
used to probe the photodynamics of the emitting centers detected in the confocal scans.
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2.3 Statistics of photon emission

2.3.1 The second-order correlation function

The second-order correlation function g(2)(τ) (also referred to as the correlation
function), is by far the most common quantity employed for determining the quality of
a single-photon source as well as its properties. It is a measurement of the correlation
in intensity of the light source, and is expressed as follows:

g(2)(τ) =
〈I(t)I(t+ τ)〉
〈I(t)〉〈I(t+ τ)〉 , (2.1)

where 〈·〉 denotes statistical averaging over time. I(t) is the electric field intensity at
time t. To give a practical meaning to this function, we can think of it as answering
the question: if I detect a photon at time t what is the probability to detect another
photon at time t+ τ? More precisely, it informs us on the degree of correlation between
the number of photons detected at time t and at time t+ τ .

A very important value is the value at τ = 0τ = 0τ = 0, which is linked to the probability
of emitting two photons simultaneously. For a classical source of light, that is to say
with a classical electromagnetic field, Eq 2.1 provides the two following fundamental
relations [101]:

g(2)(τ) < g(2)(0) , (2.2)

g(2)(0) ≥ 1 . (2.3)

These two relations intrinsically define the regime of classical emission, and the viola-
tion of any of them is sufficient to claim that the light is of quantum nature.

In contrast, in the case of a quantum source of light, that is to say by considering
the quantum electromagnetic field decomposed into annihilator and creator operators,
one can finds with eq. 2.1 the important relation:

g(2)(0) = 1− 1

N
, (2.4)

where N represents the number of emitters participating in the emission process. In
particular, we see that if g(2)(0) < 0.5 then N < 2, in other words N = 1 and we are in
presence of a single-photon source. If 0.5 ≤ g(2)(0) < 1 it means that there are several
emitters. In resume, the essential criterion is:

g(2)(0) < 0.5 =⇒ Single-photon source (2.5)

These concepts and results are important for the interpretation of our measurements.
The reader not accustomed to them may refer to Appendix A where we discuss the
different types of light on the basis of the statistics of emission of the source, and derive
the fundamental properties of the second-order correlation function for the cases of
classical and quantum electromagnetic fields.
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Chapter 2. Single defects emitting in the visible range

2.3.2 Experimental setup: HBT interferometer

To obtain the g(2)(τ) function, an optical interferometer is mounted, as originally de-
signed by Robert Hanbury Brown and Richard Q. Twiss in 1956 for use in radio astron-
omy [102, 103]. In the following it is simply called HBT interferometer. Fig 2.7 depicts
a scheme of the HBT setup. The incident light is split into two distinct paths by a
beam splitter (BS), both paths leading the photons to two independent single-photon
detectors (D1 and D2), and some form of timing or coincidence electronics counter. In
order to access the value of g(2)(τ) close to τ = 0, the time-counting accuracy of the
detectors and electronics used must be excellent, in the order of hundreds of picoseconds
or less.

Detector 1

Detector 2
Beam splitter

From sample

Coincidence counter

or time tagger

Figure 2.7
HBT interferometer. The incident photons are separated in two paths by a beam splitter
and sent to two discrete single-photon detectors, connected to a time tagger or a coincidence
counter.

The fact that the photons are recorded on two distinct detectors without making them
interfere beforehand, is responsible for the loss of information about the phase. Conse-
quently, the HBT interferometer is only about intensity correlation.

Working principle

To record the g(2)(τ) function, the principle is to build the histogram of time intervals
corresponding to the delay between the detection of a photon on D1 and a successive
one on D2. For that, we have at our disposal an acquisition card that is able to do
two things: time tag all photon arrivals during a certain interval and store the data
on memory (to be post-processed), or directly compute and register the time delay
between two successive detections on D1 and D2. The two methods, upon appropriate
normalization and in the correct conditions (cf. discussion in 2.3.3), yield an accurate
representation of the second-order correlation function.

We see that in the case of a single-photon source, only one photon at a time is
incident on BS, consequently there is no way for both detectors D1 and D2 to detect a
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2.3 Statistics of photon emission

photon simultaneously because a single photon state can not be divided in two separated
paths, thus g(2)(0) = 0.

Time accuracy limitations

Even though the single-photon detectors are ultra-fast counting devices, their elec-
tronics suffer the need to recover after the detection of a photon. This "deadtime"
is inevitable and Perkin-Elmer gives a value of 40 ns for each APD. The value of the
deadtime is always well beyond the dynamic range we aim at probing to unveil or not a
phenomenon of antibunching, irrespective of the type of detector employed. It explains
why it would be impossible to probe the short time correlation with only one detector,
which would be blind during the deadtime after a first photon detection. The issue is
circumvented by using two detectors: D1 starts the timer and then D2 starts to record
quasi-instantly. Another limitation in our measurements is the minimum bin time of
the histogram recorder, which was w = 200 ps. However this value is generally small
enough to record the dynamics of the emission. The limitation of any HBT interfer-
ometer is actually set by the time accuracy of the detector, called the time jitter of the
electronics, which fundamentally limits the capability to probe the short time delay.
It is measured by recording the instrument response function (IRF) of the setup. A
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Time (ns)

FWHM = 0.880 ns

Figure 2.8
Instrument response function (IRF) of the detection setup. 50 ps laser pulses are sent to
probe the temporal broadening induced by the electronics of the detectors. Red circle are data
whereas the solid blue line is a gaussian fit to the data. FWHM = 880 ps.

short laser pulse of known width is sent through the detection setup, and the diagram
of photon arrivals is reconstructed with the detector events. The pulse width need to
be much shorter than the IRF. The IRF profile was obtained by using 50 ps laser pulses
(attenuated to protect the detectors) and the result of the acquisition is shown on Fig
2.8: it displays a profile that corresponds to the convoluted Gaussian response of both
APDs. Thus a Gaussian function is employed for fitting the data and the FWHM is ob-
tained from the standard deviation σ of the function by: FWHM = 2

√
2 ln 2σ ≈ 2.355σ,
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Chapter 2. Single defects emitting in the visible range

which gives FWHM = 880 ps. This is the average time response of the system.

To illustrate the limitations, let us take an example. Let a photon event happen
on D1 at t = 0, the histogram recording goes off with D2 quasi-instantly and D1 is
blind for ∆tdeadtime = 40 ns. A photon hits the detector D2 at t+τ which triggers the
coincidence counter to register a time delay event at τ . Due to the time jitter, the
detection system is incapable of distinguishing between values of τ smaller than 880
ps, it will thus consider than the two events were simultaneous. Otherwise, the finite
width of the IRF leads to an uncertainty around the zero time delay. We shall see later
the consequences in the analysis of the data.

2.3.3 Discussion on the experimental procedures to access time-
photon correlation

In order to probe the statistical fluctuations in intensity of the source, different exper-
imental techniques have been developed, historically for single-molecule experiments
[104, 105]. The specificity of the methods are due to the difference of probing two dif-
ferent quantities K(τ)K(τ)K(τ) and J(τ)J(τ)J(τ) [106, 107] that are both suitable to represent g(2)(τ) in
their respective conditions of validity. K(τ) is the probability to detect the first photon
at time τ given an initial detection at τ = 0. This distribution is commonly recorded
using a "start-stop" experimental scheme (described below). On the other hand, J(τ)
is the probability to record a photon at time τ provided that there was a photon at
τ = 0. In other words, the latter quantity represents the number of photons detected
at time τ , independent of whether there was a detection event in between τ = 0 and τ .
The second-order correlation function g(2)(τ) is proportional to J(τ) [106]:

g(2)(τ) ∝ J(τ) . (2.6)

Hence, J(τ) is the correct quantity to measure. The discrepancy between the two
histograms is well illustrated on Fig 2.9, extracted from the article of Fleury et al.
[107]. We see that for an emitting single-photon source with a detection rate R ∼
105 s−1, the histogram K(τ) departs from the J(τ) histogram for time delays exceeding
100 ns. If the emitting rate of the source is higher, then the discrepancy happens at
even shorter time.

Short-time scale: the "start-stop" method

By far, the most common method to measure the g(2)(τ) is the "start-stop" method
[105, 108]. The histogram K(τ) of time interval between two-photon pair are recorded
by triggering the start of the histogram with a detection event on D1 and subsequently
stopping it with a photon detection on D2. The measurement is repeated a large number
of times. This method is suitable only to probe the short-time scale, or more precisely
it is accurate for τ � R−1, where R is the detection rate. Indeed, in this condition, the
correlations are properly measured because it is rather unlikely to have more than one
photon in the time interval R−1, thus K(τ) matches J(τ) for τ � R−1. This condition
is respected especially as the detection efficiency ζ is small. If one attempt to record
the correlation at longer time scale with the "start-stop" method, an artificial decrease
of correlation will be observed.
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FIG. 1. Histograms of interphoton times measured for mole-
cule M1 at several laser intensities IL in MW!cm2 as indicated.
The full lines represent fits to an exponential law.

To probe fluctuations on longer time scales ".tdead#, the
evolution of the photon rate is recorded as a time trace of
photon numbers within a finite time bin from which g"2#

can be calculated using standard techniques [8,17].
To extract the short time scale information from our

data, interphoton times were determined between a first
photon recorded in one channel and the consecutive photon
detected in the other channel. To exclude any influence
from the SPAD dead time, only those pairs were included
in the analysis for which both photodiodes were ready for
detection at the arrival time of the first photon (typically
90% of all photons). Histograms of interphoton times
for molecule M1 are shown in Fig. 1. They show dips
at the electronic delay time tdelay ! 48 ns which are due
to photon antibunching in the fluorescence light emitted
by the molecule. This effect arises because the molecule,
after emission of a photon, is prepared in the ground state
S0 and has to be excited again before a second photon
can be emitted. Photon antibunching is a clear signature
of a nonclassical radiation field. It has been reported for
single particles under various conditions [2,4]. Here, we
observe this effect for the first time at room temperature
without having to accumulate signals of many individual
molecules [9–11]. The dips follow an exponential law
exp"2ajt 2 tdelayj#. Extrapolation to zero laser intensity
IL can be applied to determine the fluorescence decay rate
a $ k21 , IL ! 0.
To extract the longer time scale information from the

stream of photons, the recorded arrival times of both
channels were merged into bins of 0.5 ms length in
order to create a fluorescence time trace. From this time
trace g"2#"t# $ 1 1 Ce2bt was calculated (see Fig. 2).
It shows photon bunching behavior due to intersystem
crossing [17]. Photon bunching can be characterized by a
decay rate b associated with the triplet relaxation rate k31
and a contrast C . We note that b increases strongly with
the laser intensity while the contrast varies only weakly
(as discussed below).

FIG. 2. g"2#"t# obtained for molecule M1. The wiggly lines are
the experimental data for several laser intensities in MW!cm2

as indicated. The smooth lines are fits to an exponential law.

For a more elegant analysis that covers all time scales,
the two pieces of information from short start-stop time
histograms and long time autocorrelation functions should
be combined. This can be achieved using a method that
was discussed by Reynaud [19]. We have adapted this
method to the case of single-molecule fluorescence includ-
ing background contributions. The method is based on two
conjugated quantities denoted by K and J , where K"t# is
the probability density that the next photon is recorded at
time t provided that there was a photon at t ! 0. K is
identical to the histograms of interphoton times recorded
in our experiment. J"t# is the number density of photons
at time t provided that there was a photon at t ! 0, thus

IJ"t# ! %I"t#I"t 1 t#&. (2)

From Eqs. (1) and (2) the relation J ! Ig"2# is evident.
In the presence of background we write for the average
photon rate

I ! Im 1 Ib , (3)

FIG. 3. Histograms K and J. The wiggly K is the normalized
histogram of the experimental interphoton times determined for
molecule M2 at an excitation intensity of 450 kW!cm2. The
wiggly J was calculated using FFT. The smooth J is a fit and
the smooth K is the corresponding prediction.
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Figure 2.9
Histograms K(τ) and J(τ). The wiggly K(τ) is the normalized histogram of the experimental
interphoton times measured on a molecule. The wiggly J(τ) was calculated using FFT. The
smooth J(τ) is a fit and the smooth K(τ) is the corresponding prediction [107].

No time scale restriction

In order to analyze the correlations of the light source without restriction to the short-
time scale, we rather proceed by triggering the measurement with a photon detection
on D1 and then by recording the time trace of photon arrivals on D2 during a time
interval ∆t in the order of few hundreds of µs to ms. The resulting histogram provides
unnormalized J(τ) after N repetitions. The missing photon detections consequential
to the deadtime of D2 that occurs during ∆t are statistically filled by the high number
of repetitions N ∼ 105. The acquisition card used in the experiment is a multiple-event
time digitizer (FastComtec, P7889) with a large single sweep time range permitting to
take data of up to 83 days with a time resolution of 100 ps.

Experimentally, an electronic delay τd is introduced in order to obtain the full profile
of the g(2)(τ) function at short time scale. It is usually achieved by physically lengthen-
ing the electronic cable of D2 (the STOP), but recent acquisition cards directly provide
electronic delays. In this way, if two photons are emitted together, their collection will
produce a count in the histogram at the binwidth corresponding to the delay τd.

Normalization of the histogram

Once acquired, the histogram of photon correlation must be properly normalized. The
normalization should be such as if the emitting source would be of poissonian type, the
normalized histogram would be flat at a value of 1. This normalization is essential for
a correct analysis of the histogram representing g(2)(τ).
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To find the proper quantity to normalize J(τ), let us suppose that we have a poisso-
nian distribution. After acquisition, each channel of the histogram is filled by approxi-
mately the same number of counts n̄ so that the histogram looks flat. The normalization
would then only consist in dividing by n̄. The histogram is composed of p channels of
time width w. The integration time is ∆t and is repeated N times. We note NT the
total number of counts in the histogram and R the average count rate on the detector.
We have:

NT = R∆tN = R(p× w)N . (2.7)

And n̄ = NT/p, so we obtain for n̄:

n̄ =
RpwN

p
= RwN . (2.8)

The second-order correlation function is thus finally obtained by dividing J(τ) by n̄:

g(2)(τ) =
J(τ)

N wR
. (2.9)

2.4 Experimental results for the second-order corre-
lation function

Fig 2.10 shows a very large scale measurement of the function g(2)(τ) over five temporal
decades from an isolated PL spot of the hBN crystal. The data are normalized according
to the procedure explained in Section 2.3.3. The data are represented in semi-log scale.
The emitter was excited with a laser power P = 150 µW and the histogram was recorded
with bin time of 200 ps. Measuring such a broad g(2)(τ) is a performance that requires a
large-range time-to-digital converter acquisition card. Usually, second-order correlation
functions are taken separately for short time — with K(τ) — and long time — with
J(τ). We recall that the electronic delay τd represents the delay for a pair of photons
emitted simultaneously.

One can first notice the antibunching occurring at τd. According to the criterion
given by Eq (2.5), the value g(2)(τd) ≈ 0.25 < 0.5 is a clear signature of single-photon
emission from an individual defect. Nonetheless, it does not fall to 0. A first reason to
explain this observation could be the background light originating from the host matrix
itself around the defect. However, owing to a high signal-to-noise ratio (SNR > 20), this
possibility is dismissed [109]. As a matter of fact, it rather results from the electronic
jitter of the detectors which is taken into account in the IRF of the detection setup
[inset of Fig 2.10], as discussed above in Section 2.3.2.

The correlation function also reveals a large photon bunching g(2)(τ) > 1, revealing
that the single photons are grouped by packet over a certain timescale. The bunching
starts shortly after τd and lasts for a very long time until τ ∼ 2× 104 ns. We witness
here the importance of normalizing with a poissonian distribution. Indeed, a short-time
measurement would have displayed the bunching around τd as a flat poissonian-like
distribution and the normalization with the value of the falsely flat part would have
provided a smaller value of g(2)(τd). This error can lead to wrong conclusions about the
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Figure 2.10
g(2)(τ) function recorded from a PL spot for a laser excitation power P = 150 µW and a bin
width w = 200 ps and displayed on a log x-scale. Black dots are experimental data and the
solid red line is data fitting using a three-level model while including the IRF of the detection
setup, see next section. τd ≈ 20 ns is the electronic delay.

nature of the source.

Starting from this g(2)(τ) acquisition, the purpose is now to elaborate a model that
accounts for the observed features. The simplest model one can think of is the two-
level system — ground and excited state — which readily explains the antibunching
phenomenon: after the emission of a first photon, the system is in his ground state and
is unable to remit a second photon immediately. However, the bunching effect can not
be described by this model, therefore indicating that another state has to be added to
our basic two-level system. Moreover, owing to the very slow decay of g(2)(τ) after τd to
reach the value 1, we can already tell that the third level is a long-lived metastable state.
Thus, in the following, the defect emission will be modeled by a three-level system, and
the different transition rates determined in order to study the photodynamics of the
emitter.

2.4.1 Theoretical model for the photodynamics: the three-level
system

Fig 2.11 depicts the three-level system chosen to model the defect emission. The system
is initially in its ground state (1). Under radiative excitation it goes in the excited state
(2) with a transition rate r12. Then, it can either be radiatively desexcited to (1) with
a rate r21, or get trapped into the metastable state (3) at rate r23, from which it goes
back to the ground state (1) with a rate r31.
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r21r12

r23

r31

Excited state (2)

Ground state (1)

Metastable state (3)

Figure 2.11
Schematic energy scheme showing the ground (1) state, excited singlet state (2), and
metastable triplet state (3), and the various transition rates between the states.

2.4.2 Derivation of g(2)(τ) for a three-level system

We now to give an expression of the second-order correlation function for the three-
level system. For that, we translate the time-averaging of the intensity I(t) of the
electric field in Eq (2.1) in terms of detection probability. It can be shown [110] that a
meaningful expression for g(2)(τ) is:

g(2)(τ) =
P12(t, t+ τ)

P1(t) × P2(t+ τ)
, (2.10)

where P12(t, t + τ) refers to the joint probability of finding a photon on detector D1
at time t and then one photon on detector D2 at time t + τ , and Pi(ti) to the simple
probability of finding a photon on detector Di at time ti. In the case of identical
detectors, the index 1 and 2 can be omitted. Remembering the theory of probability,
for two events A and B we have:

P (A | B) =
P (A ∩B)

P (B)
, (2.11)

where P (A | B) is the conditional probability of A given B. We can reformulate 2.10
as:

g(2)(τ) =
P (t+ τ | t)

P (t)
, (2.12)

with P (t+ τ | t) the probability to detect a photon at t+ τ providing that one photon
has been detected at t, and P (t) the probability to detect a photon at time t. We shall
now evaluate these probabilities for a single emitter.

The detection of one photon at time t is equivalent to the projection of the system
in its ground state. Thus, the probability to emit a second photon at t+ τ is ruled by
the evolution dynamics of the excited state population. Hence:

P (t+ τ | t) = P (τ | 0) = ζr21p2(τ) , (2.13)

with pi(t) the population of state i at time t and ζ corresponds to the total efficiency
of our detection setup. We have p1(0) = 1, p2(0) = 0. The probability of detection at
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any time P (t) is going to be proportional to the steady-state probability p2(∞) of the
system to be in the excited state:

P (t) = ζr21p2(∞) . (2.14)

And we get for g(2)(τ):

g(2)(τ) =
p2(τ)

p2(∞)
. (2.15)

An important remark is that the detection efficiency ζ of the setup does not impact
our capability to construct g(2)(τ). Now considering the three-level defect system shown
in Fig 2.11, we write the rate equations for the occupation probabilities pi of the ground
state, excited state and metastable state in a matrix form:

∂t

p1p2
p3

 =

−r12 r21 r31
r12 −(r21 + r23) 0
0 r23 −r31

×
p1p2
p3

 . (2.16)

We make the approximation of low transition rates to and from the metastable state
(3) compared with the excited state to ground state decay rate:

(r23, r31)� r21 , (2.17)

which means that we assume a slow population dynamic compared with the lifetime of
the excited state (2). This is justified in regards of the long time scale at which the
bunching occurs. We obtain [111, 112]:

g(2)(τ) = 1− (1 + a) exp(−λ1τ) + a exp(−λ2τ) , (2.18)

with a, λ1 and λ2 defined as:

a =
r12r23

r31(r12 + r21)
,

λ1 = r12 + r21 ,

λ2 = r31 +
r12r23
r12 + r21

.

(2.19)

From the expression (2.18) of the fitting function, it is clear that a stands for the photon
bunching amplitude, λ1 for the decay rate of the antibunching, and λ2 for the decay
rate of the bunching effect.

Interestingly, the expression obtained for g(2)(τ) evaluated at zero delay yields:
g(2)(0) = 0, which does not correspond to the g(2)(τ) measured on Fig 2.10. This
stems from the fact that the IRF of the detection system has not been taken into ac-
count in the derivation of the g(2)(τ) function for the three-level model. The fit in red
of the experimental histogram performed on Fig 2.10 is actually the convolution of the
expression (2.18) with the IRF. The fitting procedure is explained in details below.

Also, lim
τ→∞

g(2)(τ) = 1, which expresses a total loss of correlation for times much
greater than [λ1]

−1 and [λ2]
−1 and thus a return to a poissonian statistics. This behavior
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was expected because in the model no physical processes happen at larger time scale
than the antibunching and bunching phenomena.

2.4.3 Procedure for fitting

According to the model established, the dynamics of emission is ruled by three photo-
physic parameters a, λ1 and λ2. In order to determine their value and get insights into
the dynamics, we need to fit the experimental histograms. Generally, the fitting pro-
cess is split between short-time and long-time scale approximations of the correlation
function.

Short-time approximation of g(2)(τ)

The short-time scale is defined for τ � λ−12 . In this case, formula 2.18 reads:

g(2)(τ) ' (1 + a)(1− exp(−λ1τ)) . (2.20)

From this function we extracted, for the g(2)(τ) of Fig 2.10 taken at P = 150 µW: a
bunching amplitude a = 0.6, and the parameter λ1 = 0.51 ns−1.

Long-time approximation of g(2)(τ)

The long-time scale is defined for τ � λ−11 . In this case, formula 2.18 reads:

g(2)(τ) ' 1 + a exp(−λ2τ) . (2.21)

From this function we extracted, for the g(2)(τ) of Fig 2.10 taken at P = 150 µW, the
parameter λ2 = 0.14 µs−1. Strikingly, there are three orders of magnitude of difference
between λ−11 and λ−12 associated with the excited state (2) and the metastable state (3),
respectively. This is an indication that the system can be trapped into the metastable
level and stay for a much longer time than the radiative recombination between states
(2) and (1).

Including the IRF

As discussed above, the full fitting function (2.18), or its short-time scale approximation
(2.20), reaches 0 at zero delay, unlike the experimental histogram, and this arises from
the IRF. To include the effect of the electronic jitter, a convolution between the fitting
function and the IRF has to be applied. As the IRF has very small temporal width
(FWHM = 880 ps) compared with the timescale at which happen the bunching in
the correlation function, it is appropriate to use the short-time scale approximation
for g(2)(τ) in the convolution product and then fit the data only for the antibunching.
However, on Fig 2.10, the full convolution with the total expression of g(2)(τ) has been
computed, and the function is obtained through the resolution of:

g
(2)
IRF (τ) =

∫ +∞

−∞

1

σ
√

2π
exp

(
−(τ − τ ′)2

2σ2

)
g(2)(τ ′)dτ ′ , (2.22)
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where σ is the standard deviation of the IRF measured previously (Section 2.3.2) and
given by σ ≈ FWHM/2.355, with FWHM = 880 ps. In the fit procedure, σ is a fixed
parameter, determined experimentally. And g(2)(τ ′) is expressed with the electronic
delay τd:

g(2)(τ ′) = 1− (1 + a) exp(−λ1|τ ′ − τd|) + a exp(−λ2|τ ′ − τd|) . (2.23)

The derivation of the analytical function g(2)IRF (τ) is done in Appendix B. The result,
shown on Fig 2.10, presents a perfect fitting of g(2)IRF with the experimental points. The
fact that the sole convolution with the IRF is enough to fit the data without correcting
for the background means that the single-photon source is very pure, the discrepancy
with the theoretical value g(2)(τd) = 0 arising, in a large proportion, from the fact that
the IRF has a FWHM in the same order of time to that of the radiative dynamics.

2.5 Photophysical properties of individual defects

All the data in this section have been analyzed using the data analysis software Igor
Pro [113] which is very convenient to compute complex fitting procedure, and provide
a good flexibility in the handling of constraints for the fitting parameters.

For an isolated quantum emitter, the dynamics of excitation is dependent on the
excitation power. Indeed, the power density at the defect position determines the
density of modes of the electromagnetic field, which influences the population of the
different quantum states of the system, thus the dynamics of transition through the
modification of the decay rates rij. Let us first determine the radiative lifetime through
the determination of r21, then the metastable state lifetime by determining r31.

2.5.1 Expression of r21 and r31 with a, λ1 and λ2

Decay rate r21

The fitting parameter λ1 is the contribution of two terms: λ1 = r12 + r21 (2.19). r12 is
related to the pumping rate and r21 has a dependence in the excitation power. In the
limit of extremely weak pump power r12 → 0 and r21 is the spontaneous decay rate
of the emitter. The radiative lifetime τ1 = r−121 (P = 0) of a single quantum emitter can
then be inferred by extrapolating the value of the parameter λ1 for vanishing pump
power. This is done by recording the histogram of time correlation at different laser
power, extracting the parameter λ1 for each measurement, and building the diagram of
λ1 versus power. The expression of λ1 as a function of P reads:

λ1 = αP + r21 . (2.24)

However, due to a short radiative lifetime, at increasing excitation power the anti-
bunching becomes narrower than the IRF, thus strongly limiting the precision of this
method for determining the radiative lifetime.
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Decay rate r31

It is fruitful to notice that:

λ2 = r31 +
r12r23
r12 + r21

= r31

(
1 +

r12r23
r31(r12 + r21)

)
= r31(1 + a) , (2.25)

hence:

r31 =
λ2

1 + a
. (2.26)

We can then readily estimate the transition rate from the metastable state to the ground
state from the fit. We can similarly study the power dependence of r31 through the
determination of λ2 at different excitation power.

2.5.2 Power-dependent measurements of g(2)(τ)

Fig 2.12 displays two histograms of photon correlations, for time delay up to 4× 104 ns
= 40 µs and bin width 0.2 ns, with P/Psat = 0.05 (bottom) and P/Psat = 2 (top), where
Psat is the saturation power determined and discussed later in Section 2.5.3. Each set
of data is normalized according to equation (2.9) and fitted using the function g

(2)
IRF

from Eq (2.22). The bunching amplitude (related to the parameter a) is higher at high
excitation power compared with low excitation power. It is an indication that upon
rising the excitation pump, more population goes into the metastable state. The other
difference is the delay value at which the histograms reach 1 (related to λ2). It looks
shorter in the case of intense pump power.

This contrast in the histogram for two opposite regimes of excitation indicates a
modification in the recombination dynamics of the metastable state and the excited
state, driven by the pumping power.

Radiative lifetime

As discussed in Section 2.5.1, the measurement of the radiative lifetime could, in prin-
ciple, be performed with measuring λ1 for varying laser power. But here, the time-scale
of the antibunching is in the order of the temporal width of the IRF, which preclude
the use of this method.

The lifetime of the excited level was rather estimated through time-resolved PL
measurements under pulsed laser excitation. This method is more accurate to determine
the radiative lifetime of the emitter because the system evolves freely after excitation,
without interacting with an electromagnetic field. A 50 ps laser pulse brings the system
in the excited state at t = 0 and we observe the system in a free evolution, so it can
return to the ground state by emitting a photon after a certain period. After a time
fixed by the repetition rate of the pulsed laser, a second pulse is emitted and we get a
second photon emitted after a second time period. Repeating this experience, we get the
PL diagram over time [Fig 2.13(b)]. The PL collected is proportional to the population
of the excited state. At t = 0 the process of emission of one photon is dependent on
the radiative and non-radiative processes, in other words to the direct transition from
(2) to (1) and to the trapping transition from (2) to (3). The PL decay is well fitted
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Figure 2.12
Second-order correlation function g(2)(τ) recorded for P/Psat = 0.05 (a) and P/Psat = 2 (b),
for very long time delays and a bin width of the histogram of 0.2 ns. The data (black dots)
are fitted using the full convoluted function of Eq (2.22) (red solid lines).

by a single exponential function ∝ exp−Γt where Γ = γr + γnr with γr = r21 and
γnr = r23, leading to a value Γ = 3.1 ns. Now we recall that to obtain the expression
of the correlation function in the three-level model, we have made the approximation
of low transition rates to and from the metastable state compared with the excited to
ground state rate, consequently r23 � r21 and we get for the lifetime of the excited
level:

r−121 ∼ Γ = 3.1± 0.1 ns . (2.27)

This value is in good agreement with the one measured in hBN flakes for individual
defects showing similar spectral properties [80, 94].

Fig 2.13(a) shows the distribution of the radiative lifetime for an ensemble of 21
single defects. It seems that the distribution is bi-modal, but considering the small
number of points, it is difficult to conclude on the existence of two families, moreover
no correlation between one category of lifetime and photostability or spectrum family
has been observed.
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FIG. 4. (a) Three-level model including a radiative transition between the ground (1) and excited (2) levels, and a nonradiative decay
through a metastable level (3). The coefficient rij denotes the transition rate from level (i) to level (j ). (b) PL decay recorded under optical
excitation with 50-ps laser pulses. The solid line is data fitting with a single exponential function. (c) Decay rate of the metastable state r31 as a
function of the laser excitation power. The solid line is data fitting with a linear function (see main text). (d) PL saturation curve of the defect.
The red solid line is data fitting with a saturation function (see main text). The inset shows a PL time trace recorded for a laser excitation power
P = 400 µW. We note that short blinking events start to be observed for such laser power above the saturation of the transition. All these
measurements are performed on the same individual defect.

recently shown that individual defects in hBN can also be
found in positive, negative, and neutral charge states. Active
charge state manipulation was even demonstrated by tuning the
Fermi energy level with respect to the defect’s charge transition
level by locally applying an electric field with a STM tip [18].
We tentatively attribute the two groups of spectra shown in
Fig. 3 to different charge states of the same defect, while the
small variation of the ZPL energy in each group (±20 meV)
might result from variations of the strain in the hBN matrix.
Optically induced charge state conversion towards a dark state
might also play an important role in the blinking/bleaching
dynamics of the defect.

We now investigate the dynamics of optical cycles for a
stable defect showing a PL spectrum similar to the one shown
in Fig. 3(b). The defect is modeled as a three-level system
[Fig. 4(a)]. The lifetime of the excited level was first measured
through time-resolved PL measurements using a pulsed laser
excitation with a 50-ps pulse duration and a 10-MHz repetition
rate (PicoQuant, LDH-P-FA-530B). As shown in Fig. 4(b), the
PL decay is well fitted by a single exponential function, leading
to a lifetime of the excited level r−1

21 = 3.1 ± 0.1 ns. This
value is in good agreement with the ones recently measured
in hBN flakes for individual defects showing similar spectral
properties [19,20]. To gain insights into the dynamics of the
metastable level, the characteristic parameters of the bunch-
ing effect (a,λ2) were inferred from g(2)(τ ) measurements
recorded at different laser excitation powers P [see Eq. (1)].
Using a three-level model, the relaxation rate of the metastable
level r31 is then simply given by [29]

r31 = λ2

1 + a
. (2)

As shown in Fig. 4(c), our results indicate a pronounced
increase in r31 with the laser power, which suggests that
optical illumination induces deshelving of the metastable
level. This effect, which is often observed for individual
emitters in solid-state systems, can be modeled by a

linear power dependence of the deshelving process
r31 = r0

31(1 + βP) [26,28]. By fitting the data with this
equation, we obtain an estimate of the metastable level
lifetime [r0

31]−1 = 210 ± 80 µs and β = 0.09 ± 0.04 µW−1.
The PL rate R was finally measured as a function

of P [Fig. 4(d)]. Data fitting with a simple saturation
function R = R∞/(1 + P/Psat) leads to a saturation power
Psat = 310 ± 20 µW and an emission rate at saturation
R∞ = 3.9 ± 0.1×106 counts s−1, corresponding to one of
the brightest single photon sources reported to date. For
comparison, the emission rate at saturation is ∼20 times larger
than the one obtained from a single NV defect in diamond
with the same confocal microscope. Such high counting rates
indicate that the short excited-level lifetime results from a
strong radiative oscillator strength with near-unit quantum
efficiency rather than PL quenching involving fast nonradiative
decay processes (r23 ≪ r21).

To summarize, we have isolated individual defects in a
commercial high-purity hBN crystal, leading to a robust
single photon source with up to ∼4×106 counts s−1 un-
der ambient conditions. The analysis of the photophysical
properties of the defect provides important information for
understanding its structure using ab initio calculations [45].
These results pave the road towards applications of hBN, and
more generally van der Waals heterostructures, in photonic-
based quantum information science [46] and optoelectronics
[17].

We thank M. Kociak, A. Zobelli, J.-F. Roch, and I. Robert-
Philip for fruitful discussions. This work was financially
supported by the network GaNeX (ANR-11-LABX-0014).
GaNeX belongs to the publicly funded Investissement d’Avenir
program managed by the French ANR agency. The authors
acknowledge support from Ecole Normale Supérieure de
Cachan, Conicyt-Fondecyt (Grant No. 1141185), Conicyt-
PCHA Doctoral program (Grant No. 2013-21130747), and
PMI PUC 1203.
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Figure 2.13
(a) Histograms of radiative lifetimes measured for 21 single defects. Each small vertical black
ticks at the bottom represent an observation. (b) Decay of the excited state (2) recorded
under optical excitation with 50 ps laser pulses. The solid line is data fitting with a single
exponential function.

Investigation on the metastable state

To gain insights into the dynamics of the metastable level, the characteristic parameters
of the bunching effect (a, λ2) were inferred from the fitting of the g(2)(τ) recorded at
different laser power.

First, "a" is directly plotted on Fig 2.14(a). The dependence on excitation power
is clearly linear and positive. As a consequence, upon increasing the pump power the
metastable state is more and more populated, which should result in a decrease of the
photoluminescence recorded by the APDs.

Using the relation (2.26), the evolution of r31 with the optical power is easily ob-
tained and presented on Fig 2.14(b). The results indicate a pronounced increase in the
decay rate r31 with the laser power, which suggests that optical illumination induces
deshelving of the metastable level. This effect is often observed for individual emitters
in solid-state systems [107, 114]. By fitting the data with a linear power dependence of
the deshelving process, as:

r31 = r031(1 + βP ) , (2.28)

We get an estimation of the metastable level lifetime (at P = 0):

[r031]
−1 = 180± 60 µs . (2.29)

and β = 0.025 ± 0.01 µW−1. This value of the metastable lifetime is two orders of
magnitude higher than the one found in NV centers at ∼ 500 ns. It brings the evidence
that the metastable state is a long-lived trapping state for the system, the PL activity

46



2.5 Photophysical properties of individual defects

(a) (b)

a  (µ
s-

1 )
r 3

1

Optical power (µW) Optical power (µW)

r21r12

r23

r31

VB

CB(c)

?

Figure 2.14
(a) Parameter "a" as a function of the optical power. (b) Decay rate r31 of the metastable
state as a function of the optical power. The red solid lines are data fitting with a linear
function. (c) Schematic of possible processes occurring at high pumping rate.

is stopped during the occupation of this state where the center can stay for about 105

times longer compared to the radiative excited state (in the nanosecond order).
In terms of quantum efficiency of the single-photon source, it is quite fortunate that,

although the non-radiative state is more populated with higher optical power, the decay
rate from level (3) to ground state (1) increases with the excitation power, acting as a
counter effect of the limitation induced by the trapping in the metastable state. The
physical processes at stake in the deshelving mechanism are not well understood. On
Fig 2.14(c), we depict the situation of the defect inside the gap. One possibility is the
promotion of the electron in level (3) to the conduction band (black arrow), leading to a
non-radiative recombination of the exciton with the valence band, or a radiative one but
at wavelengths not recorded by the APDs. Also, the defect can couple to other defects
or transit towards a different charge state, opening a channel for faster transition to
the ground state (1).

Let us now see the efficiency of the single-photon source by evaluating the emission
rate at saturation.

2.5.3 Brightness of the source

Estimating the brightness of the source is important to compare it with other single-
photon emitters. The PL rate R was measured as a function of the optical power P
[Fig 2.15]. The horizontal axis is displayed in log-scale. Data fitting with a simple
saturation function R = R∞/(1 + Psat/P ) leads to a saturation power Psat = 310 ± 20
µW and an emission rate at saturation:

R∞ = 3.9± 0.1× 106counts/s , (2.30)

similar to what is reported by other studies for the same type of defects [85, 94]. It
corresponds to one of the brightest single photon source reported to date. For com-
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FIG. 4. (a) Three-level model including a radiative transition between the ground (1) and excited (2) levels, and a nonradiative decay
through a metastable level (3). The coefficient rij denotes the transition rate from level (i) to level (j ). (b) PL decay recorded under optical
excitation with 50-ps laser pulses. The solid line is data fitting with a single exponential function. (c) Decay rate of the metastable state r31 as a
function of the laser excitation power. The solid line is data fitting with a linear function (see main text). (d) PL saturation curve of the defect.
The red solid line is data fitting with a saturation function (see main text). The inset shows a PL time trace recorded for a laser excitation power
P = 400 µW. We note that short blinking events start to be observed for such laser power above the saturation of the transition. All these
measurements are performed on the same individual defect.

recently shown that individual defects in hBN can also be
found in positive, negative, and neutral charge states. Active
charge state manipulation was even demonstrated by tuning the
Fermi energy level with respect to the defect’s charge transition
level by locally applying an electric field with a STM tip [18].
We tentatively attribute the two groups of spectra shown in
Fig. 3 to different charge states of the same defect, while the
small variation of the ZPL energy in each group (±20 meV)
might result from variations of the strain in the hBN matrix.
Optically induced charge state conversion towards a dark state
might also play an important role in the blinking/bleaching
dynamics of the defect.

We now investigate the dynamics of optical cycles for a
stable defect showing a PL spectrum similar to the one shown
in Fig. 3(b). The defect is modeled as a three-level system
[Fig. 4(a)]. The lifetime of the excited level was first measured
through time-resolved PL measurements using a pulsed laser
excitation with a 50-ps pulse duration and a 10-MHz repetition
rate (PicoQuant, LDH-P-FA-530B). As shown in Fig. 4(b), the
PL decay is well fitted by a single exponential function, leading
to a lifetime of the excited level r−1

21 = 3.1 ± 0.1 ns. This
value is in good agreement with the ones recently measured
in hBN flakes for individual defects showing similar spectral
properties [19,20]. To gain insights into the dynamics of the
metastable level, the characteristic parameters of the bunch-
ing effect (a,λ2) were inferred from g(2)(τ ) measurements
recorded at different laser excitation powers P [see Eq. (1)].
Using a three-level model, the relaxation rate of the metastable
level r31 is then simply given by [29]

r31 = λ2

1 + a
. (2)

As shown in Fig. 4(c), our results indicate a pronounced
increase in r31 with the laser power, which suggests that
optical illumination induces deshelving of the metastable
level. This effect, which is often observed for individual
emitters in solid-state systems, can be modeled by a

linear power dependence of the deshelving process
r31 = r0

31(1 + βP) [26,28]. By fitting the data with this
equation, we obtain an estimate of the metastable level
lifetime [r0

31]−1 = 210 ± 80 µs and β = 0.09 ± 0.04 µW−1.
The PL rate R was finally measured as a function

of P [Fig. 4(d)]. Data fitting with a simple saturation
function R = R∞/(1 + P/Psat) leads to a saturation power
Psat = 310 ± 20 µW and an emission rate at saturation
R∞ = 3.9 ± 0.1×106 counts s−1, corresponding to one of
the brightest single photon sources reported to date. For
comparison, the emission rate at saturation is ∼20 times larger
than the one obtained from a single NV defect in diamond
with the same confocal microscope. Such high counting rates
indicate that the short excited-level lifetime results from a
strong radiative oscillator strength with near-unit quantum
efficiency rather than PL quenching involving fast nonradiative
decay processes (r23 ≪ r21).

To summarize, we have isolated individual defects in a
commercial high-purity hBN crystal, leading to a robust
single photon source with up to ∼4×106 counts s−1 un-
der ambient conditions. The analysis of the photophysical
properties of the defect provides important information for
understanding its structure using ab initio calculations [45].
These results pave the road towards applications of hBN, and
more generally van der Waals heterostructures, in photonic-
based quantum information science [46] and optoelectronics
[17].
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Figure 2.15
PL saturation curve of the defect. Inset: PL time trace recorded for a laser excitation power
P = 400 µW performed on the same individual defect. The solid red line is the fit proposed
in the main text. The dashed blue line shows the intensity at saturation for the NV center in
diamond. The inset shows the stability of the emission at around 0.5 mW.

parison, the emission rate at saturation is ∼ 20 times larger than the one obtained
from a single nitrogen-vacancy defect in diamond with the same confocal microscope.
Such high counting rates indicate that the short excited-level lifetime results from a
strong radiative oscillator strength with near-unit quantum efficiency rather than PL
quenching involving fast non-radiative decay processes (r23 � r21). Indeed, for the
family of defects emitting at 596 nm (2.08 eV), the quantum efficiency (QE) has been
experimentally measured at 87 % [115], which is among the highest QE recorded for a
solid-state single-photon emitter.

2.6 Conclusion

In this work, we have studied a class of single defects in the wide bandgap semiconductor
hBN on the angle of spectral measurement and photon statistics emission. Our approach
has consisted in exciting the surface of a high-purity hBN monocrystal (HQ Graphene)
by means of a single mode laser at 532 nm and a confocal microscope working in ambient
conditions, and performing correlation measurements of emitted photons with a couple
of APDs installed in the HBT configuration. The analysis performed with the help of
the three-level system have brought insights into the dynamics of the quantum emitter.

Main important results consist in:

• A very bright single-photon source reaching 4× 106 counts/s at saturation power
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310 µW, resulting from a strong radiative oscillator strength, with excellent photo-
stability. These defects have been proved to maintain their stability in a monolayer
of hBN [82].

• Two families of defects exhibiting very similar spectrum, with ZPL at 1.97 eV and
2.08 eV, and phonon replica of constant energy shift 150 meV. These families may
be considered as different charge states of the defect and the 150 meV detuning of
phonon replica results from a dominant coupling to the zone-edge optical phonons
of highest density of state.

• A dynamic of optical cycles marked by a long-lived non-radiative metastable state
of ∼ 200 µs. It appears to be very power dependent with a steep increase of the
r31 decay rate with increasing excitation power, suggesting a deshelving of this
level by the laser.

This analysis of the photophysical properties of the defect provides important infor-
mation for understanding its structure using ab-initio calculations. These results pave
the road towards applications of hBN, and more generally van der Waals heterostruc-
tures, in photonic-based quantum information science and optoelectronics.

We mention that we have not found optically-detected magnetic resonance (ODMR)
in this hBN sample for this specific defect. However, more recent studies report on the
magnetic-field dependent emission from single-photon source at room temperature for
an emitting wavelength at ∼ 725 nm (1.7 eV) [86], and the first ODMR measured on
single defect in hBN [116].

Concerning the chemical nature of these defects, recent calculations [117–119] sug-
gest a carbon impurity substituting for a boron coupled to a nitrogen vacancy (CBVN)
or a nitrogen anti-site defect coupled to a nitrogen vacancy (NBVN). However, elec-
tronic structure calculations in 2D materials remain challenging and uncertainty persists
regarding the nature of the defects.
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Chapter 3

Deep defects emitting in the UV range

In Chapter I, we have presented the properties of luminescence of hexagonal boron
nitride originating from point defects in the near ultraviolet, especially the deep de-

fect emission at 4.1 eV. To date, there is no definitive understanding for this emission,
although it was already observed in 1981 [120] with time-dependent photolumines-
cence experiments on hBN powder of poor quality compared with the current available
crystals. As for other defects in different materials, the diversity in the experimental
approaches is necessary to unveil the nature of such color centers. The specificity and
originality of this defect lie in the fact that it emits in the UV, which explains at the
same time the experimental difficulty to study it. In this chapter, we present an origi-
nal study that makes use of isotopic purification in material doping to investigate the
influence of carbon into the luminescence properties of hBN in the UV. We combine
macro-photoluminescence and reflectance measurements to study new defects appear-
ing in our carbon-doped samples, as presented in the first section of this chapter. As
far as the detection of single emitters is concerned, the high concentration of the 4.1
eV defect usually recorded in bulk crystals led us to two developments. First, to build
a photoluminescence confocal microscope operating at 266 nm (4.66 eV), presented
in the second section. Secondly, to combine the characterization by cathodolumines-
cence of thin crystals with characterization by the micro-photoluminescence confocal
microscope. We also used this new microscope to probe the spatial fluctuations at a
sub-micrometer scale of the deep level emission in the UV. These two last investigations
are the subject of the last section.

3.1 New levels in carbon-doped hBN crystals

In this section, we will present the results obtained by studying carbon-doped hBN crys-
tals grown by precipitation method by means of two distinct spectroscopy techniques:
photoluminescence and reflectivity. The measurements presented in this section are
spatially resolved at a scale of tens of micrometers to millimeters. Considering the
usual density of defects in the crystals, we thus probe ensembles of defects here.

3.1.1 Description of the experiments

The complementary approaches of photoluminescence and reflectivity

The microscopic processes involved in photoluminescence and reflectivity are of distinct
nature. The photoluminescence is the result of carrier relaxation and thermalization

51



Chapter 3. Deep defects emitting in the UV range

processes after the system was put in an excited state, thus out of equilibrium. It
is a particularly efficient technique to analyze semiconductors shallow levels and also
deep levels when the radiative recombination process is intense enough [121]. Yet,
the interpretation of the processes responsible for lines in the emission spectrum can
sometimes be complex, therefore we complement our measurements with reflectance. In
reflectance spectroscopy, we probe a material close to its thermodynamic equilibrium,
that is to say the reflected signal intensity for a given excitation wavelength provides
information about the dielectric constant of the material, and thus about the oscillator
strength of the optical transitions. We will be using these two kinds of spectroscopy
in order to gain better understanding of the underlying processes responsible for the
features observed in our optical measurements. We will now present the experimental
setup for these two techniques.

Macro photoluminescence setup
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Figure 3.1
Scheme of the macro-photoluminescence setup. A Ti:Sa oscillator is quadrupled through two
successive wave-mixing units, and sent onto the sample inside the cryostat. An achromatic
optical system couples the emitted light to a spectrometer equipped with a camera optimized
for deep UV.

We present on Fig 3.1 a scheme of the macro-photoluminescence setup. A cw mode-
locked Ti:Sa oscillator with a repetition rate of 82 MHz is sent onto two successive wave-
mixing devices: the first one provides the third harmonic signal that is subsequently
mixed in the second unit with the first harmonic signal and tuned to give the fourth
harmonic at a wavelength of 195 nm (6.35 eV) with a power of 30 µW. A prism (P) is
used to further separate the fourth harmonic from the other components, and a planar
mirror (M) directs the beam toward the sample hold on a cold finger of a closed-cycle
cryostat (temperature control from 8 K to room temperature). The spot diameter is
on the order of 50 µm. An achromatic optical system couples the emitted signal to the
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3.1 New levels in carbon-doped hBN crystals

detection system, composed of an f = 300 mm Czerny-Turner monochromator, equipped
with an 1800 grooves/mm grating blazed at 250 nm and with a back-illuminated CCD
camera (Andor Newton 920), with a quantum efficiency of 50% at 210 nm. The spectral
resolution is 0.8 nm or 2.5 meV at 200 nm.

Reflectivity setup
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Figure 3.2
Scheme of the reflectivity setup. A deuterium lamp is spectrally filtered through a monochro-
mator and sent onto the sample with near normal incidence angle. The intensity of the reflected
field is measured with a photomultiplier.

We present our home-made experimental setup for deep UV reflectance on Fig 3.2.
We use the field emission of a deuterium lamp (63163 Newport) spectrally filtered
through a monochromator (Cornerstone CS130) with 100 µm slits providing a spectral
resolution on the order of 10 meV and a scan range going from 180 nm up to 320 nm. An
achromatic optical system made of spherical mirrors coated for deep UV conducts the
light onto the sample close to normal incidence, with a rectangular spot of size 100 µm
× 1.5 mm. The reflected field was collected by a photomultiplier (PM) connected to a
preamplifier-transducer and a final lock-in amplifier. In order to remove absorption lines
of O2 in the deep UV, the whole optical path was placed in a N2-purged atmosphere. The
cryostat was the same as in the macro-PL experiment. Due to the excitation field source
(deuterium lamp) having a non-uniform intensity distribution over the wavelengths
used in the experiment, we normalized the data by the measurement of the reflectivity
spectrum on an Aluminum mirror deposited on the sample holder.

3.1.2 Samples characteristics

We have carried out experiments on a batch of samples doped with carbon whose growth
process involves different precursors. In order to avoid misinterpretation of results, it is
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Chapter 3. Deep defects emitting in the UV range

important to present the growth protocol as well as the potential effects of the different
precursors on the PL spectra.

Synthesis of the crystals

The team of James H. Edgar in Kansas State University provided us with carbon-doped
hBN single crystals grown from a molten metal solution at atmospheric pressure with a
modified version of the growth procedure described in references [17, 122]. Three metals
were used: nickel, iron, and chromium. Nickel and iron are good solvents for boron,
with maximum solubilities of 18.5 at.% and 17 at.%, respectively. Chromium is good
for dissolving nitrogen. Mixing of both metallic solvents forms a eutectic (at 1345 ◦C
for Ni and Cr). The boron source for all samples was either a commercial hBN powder
or hot pressed boron nitride (HPBN), nominally fabricated from the same commercial
powder. The carbon source was graphite powder, with the natural distribution of
carbon isotopes, except for sample C40, which used 13C enriched graphite. We present
the samples and their specificities on Table 3.1.

Table 3.1
Growth parameters of the carbon-doped hBN crystals precipitated from a molten metal solu-
tion in a high-temperature furnace. HPBN denotes hot pressed boron nitride.

Sample name Graphite quantity BN quantity Solvents Cooling rate Atmosphere

C20 1.5 g graphite powder 0.5 g BN powder 10 g Fe + 10 g Cr 4 ◦C/h H2 + N2

C22 1.5 g graphite powder 0.5 g BN powder 10 g Ni + 10 g Cr 4 ◦C/h H2 + N2

C27 graphite piece HPBN 17 g Fe + 17 g Cr 4 ◦C/h H2 + N2

C33 2.0 g graphite powder 1.0 g BN powder 20 g Ni + 20 g Cr 0.5 ◦C/h CO + N2

C40 0.75 g 13C powder BN pressed boat 10 g Ni + 10 g Cr 0.5 ◦C/h CO + N2

More specifically, the carbon-doped hBN crystals were precipitated from the molten
metal solution in a high-temperature single-zone furnace. For growing the crystals of
Table 3.1, the precursor powders with compositions listed in the second through fourth
columns were loaded in either an alumina or a HPBN ceramic crucible, and transferred
into the furnace. The furnace was evacuated and purged with the atmospheric gases
listed in the sixth column multiple times to remove all residual oxygen. For growing
pure hBN crystals, a small amount of hydrogen is typically added with the flowing
nitrogen to reduce and remove any oxides from the source materials. However, to avoid
excessive etching of the graphite source for growing these carbon-doped hBN crystals,
carbon monoxide was used instead of hydrogen, as it reacts with and removes oxygen,
but not carbon. The precursor powders were heated up to 1550 ◦C to form liquid phase
and held at this temperature for 24 h to thoroughly dissolve the carbon, boron, and
nitrogen into the molten metal solution. The crystals were then grown by cooling the
system to 1300 ◦C at rates of 4 or 0.5 ◦C/h, as listed in the fifth column. During crystal
growth, the atmospheric gases were continuously flowed to the system at a rate of 125
sccm, and the system was kept at 850 torr. After crystal growth, the system was then
quenched to room temperature at 50 ◦C/h.
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Figure 3.3
Macro-PL spectrum at 8 K (semilog scale), with an excitation energy of 6.35 eV, in bulk hBN
synthesized either with iron (C22) or nickel (C20), and the hBN powder used as a precursor,
here in the form of HPBN.

Iron versus nickel as solvent

As alluded to earlier, the solubility of boron is higher in nickel than iron while the
residual amount of carbon impurities in our Fe is smaller than in our Ni. To determine
whether these parameters play a role in the crystals structural properties, we perform
photoluminescence measurements over a wide range of energy.

We begin by comparing the 8 K PL features in the spectral range between 3.5
and 6 eV [Fig 3.3], recorded in cases of samples C20 (Fe-Cr solvent) and C22 (Ni-Cr
solvent), and of the BN powder used as a precursor, here in the form of HPBN. The
PL spectrum of the BN precursor displays emission lines near 4 eV (shaded region in
Fig 3.3). These lines are also found in the PL spectra of C20 and C22. The lines form
a more or less documented series, depending on the growth run, with in general the
detection of a strong feature at 4.1 eV. We emphasize that these sharp lines were never
recorded in the case of samples grown using the protocol of [123], which revealed the
optical performances of monoisotopically boron-purified BN samples [124]. For these
growths, elemental boron-10 and boron-11 as well as N2 were used instead of a BN
powder. PL intensities have been plotted logarithmically in Fig 3.3. The PL spectrum
below 5 eV corresponds to the recombination lines arising from deep levels. There is the
well-known zero-phonon line (ZPL) at 4.1 eV with its accompanying phonon replicas
at lower energies [68, 125]. Because of the heavy carbon-doping in our hBN crystals,
the PL intensity of the 4.1 eV line is comparable to that of the stacking faults around
5.5 eV, in contrast to the peak observed in powder samples, if it is seen at all. This is
in agreement with similar studies reported in [125] that led those authors to relate the
4.1 eV line to carbon/oxygen impurities. In Fig 3.3, the PL line shape is not influenced
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Chapter 3. Deep defects emitting in the UV range

by the chemical composition of the solvent (iron or nickel) within the inhomogeneous
linewidth of our hBN crystals.
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Figure 3.4
Zoom-in of the 4 eV region (linear scale) of the macro-PL spectrum in bulk hBN synthesized
either with iron (C20) or nickel (C22), together with a hBN powder used as a precursor (BN
Powder).

It is important to emphasize the occurrence of a doublet feature centered at 4.12 eV,
with an interlevel splitting of ∼ 2 meV in sample C22 (grown using Cr-Ni), which is also
recorded but weaker in sample C20 (grown using Cr-Fe), as shown in Fig 3.4. The PL
feature of the BN powder displayed in Fig 3.4 indicates that it is also present in the pre-
cursor. Therefore, this doublet line is correlated to a contaminant contained in the BN
precursor. It has nothing to do with the contamination of Fe, Ni, or Cr. The only differ-
ence between Ni and Fe as a solvent is the unsystematic recording of a weak and broad
PL band at 4.6 eV when using the Ni-Cr solvent. We thus conclude that the use of Ni
or Fe has only a marginal influence on the optoelectronic properties of our hBN crystals.

Now that we have cast out doubts concerning the effect of the solvent on structural
properties through analysis of the photoluminescence over a wide range of energy, we
will be focusing in the following on the impact of carbon-doping. We will first consider
the shallow levels in the 5-5.7 eV range, and secondly deep levels around 4.1 eV.

3.1.3 Shallow-level emissions

Fig 3.5 displays on a semi-logarithmic scale the PL spectra recorded at 8 K for dif-
ferent samples, from top to bottom: a test undoped hBN crystal purchased from HQ
Graphene (HQG), samples C22 and C27 (without CO), and sample C33 (with CO but
with different C/BN ratios; cf. Table 3.1).
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Figure 3.5
PL spectra recorded at 8 K in bulk hBN crystals for energies ranging between 5 and 6 eV
(semilog scale). Spectra are vertically shifted for clarity. Growth conditions are given in Table
I. HQG stands for a test undoped hBN crystal purchased from HQ Graphene.

The 5.7–6 eV energy range corresponds to the intrinsic part of the emission spectrum.
This series of lines corresponds to the well-defined phonon-assisted optical transitions
typical of indirect-bandgap semiconductors, and here, of the hexagonal BN stacking,
with their specific spectral distribution that we have reviewed in Chapter 1 Section
1.4.1. Zooming in on each of these phonon-assisted recombination lines reveals a sim-
ilar low-energy fine structure, due to the emission of phonon overtones involving the
low-frequency Raman-active mode at the zone center [57].

Below the energy of the LO-assisted recombination (5.75 eV) starts the spectral
range of defect-related emission, discussed in Chapter 1 Section 1.4.2. From 5.7 eV
down to 5 eV, there is a series of discrete lines split from each other by about 147 meV.
Transverse optical phonons at the K point of the Brillouin zone assist inter-K valley
scattering, producing a series of discrete recombination bands because the stacking
faults in bulk hBN [65, 66] provide a density of final electronic states in Fermi’s golden
rule, and shape the envelope of the PL spectrum [63]. Two distinct lines, labelled D2

and D6 in the initial paper of Cassabois et al. [63] and noted on Fig 3.3, are also
detected. They were tentatively attributed to the BN divacancy following [126].

The PL spectrum is almost identical for the first three samples (HQG, C22, and
C27). In contrast, in the heavily doped C33 sample, the PL spectrum presents less
defined features. The sharp and detailed series of phonon-assisted recombination lines
above 5.7 eV is strongly broadened and hardly observable, and the defect-related emis-
sion lines are also broadened. More importantly, we note an apparent blue shift of the
most intense line to 5.52 eV in C33, shifting from 5.47 eV in the other samples.

The higher carbon concentration in C33 may affect the crystal quality and result
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Chapter 3. Deep defects emitting in the UV range

in a decrease of the intensity of the intrinsic recombination lines together with a larger
inhomogeneous broadening, which would contribute to washing out the series of phonon
replicas above 5.7 eV. As a matter of fact, this may also impact the defect-related emis-
sion lines, but we note a distortion of the peak around 5.5 eV. In HQG, C22, and C27,
the energy of the maximum is 5.47 eV with a high-energy shoulder at 5.5 eV [Fig 3.5],
whereas we observe a broader asymmetric line in C33 with a maximum at 5.52 eV, an
energy that corresponds to a minimum of the PL spectrum in HQG, C22, and C27.
Finally, a secondary maximum appears at 5.37 eV in C33, as a high-energy shoulder of
the 5.3 eV band, again at an energy where the PL spectrum of HQG, C22, and C27
displays a minimum. These observations suggest the existence of new transitions in the
optical response of heavily carbon-doped hBN crystals.

Figure 3.6
PL (solid lines) and reflectance (dotted lines) spectra on linear scales, recorded in a test
undoped hBN crystal (HQG, black lines) and a heavily carbon-doped one (C33, green lines)
at 10 K. Note the coincidences between the reflectance minima and the PL maxima in sample
C33.

To test this hypothesis, we compare in Fig 3.6 the PL and reflectance spectra (on
linear scales) recorded in HQG and C33. For HQG, the reflectivity (dotted black line)
displays smooth variations with a rather flat spectrum in the spectral domain where
the PL spectrum (solid black line) is on the contrary very rich with many lines due to
intervalley scattering into excitonic states bound to stacking faults, as explained above.
Such a difference between the spectra is fully consistent with the distinct nature of
the microscopic processes involved in PL and reflectivity. Indeed, as explained in the
beginning of this chapter, the reflectivity probes a material in its thermodynamic equi-
librium whereas PL results from carrier relaxation and thermalization. The presence of
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3.1 New levels in carbon-doped hBN crystals

many defect-related lines around 5.5 eV, in the PL spectrum but not in the reflectance
one, is a genuine signature of relaxation effects with resonances of intervalley scattering,
further supporting the interpretation initially proposed in [63].

In contrast, the heavy carbon-doping in C33 not only modifies the PL spectrum
(solid green line) but also the reflectance one (dotted green line). Strikingly, there are
pronounced reflectance oscillations, in resonance with the new emission lines at 5.37 and
5.52 eV. This observation confirms the existence of new optical transitions associated
with heavy carbon-doping in hBN crystals. The incorporation of carbon during the
growth process produces complementary states with a high enough density and oscilla-
tor strength of their optical transition to significantly change the dielectric constant in
the 5.3–5.6 eV energy region.

Following [126], we tentatively attribute the lines at 5.37 and 5.52 eV to an exciton
bound to the defect formed by a carbon substituting for a nitrogen (CN). In [126], the
optical absorption spectrum of hBN calculated by the Bethe-Salpeter equation predicted
that native point defects or impurities induce novel optical transitions close to the band
gap, corresponding to defect bound excitons. The heavy carbon-doping in C33 makes
the CN -bound exciton a strong candidate for the 5.37 and 5.52 eV lines.

3.1.4 Deep-level emissions

In this section we focus on the lower energy part of the spectrum presented in Fig 3.3,
especially on the shaded region corresponding to the emission of the well studied defect
at 4.1 eV. We discuss the presence of new spectral lines at higher energies between 4.1
and 4.2 eV.
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Figure 3.7
Full set of the PL spectra (semilog scale) of carbon-doped hBN samples in the 3.5-4.25 eV
range. The spectra are vertically shifted for clarity. The horizontal bars have a 200 meV
width, corresponding to the LO(Γ) phonon energy.
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We display on Fig 3.7 the PL spectra of three samples in the 3.5-4.25 eV spectral
range. Emission from the 4.1 eV deep level is always recorded with its sharp ZPL,
phonon sidebands and prominent optical phonon replicas at 3.9 and 3.7 eV [68, 127].
A new line at 4.12 eV (called UV1) is observed with a doublet fine-structure splitting.
In sample C27, there are additional weak lines at 4.14 and 4.16 eV (called UV2 and
UV3, respectively), all three of these lines being much more intense in the heavily
carbon-doped C33 sample. We also note that all of these lines broaden when increasing
the amount of carbon involved in the growth protocol, which likely prevents us from
observing any fine-structure splitting, if any, for UV2 and UV3. Finally, phonon replicas
of UV1, UV2, and UV3 are detected, readily observed and red-shifted by 200 meV
(LO(Γ) phonon) and 400 meV (2LO(Γ) phonons) from their ZPL.

The first indication that UV1-3 do not share the same microscopic origin as the 4.1
eV deep level comes from the vibronic part of their PL spectrum. The experimental
data recorded in C33 are plotted on a linear scale in Fig 3.8 in order to better resolve
the different line shapes of UV1-3 compared to the 4.1 eV line. At low temperature (8
K, top spectrum), we can distinguish the ZPL and the low-energy sideband in the emis-
sion spectrum of the 4.1 eV defect as described in Chapter 1 Section 1.4.3, although the
carbon-doping leads to broadening of the ZPL. On the contrary, for UV1-3 no phonon
sideband is observed and each of the UV1-3 lines can be fairly fitted to a symmetric
profile, with a Gaussian function. Moreover, upon raising the temperature, the FWHM
of UV1-3 increases from 6 meV at 8 K to 9 meV at 120 K. Such a temperature depen-
dence contrasts with the phenomenology presented in Section 1.4.3 Fig 1.18, where we
observed a 5.5 meV broadening in the 8-120 K range for the 4.1 eV defect [68], further
suggesting a different microscopic structure in UV1-3 compared to the 4.1 eV defect.
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Figure 3.8
Temperature-dependent PL measurements (linear scale) in the heavily carbon-doped hBN
sample C33, in the 4.05 to 4.2 eV range. The spectra are vertically shifted for clarity.

Furthermore, looking at the PL signal intensity as a function of temperature, we do
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3.1 New levels in carbon-doped hBN crystals

not record any cross-talk between the lines, with a constant intensity ratio among the
set of optical transitions in the 3.8-4.2 eV range. This observation indicates the absence
of interlevel crossing in the relaxation dynamics, either because the spatial separation
of the defects is larger than the carrier diffusion length, or because they are formed
in distinct mesoscopic domains due to the local fluctuations of the growth conditions
during the synthesis of the hBN crystals.

We performed reflectivity measurements in this region of the spectrum in order to
access the oscillator strength of the optical transitions observed. Results are shown on
Fig 3.9, where we compare the PL and reflectance spectra recorded at 8 K in sample
C33. The reflectivity signal exhibits a marked peak at 4.1 eV, testifying to a substantial
oscillator strength. Because of the mirror symmetry between phonon-assisted absorp-
tion and phonon-assisted emission, we record a series of blue-shifted minima that are
the high-energy analogs of the phonon replicas detected in the PL spectrum, with an
interlevel spacing of 200 meV as discussed above. Note that the ZPL is broader in
reflectance than in PL, thus smearing out the fine structure of the phonon replicas in
reflectivity.
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Figure 3.9
PL (green dashed line) and reflectivity (purple solid line) spectrum on linear scales, recorded
at 8 K for sample C33 in the 4 eV region. The horizontal bars have a 200 meV width,
corresponding to the LO(Γ) phonon energy. They are displayed in red for the red-shifted
phonon-assisted emission (below 4.1 eV), and in blue for the blue-shifted phonon-assisted
absorption (above 4.1 eV).

Surprisingly, nothing is detected for the UV1-3 deep levels in reflectivity. Although
the PL lines of UV1-3 and the 4.1 eV defect are of comparable intensities in this sample,
no reflectance minima are seen at the energies of the new carbon-related PL lines. This
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effect may come from either a smaller oscillator strength or a lower density of the UV1-
3 point defects. In both cases, the interpretation of the high PL signal intensity from
UV1-3 implies a more efficient carrier relaxation in these novel carbon-related point
defects.

Summary

By means of macro-PL and reflectivity experiments, we have probed the emission spec-
trum of different carbon-doped crystals of hBN in the deep UV (5 eV to 6 eV) and the
near-UV (∼ 4 eV).

In the deep UV, namely in the part of the spectrum corresponding to exciton recom-
bination assisted by inter-K valley scattering, we bring the evidence of new energy level
transitions at 5.37 and 5.52 eV which are not observed in moderately doped samples.
They have sufficient oscillator strength and are present in density high enough to mod-
ify the dielectric constant in the energy region 5.3-5.6 eV, as witnessed in reflectivity.
We attribute the new level transitions to an exciton bound to a CN impurity.

In the near-UV region around 4.1 eV, we reveal the existence of additional optical
transitions at 4.12 eV (UV1), 4.14 eV (UV2), and 4.16 eV (UV3), to which carbon dop-
ing induces a strong increase in their PL signal intensity. These spectral lines are not
documented in the literature. In contrast of the two levels introduced at higher energies
in the spectrum, the reflectance spectra show no correlated features for the UV1-3 lines,
indicating either a low density or weak oscillator strength. In the former case, recalling
that the excitation spot is large and thus the signal is averaged over many locations,
probing the sample at a smaller scale would enable to investigate the spatial variations
of these deep levels and help to gain further insight into them.

To that end, we shall now present the µ-PL confocal setup operating in the UV
range, built during my thesis. Additionally to the gain in spatial resolution, the better
spectral resolution of our confocal microscope will also help in revealing subtle details
in the spectrum, if any. Besides, the sub-bandgap excitation energy at 4.66 eV (266
nm), is not only closer to the energy transition of the UV1-3 levels, but also allows the
suppression of the 4-eV broad emission background [127], thus enhancing the visibility
in this region of the spectrum.
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3.2 Confocal microscope at 266 nm / 4.66 eV

3.2.1 General overview of the experimental setup
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Figure 3.10
Functional sketch of the confocal microscope.

We have built a confocal microscope in the ultraviolet range that works at cryogenic
temperature and is coupled through an achromatic and geometrical aberration-free
optical system with a spectrometer and a HBT interferometer (cf. Chapter 2) to assess
the uniqueness of the point defect emitters. A scheme of the overall setup is shown on
Fig 3.10, while a more detailed drawing for the cryostat and widefield imaging system
is presented on Fig 3.11.

Laser source

The excitation source is a diode pumped continuous wave solid state laser (FQCW266-
10, CRYLAS GmbH company). The optical emission results from a quadrupled Nd:YAG
laser (λ=1064 nm) thus providing an emission wavelength at 266 nm or 4.66 eV. The
mode of the emitted light is a single longitudinal mode TEM00, with a deviation from
a gaussian beam shape characterized by a factor M2 < 1.3, linearly vertically polarized
and with a linewidth of less than 300kHz around 266 nm. A combination of a half-
wave plate (λ/2) and a polarized beam-splitter (PBS) allows the regulation of the laser
power. The beam is enlarged a first time by a couple of lenses of different focal length
(L1, L2).
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Spatial filtering

To obtain optimal performances, a pinhole diaphragm in the excitation path is used
to improve the selectivity of the illumination in the sample field by spatially filtering
the illumination beam. Another advantage of this pinhole is that it creates a point
source for the excitation that is stable and remains immobile throughout measurement
and alignment, the changes in pointing direction of the laser source producing only a
modification of the laser intensity. In this purpose, a pinhole of 25 µm is placed in the
conjugated focal plane of a lens L3 (f=89.5 mm) and L4 (f=136 mm). The telecentric
system formed by (L3, L4) provides a second enlargement of the beam. The focal length
of L3 was chosen long enough in order to avoid spherical aberrations with high angles
of diffraction which would introduce distortion of the spot and losses of energy. The
lens L3 is installed on a XY translation stage with micrometer control of the position
and on a Z linear translation stage in order to finely optimize the coupling with the
fixed confocal pinhole. We reach a coupling of 86%.

Beam walking and dichroic mirror

The excitation beam is then sent onto two planar mirrors (P2, P3) mounted on kine-
matic mounts with adjustable angles and in a 45◦/45◦ configuration, for beam walking.
This couple of mirrors allows to make the beam parallel and centered with respect to
the entrance pupil of the objective.

A dichroic mirror (Di01-R266 Semrock) is placed at an incident angle of 45◦. It has
a reflection coefficient of 94% for λ = 266 nm and a transmission coefficient of 90%
above λ = 277 nm. DB on Fig 3.10 indicates an iris diaphragm that enables to control
the beam diameter before the objective.

Microscope objective in a close-cycle cryostat

The microscope objective we use is a refractive objective with an effective focal length
EFL = 5 mm at 266 nm and numerical aperture NA = 0.5 (LMU-40X-UVB, Thorlabs).
The cryostat installed in the experiment is an helium close-cycle cryostat (OptiDry
model) from MyCryoFirm. It has a large vacuum chamber with a cold gold-coated plate
at 4 K at the bottom, on which lies the sample holder along with all the opto-mechanical
devices (sample positioners, scanners), the probe and heater for temperature control (cf.
Fig 3.11). This chamber possesses an upper turret, removable for samples installation
and/or indoor optics adjustment. An in-house made mechanical piece was designed to
hold a planar mirror at 45◦ on top of this turret, thus changing the propagation of light
from horizontal to vertical direction, directing the beam towards the top window of the
cryostat.

One fundamental aspect of our setup is the position of the objective inside the
chamber of the cryostat. Indeed, in the UV range, aberrations introduced when a cone
of light crosses a glass window are huge. In order to avoid any change of refractive
index between the objective and the sample, the microscope objective was fixed inside
the chamber to the top wall, like illustrated on Fig 3.11. However, in the cryostat, the
walls are not cooled down, only the cold plate is connected to the cooling system. It
means that the objective is at room temperature. This is why we need a thermal shield
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Figure 3.11
Drawing of the excitation part with the cryostat chamber and the widefield imaging system.

at 50 K between the objective and the sample holder, to protect the sample from the
black body radiation at 300 K of the objective.

Scanning system

In the design of our confocal setup, the laser source and the objective are fixed, and we
perform raster scans by recording the PL signal intensity for different positions of the
sample by moving the sample. It requires a precise control of the position, the moving
frequency and the repetition rate of the scanning stage. Moreover, the nanopositioners
work under cryogenic temperature and vacuum. We use two types of positioners: three
unidirectional steppers (2 ANPx101 & ANPz101 Attocube) to position roughly the
sample and explore different regions, and one XYZ scanner (ANSxyz100 Attocube) to
perform the scans. The steppers have a travel range of 5 mm at both high and low tem-
perature whereas the scanner travel range is 50×50×24 µm3 at 300 K and 30×30×15
µm3 at 4 K. Both types of positioners are connected to their suitable controller. The
scanner is controlled through an acquisition card with analog outputs (NI PCIe-6323)
connected to the controller (Thorlabs MDT693B-3 channel) while the steppers are con-
trolled independently through their own controller (Attocube ANC 300).
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Confocal collection

The photoluminescence of the sample is collected by the same objective and collimated
towards the collection path. The light is first transmitted by the dichroic mirror, and
then goes through a filter F1, an ultrasteep long-pass edge filter (RazorEdge Semrock)
with an optical density OD = 5 at 266 nm, to remove the remaining laser light inten-
sity. The confocality of the microscope is ensured by the collection pinhole positioned
in the common focal plane of two spherical mirrors S1 and S2 (f=250 mm). In this con-
figuration, the light is therefore re-collimated by the second spherical mirror S2, and
subsequently separated by a 50/50 beam splitter: one half is directed toward a couple
of single-photon detectors and is filtered by the band-pass filter F2 300-340 nm with
OD > 5 outside the band (FF02-320/40 Semrock), and a second half toward a planar
mirror P4 that directs the light to a 24◦ off-axis parabolic mirror Pa (f=209 mm). This
last mirror focuses the photoluminescence at the entrance slit of the spectrometer.

The diameter of the pinhole in collection, which fully determines the ability of the
system to select one optical slice in the axial direction of the sample, has to be properly
chosen. The choice is usually made so that the back projected image of the pinhole in
the focal plane of the objective is equal or smaller than the excitation spot. If we neglect
aberrations, the excitation spot size is given by the Airy disk radius calculated with
the photoluminescence wavelength because we are considering the diffraction pattern
caused by the light emitted from a point source in the sample. Thus, we apply the
Abbe formula with λPL = 300 nm (emission wavelength of the 4.1 eV defect) and the
resulting Airy disk radius rAiry equates to:

rAiry = 0.61× λPL
NA

= 0.61× 300nm
0.5

≈ 366nm . (3.1)

We finally obtain the size of the pinhole by applying the magnification factor related to
the focal length of the objective and mirror S1: fS1

fobjective
× 2 × rAiry = 250mm/5mm ×

2× 366nm ≈ 37 µm. Conventional sizes of pinhole being multiple of 10 µm, the choice
was made to favor confocal stringency and work with a 30 µm wide confocal pinhole
(80% of the Airy disk).

Two channels for PL detection

After the confocal selection, we have two different ways of detecting the photolumines-
cence signal.

In the case of the reflection on the beam splitter BS [Fig 3.10], we use hybrid
photomultiplier tubes (PMA Series PicoQuant) in photon-counting mode. The PMA
have a 6 mm wide detection area, work for photon wavelengths between 220 and 650 nm,
have a transit time spread of 50 ps, which is the ultimate time resolution achievable, and
can handle count rate up to 10 MHz. The dark counts are under 100 counts/s. For raster
scans of PL, only one of the detectors was used. However, to perform time-correlated
single photon counting (TCSPC) measurements, we used both detectors mounted in
the configuration of Hanbury Brown and Twiss (HBT) interferometer. The PMA are
connected to a single-photon counting acquisition card (PicoQuant TH260).
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In the second case of transmission by BS, we use a spectrometer that has a f=500
mm Czerny-Turner system (Shamrock 500i B2) equipped with a turret containing three
gratings with different groove density and blazed at different wavelengths. The one
providing the best resolution has 1800 grooves/mm and is blazed at 250 nm: it provides
a spectral resolution of 0.02 nm or 0.3 meV at 300 nm. The spectrometer is coupled to a
back-illuminated UV-enhanced camera (Andor Newton DU940P BU2) with a quantum
efficiency of 60% at 300 nm. The camera active pixel area is composed of 2048×512
pixels of 13.5×13.5 µm2. The advantage of using the spectrometer is to resolve the PL
spectrum. We can spectrally filter the PL maps over a given spectral range, a type of
analysis usually called SPIM. This will be further explained and illustrated in section
3.2.5. The time needed for such an acquisition is however much longer than the one
with mono-channel photon detectors.

Optical inspection with the widefield imaging system

An additional mirror placed on a magnetic mount ahead of the collection path is used
to couple the objective with the widefield imaging setup. A close-up of this part is
represented on Fig 3.11.

In order to visualize the sample surface under visible light and with an appropri-
ate magnification, we set up a widefield microscope using a mounted LED (Thorlabs
MCWHL5) which emits a cold light at 6500 K with a central wavelength at 430 nm.
The image is formed on a CCD camera (Thorlabs DCC1545M) by a UV-coated lens.
The magnification obtained is 35× which provides a spatial extent of 45 µm wide and
70 µm high.

Computer control of the experiment

The experimental setup features a number of instruments that need to be controlled
by a central unit for data acquisition. From shining a laser on a sample to obtain a
SPIM image, there is a number of steps that goes from the development of an interface
with a central unit, computer programs for data acquisition, data analysis and data
visualization. I present below the programs that I have coded during my thesis.

There were two main programs to develop for the data acquisition. The first con-
cerns the acquisition of raster scans of photoluminescence. One very inconvenient point
is that the PMA, made to detect single photons, send low negative amplitude pulses (-75
mV) with extreme short time resolution (700 ps) which make them undetectable by the
acquisition card of the scanners (NI PCIe-6323). In consequence, the instruments have
been synchronized for scan acquisition using the acquisition card PicoQuant-TH260,
suitable for the signal sent by the PMs, with the NI card. The program has been coded
in Labview with the DLL from Attocube and PicoQuant. The second program is the
one used for SPIM acquisition. It requires to control in a synchronous manner the
scanners and the spectrometer with the camera. Again the chosen interface is Labview
because previous programs were already developed in that language.

A secondary program has been coded in Labview for control of the Attocube step-
pers. Regarding the spectrometer, native program from Andor (Andor Solis) has been
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extensively used for alignment and sample exploration especially for its numerous op-
tions in image mode. Temperature control has been conducted directly through the
controller Cryo.Con 24C. Laser emitting power was always set to 8 mW for stability
and effective used power was selected by a couple of a half-wave plate and a polarized
beam splitter. The direction of the half-wave plate was controlled from the computer
through a motorized rotation stage.

Concerning the data visualization and analysis, I have coded programs exclu-
sively in Python programming language [128], working mainly with Numpy and Scipy
libraries for data processing and analysis, Panda for data manipulation and Matplotlib
for data visualization.

3.2.2 What are the challenges to build a confocal setup in the
UV?

The many challenges to build such a confocal setup in the ultraviolet range stem from
the optical aberrations, both spherical and chromatic, in the excitation as well as in
the collection part of the optical system.

Indeed, materials used to build optics (lenses, mirrors, windows, beam splitters)
become very dispersive media for the light in the UV. This is the reason why we installed
the microscope objective inside the cryostat chamber, as explained earlier. Yet, this
does not solve all issues related to spherical aberrations. The refractive objective we
use in our system is significantly sensitive to spherical aberrations in that the focusing
of the excitation beam into a small excitation spot in the sample field is remarkably
dependent on the diameter DB of the beam. While it is common to fully illuminate
the entrance aperture of the objective to reach the best spatial resolution, here we need
to assess the optimum value of DB that minimizes the impact of spherical aberrations.
We carefully deal with this issue in section 3.2.3.

Another consequence of optics becoming highly dispersive in the UV is that, while
the excitation part deals with a monochromatic beam and for which we can use lenses
to focus and re-collimate the light, the situation in collection is significantly different
because the emitted light from our sample has a large spectral width that expands
typically from 300 nm to 340 nm. In this regard, chromatic aberrations are a crit-
ical issue, and totally preclude the use of refractive optics for the collection of the
photoluminescence. To get rid of this type of aberration we have used reflective op-
tics such as concave and parabolic mirrors. We shall discuss the practical aspects of
those in section 3.2.4. The microscope objective, made of a series of lenses, and used
both for excitation and collection, suffers the same chromatic aberrations, particularly
when it is question of focusing the laser light and collecting the PL light from the same
focal point. This issue demands particular attention and will be tackled in section 3.2.4.

Besides, another necessity in the UV range is to work with UV-adapted optical
components. The lenses L1-4 (LA-UV, Thorlabs) are made of UV grade fused silica
offering a high transmission coefficient in the UV and low thermal expansion, and are
coated with an anti-reflection layer, decreasing the reflection to 0.5%. The mirrors P1-
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3 (NB1-K04, Thorlabs) are Nd:YAG laser line mirrors, perfectly adapted to our laser
source, offering a high damage threshold to withstand the high-intensity beam in the
excitation part. The reflection coefficient is greater than 99.75%. In the collection part,
the mirrors S1-2 are UV-enhanced aluminum concave mirror (10DC500AL.2, Newport)
with a reflection coefficient R > 90% for wavelength between 250 nm and 600 nm. P4 is
also a UV-enhanced aluminum mirror (PF10-03-F01, Thorlabs) with R > 90% between
250 and 450 nm. Finally, the parabolic mirror Pa is made of bare aluminum (Edmund
Optics) and is 40mm×40mm large. It has been specially coated for UV. Its reflectivity
reaches 85% in the range 250 nm - 700 nm. These coatings are expensive, and sensitive
to oxidization. Moreover they are less tolerant in angle of incidence which adds to the
constraints, however they are of paramount importance when signals to be detected are
very weak. Finally,

3.2.3 Optimization of the optical excitation

In this section, we deal with the impact of the excitation beam diameter on the spatial
resolution. To obtain the smallest spot of excitation with a microscope objective, one
usually illuminates the full entrance aperture of the objective, and we understand it
well from basic knowledge on microscope resolution and Fraunhofer diffraction. How-
ever, due to importance of refraction phenomenon at 266 nm, spherical aberrations are
occurring through the objective lenses and enlarge the excitation spot by modifying
the distribution of intensity in the sample field. Thereby, the resolution given by the
classical Abbe formula r0 = 0.61× λ

NA
is not applicable here.

In order to curb this detrimental effect, we control the entrance beam diameter DB

by placing an iris diaphragm on the excitation path before the top mirror of the cryostat
(cf. Fig 3.10). By narrowing the beam we suppress the outer light rays on the pupil,
thus diminishing spherical aberration effects. Yet, when the objective entrance pupil
is not completely filled, the effective numerical aperture NA decreases and so does the
diffraction-limited resolution (Airy disk radius increases). Therefore, one must find an
optimum value for the resolution.

Simulation with an optical design software

We have used Zemax to numerically simulate the effect of DB on the excitation spot
size. Zemax is a professional optical design program [129] used to design and analyze
imaging systems as well as illumination systems. It works by ray tracing-modeling
the propagation of rays through an optical system. It can model the effect of optical
elements (here, the objective) and produce standard analysis diagrams such as spot
diagrams.

Fig 3.12(a) presents the dependence of the spot size with DB. We have two elements
in the figure. First is the case without spherical aberrations, represented by the solid
orange curve. In this case the excitation spot radius is only limited by diffraction,
it is the Airy disk radius. Second is the case with taking spherical aberrations into
consideration, represented by the blue dots. In this case, the excitation spot radius
departs from the ideal case because aberrations through the objective tend to deviate
the peripheral rays, thus enlarging the spot. Therefore we need to redefine the spot
radius. A consistent way of doing that is to consider, in the spot diagram, the radius
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of the circle enclosing 84% of the total luminous intensity, a criterion chosen to be
identical to that of the definition of the Airy disk (cf. Fig 3.13 for more details). The
procedure for this redefined spot also performs an optimization along the axial direction
(the so-called "refocused spot"), as a consequence the effective focal length changes a
little bit during this process, however over the all range of DB values in this figure, the
variation of the focal length is less than 1 µm. DB ranges from 1.5 mm to 5 mm, the
actual pupil diameter of the objective.

Diffraction-limited

With spherical aberrations

Spot radius : 0.506 µm 
Pupil diameter : 3.8 mm

∼ 6

DB = 2 mm

∼ 5 ∼ 4 ∼ 7

DB = 3.8 mmDB = 3 mm DB = 4.5 mm

(a)

(b)

Figure 3.12
(a) Simulated diagram, using Zemax, of the excitation spot radius in the focal plane of the
objective depending on the beam diameter (DB). The solid orange line represents the case
without taking spherical aberrations into consideration (Airy disk), and the blue dots with
spherical aberrations throughout the objective (refocused spot, see main text). (b) Experi-
mental investigation of the effect of the beam diameter for DB = 2, 3, 3.8 and 4.5 mm. The
upper panels are the images at zero order on the CCD camera of the spectrometer without
the confocal pinhole in collection. The lower panels are a cross-section of the intensity profile
with a Lorentzian fit, the FWHM in pixels is indicated by the orange arrows.

One can see that the Airy disk size (solid line) varies in a monotonous way with
the beam diameter. This is well understood from Fraunhofer diffraction: the more
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the incident beam illuminates the objective entrance aperture, the more the effective
numerical aperture increases, the smaller the excitation spot. It reaches the value of
325 nm when DB = 5 mm, as expected.

In contrast, the refocused spot (blue dots) behaves in two distinct ways. For values
of DB less than 3.5 mm we are still in the Gauss conditions and the aberration effects are
not visible, it follows the orange curve. Then, spherical aberrations become prominent
and it rises significantly. Thereby, there is an optimum value of the beam diameter to
obtain the smallest excitation spot. The optimum is found for DB = 3.8 mm, which
provides a resolution of reff0 = 500 nm at the sample surface.

Experimental results

Fig 3.12(b) provides the experimental data when changing DB. The upper panels show
the images at zero order of the excitation spot onto the CCD of the spectrometer for
several values of DB, with the collection pinhole removed (otherwise we would image it
instead of the excitation spot). The lower panels display a cross-section of the inten-
sity profile with a Lorentzian fit. We note a good agreement with the simulation, the
FWHM of the spot intensity decreases steadily until reaching a minimal value of ∼ 4
pixels for DB = 3.8 ± 0.1 mm, and then rises rapidly to 7 pixels when reaching DB =
4.5 mm.

To bring more details on the procedure for defining the refocused spot radius, we
present in Fig 3.13(a) the radial cumulative distribution of the intensity of the spot
diagram in the focal plane of the objective, for DB = 3.8 mm (blue) and DB = 4.4 mm
(red), and for the two cases with (dotted lines) and without (solid lines) spherical aber-
rations. For a given value of the radial distance, the curve indicates the percentage of
the luminous energy contained in a circle of this radius. This is schematically illustrated
in Fig 3.13(b) for a spot with aberrations, in purple. In the case of diffraction-limited
resolution (not represented), the spot intensity follows the well-known Airy pattern1,
whose radial distribution is recalled in the inset of Fig 3.13(b), where the Airy radius
is simply defined by the distance from the center of the spot to the first zero of the
distribution, and where the area between the two zeros represents 84% of the total
intensity. In the spot diagram, however, we see that the spot is not included in the
Airy disk because of aberrations, and we thus have determined the new radius forming
the refocused spot (dotted line) that does contain 84% of the total luminous intensity.

In Fig 3.13(a), for DB = 3.8 mm (blue), corresponding to the optimum value de-
termined above, we clearly see that the intersections of the solid and dotted lines with
the 84% threshold give similar radii, as seen in Fig 3.12(a) where the blue dot is only
80 nm above the orange curve. For DB = 4.4 mm, the solid line indicates a smaller
Airy disk radius as expected (because NA increases) but, in contrast of the precedent
case, the intersection of the dotted line with the threshold at 84% gives a much larger
refocused spot radius, in agreement with the fourth CCD image of Fig 3.12(b). Spher-
ical aberrations tend to distribute more luminous energy in the secondary oscillations
of the Airy pattern.

1For the common case of circular objective aperture, it involves the Bessel function of the first kind
and order.
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Figure 3.13
(a) Radial cumulative distribution of the luminous energy with (dotted lines) and without
(solid lines) spherical aberrations, with DB = 3.8 mm (blue) and DB = 4.4 mm (red). (b)
Illustration of a spot diagram in the focal plane of the objective. The dotted circle corresponds
to the refocused spot radius encircling 84% of the total intensity distribution in purple. Inset:
recall of the intensity distribution of the Airy pattern.

As said previously, the focus of the spot is slightly modified by the aberrations effect.
We stress that between DB = 5 m, that is to say the completely illuminated objective
aperture, and DB = 3.8 mm, the optimum beam diameter for the resolution, the axial
shift calculated with Zemax is ∼ 400 nm. It is not insignificant compared to the axial
extension of the spot (∼ 2 µm), therefore the iris diaphragm controlling DB should be
installed at the beginning of the alignment to optimize the confocal tuning.

3.2.4 Mitigation of chromatic aberrations

In this section we shall tackled the issue of chromatic aberrations occurring through the
microscope objective, and then examine the collection system composed exclusively of
mirrors.

Correction for the chromatism of the objective

The wavelength of the laser beam is λexc = 266 nm, while the typical emission wave-
length is around λem = 300 nm. The refractive indices of materials, lenses are made
of, vary more rapidly in the ultraviolet range compared to the visible range. It means
that the effective focal length of the objective can be quite different for these two wave-
lengths.

To assess the necessity to compensate for chromatic aberrations in the objective, let
us evaluate the change in focal length. To do so, we simulate the path of optical rays
with Zemax. The program calculates that the focal length of the objective for
266 nm is 11 µm shorter than the focal length at 300 nm. To know whether
or not this change in focal length has to be taken into account in the alignment, it is
relevant to estimate the axial extension (along z) of the confocal spot. Assuming that
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the focused laser beam operates in the TEM00 mode and is directed along the z axis,
the confocal volume is an oblate ellipsoid, which is an ellipse rotated around its longer
axis. Similarly to the lateral resolution, the axial resolution is defined as the distance
from the center of the 3D diffraction pattern to the first axial minimum (in object space
dimensions). This definition is the axial equivalent of the Rayleigh Criterion, and reads:

rz =
1× λ

n−
√
n2 −NA2

≈ 2nλ

NA2
, (3.2)

where n is the index of refraction of the medium between the objective and the sample.
The approximation that is done above simply results from a limited series expansion of
the square root at the first order by factorizing by n, and stays true for value of NA
less or equal to 0.5.

For our setup, the medium is the air n = 1 and the formula (3.2) yields an axial
resolution of rz = 2 ∗ 0.266/0.52 ∼ 2 µm. This result confirms that we need to compen-
sate for the chromatic aberrations of the objective. Indeed, the center of the spot is
displaced by 11 µm between excitation (λexc) and collection (λem) wavelengths which is
more than 5 times the longitudinal extension rz of the confocal volume.
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Figure 3.14
Scheme of the steps to compensate for chromatic aberrations of the objective. (a) Represents
the inadequate situation where the laser beam is simply collimated at the entrance aperture,
corresponding to lenses (L3, L4) of the telecentric system sharing a common focal plane (b).
(d) Shows how the position of L4 influences the divergence of the gaussian beam and thus the
vertical position of the excitation spot. (c) Is the final sought configuration.
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Fig 3.14 represents how to correct the chromatic aberrations of the refractive objec-
tive. Fig 3.14(a) shows the situation as it is just by focusing the collimated laser beam.
The photoluminescense coming out of the sample diverges after the objective because
the sample is placed at a closer distance than the focus at 300 nm. The divergence of
the photoluminescence is very detrimental for the system. Indeed, after the objective
the light goes through the glass window and different wavelengths (from 300 nm to
340 nm) will be further angularly dispersed, and will later have their foci at different
distances even with an achromatic collection system. This situation corresponds to the
experimental configuration where the distance between the two lenses (L3, L4) is the
sum of their respective focal length for λexc, as represented in Fig 3.14(b).

The goal here is to bring the focus of the laser for λexc at a distance corresponding to
the focal length of the objective for λem. In this situation, the PL will exit the objective
collimated.

The technique consists in using the telecentric system formed by (L3, L4) placed
before the dichroic mirror. In Fig 3.14(b) the laser beam is collimated. But if one
brings L4 closer to L3, as in Fig 3.14(d), geometrical optics stipulates that the beam
will be divergent. It follows that the beam will be focused farther after the objective.
We note ∆ the downward axial displacement of the excitation spot. At the same time,
one needs to adjust the vertical position of the sample (with the steppers) in order to
keep the excitation spot at the sample surface. The correct alignment is obtained when
∆ = 11 µm, that is to say when the focus of the laser matches that of the wavelength
λem. This final situation is represented in Fig 3.14(c), where the excitation occurs with
a divergent beam on the objective entrance pupil and the PL exits in a collimated
beam. Experimentally, we have used a sample containing polar quantum dots (QDs),
consisting of 10 monolayers of Al0.2Ga0.8N, with an emission peak at 300 nm. The QDs
are strongly localized in depth (few nanometers), allowing for a sharp alignment.

Achromatic collection system

We want to use this microscope to carry out studies on crystals emitting typically in
the region 300 nm to 340 nm. The spectral width is large, and we have already stressed
how dispersive the media can be at these wavelengths. Thus, having an aberration free
system in collection is an essential prerequisite to preserve the resolution achieved in
excitation. This is crucial both for the spatial and spectral resolution.

Therefore we only use mirrors in the collection path. With mirrors, chromatic aber-
rations are eliminated. However, in the case of concave mirrors (S1, S2), we must pay
attention to the spherical aberrations that inherently occur when the light hit the mir-
rors with a non-zero incident angle. Since we need non-zero angle in the configuration
of the experiment to set up the confocal filtering with the pinhole as well as to guide the
light until the spectrometer, or towards the PMA detectors, it is necessary to determine
which geometrical configuration of the mirrors allows an aberration-free optical system.
We have performed optical simulation, using the software Zemax, to evaluate the limit
angle of incidence on the concave mirrors (S1, S2) above which the effect of spherical
aberrations deteriorate the resolution. In the simulation, the beam diameter is 5 mm
(the entrance pupil diameter of the objective) and the wavelength 302 nm (ZPL of the
4.1 eV defect). Spot diagrams are shown on Fig 3.15 for α angles, between incident
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Figure 3.15
Spot diagrams in the focal plane of mirror S1, for angles between incident and reflected light
at S1 surface of α = 12◦ (left), 16◦ (right). Airy and geometrical (GEO) radii are given. The
latter pertains to the calculated beam rays.

and reflected light, of 12◦ and 16◦. The Airy disk radius is 18.4 µm in both cases. It is
clear that under 12◦ the aberrations introduce negligible effects, the geometrical radius
(GEO) of the projected spot being smaller than the Airy radius, while above 16◦ they
enlarge the spot beyond the diffraction-limited disk with a GEO radius 40% larger than
the Airy one. It sets an upper limit of the angle for the experimental configuration. We
chose to work with α = 10◦ to preserve an aberration-free collection.

In contrast, due to the constraints in the configuration of our setup, the focusing of
the beam at the entrance of the spectrometer was made with an off-axis parabolic mirror
(OAP) Pa (cf. Fig 3.10). An OAP is simply a side section of a parent parabolic mirror,
as shown on Fig 3.16. However, unlike a centered parabolic mirror, an OAP mirror has
an advantage in that it allows more interactive space around the focal point without
disrupting the beam. Note that it is important to keep the incident beam parallel to
the optical axis of the OAP, angular deviations producing comatic aberrations.

We use in our setup an OAP with 24◦ off-axis angle, enabling to work with high
angles without introducing spherical aberrations.
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Figure 3.16
Drawing of 15◦ and 45◦ off-axis parabolic mirrors (OAP). Parabolic mirrors are free of spherical
aberrations.

3.2.5 Performances of the microscope

We aim here at illustrating the different performances of the confocal microscope ob-
tained with a crystal of hexagonal boron nitride (hBN).

Experimental conditions

The cryostat chamber is pumped down to 10−4 mbar before cooling down. Between 100
and 150 K the pump valve is closed because cryopumping becomes more efficient that
the turbo pump itself. We start working when reaching a temperature of about 5 K
given by a temperature sensor located on the regulation bloc just beneath the sample
holder. At this temperature the pressure is usually measured at 2.5× 10−8 mbar.

Raster scan of PL with the PMA

Fig 3.17(a) presents a raster scan of photoluminescence recorded with the PMA detec-
tors on a hBN flake over 20×20 µm2 area. The step size is 100 nm in both directions,
and acquisition time per pixel is 50 ms. We observe a localized bright spot of emis-
sion (white square). A closeup scan is performed on the delimited region around this
spot and shown on Fig 3.17(b). We evaluate the FWHM on this spot by plotting the
cross-section of the intensity profile on Fig 3.17(c). A Gaussian fit to the experimental
data (blue triangles) yields FWHM = 550 nm, indicated by the orange arrows. This
is a proof of concept for the achievement of the spatial resolution of our UV confocal
setup. We are able to witness spatial features of less than 550 nm.
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Figure 3.17
(a) Raster scan of photoluminescence recorded with the PMA detectors on a region of 20×20
µm2. (b) Second scan with more pixel resolution on the white square of (a). (c) Vertical
intensity profile of the scan along the vertical line indicated by the orange arrows on (b).

SPIM images

With the spectrometer and the CCD camera in detection, we have the possibility to
record one spectrum at every position of the scanners during the raster scan. This
acquisition mode produces a 3D data set known as spectral image or shortly SPIM.
Practically, these images are constructed by synchronizing the acquisition of the spec-
trometer and CCD with the piezoelectric scanners. A region of interest is determined
on the sample, the spatial step size is usually chosen as 1/3 or 1/2 of the lateral spatial
resolution and the spectrum acquisition time for each point is fixed relatively to the
SNR, usually 0.5 to 5 s is necessary. The spectrum also needs to be recorded at least
three times in order to remove spikes, originating from high energy particles, with a
statistical treatment. The time needed to record a SPIM image is typically in the order
of 10 to 25 hours depending on the size of the region of interest, the desired step size,
the time of acquisition per spectrum and the reading speed of the CCD (varies the CCD
noise).

The data processing of SPIM images allows the analysis of the correlation between
spectral features and spatial localization, thus giving information on the impact of
particular morphological elements at the surface on the spectral emission. Fig 3.18(b)
shows the results of such an acquisition on bulk hBN at 4 K during 15 hours. The SPIM
is acquired over the 30×30 µm2 region indicated by the blue square of the widefield
micrograph Fig 3.18(a). The similarity between the two images indicates that the
PL varies with surface morphology along the parallel lines. The SPIM is spectrally
integrated between 302.49 and 302.80 nm (or 4.0946 and 4.0988 eV), that is to say
around the ZPL of the 4.1 eV defect, and the step size in each direction is 200 nm. The
spectrum of Fig 3.18(c) is taken at the pixel position indicated by the yellow square
on the SPIM. We note the narrow ZPL, more visible in the inset. A Gaussian fit of
the data points is calculated and provides FWHM = 0.87 meV, corresponding to the
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FWHM = 0.87 meV

(a) (b)

(c)

Figure 3.18
(a) Widefield image of a region of the hBN crystal. The blue square indicates a region of
30×30 µm2 on which is performed the SPIM acquisition (b). (c) is the spectrum extracted
from the yellow pixel on (b). Inset: zoom on the ZPL of the emission and Gaussian fit (orange
dotted line).

spectral resolution of our setup limited by the width of the slits of the spectrometer
which were closed to 20 µm (this is the minimum width and the one used for SPIM
acquisition).
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3.3 Probing deep defects at a sub-micrometer scale in
PL

In this section, we present the studies carried out with the confocal microscope in
the UV range, described in Section 3.2. We first investigate the new transitions

unveiled in macro PL and reflectivity, and then focus on the 4.1 eV line with the aim
of investigating the involvement of carbon in the structure of the defect. Finally I will
present the search for single emitters at 4.1 eV in very thin flakes of hBN.

The spectrometer is set with the grating 1800 grooves/mm blazed at 250 nm, pro-
viding a spectral resolution of 0.02 nm or 0.3 meV at 300 nm (cf. Section 3.2.1). In
this configuration, the full spectrum range is 27 nm (353 meV) around 310 nm (4 eV).

3.3.1 The UV1-3 lines
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Figure 3.19
(a) Spatial variations of the PL signal intensity recorded by an UV scanning confocal micro-
scope in sample C27, at 10 K, for an excitation power of 0.35 mW. The PL signal is integrated
from 4.112 to 4.175 eV, with a 5 s integration time per acquisition point. (b)-(f) PL spectrum
on a log scale recorded at the five different locations indicated by circles in (a).

We present here the measurements by our UV scanning confocal micro-PL setup
related to the new transitions above 4.1 eV. We first studied the spatial variations of
the UV1-3 PL signal intensity in sample C27, at 10 K. Carbon-doping in this hBN
crystal is moderate to minimize broadening of the PL lines (cf. Table 3.1). In Fig
3.19(a), the PL map is plotted after integration of the signal intensity from 4.112 to
4.175 eV in order to better visualize the presence of the novel carbon-related UV1-3
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lines. With this color code related to a spectral range excluding the 4.1 eV defect, we
stress that the regions appearing dark correspond to a large PL intensity of ∼ 5× 103

counts per second for the 4.1 eV ZPL. In terms of the intensity of the UV1-3 lines,
sample C27 is thus more or less homogeneously dim except for very bright domains.
The 4.1 eV defect is also rather uniform and intense with a local increase in some bright
regions of Fig 3.19(a), as detailed below.

The PL spectra of five representative regions are provided in the lower panels (b)-
(f) of the figure. In the homogeneous part of the sample (circle 1), only the 4.1 eV
line is detected with a sharp ZPL and the low-energy acoustic phonon sideband Fig
3.19(b). We note the high signal-to-noise ratio with a dynamical range of three decades
between the maximum of the ZPL at 4.1 eV and the noise level at higher energy. Such
a precision is important in view of claiming the contribution of the novel carbon-related
UV1-3 lines is negligible within our signal-to-noise ratio.

Circles 2, 3, and 4 are located in the bright white regions. As expected, we observe
that the UV1-3 lines have a PL signal intensity always lower than the 4.1 eV defect, in
agreement with the macro-PL measurements presented in Fig 3.7. Our spatially resolved
PL measurements reveal the striking absence of spatial correlation between the UV1-3
lines: all three are detected at point 2, only UV1 at point 3, UV1 and UV3 at point 4,
and UV1 and UV2 at point 5. We thus conclude that the novel emission lines related
to carbon-doping in hBN do not come from the same defect, rather they originate from
three independent defects. This is crucial information and a key indication that one has
to look for three novel microscopic configurations in order to account for the micro-PL
measurements in Fig 3.19.

Eventually, we point out the doublet structure of UV1, which is much better resolved
in Fig 3.19 than in Fig 3.4. Thanks to the low carbon doping and correspondingly nar-
row defect lines, as well as the spatial resolution of our microscope, the spectra recorded
in positions 3 and 4 show that UV1 is a doublet with a splitting of 2.7 meV and a FWHM
of 1.7 meV for the two components. No well-defined fine structure for UV2 and UV3 is
detected in sample C27.

We now show the similar measurements performed on the heavily carbon-doped
sample C33 in identical conditions to those of Fig 3.19. We first notice the increased
inhomogeneity with many domains giving a large PL signal intensity for the UV1-3
lines. Moreover, there is a significant broadening with a typical FWHM of the order
of ∼ 10 meV compared to 1.7 meV measured in Fig 3.19(d) and (e). Nevertheless, the
4.1 eV defect maintains a narrow ZPL as seen in Fig 3.20(c) and (e), not only where
the UV1-3 lines are hardly observable, but also in locations where they are intense
[Fig 3.20(f)] or even dominate the PL spectrum [Fig 3.20(b),(d)]. This phenomenology
suggests that the UV1-3 defects are not only independent from each other but also
uncorrelated to the 4.1 eV deep level. Besides, all three additional lines present no
change when varying the polarization angle of the excitation laser.

We can also notice on Fig 3.20(c) the unusual shape of the ZPL peak, with a doublet
structure. Actually, in the region surrounding spot 2 in Fig 3.20(a), we find a second
peak in the ZPL structure. We recorded 11 spectra on a ∼ 2 µm long horizontal line
shown in Fig 3.21.

From bottom to top, we see the emergence of a second peak at lower energy, with a
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Figure 3.20
(a) Spatial variations of the PL signal intensity recorded by an UV scanning confocal micro-
scope in the heavily carbon-doped sample C33, at 10 K, for an excitation power of 0.35 mW.
The PL signal is integrated from 4.112 to 4.175 eV, and there is a 2.5 s integration time per
acquisition point. (b)-(f) PL spectrum on a log scale recorded at the five different locations
indicated by circles in (a).

splitting of 1.5 meV in the spectrum 6 where the two peaks have the same intensity, and
then its progressive disappearance. No similar structure at the LO(Γ) phonon replica
at 3.898 eV was discernible because of the broader profile of the phonon replica (∼ 5
meV instead of ∼ 1 meV for the ZPL). However the phonon replica does red-shift by
0.7 meV from 1 (3.8981 eV) to 6 (3.8974 eV) where the doublet structure exhibits a
maximum of contrast, and then return to its initial value by blue-shifting from 8 (3.8974
eV) to 11 (3.8981 eV). The FWHM of the replica also constantly increases from 1 (4.6
meV) to 11 (6.3 meV) following the trend of the ZPL doublet splitting illustrated by
the gray lines on Fig 3.21. We don’t know if this doublet structure emerges from an
intrinsic phenomena or from the spatial variation of the emission. In the latter case,
giving the ∼ 500 nm excitation spot diameter, it would be an indicator of the sub-µm
scale at which the ZPL position varies. This will be further investigated in the next
section 3.3.2.

Doublet structure of the UV1-3 lines

We have discussed above the doublet structure of the UV1 line in C27. We present below
on Fig 3.22 a spectrum showing a well-resolved fine structure for the three lines UV1-3,
recorded on sample C40 doped with 13C (cf. Table 3.1) at 4 K. PL maps integrated in
the range 3.83-4.18 eV (ZPL + UV1-3) and 4.11-4.17 eV (UV1-3) are shown on Figs
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LO( �  )Γ ZPL

0.7 meV

Figure 3.21
Series of spectra recorded at 200 nm from each other. The horizontal energy range selects only
the ZPL (right) and its phonon replica LO(Γ) (left). The horizontal blue bars at the spectrum
6 indicates energy splitting of 1.5 meV between the two ZPL and an energy shift of 0.7 meV
for the phonon replica. Gray lines are guidelines for the eyes.

3.22(a) and (b), respectively. We can see that the emission from the additional lines are
localized on what resemble structural deformations, like folds on the crystal surface as
already observed in cathodoluminescence in hBN [66]. On few particular points along
these deformations, the spectrum displayed a well resolved doublet structure for UV1
and UV3, and on even fewer points a doublet structure for UV2. Fig 3.22(c) displays
the spectrum from the pixel selected on Fig 3.22(b) (black square). The doublets UV1
and UV3 are fitted with a double gaussian function, yielding a splitting energy of 1.7
meV and 1.3 meV for UV1 and UV3, respectively. The width for both peaks is FWHM
∼ 0.8 meV. UV2 has a peak to peak splitting of 0.5 meV, and is shifted from the
mean position usually recorded at 4.14 eV by ∼ 3 meV. Unfortunately, no analysis as
a function of temperature could be done on these doublets, because the temperature
change was causing a drift of the scanners.

We note that the above value of 1.7 meV for the splitting of UV1 is smaller than
the one found in C27 in Fig 3.19 (2.7 meV), at same excitation power and temperature.
To analyze the variations of the PL spectrum of the UV1 doublet, we have carried out
statistical measurements over 45 well-defined doublets found in a 30 × 30 µm2 PL map
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Figure 3.22
PL intensity map of sample C40 at 4 K integrated over the full spectrum (from 296 to 323 nm)
(a) and over the UV1-3 lines (b), for an excitation power of 0.35 mW. (c) Spectrum recorded
at the pixel position indicated by the black square on (b). The solid orange and green line are
the double gaussian fits for UV1 and UV3, respectively.

of sample C27. The low and high energy components of the doublet are called UV1α
and UV1β, as illustrated on Fig 3.22(c). The statistical analysis of the distribution of
peak position and width for UV1α/β as well as the spitting values (∆E) is presented in
Table 3.2.

Table 3.2
Statistical analysis of the doublet UV1 over 45 spectra recorded on sample C27 at 4K and
excitation power 0.35 mW. In the analysis, UV1α/β are independently fitted with a Lorentzian
function and linear background.

UV1α UV1β Splitting UV1
Feature Position (nm) Position (eV) FWHM (meV) Position (nm) Position (eV) FWHM (meV) ∆E (meV)

mean 301.06 4.1183 1.5 300.86 4.1211 1.4 2.8
std 0.01 0.0002 0.5 0.02 0.0002 0.3 0.1
min 301.02 4.1180 0.8 300.82 4.1206 0.9 2.4
max 301.07 4.1188 3.2 300.89 4.1215 2.1 3.1

The mean value for the splitting of UV1 is ∆E = 2.8 meV, while the width of each
component is ∼ 1.5 meV. These values indicate that the characteristics of the doublet
UV1 in sample C27 are significantly different from the one in sample C40 discussed
above. Indeed, the splitting ∆E = 1.7 meV in C40 (cf. Fig 3.22(c)) is 30% smaller
than the minimum value found in C27, and the width of UV1α/β in Fig 3.22(c) is 50%
lower than in C27. Giving the different compounds stoichiometry used in the growth
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process for C27 and C40, and especially different concentrations of carbon (Table 3.1),
the results of this analysis provides an additional evidence of the implication of carbon
in the emergence of the new deep levels.

(a) (b)

Figure 3.23
(a) Correlation plot of the shifts ∆E of the UV1 line and ZPL of the 4.1 eV defect. The average
UV1 energy is 4.1197 eV, and the average ZPL energy is 4.0974 eV. (b) Correlation plot of the
widths Γ of the same peaks as in (a).

Correlations between the variations in the spectral line of the 4.1 eV defect and in
the UV1 level have also been investigated. Fig 3.23(a) is the scatter plot with ZPL
shift of the 4.1 eV defect assigned to the vertical axis and energy position shift of the
center of the doublet UV1 on the horizontal one, and Fig 3.23(b) is the scatter plot
of the width of the ZPL and the mean value of the UV1α/β widths. The data points
in red are completed by a bivariate kernel density estimation in bluish hue to make
the distribution more visible when data points pile up at the same location. For both
plots, the distribution is mainly unimodal and no linear tendency is observed within
the standard deviation of the values. If both transitions were maintaining an energy
relation by phonon emission or absorption, for instance, this should be witnessed in
these scatter plots with a clear linear trend.

We finally conclude that no correlation exists whatsoever between the UV1 line and
the 4.1 eV defect.

Summary

The study at low temperature at a sub-µm scale of our carbon-doped hBN crystals
confirms the existence of the three new transitions UV1-3 at 4.12, 4.14 and 4.16 eV,
above the 4.1 eV defect. Although they are generally separated by a constant 20 meV
interval, we have shown that they have different origins and are uncorrelated to each
other and to the 4.1 eV defect. In moderately doped samples (C27, C40), a well-
defined doublet structure is observed for the UV1 line more regularly than for the UV2-
3 lines. A statistical analysis of the low energy component UV1α and the high energy
component UV1β of the UV1 doublet have brought two elements. First, the width
of each sub-peak increases from sample C40 to C27 to C33, supposed to contained
increasing amount of carbon, thus highlighting the role of carbon in these transitions.
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Second, no significant correlation between the ZPL of the 4.1 eV defect and UV1 is
observed, definitely confirming different origins.

We are thus dealing with a new class of point defects in hBN crystals. This raises
fundamental questions about the exact influence of carbon, which is clearly involved
here: is carbon itself incorporated into the defect structure, and in which crystallo-
graphic configurations with four point defects? Does carbon play only a side effect and
promote the formation of deep levels without any embedded carbon atom? Since new
shallow levels were observed in heavily carbon-doped hBN (Section 3.1.3) and inter-
preted as excitons bound to CN , one may wonder if the UV1-3 lines are themselves the
true candidates for point defects made of carbon, and if, on the contrary, the 4.1 eV
defect is carbon-free.

As a perspective, it appears that the combination of advanced optical spectroscopy
with nanoscale electron microscopy will be a promising strategy for unveiling the nature
of the defects. Additionally, the examination of the density of the UV1-3 levels in similar
samples having undergone annealing or other post-process treatments could equally
bring illuminating elements in the present quest.

As far as theoretical development is concerned, a recent study [130] on various point
defects in a planar molecular cluster of boron and nitrogen, using ab initio calculation
employing density-functional theory (DFT) methods, presents two interesting candi-
dates. For UV1: a Stone-Wales [131] defect SWCBCN composed of an adjacent pair of
carbon placed in the middle of two heptagons, as represented on Fig 3.24(a), that has
a HOMO-LUMO absorption line at 4.12 eV. For UV2: 4 carbons in a cis pattern C4 cis

[Fig 3.24(b)], with a HOMO-LUMO absorption at 4.14 eV. Both transitions have a good
oscillator strength (∼ 0.3) and a state localized on the defect, which is consistent with
an experimental sharp peak. Moreover, C4 cis has the particularity of having a second
excited state around 5.3 eV, thus close to the shallow level observed at 5.37 eV, but is
more delocalized. In the same idea, simulating the lattice deformation to mimic the
effect of interstitial carbon atoms could bring important elements for the understanding
of the origins of these new levels.

Although this study focuses on carbon impurities, some tests have been performed for analogous oxygen defects ON, OB, OBON (both spin

singlet and triplet), and OB(BN)1ON (singlet case) defects, since oxygen has been named in Ref. [14] as an alternative contamination (in place of

carbon) for h-BN layers in the electron microscopy study.
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Figure 3.24
(a, b) Representation of point point defects due to substitutional carbons [130]. Boron in pink,
nitrogen in blue and carbon in gray.
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3.3.2 Investigations of the 4.1 eV defect origin

Despite an active research activity, the chemical origin of the emission at 4.1 eV in hBN
is still debated. Carbon is often considered to be involved as a substitutional atom
for boron or nitrogen [67, 125, 127], and recent theoretical works using large finite-size
molecular cluster with TD-DFT suggests multiple neighboring carbon substitutions like
CBCN or C4cis/trans rather than simple substitution [130], in agreement with the obser-
vation via an electronic microscope showing that C atoms are only seen to substitute
for B-N pairs and not for isolated vacancy [132]. CBCN is also strongly supported
by first-principles calculations based on hybrid density functionals that account for
the experimentally observed ZPL position, radiative life and Huang-Rhys factor [133].
Some have also suggested donor-to-acceptor pair (DAP) transition between a shallow
VN donor and a deep CN acceptor [134], while others have cited oxygen as potentially
responsible for the emission [125] or VBON complex [135]. In contrast, no correlation
between impurity concentration (C, O) and deep level emission intensity at 4.1 eV has
been measured in a recent study where the authors performed trace impurity analy-
sis [136]. They rather suggested the intrinsic defect boron-vacancy (VB), similarly to
the theoretical work of Attaccalite et al. [126]. Moreover, CN has been excluded on
the basis of density functional theory with a hybrid functional [137]. In summary, it is
not overstated to say that the origin of the emission at 4.1 eV remains highly conflicting.

In this controversial context, we use isotopic purification, a powerful tool in semicon-
ductor physics enabling the fabrication of chemically and isotopically pure crystals and
crystals doped with isotopically pure impurities [138]. We have carried out experiments
on hBN crystal grown with isotopically controlled carbon doping in order to further
test if carbon is a constituent of the defect emitting at 4.1 eV. More specifically, we
have performed high-resolution measurements of the energy of the ZPL in hBN crys-
tals doped either with 13C (sample C40, Table 3.1) or with natC (sample C27, Table
3.1), meaning the natural mixture of 99% in 12C and 1% in 13C, thus close to pure 12C
doping.

The justification for this study on isotopic controlled doping is the fact that for point
defects the isotopic selectivity of the atoms forming the defect can shift the zero-phonon
line. Several mechanisms may explain this isotopic shift, such as a modification of the
confinement or the electron-phonon interaction [138]. Quantitatively, the energy shifts
are very small. For instance, the boron-bound exciton in silicon presents an isotopic
shift of the order of 1 µeV when switching from 10B to 11B [138], but it can be much
larger as for G-centers in silicon with an isotopic shift of ∼ 15 µeV between 12C and 13C
doping [139], or even ∼ 600 µeV between 28Si and 30Si for the SiV center in diamond
[140].

In the case of hBN doped either with natC or 13C, the search for an isotopic shift
of the 4.1 eV line requires high-spectral resolution measurements. Moreover, one has
to pay attention to possible variations of the ZPL energy within a given sample before
comparing natC- and 13C-doped hBN in order to exclude any artifact due to a shift not
coming from the isotopically controlled doping.

Following this reasoning, we will first study the spatial variations of the energy and
linewidth of the ZPL in sample C40, and secondly compare the statistical analysis of
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our data recorded in natC- and 13C-doped hBN crystals (C27 and C40, respectively).
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Scan name : « SPI_C40_004K_350uW_3x0.3s_30x30um_1800gr_slit20_310nm_231118d »

I am doing the same for a new are : 
scan name : « SPI_C40_004K_350uW_3x1s_30x30um_1800gr_slit20_310nm_241118a.dat »

1

2

3

ZPL 1
2
3

(a) (c)(b)

Figure 3.25
(a) Micrograph taken with the optical microscope. (b) PL scan recorded in the region identified
by the blue square in (a). (c) The spectrum around the ZPL of the 4.1 eV defect taken at the
locations indicated by the colored squares in (b).

On the surface of sample C40, we find a region exhibiting both good apparent crys-
tallinity and structural deformations (stacking faults) with the widefield microscope
(described in Section 3.2.1), as shown on the micrograph of Fig 3.25(a). On the region
indicated by the 30 × 30 µm2 blue square, we recorded a map of the PL intensity at 10
K with our UV scanning confocal micro-PL setup [Fig 3.25(b)], here sharply integrated
around the ZPL of the 4.1 eV defect (4.0946-4.0988 eV). The image shows a slowly
decreasing intensity from bottom to top. We explain that with the variation of the
crystal axial position in the depth of field of our confocal microscope, thus decreasing
the excitation density from bottom to top. This is even more visible in the top right
corner that corresponds to the stacking fault region, with higher contrast of intensity.
For each of the 150 × 150 positions, we acquired the PL spectrum over an integration
time of 3 s, resulting in a total acquisition of 27 h for the full scan. Three pixels are
selected on the scan and their respective spectrum around the ZPL is displayed on Fig
3.25(c). Apart from different intensities, we note that they all have a different ZPL
position, distributed around the vertical dotted line, and different width. The shift
between the most separated peaks (blue and green) is ∼ 0.56 meV. In order to better
analyze the spatial shift of the ZPL position along with the width of the peak, the ZPL
of each of the 150 × 150 spectra was then fitted with a Gaussian function. With ∼ 5
× 103 counts at the maximum of the ZPL, the standard deviation for the estimation
of the ZPL energy and width was 6 and 10 µeV, respectively. Fig 3.26 displays the
analysis of the set of data.

In Fig 3.26(a) we show the spatial energy shift ∆E of the ZPL relative to the average
value of 4.09683 eV in this region. The variations of the ZPL full width at half-maximum
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Figure 3.26
Upper panels: spatial variations of the shift ∆E (a) and broadening Γ (b) of the ZPL in a 30 ×
30 µm2 region of sample C40 at 10 K. The energy shift is calculated relatively to the average
ZPL energy at 4.09684 eV. Black dotted lines are guidelines for the eyes. Lower panels: full
distribution of the ZPL shift ∆E (a) and broadening Γ (b). Vertical solid lines indicate the
mean of the distribution while dotted lines indicates the interval chosen for plotting the spatial
variations.

Γ are plotted in Fig 3.26(b). The first finding is that the fluctuations of the ZPL energy
over the 30 × 30 µm2 scanned region have an amplitude as large as 1 meV (see the
full distribution on lower panel of the figure). These fluctuations contribute to the
inhomogeneous broadening of the 4.1 eV line. With an average FWHM on the order of
1.2 meV [Fig 3.26(b)], the ± 0.2 meV variations of the ZPL energy are consistent with
the 1.9 meV value of the ZPL width previously reported by macro-PL measurements
in [68], but here we notably demonstrate the sub-µm scale at which the ZPL energy
varies.

Interestingly, the ZPL shifts appear spatially correlated with the ZPL broadening.
Indeed, where the ZPL position is red-shifted in (a) (redder) it is also broadened in (b)
(also redder). Although there is not a one-to-one correlation, the overall pattern is the
same in Figs 3.26(a) and (b), with lines of different orientations in close analogy to the
luminescence maps recorded by cathodoluminescence [66]. We interpret these lines as
folds or extended defects in the lamellar structure of our hBN crystal, a point of view
supported by the widefield micrograph of Fig 3.25(a).

The spatial correlation of the ZPL shift and broadening suggests they correspond
to the real and imaginary parts of the same perturbation. This common origin is fur-
ther supported by a similar magnitude (in the 0.1 meV range here), and this variation
presumably originate from mechanical strain related to the stacking faults in hBN.
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We present in Fig 3.27 the same analysis done in a 30 × 30 µm2 region of sample
C27 at 10 K, with 75 × 75 spectra recorded. The average ZPL energy is 4.09702 eV.
We note a greater heterogeneity in this region of sample C27 compared with the one
presented for sample C40, with a maximum amplitude for ∆E of 1.8 meV, and for Γ of
3 meV. Strikingly, the tendency discussed above for the correlation of the ZPL shift and
broadening, tend to reverse in these images: blue-shifted areas of the ZPL [Fig 3.27(a)]
matching broader ZPL areas [Fig 3.27(b)]. Again, this is no perfect correlation.

From a structural point of view, the images in Fig 3.27 present no straight lines as
in Fig 3.26 that we attributed to folds arising from stacking faults in the crystal. These
straight lines make easier the interpretation of strain-induced variations. In contrast,
the shapes observed in Fig 3.27 suggest disparate aggregation of carbons during the
growth process, which could influence, directly or indirectly, the spectral features of the
defects. However, we lack of experimental characterization concerning the distribution
of carbons throughout the crystal, whether it is homogeneously distributed or not, thus
the previous statement has to be taken only as an attempt of interpretation.

Figure 3.27
Upper panels: spatial variations of the shift ∆E (a) and broadening Γ (b) of the ZPL in a
30 × 30 µm2 region of sample C27 at 10 K. The energy shift is calculated relatively to the
average ZPL energy at 4.09702 eV. Lower panels: full distribution of the ZPL shift ∆E (a)
and broadening Γ (b). Vertical solid lines indicate the mean of the distribution while dotted
lines indicates the interval chosen for plotting the spatial variations.

Over the same area of sample C40 Fig 3.26, we could acquire the data set with the
spectrometer tuned at the wavelength of the Raman-active mode at ∼ 1370 cm−1 (170
meV). The maps, shown on Fig 3.28, are featureless except for the wave pattern that
we attribute to an artifact during the hours-long scanning time. There are random
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fluctuations in the range of ± 60 µeV for the energy shift (∆E), and ± 0.15 meV for
the FWHM (Γ). This may come from the reduction of the stress-induced energy shift
for phonons compared to electrons [141, 142].
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Figure 3.28
Spatial variations of the shift ∆E (a) and broadening Γ (b) of the Raman-active mode of
hBN at 1370 cm−1 (170 meV) in a 30 × 30 µm2 region of sample C40 at 10 K. The average
Raman-mode energy is 169.78 meV.

Although detrimental to our objective of resolving an isotopic shift in natC- and 13C-
doped hBN crystals, the sensitivity of the ZPL energy to the presumable perturbation
caused by strain is an important piece of information for elucidating the structure of
the point defect leading to the 4.1 eV emission. In this context, PL experiments as a
function of pressure could provide interesting complementary inputs [69] for identifying
the nature of the defect and reaching a quantitative interpretation of our measurements.

13C- and natC doping

Keeping in mind the spatially-resolved ZPL fluctuations in Fig 3.26 and Fig 3.27, we
will now compare the ZPL energy in hBN crystals doped either with natC and 13C. Fig
3.29 shows the probability density of detecting the ZPL at a given energy. Following
the data analysis described previously, we have computed the statistical distributions
of the ZPL energy in two 30 × 30 µm2 regions, arbitrarily selected in each crystal.

We first note the different shapes and widths of the four statistical distributions,
which can be narrow or asymmetric in the two types of samples. More importantly,
there is no spectral separation indicative of an isotopic shift of the ZPL, within the
inhomogeneous broadening of the 4.1 eV line. This is further supported by the mean
value of the ZPL energy in 13C- and natC-doped hBN crystals calculated for ten 30 ×
30 µm2 regions in each sample, and represented by an horizontal bar of 100 µeV on Fig
3.29. Moreover, there does not seem to be any specific feature of the spatial fluctuations
of the ZPL energy from 13C- to natC-doped hBN crystals. As explained in the previous
section, this suggests mechanical strain or inhomogeneous carbon distribution impacts
the ZPL position independently of the carbon isotopes.
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Figure 3.29
Statistical analysis of the ZPL energy in natC- and 13C-doped hBN crystals: the normalized
probability density of the ZPL energy is plotted for four 30 × 30 µm2 regions: two in a 13C-
doped crystal (C40, red data), two in a natC-doped crystal (C27, blue data). The 100 µeV
large horizontal bar indicates the difference of the mean values of the ZPL energy in 13C- and
natC-doped hBN crystals, the mean values being calculated for a total of ten 30 × 30 µm2

regions.

Summary

Thanks to our spectral resolution, spatial resolution, and the high signal-to-noise (SNR)
and signal-to-background (SNB) of the spectral line corresponding to the ZPL of the
4.1 eV defect in bulk hBN, we could draw maps illustrating the spatial variations of the
shift and broadening of the ZPL, demonstrating that the spatial fluctuations of the ZPL
is in a sub-µm scale. These maps show interesting features with localized correlations
of the two parameters along specific structural deformation, that we interpret as folds
arising from stacking faults in the crystal. At this extended defects, stress is most
likely responsible for the observed variations of both ∆E and Γ. Notably, the maximum
amplitude for the energy shift is in the order of 1 meV, with typical variations happening
at the scale of 0.1 meV. Unfortunately, the statistical study on 13C- and natC-doped hBN
crystals of the ZPL energy shift presents similar variations in both type of samples. We
thus conclude that there is either no isotopic shift, or a finite one but smaller than the
inhomogeneous broadening. Isotopic selectivity in carbon-doping has not brought any
proof to confirm or infirm the presence of carbon in the structure of the defect emitting
at 4.1 eV. However, we hope that the quantitative measurements presented here will be
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useful for testing various models in future calculations.

3.3.3 Search for isolated emitters at 4.1 eV

In this section, we present the investigations we conducted to isolate the emission of
a single point defect at 4.1 eV using the micro-PL confocal setup operating at 266
nm (4.66 eV). This study is motivated by the little knowledge concerning the photo-
dynamics of this deep defect in hBN. Museur et al. [127] measured by time-resolved
PL experiments a radiative decay for the luminescence originating from ensembles of
defects of ∼ 1.1 ns, confirming an early study from 1981 [120]. This fast decay was
later also measured by Meuret et al. [143] from the bunching peak decay curve in the
autocorrelation function of the cathodoluminescence intensity. More recently, Bourrel-
lier et al. [67] reported the first detection of the emission from a single 4.1 eV defect
by cathodoluminescence in a STEM2 microscope (cf. Chapter 1 Section 1.4.3), and
by recording the second-order correlation function they could extract the lifetime of a
single emitter from the antibunching yielding a value of 2.5 ns. However, under elec-
tron irradiation the broadband emission around 4 eV, originating from intrinsic defects,
rises and decreases the signal-to-background ratio, ultimately limiting the signal-to-
noise ratio [67]. It has been demonstrated that under an excitation energy of ∼ 5.2 eV
this broadband emission is quenched in photoluminescence experiments [127]. In our
experiment, photo-excitation operates at energy below this threshold. Moreover, the
radiative recombination at point defects inside the bandgap in a cathodoluminescence
experiment (with electrons carrying energy in the order of tens of thousands electron-
volts) is a complex phenomenon to analyze because it often involves several processes
of desexcitation, while in photoluminescence experiment we operate close to resonance
with the level transition, enabling the study of the photodynamics in similar conditions
in which a single-photon source would be used in applications.

Combining photon microscopy with electron microscopy

During my thesis, I had the opportunity to do several visits at the LPS3 in Paris in
the team of Alberto Zobelli and Mathieu Kociak, specialists in electron microscopy and
especially in cathodoluminescence (CL). The purpose was to use the STEM microscope
operating at 150 K, and try to find isolated emitters at 4.1 eV and record the signal
of CL simultaneously with performing electron energy loss spectroscopy (EELS). By
measuring the energy loss experienced by the incident electrons during their interaction
with the matter, EELS provides information on the chemical bonding, optical and
electronic properties, and especially on the chemical composition of the specimen. As
discussed previously, carbon is one favorite candidate for the origin of the point defect,
thus we used samples from NIMS in Japan, highly doped with carbon, giving a yellow
hue to the crystal. Unfortunately the sample were contaminated by another source of
carbon, making the analysis of the EELS spectrum insignificant.

However, in another attempt of combining the powerful tool of electron- and photon-
microscope, Alberto Zobelli and Steffi Woo pre-characterized thin flakes of hBN with

2Scanning transmission electron microscope.
3Laboratoire de Physique des Solides, Orsay - France.
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the STEM microscope and sent them to us. We will present first the characterization
done with the STEM-CL microscope and secondly the study with our PL microscope.

Samples and pre-characterization

An undoped single crystal of hBN from Taniguchi and Watanabe (NIMS) was liquid-
phase exfoliated in isopropanol for 15 min; 3 drops of hBN dispersion was placed onto
a 300-mesh copper TEM grids with lacey carbon support. In the annular dark field
(ADF) image of Fig 3.30(a) we can see flakes supported by the lacey carbon grid. The
transparency of the flake in the bright field (BF) image Fig 3.30(b) is an indicator
of the small thickness in the order of tens of nanometers. Having thin flakes is an
essential element in the purpose of isolating a single emitter. CL measurements were
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Figure 3.30
Annular dark field (ADF) image of flakes deposited on a TEM grid (a), closeup of a flake in
bright field (BF) imaging mode (b), filtered CL map on a small region (c) corresponding to
the signal intensity integrated over the wavelength range inside the rectangular box of the CL
spectrum (d).

done at 60 kV and with nitrogen cooling (150 K) in random scan mode for spectrum
imaging [144]. Fig 3.30(c) is a CL map performed on the red square of the BF image
and integrated on a spectral range encompassing the 4.1 eV defect and its two phonon
replica, as illustrated by the black rectangle in the CL spectrum of Fig 3.30(d). The
spectrum is obtained by averaging the signal over the red-boxed region of Fig 3.30(c).
The red square on the CL map is ∼ 700 nm large and presents a structured emission
distribution with a more or less isolated spot on the bottom left.

Basically, the pre-characterization was meant to produce a cartography of the iso-
lated deep emitters at 4.1 eV on the flakes that could potentially be resolved and studied
with our PL microscope. We will now present the results of our measurements.
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Images with the UV confocal microscope: emission at the borders of the
flakes

The TEM grid was installed in our cryostat and fixed to the sample holder with silver
paint. The silver paint has a strong broad emission from 330 nm to longer wavelengths
when excited with our laser at 266 nm, this fact precluded to study most of the areas
characterized by STEM-CL, thus we only studied the flakes lying on the copper struc-
ture of the grid.

Flake

Copper
Silver paint

(a)
ZPL

2LO( �  )Γ
LO( �  )Γ

(b)

co
un

ts
 p

er
 s

ec
on

d

PL intensity

24h after

1

(c)

2

(d)

Figure 3.31
(a) Raster scan of PL on a flake lying on the copper structure. (b) Spectrum 1 is acquired at
the brightest pixel of the circle in (c) and spectrum 2 at the brightest pixel of the circle in (d).
The filtered PL image (c) was recorded just after (a), and (d) was recorded 24 hours after (c).
The PL signal is integrated between 300 and 340 nm. The vertical upward shifts of the flake
between the three scans is due to a drift of the steppers.

On Fig 3.31(a) we present a raster scan of PL recorded with the photomultipliers at
4 K on a region of a flake lying on the copper (delimited by the white dotted lines). We
first notice a spatially-inhomogeneous emission, with high PL signal from the border of
the flake presenting a maximum signal-to-background ratio of ∼ 10 and region where
there is no emission from the deep defect, which was never observed in bulk material
(Section 3.3.1). The fact that the signal is more intense on the border is actually a
general observation in our measurements. There are several ways of interpreting that:
either the PL collection efficiency is higher on the border because the light can freely
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propagates out of the crystal and be collected, or this is the result of intrinsic phenom-
ena, which may be related to polarization direction or stacking order at the border, or
dangling bonds providing electrostatic potentials for impurity and thus promoting the
formation of defects, enhancing the emission intensity.

After this first scan, we recorded a PL image with a pixel size of 100 × 100 nm2,
presented on Fig 3.31(c) after integration of the PL signal between 300 and 340 nm
so as to include the ZPL and the two LO(Γ) phonon replicas of the 4.1 eV defect.
Strikingly, there is an important loss of emission on the bottom border of the flake. We
focus our attention on the bright spot indicated by the green circle. The spectrum of
the emission at the brightest pixel in this circle is shown on Fig 3.31(b) (1, orange).
Strikingly, the profile is very different from what is usually recorded in bulk crystal,
with a first phonon replica more intense than the ZPL, and a broadening ten times
greater with FWHM = 10 meV instead of ∼ 1 meV. We also note the appearance of
a broad background raising underneath the defect emission. Last but not least, the
overall profile is red-shifted compared with usual measurement performed at 4 K (the
ZPL is at 305 instead of 302 nm). In fact, the PL spectrum is similar to the CL
spectrum of Fig 3.30(d) recorded at 150 K in the STEM microscope. One hypothesis
is that the flake, in this configuration where it is suspended over the lacey carbon grid,
may not be fully thermalized with the copper structure lying on the sample holder, thus
red-shifting the emission and broadening the line. However, in macro-PL experiment
no such dependence on temperature is observed, as it was discussed in Section 1.4.3.
Thus, this could be a behavior specific to low number of emitters, or due to the modified
coupling to phonon in very thin flakes of hBN.

We now look at the third PL image [Fig 3.31(d)] recorded at the exact same con-
ditions and with same parameters, but 24h after Fig 3.31(c). Remarkably, there is an
important decline in the intensity of the bright region. Indeed, as evidenced on the blue
spectrum of Fig 3.31(b) from the same brightest pixel, the intensity for the ZPL has
decreased by a factor 2 but the integrated area undergoes a much more severe decrease.
This phenomenon is not specific to this flake but was generally observed on those few-
tens-of-nanometers-thick flakes.

To sum up, the emission originating from point defects emitting at 4.1 eV decreases
between successive scans, especially when the emission takes place at the borders of the
crystal. This unveils a phenomenon of bleaching for the 4.1 eV deep defect under laser
excitation in these chemically exfoliated flakes. Besides, this conclusion lead us to favor
an intrinsic cause for the emission at the borders, because several scans on the same
region result in the quenching of the emission.

Emission from localized centers inside the flakes

In certain cases however, we could find isolated emitters within a flake exhibiting stable
emission over time. The XY PL scan of Fig 3.32(a), performed with the bandpass filter
300-340 nm, displays a bright localized emission at X = 6.5 µm and Y = 10 µm, over
a more or less dim area. This spot is well localized and has a more or less rounded
shape with SNR ∼ 26, as shows the closeup scan of Fig 3.32(b). The intensity profile
of the vertical cross-section is presented on Fig 3.32(d). A Gaussian fit to this profile
yields a width of FWHM = 550 nm, which indicates that the size of the spot is limited
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by the lateral resolution of the confocal microscope (Section 3.2.3). Fig 3.32(c) is a
XZ scan in-depth of the thin flake, showing a spot extension in Z of ∼ 1.5 µm, which
corresponds to the axial resolution of the confocal setup (Section 3.2.4). Motivated by
these observations, we have recorded the g(2) function on this emitter. Despite hours of
integration time with a tracking system, we did not observe a dip at the zero delay of
the second-order correlation function, suggesting the emission originates from multiple
point defects.

XY

XZ

XY(a) (b)

(c)

550 nm

X (µm)

(d)

Figure 3.32
XY PL scan on a flake (a) and a zoom on the bright spot indicated by the square (b) comple-
mented by a XZ scan in depth (c). Temperature is 4 K, excitation power 0.3 mW. (d) Intensity
profile of the vertical cross-section on (b) at X = 6.5 µm.

Summary

In bulk material, the emission at 4.1 eV is ubiquitous, indicating a high density of
emitters. Here, we make use of a STEM-CL microscope to characterize thin flakes of
hBN, obtained by liquid phase exfoliation of a monocrystal, as a preliminary to ensure
that it is possible to find localized emissions in regions in the order of ∼ 500 nm, that
is to say small enough for being resolved with the UV confocal setup.

In theses samples, as a general observation, there is a pronounced emission at the
borders of the flakes, that we attribute to intrinsic causes, structural deformations
favoring the formation of defects. This observation has also been reported for single
defects around 600 nm in hBN flakes of similar size, where the authors always observe
the emission at flake edges [145]. However, the PL mapping of the same region at
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different time brings evidence of PL quenching in these areas, suggesting that the 4.1 eV
defect is subjected to bleaching phenomenon, as most defects are. Interestingly, no such
behavior is witnessed in bulk material, which may be due to more stable configuration.
In this case, concerning the origin of the defect, it would rather be in favor of interstitial
impurity, or impurity complexes, because there would be no reason for a substitutional
atom to be less stable in thin layers compared to bulk for a lamellar material. However,
recent calculations [137], using density functional theory with a hybrid functional, show
that the formation energy of interstitial carbon is very high, and greater than that
of substitutional carbon impurities (CN , CB). Moreover it predicts a low migration
barrier (below 1 eV), finally suggesting that the interstitial carbon impurities would
either diffuse out of the sample or migrate until getting annihilated by a vacancy to
form CN or CB. Giving that this migration barrier energy (1 eV) is largely provided
with an electron beam, and that the defect at 4.1 eV is observed to be immobile during
electron scan, we can rule out the hypothesis of interstitial carbon atoms, and speak in
favor of substitutional ones.

Despite the unstable emission at the borders, we manage to find isolated spots, away
from the borders, with sizes limited by our spatial resolution, that is to say ∼ 500 nm2.
These bright spots manifest stable emission over time, although we could not detect
an antibunching in the measurements of the g(2) function, indicating that the spots are
not single-photon sources.

We finally note the uncommon profile in the spectrum of the emitter in these sam-
ples. Maybe the thermalization in the configuration for this specific measurements
(TEM grid on sample holder) has to be incriminated, and another test with a different
configuration could bring a answer. For example, flakes deposited on SiO2 substrate
that we could directly stick on the sample holder, although in that case the characteri-
zation by STEM-CL would not be possible, but using the same procedure for exfoliation
and deposition on the substrate should produce similar flakes with similar low density
of emitters at 4.1 eV.

3.4 Conclusion

In this chapter, the optical properties in the UV of hBN crystals have been investigated
by means of photoluminescence (samples from Kansas State University and NIMS) and
reflectivity measurements (Kansas State University).

First, in samples grown by precipitation techniques at normal pressure, we have
shown that the incorporation of carbon in the growth process is associated with the
emergence of new optical transitions in the optical spectrum. We summarize the ob-
servations in two parts, first for the shallow levels and secondly for the deep levels:

• For the sample presenting the highest concentration of carbon, shallow levels are
observed at 5.37 and 5.52 eV, in the deep UV region. The reflectivity spectrum in
this region, that provides information on the dielectric constant of the material,
suggests that the oscillator strength and density of these shallow levels has to
be substantial as correlated peaks for these transitions are noted. The attribute
these new shallow transition to an exciton bound to a CN impurity.
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• For all samples doped with carbon, new deep levels emerge at 4.12, 4.14 and 4.16
eV (named UV1, UV2 and UV3, respectively), and are more prominent in the
heavily carbon-doped one. These levels produce no modification of the dielectric
constant of the material, and this observation is consistent with the moderate to
low density of theses lines witnessed in the spatially-resolved PL maps obtained
with the UV confocal microscope. With this same microscope, spectra taken
with high spectral resolution point out the existence of a sub-structure in these
lines, consisting of the splitting of each of them. Through the examination of the
spectrally-filtered micro-PL maps taken on different samples and the comparison
of the localization of the UV1-3 lines and the 4.1 eV defect, we argue that these
deeps transition are uncorrelated to each other and to the point defect at 4.1 eV.
This statement is further confirmed with a statistical analysis of the correlation
between the doublet structure of UV1 and the spectral features of the 4.1 eV
emitter.

Secondly, we focused on the 4.1 eV defect. The analysis of spatially-resolved PL
maps of the point defect reveals that the energy and width of the ZPL vary at a sub-
micrometer scale, while presenting correlation in their variations along specific lines
interpreted as folds arising from stacking faults in the crystal lattice. According to this
observation, we suggest that strain induces both the ZPL and width modification. In a
second part, photoluminescence of 13C-doped and 12C-doped samples are compared in
an attempt of discerning a modification of the ZPL energy of the 4.1 eV defect depend-
ing of the carbon isotope used in the growth process. We report that there is either no
isotopic shift, or a finite one but smaller than the inhomogeneous broadening observed
in both samples.

Lastly, we tried to isolate the emission from a single point defect at 4.1 eV in thin
flakes obtained from undoped monocrystals of hBN (NIMS). Here, we used cathodolu-
minescence performed in a STEM microscope to make sure that the density of emitters
was low enough for a single emitter to be isolated with the spatial resolution of our
confocal microscope. Isolated spots are observed within the flake, emitting photolumi-
nescence well above the background (SNR ∼ 26) and exhibiting good photostability.
However, these spots are not associated with single emitters because the second-order
correlation function g(2)(τ) manifest no antibunching feature in the conditions of the
experiment.

At the borders of the flakes, the emission is generally stronger but unstable: bleach-
ing along the borders happens over several subsequent scans. One explanation, still to
be investigated, may be related to the dipole direction of the emitter. Indeed, if the
defect has a polarization axis out of plane, at the border the laser polarization may
becomes more aligned with the dipole direction of the defect because the crystal lattice
bends in these regions.
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During this thesis, the optical properties of point defects in hexagonal boron nitride
have been studied.

First, a confocal microscope operating with a green laser at 532 nm in ambient
conditions allowed us to study an individual emitter acting as a room temperature
single-photon source in the visible. We have identified two families of isolated emit-
ters on the basis of their photoluminescence spectra. Apart from the energy shift of
their spectrum, the two families present similar behavior, with in particular excellent
photostability and well defined dipole-like emission. The originality of our approach
consisted in analyzing the photodynamics of the emitters over five temporal decades,
which brought to light the existence of a long-lived metastable state. Yet, we find a
high quantum efficiency of the radiative transition with one of the most intense source
of quantum light in a solid-state platform (∼ 4× 106 counts/s). This study definitely
opens up the perspective of applications with hBN in the world of photonics science.
Interestingly, the intrinsic structure of hBN allows for an easier integration of its pho-
tonic capacity in heterostructure composed of others similarly thin semiconductors.

Secondly, the exploration of the optical response in a higher energy range, from 3.5
to 6 eV, have brought evidence for the existence of shallow and deep levels in carbon-
doped crystals. In particular, novel transitions in the deep UV appear at 5.37 and 5.52
eV with high enough oscillator strength to modify the dielectric constant in this energy
region, as demonstrated by reflectivity. These transitions are only observed in the case
of high carbon doping. On the basis of theoretical absorption spectra including the ef-
fects of point defects and impurities we attribute these newcomers to an exciton trapped
by a CN impurity. In the near-UV, we have observed three novel lines at around 4.12
eV (UV1), 4.14 eV (UV2), and 4.16 eV (UV3). Although the intensity of these deep
levels seems to increase with carbon doping, even exceeding the intensity of the 4.1 eV
defect in the case of highly doped crystals, we observe no structure in the reflectivity
spectra, which suggests either a low density or a weak oscillator strength of these levels.

A confocal microscope at 266 nm with sub-micrometer spatial resolution operating
at cryogenic temperature has been built. In the UV, the aberrations have drastic effects
and pushed us to design an original setup with adapted optics and elaborate protocols
to align it. The unique performances of this new microscope have been used to further
explore the properties of the point defects emitting in the UV.
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Conclusion

By acquiring spatially and spectrally-resolved PL map, we examine the localization
of the UV1-3 lines. We attest that the deep levels are scarce in moderately doped
samples, and become more frequent upon increasing doping. The UV1-3 lines present
an intriguing ∼ 20 meV energy spacing, and have a similar coupling to optical phonon
LO(T/Γ) as the 4.1 eV defect. We prove that there are not only independent of each
other, but also of the 4.1 eV defect. Therefore, we are in presence of a new class of point
defects in hexagonal boron nitride. This raises fundamental questions about the role
of carbon into these new levels, which is undoubtedly involved here. Is carbon implied
only during the growth process by promoting the formation of the defects, or is it part
of the final crystallographic configuration?

Then, we questioned the implication of carbon in the 4.1 eV defect. Nearly no varia-
tions of the photoluminescence profile and ZPL features are observed through the series
of carbon-doped samples. We tackled this long-standing question from another angle
with two types of sample: a first one doped with purified 13C powder, and a second one
with 12C powder. The different isotope composition in the two crystals was expected
to induce a statistical shift in ZPL energy. At the end, no definitive statement can be
made, because there is no spectral separation indicative of an isotopic shift of the ZPL,
within the inhomogeneous broadening of the 4.1 eV line. Nonetheless, we show impor-
tant results concerning this last point: correlation of the energy shift and broadening
of the 4.1 eV defect ZPL are observed along specific lines on the sample, interpreted as
folds of the crystal lattice originating from stacking faults. The correlation along these
lines are attributed to stress-induced effects.

Finally, we have used electron microscopy to help find isolated defects in thin flakes
of undoped hBN crystals. The purpose was to map the areas in cathodoluminescence
where the density of emitters at 4.1 eV was low enough to permit the collection of
photoluminescence from a single defect. We report on the observation of very local-
ized PL emission in the flakes, within the spatial resolution of our confocal microscope.
It presents a high signal-to-noise ratio (∼ 26) and very stable emission (hours, days).
However, no antibunching is measured in the histogram of photon correlations measure-
ment. In that respect, further investigations with improved experimental configuration
will certainly allows a better thermalization with the cold plate as well as easier in-
spection of the flakes. Another finding in these very thin flakes is that the emission is
predominantly located at the borders and bleaches over several scans, unlike what is
seen in bulk material.

As far as the confocal microscope is concerned, significant improvements could be
achieved with the installation of a new microscope objective made of reflective optics,
like a Cassegrain telescope, and with a higher numerical aperture. The former allows
for a full aberration-free collection system, cancels the need for chromatic correction in
excitation and also enlarges the spectral bandwidth in collection. The latter allows for
a better spatial resolution and collection efficiency of the PL, thus harboring the hope
of detecting an individual emitter in the UV in hBN.

Concerning the 4.1 eV defect, temperature-dependent measurements, polarization
in emission and especially ODMR measurements remain to be done at the scale of
localized emitter as observed in thin flakes. ODMR would enable to probe the spin
states of the point defect, providing important information in the search of its origin,
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and potentially revealing interesting spin configuration for quantum applications. The
prospect of having individual defects acting as single-photon source or with controllable
spin states confined to a single layer is desirable for device fabrication, as it can im-
prove ultimate control over emitter placement and coupling to photonic and plasmonic
cavities.

Besides, in a near future, it is also planned to update all the optics towards deep
UV excitation at 200 nm, thus above the bandgap of hBN. This will open up a scope of
possibilities, particularly for the study of excitonic emission by spatially-resolved map
of PL performed on few layers to monolayer samples.
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Appendix A
Classical and quantum light, mathematical

derivation of the second-order correlation function

A.1 Classical light versus quantum light

In the nature exist different physical processes to emit light. One can think of the
simplest examples like a fire or a star, or recent invention like the laser, or even more

specific source like the photoluminescence coming from the excitation of a single sus-
pended molecule. The physics of these various sources of light are now well understood,
and it is customary to make the distinction between classical source and non-classical,
or quantum, source of light. Classical light corresponds to electromagnetic field that
can be described by classical physics, it includes thermal light emitted from a blackbody
source (fire, star), and coherent light (laser). While quantum light corresponds to emis-
sion of photons whose behavior requires the quantum theory to be properly described.
It includes squeezed states, general photon-number (or Fock) states, and specifically
single-photon states.

A.1.1 Classification in terms of intensity fluctuation and corre-
lation

An efficient way to identify the type of light is to examine how the photons are dis-
tributed in time by the source. By looking at this distribution, the statistic of emission
of the source, we are able to determine what kind of source has emitted the photons.

The statistic of emission refers to the intensity fluctuation over time, which depends
on the emission process. The most basic type of process is the Poissonian process1. It
can be illustrated with an experiment into which the occurrence of an event (emission
of a photon) does not influence the occurrence probability of another event, that is to
say the events are independent. In terms of correlation, there is no correlation in the
intensity of the source, it means that the source present very little intensity fluctuation,
in other words it is a stable source of photons, or a coherent source, which is the most
stable source of light in classical optics. The laser falls into that category. However, it
is remarkably easier to have unstable sources, and in this case the intensity fluctuation
is greater, with a tendency to emit multiple photons at a time. This phenomenon is
called "bunching" and in most cases the process is said to be super-Poissonian. The
intensity correlation is positive. Thermal sources of light fall into that category.

1From the name of the French physicist and mathematician Siméon Denis Poisson, 1781-1840.
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Both of the above types of processes are the classical processes of emission. A third
one, the sub-Poissonian process, represents a quieter than perfectly coherent process.
It can therefore only be described by quantum optics, and the observation of sub-
Poissonian statistics is inevitably a clear signature of quantum nature of light [146].
The observation of sub-Poissonian statistics very often occurs concomitantly with an
anti-bunching behavior, that is to say the photons are never emitted by groups.

To helps illustrate the differences, we show on Fig A.1 the three cases. From bottom
to top, the blue photons (a) follow a bunched type of statistic, the red photons (b)
represent a random-type or coherent-type of light, and the green photons (c) the anti-
bunched type of light.

c

b

a

Figure A.1
Illustration of the different statistics of emission for a source. τc represents a typical interval
to evaluate the photon emission fluctuation. (a), (b), (c) represent the bunched type, coherent
type and anti-bunched type, respectively.

Although we have associated sub-Poissonian process with anti-bunching, it is worth
noting that both are distinct effects, and sub-Poissonian statistics can display bunching
effect, as carefully demonstrated and discussed by Zou and Mandel [146].

The case of a single emitter

A single emitter in a solid-state matrix is a case of quantum source. This can be
easily understood from the fact that after a first photon emitted, the emitter is in its
ground state and is unable to emit a second photon for some time following the primal
emission. It is noteworthy that this physical fact is also responsible for the limitation
of the single-photon source emission rate.

A.1.2 The second-order correlation function: g(2)(τ)

Now that we have explained and illustrated in terms of photon statistics the meaning
of a quantum source of light versus a classical source of light, it is time to introduce the
mathematical function g(2)(τ), namely the second-order correlation function (also
referred to as the correlation function). It is by far the most common quantity employed
for determining the quality of a single-photon source as well as its properties. To give
a practical meaning to this function, we can think of it as answering the question: if
I detect a photon at time t what is the probability to detect another photon at time
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t+ τ? More precisely, it informs us on the degree of correlation between the number of
photons detected at time t and at time t+ τ .

A very important value is the value at τ = 0τ = 0τ = 0, which is linked to the probability
of emitting two photons simultaneously. If we come back to the time distribution of
photons presented on Fig A.1, we can assign the three types of statistics to three interval
of values of g(2)(τ = 0):

(a) bunched light: g(2)(τ = 0) > 1

(b) coherent light: g(2)(τ = 0) = 1

(c) anti-bunched light: g(2)(τ = 0) < 1

(A.1)

A resume of the different types of statistics of emission and photons grouping be-
havior is represented on Fig A.2. In particular, Fig A.2(b) highlights the importance
of correctly normalizing g(2)(τ): if such a source is bunched over a much longer time
scale than the anti-bunching (so that the bunching peak looks flat over the measured
delay range), then a source may appear to have sub-Poissonian statistics, when in fact
g(2)(τ = 0) > 1.

(a) (b)

Figure A.2
(a) Diagrams showing the relationships among bunching, anti-bunching, sub-, super- and
Poissonian photon statistics. Plotted are three ideal sources: a chaotic, thermal-like source
(solid black curve), a coherent source (dotted black curve), and a single-photon source (solid
gray curve). τc is the coherence time of the bunched and anti-bunched sources. (b) Illustration
of how a source could be anti-bunched without exhibiting sub-Poissonian photon statistics.
[Figure extracted from [147]]
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A.2 Derivation of fundamental properties of g(2)(τ )

It can be shown that a meaningful expression for g(2)(τ) is [110]:

g(2)(τ) =
P12(t, t+ τ)

P1(t) × P2(t+ τ)
, (A.2)

where P12(t, t + τ) refers to the joint probability of finding a photon on detector D1
at time t and then one photon on detector D2 at time t + τ , and Pi(ti) to the simple
probability of finding a photon on detector Di at time ti. In order to highlight the
difference between the classical and quantum case, it is nonetheless necessary to express
g(2)(τ) in his rigorous mathematical form.

A.2.1 The classical case

In classical optics, the temporal correlation of the intensity variable between two time
t and t+ τ takes the form:

g(2)(τ) =
〈E∗(t)E∗(t+ τ)E(t+ τ)E(t)〉√

〈|E(t)|2〉〈|E(t+ τ)|2〉
=
〈I(t)I(t+ τ)〉
〈I(t)〉〈I(t+ τ)〉 , (A.3)

where 〈·〉 denotes statistical average over time. I(t) = E∗(t)E(t) is the electric field
intensity at time t, with the superscript ∗ indicating the complex conjugate. Let us
derive some interesting properties from the expression (A.3).

The Cauchy–Schwarz inequality implies:

〈I(t)I(t+ τ)〉 ≤
√
〈I(t)2〉〈I(t+ τ)2〉 . (A.4)

Moreover, for a stationary process of emission: 〈I(t1)
2〉 = 〈I(t2)

2〉 ∀ (t1, t2). Therefore,
we obtain the inequality:

〈I(t)I(t+ τ)〉 ≤ 〈I(t)2〉 , (A.5)

and dividing by 〈I(t)〉2, we finally have:

g(2)(τ) ≤ g(2)(0) . (A.6)

This important inequality shows that for the classical correlation function the maxi-
mum is reached at τ = 0. It translates the tendency of photons to come by packets
(bunching phenomenon) in classical source of light.

Also, using the subsequent inequality:

〈(I(t)− 〈I(t)〉)2〉 ≥ 0 ⇔ 〈I(t)2〉 ≥ 〈I(t)〉2 , (A.7)

we obtain for τ = 0:

g(2)(0) ≥ 1 . (A.8)
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The classical second-order correlation function is necessarily greater than 1 at time
τ = 0. It is worth noting that the value g(2)(0) = 1 is representative of the absence
of correlation between two simultaneous detections. A positive correlation would be a
value greater than 1. With that being said, it is now evident that "negative correla-
tion" with value smaller than 1, or more properly anti-correlation, is not a permitted
phenomenon for classical source of light.

A.2.2 The quantum case

In the Glauber formalism of quantum optics, Eq (A.3) becomes for a given mode of the
electromagnetic field [101, 148]:

g(2)(τ) =
〈E−(t)E−(t+ τ)E+(t+ τ)E+(t)〉
〈E−(t)E+(t)〉 × 〈E−(t+ τ)E+(t+ τ)〉 , (A.9)

where E+/− are the field operators defined by the annihilation â and creation â† quan-
tum operators. The process of emission is still considered to be stationary. The equation
(A.9) can be rewritten as:

g(2)(τ) =
〈â†(t)â†(t+ τ)â(t+ τ)â(t)〉

〈â†(t)â(t)〉2
. (A.10)

It is tempting to try to express g(2)(τ) in terms of the time-dependent number operator
n̂(t) = â†(t)â(t). However, because â and â† do not commute, the normally ordered
operators in this expression cannot be rearranged like in Eq (A.3). Nonetheless, in the
special case of τ = 0 and by using the commutation relation [â, â†] = 1, it is possible
to write:

g(2)(0) =
〈n̂(n̂− 1)〉
〈n̂〉2

. (A.11)

where 〈n̂〉 is the mean number of photon in the mode considered. Finally, by using the
notation µ ≡ 〈n̂〉 and (∆n)2 ≡ 〈n̂2〉 − 〈n̂〉2 for the variance of the photon statistics:

g(2)(0) = 1 +
(∆n)2 − µ

µ2
. (A.12)

Thus g(2) is a measure of the relative magnitude of the mean and the variance of
the photon statistics. The relation (A.12) is an algebraic illustration of the discussion
in Section A.1.1. Indeed, for a poissonian source the mean and variance are equal:
µ = (∆n)2 and thus g(2)(0) = 1. For a source that exhibits a super-Poissonian statistics,
the variance in photon number is larger than the mean and g(2)(0) > 1. Finally, in
the case of a sub-Poissonian photon source, the variance is smaller than the mean,
as a result g(2)(0) < 1. As we have demonstrated with relation (A.8), classical light
fields are constrained to g(2)(0) ≥ 1, and this is why sub-Poissonian statistics, in other
words an anti-correlated photon distribution, can only be described by a quantized
electromagnetic field.
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The case of a single emitter

In the particular case of a single emitter with discrete energy levels, the emission of
a photon can be represented by a pure single-photon Fock state |Ψ〉 = |1〉, for which
we know that the variance is null: (∆n)2 = 0. The formula (A.12) then reads:

g(2)(0) = 1− 1

µ
. (A.13)

This formula is the experimental cornerstone of the search for a single quantum emitter.
Indeed, once properly normalized, the g(2)(τ) function at τ = 0 can be divided in two
categories depending on the value of µ:

g(2)(0) < 0.5 =⇒ µ < 2 =⇒ single emitter (A.14)

g(2)(0) ≥ 0.5 =⇒ µ ≥ 2 =⇒ multiple emitters (A.15)

The relation (A.13) can be used to estimate the number of emitters under the excita-
tion spot, assuming that the emitters are of same nature and emit light in the same
proportion.

Conclusion

In conclusion, we have derived the classical and quantum expression of the second-order
correlation function which provide a set of tools to experimentally evaluate a source of
light. Indeed, based on the value at zero delay of the histogram representing g(2)(τ),
we can distinguish between classical light and quantum light, and in the latter case
between a single-emitter emission and multiple-emitters emission.
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Effect of the IRF on the histogram of photon

correlations

B.1 Position of the problem

In Section 2.4.2, we have established the following expression for the second-order
correlation function in the case of a three-level model:

g(2)(τ) = 1− (1 + a) exp (−λ1τ) + a exp (−λ2τ) . (B.1)

At τ = 0 the function gives a zero value, expressing the fact that for a single quantum
emitter the photons are perfectly anti-correlated. Fig B.1 shows a long-time scale
recording of g(2)(τ) and the corresponding fit using the function of Eq (B.1). We observe
a discrepancy between data and fit at zero delay (here the zero delay is represented by
τd = 12 ns, the electronic delay added experimentally in order to record the value of
g(2)(τ) for negative delay).

This difference can be explained by PL background with poissonian distribution
that originates from the environment of the defect and thus decreases the purity of
the single-photon source. However, in the case of high signal-to-background ratio, it is
usually due to the instrument response function (IRF) of the detection setup. Indeed,
when the emission dynamics of the quantum system probed by the photon correlation
measurements has a radiative lifetime in the order of the width of the IRF, the value at
zero delay will never reached 0, no matter how large is the signal-to-background ratio.
In order to assess the purity of the quantum light source, the fitting function of the
histogram has to take into consideration the IRF. The measurement of the IRF of the
setup is described in Section 2.3.2. Its profile is of Gaussian type with FWHM = 0.880
ns, or σ = FWHM/(2

√
2 ln 2) ≈ 0.374 ns. The gaussian function is expressed as follows:

IRF(t) =
1

σ
√

2π
exp (− t2

2σ2
) . (B.2)

To account for the IRF in the fitting procedure of the histogram of photon correla-
tions, one should calculate the convolution of g(2)(τ) of Eq (B.1) with the IRF of Eq
(B.2). With the electronic delay τd, negative delays are also recorded thus absolute
value must be taken for the variable τ . We calculate below the convoluted function
with τd = 0 for simplicity, and reintroduce it at the end.
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Figure B.1
g(2)(τ) curve fitting using Eq (B.1) without taking the IRF of the detection setup into account.
Grey circle are experimental data and blue solid line is the fit.
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Figure B.2
g(2)(τ) curve fitting using Eq (B.17) with taking the IRF of the detection setup into account.
Grey circle are experimental data and red solid line is the fit.
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B.2 Convolution of g(2)(τ ) and the IRF

Using the notation introduced in Eq (2.22) Section 2.4.3, we have:

g
(2)
IRF (τ) =

[
g(2) ∗ IRF

]
(τ) , (B.3)

=

∫ +∞

−∞
dτ ′

1

σ
√

2π
e−

(τ−τ ′)2

2σ2 ×
[
1− (1 + a)e−λ1|τ

′| + ae−λ2|τ
′|
]

. (B.4)

Then, we obtain the three terms:

g
(2)
IRF (τ) =

1

σ
√

2π

∫ +∞

−∞
dτ ′e−

(τ−τ ′)2

2σ2 +
1 + a

σ
√

2π

∫ +∞

−∞
dτ ′e−

(τ−τ ′)2

2σ2 × e−λ1|τ ′|

+
a

σ
√

2π

∫ +∞

−∞
dτ ′e−

(τ−τ ′)2

2σ2 × e−λ2|τ ′| . (B.5)

The first term of Eq (B.5) is a simple normalized Gaussian integral, thus:

1

σ
√

2π

∫ +∞

−∞
dτ ′e−

(τ−τ ′)2

2σ2 = 1 . (B.6)

The two other terms of Eq (B.5) are similar and we detail below the calculation for the
first one, with the constant factor in front of the integral left aside:

∫ +∞

−∞
dτ ′e−

(τ−τ ′)2

2σ2 × e−λ1|τ ′| =
∫ 0

−∞
dτ ′e−

(τ−τ ′)2

2σ2 × e−λ1(−τ ′)︸ ︷︷ ︸
(I)

+

∫ +∞

0

dτ ′e−
(τ−τ ′)2

2σ2 × e−λ1τ ′︸ ︷︷ ︸
(II)

(B.7)
We first treat the term (I) of Eq (B.7):

(I) =

∫ 0

−∞
dτ ′e−

(τ−τ ′)2

2σ2 × e−λ1(−τ ′) , (B.8)

=

∫ +∞

0

dτ ′e−
(τ+τ ′)2

2σ2 × e−λ1τ ′ , (B.9)

=

∫ +∞

τ

dτ ′e−
τ ′2
2σ2 × e−λ1τ ′ × eλ1τ , (B.10)

= eλ1τ
∫ +∞

τ

dτ ′e−
1

2σ2
[(τ ′+λ1σ2)2−λ21σ4] , (B.11)

= eλ1τe
λ21σ

2

2

∫ +∞

τ

dτ ′e
−
(
τ ′+λ1σ

2

σ
√
2

)2

, (B.12)

= eλ1τe
λ21σ

2

2 σ
√

2

∫ +∞

τ+λ1σ
2

σ
√
2

dτ ′e−τ
′2

, (B.13)

(I) = eλ1τe
λ21σ

2

2
σ
√

2π

2
× Erfc

(
τ + λ1σ

2

σ
√

2

)
. (B.14)
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Where Erfc(x) is the complementary function of the Erf(x) function:

Erfc(x) = 1− Erf(x) = 1− 2√
π

∫ x

0

e−t
2

dt =
2√
π

∫ +∞

x

e−t
2

dt . (B.15)

We note that the term (II) of Eq (B.7) is similar to Eq (B.9) with only τ changed to
−τ in the exponential function. Using the same variable substitutions, we find for term
(II):

(II) = e−λ1τe
λ21σ

2

2
σ
√

2π

2
× Erfc

(−τ + λ1σ
2

σ
√

2

)
. (B.16)

The second term of Eq (B.5) is finally obtained by multiplying [(I) + (II)] by the
constant factor 1+a

σ
√
2π
. The third term is similar with only λ1 changed in λ2.

The fitting function g(2)IRF (τ), reintroducing the electronic delay τd, finally reads:

g
(2)
IRF (τ) = 1− (1 + a)

2
e
λ21σ

2

2

[
Erfc

(
τ − τd + λ1σ

2

σ
√

2

)
eλ1(τ−τd)

+ Erfc
(−(τ − τd) + λ1σ

2

σ
√

2

)
e−λ1(τ−τd)

]
+
a

2
e
λ22σ

2

2

[
Erfc

(
τ − τd + λ2σ

2

σ
√

2

)
eλ2(τ−τd) + Erfc

(−(τ − τd) + λ2σ
2

σ
√

2

)
e−λ2(τ−τd)

]
.

(B.17)

Using the above function to fit the histogram of photon correlations, with σ fixed by the
experimental measurement of the IRF, we get a very good match with the histogram
at zero delay, as illustrated on Fig B.2. The small gap between the fitting function and
the histogram at zero delay attests that the single-photon source is very pure, and that
the deviation to g(2)(0) = 0 is mainly due to the IRF of the detection setup.
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