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Abstract

WSN (Wireless Sensor Networks) frequently deployed in harsh environments need to be autonomous with

optimized lifetime, reliable connectivity, and robust to interference. The objective of this thesis is to make

WSN deployments easier in harsh environments by self-deploying and adapting these networks to the con-

text.

In this thesis, we started by comparing LPWAN technologies and we focused on LoRa offering several

degrees of freedom on its communication parameters and making a good candidate for adaptive networks.

Five contributions have been achieved throughout this work.

In the first contribution, we analytically investigated the energy efficiency for different network topologies

to improve energy consumption by adapting LoRa communication parameters in star and mesh topologies.

The impact on energy consumption of the network density and network coverage is also investigated.

The second contribution is the development of a LoRa network simulator based on WSNet, an event-

driven simulator for large scale WSN. It implements the required communication protocol layers and sim-

ulates the network behavior with a high level of accuracy. In that sense, we integrated new features of

transceivers such as LoRa Semtech and reconfiguration functionalities in the WSNet simulator.

In the third contribution , we investigated performance and limitations of LoRa networks by taking into

account only the Physical layer and by including the protocol ADR (Adaptive Data Rate) proposed by Lo-

RaWAN. First, we investigated LoRa deployments of nodes with homogeneous parameters. This investiga-

tion allows us to obtain the performance of each spreading factor individually to calculate their capacity

for each network size assuring a given packet delivery ratio. Second, we investigated LoRa deployments of

nodes with heterogeneous parameters. This investigation explores more spreading factor allocation proto-

cols to improve network performance by exploiting LoRa physical layer features such as spreading factor

quasi-orthogonality. Finally, we investigated in detail performance analysis of the spreading factor alloca-

tion protocol based on the link budget that corresponds to ADR of the LoRaWAN under steady-state as-

sumptions. This analysis allows us to understand the impact of allocating the spreading factor using ADR

on the network performance in several aspects: (i) network deployment, (ii) environment, (iii) multiple

channels, and (iv) bidirectional communications.

In the fourth contribution, we propose enhancements by allocating spreading factors optimally to im-

prove reliability and fairness taking into account deployment constraints and exploiting LoRa properties.

The objective is to avoid the strong impact of the network deployment on network performance. We pro-

posed several strategies to deploy LoRa networks by adapting the parameter spreading factor at the initial-

ization when all nodes join the network. We also proposed improvements to the classical spreading factor

allocation, the ADR mechanism that depends on the network deployment impacting the network perfor-

mance. They improve the network capacity and transmission quality in terms of packet delivery ratio.

In the last contribution, we proposed a strategy to self-deploy LoRa networks by adapting the spreading

factor parameter over time when nodes join progressively the network. The strategy is based on the link,

network, and distribution metrics of previous joined end-devices to set up the configuration of joining end-

devices to self-deploy LoRa networks according to the context. We can use current network performance

metrics to configure an end-device joining the network.
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Introduction

Context

During the last years, the number of connected devices has grown exponentially reaching tens of billions

[1][2] and overtaking the global population [3]. There are more connected devices than people. In fact,

the IoT (Internet of Things) applications [4][5], such as Smart Cities and Smart Homes, are connecting more

devices than ever before (massive IoT) increasing the density and scale of the sensor deployments (large-

scale) [6][7][8]. These deployments are composed of things capable to sense the environment, commu-

nicate with other things, and make intelligent decisions. Wireless networks are required to connect these

things providing robust and energy-efficient operations while covering wider geographical areas. Things

are expected to operate for a longer period (five to ten years) without any maintenance as they are typi-

cally battery-powered, and also to cover large areas [9]. Traditional technologies such as cellular (2G, 3G,

and 4G) and non-cellular (short-range Bluetooth, and Zigbee) are not fully suitable to face this growth rate

and the deployment problems involved. On the one hand, cellular technologies offer good throughput and

communication range but they consume energy reducing the battery lifetime of the devices. On the other

hand, non-cellular Bluetooth, and Zigbee technologies offer good battery lifetime but limited communica-

tion range and throughput.

In this context, LPWAN (Low Power Wide Area Network) has emerged as an alternative to traditional

technologies [5][10] providing low power connectivity and low data rate while covering large areas through

a simple network topology [11]. In the literature, several studies have reviewed different LPWAN technolo-

gies among standardization activities: IEEE (Institute of Electrical and Electronics Engineers), IETF (Internet

Engineering Task Force), 3GPP (3rd Generation Partnership Project), ETSI (European Telecommunications

Standards Institute) as well as industrial activities: LORA (Long Range) alliance, Weightless-SIG, Dash7 al-

liance [11]. They can be divided into networks based on cellular infrastructure [9][12], networks with third-

party infrastructure [13], and autonomous networks without any third-party infrastructure [14]. The first

group, NB-IOT (Narrow Band Internet of Things) [12], LTE-M (Long Term Evolution for Machines) [15][16],

EC-GSM (Extended Coverage - Global System for Mobile) [17] raised intensive research to overcome heavy

interference problems due to a new massive wave of IoT devices in addition to the already densely popu-

lated existing cellular network. The second group includes proprietary networks and service providers such

as Ingenu [18], SigFox [13], and Weightless [19]. The last group includes the LORA technology, which is an

open-source technology that enables autonomous network set-up at low cost [9].

LPWAN aims to accommodate the IoT demand [20], more particularly to connect WSN (Wireless Sensor

Networks). These networks composed of sensor devices and gateways are characterized by the following

constraints: critical energy on the side of the sensors, critical communication range, susceptibility to in-

terference, and infrequent transmissions of small data. The principal problems in WSN deployments are

coverage and connectivity. Furthermore, WSN deployments need to be autonomously operational without

manual instructions to minimize maintenance costs. The network should self-deploy and adapt its config-

urations according to environment changes, due to interference, for example, to optimize a performance

indicator such as power consumption or the packet delivery ratio. In the self-deployment approach, the

network can take into account the environment by measuring link quality indicators or metrics. Then, it

analyzes these metrics to make a decision. Finally, it applies this decision of re-configuring the network to

optimize its performance, e.g., reliability and energy efficiency.

Among the LPWAN technologies we will focus on the LORA technology because it presents several ad-

vantages for adaptive networks to self-deploy WSN. These advantages are the degrees of freedom of its

communication parameters, the adaptation flexibility, the maturity of the solution, the openness of the

technology, and the robustness to interference thanks to its chirp spread spectrum modulation. LORA

networks have been largely deployed for private networks (like smart buildings [21], smart cities [22],

smart agriculture [23], smart meters [24], smart islands [25], smart golf course [26], smart water quality
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monitoring [27][28][29][30], and smart air quality monitoring [31][32][33]) thanks to its low-cost and its

subscription-less feature, reducing large-scale deployment costs. However, LORA has presented several

challenges [34][35][36][37] in terms of: network scalability and adaptation to use cases with high conges-

tion. Several solutions have been proposed to deal with these problems. They can be divided in two cate-

gories: link adaptation and network densification strategies. Furthermore, none of these studies have eval-

uated both strategies with all the network parameters such as device configuration heterogeneity, network

topology, deployment density and traffic intensity. In this thesis, we evaluate these strategies using an accu-

rate simulator taking into account the quasi-orthogonality of the spreading factors, gateway capture effect,

and realistic use of the spectrum considering the time-frequency dependency of the communications.

Scope and Motivation

This thesis has been developed within the Wireless Communications Department at CEA-Leti and the

Drakkar Group at Grenoble Informatics Laboratory.

This work is performed in the context of WSN frequently deployed in harsh environments. These net-

works need to be autonomous with optimized lifetime, reliable connectivity, and robust to interference. In

that sense, the objective of this thesis is to ensure the Internet of Things communication with high relia-

bility, energy-efficiency, and robust to interference by exploiting a new generation of transceivers, such as

LORA Semtech transceivers, within a communication protocol stack. Moreover, this thesis aims to make

wireless sensor network deployments easier in harsh environments by self-deploying these networks and

adapting to the context. In this thesis, we will focus on a static approach in the context of network de-

ployment automation. We will propose a protocol to detect, characterize, and adapt the radio transceiver

parameters to optimize the link budget and increase the reliability taking into account the constraints of

coverage and connectivity of the WSN, as well as capacities and limitations of the LORA technology.

To achieve the objectives of the thesis, we decided to follow a simulation approach using the WSNET

(Wireless Sensor Networks Simulator) that is an event-driven simulator for large scale WSN. We followed

this approach rather than real test-beds because it is more practical for implementing and testing the adap-

tive protocols to self-deploy WSN. The real implementation constraint of large scale deployments is the

cost that would involve the deployment of thousands of devices. Note that at the beginning of this thesis

there were a limited number of LORA simulators. We decided to use and improve the WSNET simulator

because it implements the required communication protocol layers and simulates the network behavior

with a high level of accuracy. In that sense, we integrate new features of transceivers such as LORA Semtech

and reconfiguration functionalities in the WSNET simulator. Thus, we developed additional more realistic

models such as the model of the LORA PHY (physical) layer to exploit spatial reuse and the orthogonality of

spreading factors. Moreover, a MAC (Medium Access Control) layer model in a star topology or a star of star

topology was developed to evaluate the impact of the protocol on the network performance.

This work extends the knowledge about LPWAN technologies, more specifically, the LORA technology

in large scale deployments, its performance, limitations, and flexibility for adaptive networks. This thesis

aims to answer the self-deployment issues of WSN by adapting the network to improve its performance. It

addresses the following research questions:

Question 1: What are the different LPWAN technologies? What are their advantages and limitations?

There are several LPWAN technologies composed of various implementations and protocols. They

could be proprietary or open-source that principally share some characteristics such as operation on small

inexpensive batteries for years, and operating range typically of kilometers. However, a physical limitation

to achieve long-range and low consumption is the small data size and data rate. More specifically, we would

like to know about the adaptability of its communication parameters, scalability, and coverage. These ques-

tions will be answered in Chapter 1.
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Question 2: How flexible is the LORA technology for adaptive networks? What are the degrees of free-

dom of the LORA technology? Is there an interest for energy saving?

Among the existing LPWAN technologies, we are looking for the most suitable one for adaptive net-

works. It seems that the LORA technology could be a good candidate to focus on due to the degrees of

freedom of its communication parameters. We would like to know how flexible this technology is, by taking

into account energy consumption constraints, deployment density of end-devices, and the communica-

tion coverage. The LORA technology is characterized by low power consumption, long communication

range, and massive access deployments. In Chapter 2 of this thesis we theoretically analyze the impact on

the energy consumption of varying LORA communication parameters such as the transmission power, the

spreading factor of the modulation, the bandwidth, and deployment.

Question 3: What are the performance and limitations of LORA technology for massive access of end-

devices? What is the impact of varying its communication parameters? What are the weaknesses of LO-

RAWAN and the Adaptive Data Rate?

We analyze performance and limitations of LORA technology by simulation taking into account more

realistic hypothesis such as the constraints of the network implementation and deployment . We would

like to know the limitations of the LORA technology in massive access deployments. They involve interfer-

ence and packet collision problems that need to be considered. Thus, we analyze performance in terms

of reliability and throughput through accurate simulations using the WSNET simulator. Furthermore, we

would like to know the limitations of the ADR (Adaptive Data Rate) mechanism proposed by LORAWAN to

improve it taking into account: the capacity of each spreading factor, the orthogonality of spreading fac-

tors, the traffic intensity, multiple channels, bi-directional communication (uplink and downlink), multiple

gateways, different environments, etc. These questions will be answered in Chapter 3.

Question 4: How to improve the performance and reliability of LORA networks? How to adapt its com-

munication parameters? How to efficiently deploy LORA networks depending on the context?

We look for improving LORA performance because the ADR is not appropriate to the context, nor to the

massive number of nodes, nor to the access with multiple gateways. Through a simulation approach, we are

going to focus on supporting a massive number of end-devices while still providing good packet delivery

ratio and communication range by adapting the LORA communication parameters, more particularly the

spreading factor. To deal with these requirements, we propose two types of solutions: link adaptation and

network densification. We propose solutions for single-gateway scenarios and multi-gateway scenarios by

adapting the spreading factor at the initialization of the network operation when all nodes join the network.

These questions will be answered in the first part of Chapter 4.

Question 5: How to self-deploy LORA networks by adapting its communication parameters over time

when end-devices progressively join the network?

The LORA technology aims to connect a massive number of end-devices sharing the limited spectrum.

The massive access problem involves two aspects: link coordination and resource allocation. Massive de-

ployments require link coordination through MAC protocols to avoid collisions. We are going to focus on

the resource allocation of the communication parameters. Varying LORA communication parameters re-

sult in different transmission qualities. Thus, efficiently allocating resources to end-devices based on the

deployed environment improves massive access, scalability, and reliability. We are going to allocate spread-

ing factors to end-devices following the self-deployment approach: measuring metrics, analyzing to take a

decision, and applying the decision to allocate the optimal spreading factor to end-devices. Furthermore,

we propose a solution to improve the LORAWAN adaptive data rate mechanism in a more realistic scenario

by adapting the spreading factor over time when nodes progressively join the network. Note that in this ap-

proach new nodes joining the network are configured without modifying the nodes that already joined the

network. This approach is more realistic because there are several private LORA networks already deployed

and we do not have access to modify the node’s configuration of those networks. However, we can measure

the current network performance and based on that we can configure a node joining our network. These

questions will be answered in the second part of Chapter 4.

13



INTRODUCTION

Contributions

We present five contributions organized into three axes addressing the above questions. The first axis in-

cludes Contribution 1 where we theoretically analyze the LORA technology flexibility for adaptive networks.

We propose adaptation strategies for saving energy. The second axis includes the LORA simulator based on

WSNET that is the Contribution 2: we developed several modules considering the characteristics of the

LORA Semtech transceivers and the LORAWAN protocol. Finally, the third axis is based on the analysis of

the simulation results including Contributions 3, 4, and 5. They are the following: performance and lim-

itation analysis of LORA networks for massive access devices, an improvement on performance through

spreading factor allocation strategies, and adaptation strategy to self deploy LORA networks in more realis-

tic scenarios. Our principal contributions are listed below:

Contribution 1: Analyzing LORA technology for adaptive networks. Evaluating the flexibility of its

communication parameters. Theoretically showing the interest of LORA for energy saving. Proposing adap-

tation strategies of its communication parameters for energy saving.

We analytically investigate the energy efficiency for different network topologies to improve energy con-

sumption by adapting LORA communication parameters in star and mesh topologies. The impact on en-

ergy consumption of the network density and network coverage is also investigated. We implemented an

analytical model in MATLAB according to the LORAWAN specification and technical documents.

Contribution 2: Developing and implementing a LORA simulator based on WSNET.

We use an accurate and realistic WSNET-based simulator [38] written in C / Modern C++ under CeCILL

free license. WSNET is a modular event-driven wireless network simulator that implements the required

communication protocol layers and simulates the network behavior with a high level of accuracy. We have

extended the simulator in several aspects (e.g., spectrum use, interference, capture effect) to take into ac-

count flexibility and specificity of the LORA PHY / MAC layers.

Contribution 3: Analysing performance and limitation of LORA network deployments for massive

access of end-devices. Showing the impact of varying its communication parameters for different network

sizes and different traffic intensities.

The first part of this contribution is the investigation of LORA network deployments of nodes with ho-

mogeneous communication parameters. This investigation allows us to obtain the performance of each

spreading factor individually to calculate their capacity for each network size assuring a given packet deliv-

ery ratio. This individual spreading factor performance allows us to understand advantages and limitations,

and also to propose more allocation protocols using different spreading factors. The second part of this

contribution is the investigation of LORA network deployments of nodes with heterogeneous communica-

tion parameters. This investigation explores more spreading factor allocation protocols to improve network

performance by exploiting LORA physical layer features such as spreading factor quasi-orthogonality. These

spreading factor allocation protocols configure nodes: (i) according to their link budget like the ADR of the

LORAWAN specification, (ii) randomly, and (iii) aiming at an equal number of nodes per spreading factor.

The final part of this contribution is the detailed performance analysis of the spreading factor allocation

protocol based on the link budget that corresponds to the ADR of the LORAWAN under steady-state as-

sumptions. This analysis allows us to understand the impact of allocating the spreading factor using ADR

on the network performance in several aspects: (i) network deployment, (ii) environment, (iii) multiple

channels, and (iv) bidirectional communications. We evaluate all these aspects under the same assump-

tions. Capabilities and limitations are clarified to investigate more optimal allocation protocols exploiting

principally the individual capacity of each spreading factor and their quasi-orthogonality to improve the

ratio of received packets.

Contribution 4: Improving the performance of LORA networks through efficient spreading factor al-

locations. Proposing network deployment strategies to make LORA deployments easier depending on the

context.

Improvements are proposed because the network deployment should not have a strong impact on net-

work performance. We propose several strategies to deploy LORA networks by adapting the parameter
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spreading factor at the initialization when all nodes join the network. We propose improvements to the

classical spreading factor allocation and to the adaptive data rate mechanism that depends on the network

deployment impacting the network performance: (i) enhanced link adaptation, and (ii) joint link and topol-

ogy adaptation strategies. They improve the network capacity and transmission quality in terms of packet

delivery ratio.

Contribution 5: Proposing adaptation strategies to self-deploy LORA networks over time when end-

devices progressively join the network.

We propose a strategy to self-deploy LORA networks by adapting the spreading factor parameter over

time when nodes progressively join the network. We propose a progressively joining strategy based on the

link, network, and distribution metrics of previous joined end-devices to set up the configuration of joining

end-devices to self-deploy LORA networks according to the context. Note that we have no influence on

the configuration of the end-devices that already joined the network because there could be other private

LORA networks deployed on the same geographical area as our LORA network. However, we can use current

network performance metrics to configure an end-device joining the network.

Contributions Beyond the State of the Art

Given the state of the art, several insights and strategies were proposed for link adaptation and topology

adaptation. In this thesis, we perform a global evaluation of different communication parameters using the

radio LoRa technology. The research challenges in LoRa deployments can be divided into five categories: (i)

energy consumption, (ii) communication range, (iii) multiple access, (iv) error correction, and (v) security.

Among these categories, this thesis investigates (i), (ii), and (iii).

Error correction is not considered in this thesis. However, it is important to notice that corrupted packets

due to channel effects or environmental conditions can be overtaken with two types of solutions [9]: (i)

channel coding and (ii) interference cancellation. These solutions could improve performance by decoding

even corrupted messages. Security is also a major issue, but this thesis does not consider it. Nevertheless,

note that several investigations are been carried out.

Energy consumption:

Energy consumption is a major challenge for LoRa networks. Nodes are expected to have 5 to 10 years of life

time with minimal maintenance. Consumption can be due to (i) micro-controller operations and (ii) wire-

less transmissions. LoRa consumes less energy by directly using the bandwidth for transmitting a signal and

employing light MAC protocols. However, nodes consume more power due to unavoidable circumstances

like network deployment constraints (nodes located far from the gateway), network topology, and collisions

followed by re-transmissions.

From the literature, authors identified that generating carrier signals is the most power consumption

operation. They also identified that LoRa is able to receive weak signals but decoding them depends on the

signal SNR and the minimum SNR that the receiver can demodulate. They suggest to place more gateways

and to allocate dynamically the transmitted power to face energy consumption issues. However, note that

no performance analysis (neither theoretical nor by simulation) have been made on energy consumption.

In this thesis, more particularly in Chapter 2, we address the energy consumption problem exploiting

the flexibility of several radio LoRa parameters and not only the transmitted power. These parameters are:

(i) the transmitted power, (ii) the spreading factor, and (iii) the bandwidth. We analytically investigate en-

ergy consumption due to LoRa wireless transmissions and receptions varying these radio parameters for

different network topologies (star and mesh). Indeed, we investigate what parameter should be adapted

to optimize energy consumption and the different trade-offs when changing a parameter. For example,

decreasing the spreading factor and the transmitted power may reduce energy consumption but we need

to clarify which variation better optimizes energy consumption. We may gain in energy consumption but
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communication range is reduced. Hence, the impact of the network density and network coverage are in-

vestigated to propose adaptation strategies to adapt the LoRa radio parameters and network topology.

Communication range:

Estimating the coverage of LoRa networks is also a challenge. LoRa deployments aim to include several

scenarios and use cases. We have to take into account diverse deployment conditions and propagation

loss to improve the network coverage. Attenuated signals below a given threshold may be detected by the

gateways but not decoded. Thus, the communication range could be improved with new techniques for

decoding these signals, placing more gateways, or with multi-hop communications.

From the literature, authors performed test-bed measurements [9][39] and proposed solutions to improve

the communication range of sparse deployments. They also proposed new hardware to extend coverage

and battery lifetime. They gave some insights found from experimental measurements. They suggest to

place more gateways to increase network density. However, note that at the moment when we started this

thesis, no analysis had been made about network deployment with multiple gateways. Moreover, only the

star topology was considered for LoRa deployments, which may be improved using mesh topologies by

increasing communication range through relay nodes.

In this thesis, we theoretically investigate the communication range and energy consumption of trans-

mitting and receiving packets through some relay nodes (multi-hop communication) by adapting the radio

LoRa parameters. We improve the communication range using a mesh topology and we evaluate energy

consumption depending on the network coverage. Moreover, we propose an adaptation strategy to switch

from the star topology to the mesh topology depending on the communication range and network density.

Passing to the mesh topology allows to reach longer distances. This thesis also investigates the impact of

different environments (e.g. factory of the future), network topologies, multiple gateway (adding gateways

increases the network coverage and the network performance), the minimum number of gateways required

to cover the whole area of deployment, and their positioning. We propose strategies giving the number of

required gateways to cover and assure a given reliability for a given network size. These strategies make

LoRa deployments easier.

Multiple access:

Connecting a massive number of devices is also a major issue. It is expected that LoRa networks connect

thousand of devices sharing the limited spectrum. Multiple access involves several problems and they can

be divided into two groups according to the literature: (i) Link coordination and (ii) Resource allocation. The

first one aims to coordinate transmissions using MAC protocols to avoid collisions. The second one aims

to allocate resources reasonably to devices depending on the deployment constraints to improve scalability

and massive access. When we talk about resources, we mean the radio LoRa parameters: T P (transmission

power), SF (spreading factor), BW (bandwidth), channel, which affect the transmission quality.

From the literature, authors suggested to take advantage of new LoRa gateways able to receive pack-

ets with different SF s in the same channel simultaneously to improve packet delivery [40]. They also

recommend further investigation varying transmission parameters according to the deployment environ-

ment. They investigated several solutions, but most of them only considered homogeneous communica-

tion parameters of devices. There are some solutions [41][42][43][44][45][46][47][48] considering hetero-

geneous communication parameters allocating SF s with the ADR mechanism for example. However, they

did not consider the fact that SF s are not completely orthogonal. In fact, SF s are quasi-orthogonal, there

is rejection between signals with different SF on the same channel. Furthermore, the ADR mechanism

has drawbacks and does not exploit all the potential of the LoRa technology, more specifically the quasi-

orthogonality of SF s. Densifying the network by increasing the gateways may improve network perfor-

mance but it increases collisions because the number of devices using low SF s increases, saturating these

low SF s. Thus, the ADR mechanism needs to be improved through fairer SF allocation depending on the

environment and deployment constraints.
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In this thesis, we investigate performance of LoRa deployments connecting a massive number of devices

and different traffic intensities. To do this, we investigate the capacity of each SF depending on the traffic

and the number of end-devices. Then, we investigate multiple access of end-devices with heterogeneous

parameters taking into account that SF s are not fully orthogonal. Co-channel rejection of different SF s is

considered in our interference model in WSNet allowing more accurate simulation results. Thus, we inves-

tigate heterogeneous communication parameters of devices and how they impact performance. Indeed,

we explore several SF allocation strategies to self-adapt the network. We aim to allocate optimally the SF s

considering the packet delivery ratio and throughput as performance metrics. Furthermore, we investigate

in detail the ADR performance showing the impact of the deployment, and its drawbacks when over-using

and under-using SF s to improve it.

Outline

This thesis is organized into two parts: (i) state of the art and (ii) contributions. The first part presents the

state of the art of the LPWAN technologies in the context of IoT and WSN. It presents the existing solutions

and a table comparison. Furthermore, we present the LORA technology, its characteristics, the LORAWAN

protocol, and the reasons why we have chosen it for adaptive networks. Moreover, we present the related

work of LORA deployments, link and topology adaptation, and a discussion of the general methodology

followed in this thesis. The second part presents our contributions divided into three chapters: 2, 3, and 4.

This thesis is organized as follows:

Part I, Chapter 1: LPWAN and LORA. This chapter investigates the LPWAN landscape of the

technologies and protocols to understand features, challenges, and flexibility for adaptive networks. There

are several LPWAN technologies such as LORA, SigFox, NB-IoT, Ingenu, 802.11.ah, etc. Among these tech-

nologies, LORA technology and the LORAWAN specifications are presented in detail. Indeed, we analyze

the degrees of freedom of the LORA technology to adapt the network. We define the methodology for the

investigation of network deployment through theoretical studies, simulations, or real measurements. This

chapter also presents the related work on two major issues: (i) LORA network deployments for which we

detail work using experimental measurements or simulations, the LORA evaluation and its limits and the

LORA network deployment strategies. (ii) LORA adaptation for which we present the link and the topology

adaptation.

Part II, Chapter 2: Is LORA technology a good candidate for adaptive networks? This

chapter investigates the degrees of freedom of LORA communication parameters to understand the trade-

offs and challenges when adapting its parameters such as the transmitted power, the spreading factor, the

bandwidth, the coding rate, and the topology of the deployment. This chapter focuses on the investigation

of energy consumption and the communication range as network performance indicators to decide if LORA

is an appropriate technology for adaptive networks. Thus, we analytically investigate the energy efficiency

for different network topologies to improve energy consumption by adapting LORA communication param-

eters in star and mesh topologies. The impact on energy consumption of the network density and network

coverage is also investigated. We show the flexibility of LORA parameters to pursue the investigation in

adaptive networks.

Part II, Chapter 3: Performance and limitations of large scale LORA networks. This

chapter evaluates the performance and limitations of massive access LORA networks for different applica-

tion cases and traffic intensities. We also analyze the impact of varying the communication parameters.

These analyses are done in the same simulation and under the same assumptions. Indeed, we analyze: (i)

the capacity of each spreading factor in homogeneous deployments, (ii) the impact of the orthogonality of

the spreading factors in heterogeneous deployments, (iii) the performance of the ADR, (iv) the impact of

different environments, (v) the impact of using multiple channels, (vi) the impact of the downlink commu-

nication, and (vii) the network densification, i.e. multiple gateways.
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We analyze the performance of LORA deployment of end-devices with homogeneous and heterogeneous

communication parameters to propose and evaluate spreading factor allocation strategies. Moreover, we

analyze the impact of the network deployment, i.e., uniform and dense deployment of end-devices. Fur-

thermore, we analyze the limitations of the adaptive data rate of LORAWAN showing the trade-offs between

over-used and under-used spreading factors. Another addressed important issue is the analysis of the im-

pact of the environment, especially in a FOF (Factory of the Future) environment. The impact of multiple

channels is also analyzed as well as the degradation of the packet delivery ratio due to downlink transmis-

sions. Finally, we analyze the impact of improving the network density by placing multiple gateways in

LORA deployments of end-devices with homogeneous communication parameters. This analysis allows

us to improve performance taking advantage of the spectrum spatial reuse and to propose an adaptation

strategy giving the number of gateways needed to assure a certain level of reliability for given network size.

This adaptation strategy limits the number of covered nodes per gateway serving them with better packet

delivery ratio, especially in large scale deployments.

Part II, Chapter 4: Efficient spreading factor allocation in massive access LORA multi-
ple gateway adaptive networks. In this chapter, we look for improving the performance of LORA

massive access networks allocating efficiently the spreading factor to end-devices and increasing the net-

work density of the infrastructure by placing more gateways in the right way. We propose improvement to

the adaptive data rate mechanism of LORAWAN: (i) the ELA (Enhanced Link Adaptation) algorithm and (ii)

the MGELA (Multiple Gateway Enhanced Link and Topology Adaptation). Moreover, we propose network

deployment strategies to make LORA deployments easier depending on the context, e.g. the network size.

Performance evaluation of ELA is also presented: it investigates the impact of the network deployment,

the pathloss environment, multiple channels, downlink communications, and multiple gateways. Further-

more, we propose adaptation strategies to self-deploy LORA networks over time when end-devices progres-

sively join the network. We analyze the impact of these adaptation strategies on network performance,

in uniform and dense deployments. Whatever the environment is our strategy will exploit the capacity of

each spreading factor and the quasi-orthogonality of them in every gateway taking into account realistic

estimated metrics based on network performance measurements. Note that there are imperfections when

estimating the metrics to decide the network configuration.

Conclusion and future directions. We started by comparing different LPWANs to focus on the LoRa

technology. It offers several degrees of freedom on its communication parameters making it a good candi-

date for adaptive networks. Then, we theoretically evaluated energy consumption of LoRa networks show-

ing the interest to focus on LoRa for adaptive networks and we also proposed adaptation strategies. Next,

we investigated performance and limitations of LoRa networks identifying drawbacks of ADR. This inves-

tigation allowed us to propose enhancements by allocating SF optimally to improve reliability and fairness

taking into account deployment constraints and exploiting LoRa properties. This thesis is only a first step in

LoRa adaptive networks. Future research is necessary in mesh networks, machine learning techniques for

parameter allocation, experimental validation of our proposals, optimal placement of the gateways, band-

width adaptation, and coding rate adaptation, to adapt a network deployment.
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CHAPTER 1. LPWAN AND LORA

Introduction

This chapter investigates the competitive landscape of LPWAN technologies and protocols to understand

features, challenges, and flexibility for adaptive networks. We present the details of the LORA technology

and the LORAWAN specification. Thus, we look for a technology offering flexibility and degrees of freedom

of its communication parameters to focus on.

This chapter also focuses on the state of the art of LORA technology. Mainly, it presents related work

of the LORA deployments divided in four parts: (i) the real LORA deployments, (ii) the LORA network de-

ployments of both experimental measurements and simulations, (iii) the LORA evaluation and limits, and

(iv) the LORA network deployment strategies. Moreover it presents the related work of the LORA adapta-

tion: (i) the link and (ii) the topology adaptation. Finally, we present the methodology of the investigation

of network deployments in this thesis, i.e., through (i) theoretical studies, (ii) simulations, or (iii) real mea-

surements.

1.1 LPWAN Technologies

LPWAN technologies are promising for the Internet of low power, low cost, and low throughput things

[11] offering long range and long battery life time. They achieve a long range and low power at the cost of

lower data rate. Several applications for smart cities, smart metering, environmental monitoring, logistics,

agriculture, etc. require infrequent and small amount of data and longer battery life time of devices covering

large areas. Thus, many LPWAN technologies generated interest for these applications. In this section, we

highlight the most important LPWAN technologies.

1.1.1 LORA

LORA is a proprietary technology that modulates signals using a spread spectrum technique [49] developed

and commercialized by Semtech [50]. It uses unlicensed ISM (Industrial, Scientific and Medical) bands: (i)

the EU863-870 MHz and the EU433 MHz bands in Europe and some countries in Africa and Middle East,

(ii) the US902-928 MHz band in North America and South America, (iii) the AS920-923 MHz band in Japan,

South Korea, and some countries in Asia, (iv) the CN470-510 MHz and CN779-787 MHz bands in China, (v)

the AU915-928 MHz band in Australia, and (vi) the IN865-867 MHz band in India. The LORA technology

also uses the 2.4 GHz band for smart homes and wearable IoT applications. Its physical layer is based on

the CSS (Chirp Spread Spectrum) modulation. The CSS spreads a narrow band signal over a wider band

resulting in a noise-like signal enabling resilience to interference and noise. LORA supports multiple SF

(Spreading Factors) trading off data rate and communication range. High SFs achieve long ranges but low

data rates. Low SFs achieve high data rates but short ranges. Typical values of BW (Bandwidth) are 125,

250, and 500 kHz but smaller bandwidths like 62.5, 31.25, 15.625, and 7.8125 kHz are also allowed in the

LORA specification. LoRa can use several channels, i.e., frequency diversity. In Europe, ETSI regulations

allow 14 dBm as the maximum TX (Transmit Power) with exception of the g3 (869.4–869.65 MHz) band that

allows 27 dBm. In North America it allows a TX up to 30 dBm (typically 20 dBm). The LORA technology

allows a MCL (Maximum Coupling Loss) of 150 dB (sensitivity of -136 dBm and TX of 14 dBm). The LORA

link budget allows communication ranges of tens of kilometers (typically 5-15 km) depending on the sur-

rounding environment, the TX of nodes, the SF, the BW, etc. The packet size depends on the SF with a

maximum size between 59-230 Bytes for high and low SF respectively. In Europe the DC (Duty Cycle) is

regulated by the ETSI EN300.220 standard [51]. This standard defines the DC of the following sub-bands:

(i) 1% in g (863.0–868.0 MHz), (ii) 1% in g1 (868.0–868.6 MHz), (iii) 0.1% in g2 (868.7–869.2 MHz), (iv) 10%

in g3 (869.4–869.65 MHz), and (v) 1% in g4 (869.7–870.0 MHz). LORA allows bidirectional communications

where uplink (i.e., from nodes to gateways) transmissions are predominant. The TTN (The Things Network)

is a public community network. It has a Fair Access Policy that limits the uplink time on air to 30 s per day

per node and the downlink messages to 10 messages per day per node. The data rate goes from 290 b/s to

37.5 kb/s depending on the SF, the BW, and the CR (Coding Rate). Thus, e.g. the TTN policy approximately

allows 23 packets of 50 Bytes per day per node using SF12 (2816 packets of 50 Bytes per day per node using

SF6). The power consumption varies according to the output power and the supply current: (i) 0.2-1 µA in
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Sleep mode, (ii) 1.5 µA in Idle mode, (iii) 1.6-1.8 mA in Standby mode, (iv) 10.3-12.6 mA in Receive mode,

and (v) 20-120 mA in Transmit mode. A LORA gateway is able to receive simultaneously multiple transmis-

sions using different spreading factors providing a third degree of diversity along with time and frequency.

LORA allows a star of stars topology, a transmitted packet is received by all gateways in the range improving

reception diversity (redundancy). Duplicate packets are eliminated in the backend system. However, multi-

ple gateways may increase costs. The access protocol in LORA is the simple access method ALOHA. Several

commercial and industrial partners formed a group called LORA Alliance proposing LoRaWAN which is an

open standard defining upper layers. Note that LoRa denotes the physical layer while LoRaWAN denotes

the MAC layer. The adaptability of this technology is based on the degrees of freedom of its parameters: (i)

the TX, (ii) the SF, (iii) the BW, (iv) the CR, (v) and the topology (star, star of stars, and mesh). Note that

LoRa at 2.4 GHz allows bandwidths of 203, 406, 812, and 1625 kHz. It increases data rates up to 202 kb/s

(with SF5, 1625 kHz, and 4/5 of CR).

1.1.2 SIGFOX

SIGFOX is a service provider for IoT and offers end-to-end connectivity based on a patented technology. It

uses unlicensed ISM bands: (i) the RC1 868-878.6 MHz band in Europe, Middle East and Africa, (ii) the RC2

902.1375-904.6625 MHz band in North America and Brazil, (iii) the RC3 922.3-923.5 MHz band in Japan, (iv)

the RC4 920.1375-922.6625 MHz band in Latin America and Asia Pacific, (v) the RC5 922-923.4 MHz band

in South Korea, (vi) the RC6 865-867 MHz band in India, and (vii) a draft of the RC7 868.8-869.1 MHz band

in Russia. It uses a BPSK (Binary Phase Shift Keying) modulation in a UNB (Ultra Narrow Band) of 100 Hz.

With an ultra narrow band, noise levels are low, receiver sensitivity is high and energy consumption is low.

SIGFOX allows 10 µW - 100 mW of TX. Its typical MCL is 156 dB for receiver sensitivity of -136 dBm and TX

of 20 dBm. The SIGFOX link budget allows communication range of tens of kilometers depending on the

environment (e.g., 3-10 km and 30-50 km in urban and rural environments respectively). The packet size is

fixed to 12 bytes upstream and 8 bytes downstream. In Europe the DC is 1 % limiting the number of uplink

messages per day to 140. SIGFOX is predominantly using uplink communication with limited downlink ca-

pability. The data rate is limited to 100 b/s limiting the use cases. At the beginning, SIGFOX only supported

uplink communications, but then it evolved to bidirectional asymmetric communication. Downlink com-

munications are limited to few packets per day (4 messages of 8 bytes per day). The power consumption

depends on the supply current: (i) < 4 µA in Sleep mode, (ii) < 49 mA in Transmit mode (TX of 14 dBm), and

(iii) 10 mA in Receive mode. The SIGFOX network is based on a star topology and requires an operator to

carry the traffic. The access protocol in SIGFOX is an ALOHA-based protocol operating in a range of ran-

dom frequency and time without having any knowledge of the channel state. Time frequency diversity and

redundant transmissions improve reliability even it acknowledgements for uplinks are not supported. The

frequency diversity consists of transmitting multiple times over different channels randomly selected, e.g.,

in Europe, the 868 MHz band is divided into 400 channels of 100 Hz [52]. The adaptability of this technology

depends on the degrees of freedom of its parameters: (i) only the TX.

1.1.3 Ingenu

Ingenu is a proprietary technology. It is known as On Ramp Wireless. Contrarily to other proprietary tech-

nologies, it operates in the 2.4 GHz ISM band leaving aside better propagation properties in sub GHz band

but benefiting from more relax regulations on spectrum [53]. Ingenu uses a patented RPMA (Random Phase

Multiple Access) [54]. The RPMA enables multiple transmitters to share a single time slot. However, it first

increases time slot duration then scatters the channel by adding a random delay to each transmitter reduc-

ing overlapping and increasing SNR (Signal Noise Ratio). Gateways use multiple demodulators to decode

the signals arriving at different times in a slot. The BW required is 1 MHz supporting up to 40 channels si-

multaneously. Ingenu allows up to 20 dBm of TX. The RPMA offers high receiver sensitivity (-142 dBm) and

168 dB of the link budget [53]. Thus, Ingenu allows communication ranges depending on the environment,

e.g., 1-3 km and 25-50 km in urban and rural environments respectively. The packet size is flexible (6 Bytes

to 10 kBytes). Ingenu has no DC as it leverages the 2.4 GHz ISM band. This technology provides bidirec-

tional communications, all messages are acknowledged. The data rate is 624 kb/s for uplink and 156 kb/s

for downlink per sector assuming 8 channels access point. The current consumption of an access point is
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350 mA maximum (290 mA typical). The Ingenu network is based on a star topology but a tree topology

is also supported with an RPMA extender. The access protocol used by Ingenu is the LBT (Listen-Before-

Talk). Ingenu claims high scalability adding more access points without disrupting current capacity. The

adaptability of this technology depends on the degrees of freedom of its parameters: (i) TX and the (ii) data

rate.

1.1.4 NB-IoT

Narrow Band IoT is a cellular IoT technology standardized by 3GPP. It can coexist with LTE (Long Term Evo-

lution) and GSM (Global System for Mobile) cellular technologies in licensed frequency bands depending

on the region. In Europe, it uses: B3 (1800 MHz), B8 (900 MHz), and B20 (800 MHz) bands. In North Amer-

ica, it uses: B4 (1700 MHz), B12 (700 MHz), B26 (850 MHz), B66 (1700 MHz), and B71 (600 MHz) bands. In

Asia Pacific: B1 (2100 MHz), B3 (1800 MHz), B5 (850 MHz), B8 (900 MHz), B18 (850 MHz), B20 (800 MHz),

B26 (850 MHz), and B28 (700 MHz) bands. In Middle East and North Africa: B8 (900 MHz) and B20 (800

MHz) bands. In Sub Saharan Africa: B3 (1800 MHz) and B8 (900 MHz) bands. In Latin America: B2 (1900

MHz), B3 (1800 MHz), B5 (850 MHz), and B28 (700 MHz) bands. NB-IOT uses SC-FDMA (Single Carrier

Frequency Division Multiple Access) in uplink communications and OFDMA (Orthogonal Frequency Divi-

sion Multiple Access) in downlink communications [55]. Similarly to GSM and LTE, NB-IOT uses 200 kHz of

BW as a resource block. Only a software upgrade in the existing LTE infrastructure is necessary to support

this technology. The maximum TX is 20 dBm. NB-IOT aims at 164 dBm of the link budget for long cover-

age. The communication range depends on the environment (e.g., 1-5 km and 10-15 km in urban and rural

environments respectively). Its packet size is 125 bytes for uplink and 85 bytes for downlink. There is no

DC limitations. NB-IOT provides bidirectional communications. The data rate is 250 kb/s with multitone

configuration and 20 kb/s with single tone configuration. The power consumption depends on the supply

current: (i) 4 µA in Sleep mode, (ii) 5 mA in Idle mode, (iii) 220 mA in Transmit mode, and (iv) 20 mA in

Receive mode. The NB-IOT network is based on a star topology. It uses a time slotted synchronous pro-

tocol. Improvement of NB-IoT continues with new releases by 3GPP. They plan to extend this technology

for localization and multicast services, mobility, and further technical details to enhance applications [56].

NB-IOT claims to serve 50 thousand nodes per gateway with the potential of scaling up by adding more

carriers [11]. The adaptability of this technology depends on its degrees of freedom: (i) TX and the (ii) data

rate.

1.1.5 IEEE 802.11ah

IEEE 802.11ah is is an extension of the IEEE 802.11 standard to meet IoT application requirements [57]. This

standard extends the communication range and improve energy efficiency. It was proposed by the TGAH

(Task Group AH) and TIG (Topic Interest Group) in LRLP (Long Range Low Power). It proposes the PHY

and MAC layers based on IEEE 802.11ac reducing some control frames and the MAC header length. It also

introduces OFDM (Orthogonal Frequency Division Multiple) and MIMO (Multiple Input Multiple Output)

technologies [58]. In the sub 1 GHz ISM band, it specifies the following bands: (i) 863-868 MHZ in Europe,

(ii) 902-928 MHz in USA, (iii) 755-787 MHz in China, (iv) 916.5-927.5 MHz in Japan, (v) 917.5-923.5 MHz in

Korea, and (vi) 866-869 MHz and 920-925 MHz in Singapore. In the PHY layer, this standard defines different

channel widths (1 MHz, 2 MHz, 4 MHz, 8 MHz, and 16 MHz). Channelization depends on the country

regulations. There are several MCS (Modulation & Coding Scheme) operating with different bandwidths and

coding rates. Modulation could be BPSK, QPSK (Quadrature Phase-Shift Keying) and QAM (Quadrature

Amplitude Modulation). The TX depends on the country’s regulations: 10 mW-1000 mW. Its typical link

budget is 126 dB (e.g., sensitivity of -126 dBm). This link budget allows communication ranges up to 1

km outdoor. The packet size could be up to 7991 bytes without aggregation and up to 65536 bytes with

aggregation. In Europe (the g 863-870 MHz band), the DC is limited to 2.8 % but devices can implement LBT

and AFA (Adaptive Frequency Agility) mechanisms. IEEE 802.11ah provides bidirectional communications.

The data rate varies from 150 kb/s up to 346.66 Mb/s in both uplink and downlink. Table 1.1 shows the data

rate for different BW and different types of MCS. The typical current consumption is: (i) 300 mA in Transmit

mode and (ii) 50 mA in Receive mode. Its typical network topology is star. In the MAC layer, this standard

adopts a grouping-based Medium Access Control protocol in order to reduce contention overhead, support
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advanced power saving mechanism, and throughput enhancement. Sensors are divided in several groups

and the channel access time is divided in beacon intervals, each interval is divided in a number of equal

duration RAW (Restricted Access Window) slots. Then, each RAW is assigned to a group of sensors, the

only group allowed to access RAW, reducing collision probability [59]. The adaptability of this technology

depends on its degrees of freedom: (i) TX, (ii) BW, (iii) MCS, and (iv) CR.

Table 1.1: Data rate in Mb/s for the IEEE 802.11ah standard [60].

PHY characteristics
MCS

Bandwidth
Modulation Coding Rate 1MHz 2MHz 4MHz 8MHz 16MHz

BPSK 1/2 & 2x repetition MC S0 0.30 0.65 1.35 2.93 5.85

BPSK 1/2 MC S1 0.60 1.30 2.70 5.85 11.70

QPSK 1/2 MC S2 0.90 1.95 4.05 8.78 17.55

QPSK 3/4 MC S3 1.20 2.60 5.40 11.70 23.40

16-QAM 1/2 MC S4 1.80 3.90 8.10 17.55 35.10

16-QAM 3/4 MC S5 2.40 5.20 10.80 23.40 46.80

64-QAM 2/3 MC S6 2.70 5.85 12.15 26.33 52.65

64-QAM 3/4 MC S7 3.00 6.50 13.50 29.25 58.50

64-QAM 5/6 MC S8 3.60 7.80 16.20 35.10 70.20

256-QAM 3/4 MC S9 4.00 - 18.00 39.00 78.00

256-QAM 5/6 MC S10 0.15 - - - -

1.1.6 LPWAN Comparison

LoRa, SIGFOX, NB-IoT, Ingenu and IEEE 802.11ah are the leading LPWAN technologies competing for large-

scale IoT deployments. Mekki et al. [56] showed that LoRa and SIGFOX are advantageous in terms of battery

life time and cost. Meanwhile, NB-IoT is advantageous in terms of no DC restrictions and synchronous pro-

tocols. We compare these leading technologies in terms of quality of service, battery life time, scalability,

network coverage, the deployment model, and adaptability. Furthermore Table 1.2 shows an overview com-

paring the LPWAN technologies. UL refers to uplink and DL referes to downlink communications.

• Quality of service: LoRa, SIGFOX, Ingenu and IEEE 802.11ah operate using unlicensed bands. LoRa

and SIGFOX use asynchronous communication protocols. However, NB-IoT seems to provide better

quality of service due to the use of licensed bands and LTE-based synchronous protocols. This im-

provement comes with an expensive cost of licensed LTE spectrum for the operators. Ingenu provides

good uplink rate but it is relatively high pricing.

• Battery life time: Nodes are in sleep mode most of the time in these technologies, reducing energy

consumption. However, NB-IoT (220 mA), Ingenu (290 mA) and IEEE 802.11ah (300 mA) consume

more energy than LoRa (20-120 mA) and SIGFOX (49 mA).

• Scalability: All these technologies support a massive number of devices. They exploit the diversity of

the channel, time, and space. However, NB-IoT and Ingenu claim high scalability connecting up to

100 thousand and 384 thousand nodes, respectively. LoRa depends on the application use case and

SIGFOX is limited to 140 messages per day per node. IEEE 802.11ah connects up to 8191 devices per

access point.

• Network coverage: Ingenu and NB-IoT offer the longest Link Budget (168 dB and 164 dB) covering 1-5

km in urban and 10-50 km in rural areas. LoRa and SIGFOX offer 150 dB and 156 dB of Link Budget

covering 2-10 km in urban and 15-50 km in rural areas. IEEE 802.11ah offers the lowest Link Budget

(126 dB) covering up to 1 km outdoor.

• Deployment model: LoRa, SIGFOX and Ingenu are mature technologies under commercialisation in

several cities around the world. However, NB-IoT and IEEE 802.11ah are under standardisation and

starting to be deployed. A major advantage of the LoRa technology is its flexibility offering local as

well as public network deployments, contrary to SIGFOX and NB-IoT.

• Adaptability: It is the degrees of freedom of the parameters. LoRa offers the highest adaptability (TX,

SF, BW, CR, and topology). IEEE 802.11ah also offers high adaptability but it is limited in coverage.
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Standard LoRa SIGFOX Ingenu NB-IoT IEEE 802.11ah

Frequency Band ISM sub-GHz + 2.4 GHz ISM sub-GHz ISM 2.4 GHz Licensed LTE band ISM sub-GHz

Modulation CSS, FSK DBPSK, GFSK RPMA-DSSS OFDMA, SC-FDMA OFDMA

Channel Width

125, 250, 500 kHz +

7.8, 15.6, 31.25, 62.5 kHz +

200, 400, 800, 1600 kHz @ 2.4 GHz

100 Hz
1 MHz (40

channels)
200 kHz 1,2,4,8,16 MHz

Transmit Power
EU: max. 14 dBm,

US: max. 30 dBm
-20 to 20 dBm up to 20 dBm up to 20 dBm 0-30 dBm

Link Budget 150 dB 156 dB 168 dB 164 dB 126 dB

Range
2-5 km urban

15 km rural

3-10 km urban

30-50 km rural

1-3 km urban

25-50 km rural

1-5 km urban

10-15 km rural

up to 1 km

outdoor

Packet Size max. 59-230 bytes
12 bytes UL

8 bytes DL

flexible (6

to 10 kbytes)

125 bytes UL

85 bytes DL

up to 7991 bytes

without aggregation

up to 65535 bytes

with aggregation

Bidirectional yes, UL predominant no, limited DL yes yes yes

Data Rate 290 b/s to 37.5 b/s

UL: 100 b/s to 140

messages per day

DL: max. 4

messages per day

UL: 624 kb/s

DL: 156 kb/s

(assuming 8

channels AP)

up to 250 kb/s

with multitone

configuration

150 kb/s - 346.66 Mb/s

Power Consumption

sleep: 0.2-1 µA

idle: 1.5 µA

standby: 1.6-1.8 mA

Rx: 10.3-12.6 mA

Tx: 20-120 mA

sleep: 4 µA

Rx: 10 mA

Tx: 49 mA

typical 290 mA

sleep: 4 µA

idle: 5 mA

Rx: 20 mA

Tx: 220 mA

typical

Rx: 50 mA

Tx: 300 mA

Devices per

Access Point
depends up to 1 M

up to 384000

per sector
up to 100 k 8191

Topology star of star star star star star

Protocol Access ALOHA ALOHA LBT, slotted LBT, slotted RAW mechanism

Governing Body LoRa Alliance SIGFOX Ingenu 3GPP IEEE

Degrees of Freedom Tx, BW, SF, CR, topology Tx Tx, data rate Tx, data rate Tx, BW, MCS, CR
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At the beginning of this thesis, we explored the IEEE 802.11ah: an improvement of WiFi for IoT com-

munications in the 1 sub-GHz ISM bands improving the range of communication and energy consump-

tion. This technology presents some degrees of freedom, principally we can tune BW, Tx and MCS. Allowed

BWs depends on the region, e.g., BW can be 1 MHZ, 2 MHZ, 4 MHz, 8 MHz, and 16 MHz. It also defines

eleven MCSs and several data rates are available depending on the modulation, BW and the CR. However,

communication range (up to 1km) is still limited. Thus, even though this technology seems to be a good

candidate, we explored other technologies: Ingenu, NB-IoT and the popular SIGFOX and LoRa technolo-

gies. We discarded SIGFOX technology because it is proprietary technology with less degrees of freedom

for adaptive networks. We also discard Ingenu and NB-IoT because of their low degrees of freedom of its

parameters. On the other hand, the LoRa technology is an open technology, mature, with several degrees

of freedom of its radio communication parameters. It also presents unique properties like long distance,

low cost and complexity devices, long lifetime, spreading factors quasi-orthogonality allowing concurrent

reception gateways, robustness to interference and Doppler effect. Indeed, a deeper analysis of the LoRa

technology for adaptive networks has been required. It is presented in the following sections. Also, the

impact of tuning its radio communication parameters for energy efficiency will be presented in Chapter 2.

1.2 LoRa Technology

In this section, we present in detail the physical layer of the LoRa technology. It is based on the OSSS (Or-

thogonal Sequence Spread Spectrum) using the CSS modulation patented by Cycleo [61]. LoRa trades data

rate for sensitivity within a fixed channel bandwidth. It implements a variable data rate, utilizing orthog-

onal spreading factors to trade data rate for range or power, so as to optimize network performance [62].

Note that LoRa refers to the physical layer.

1.2.1 Architecture

The typical architecture of LoRa is composed of: end devices, gateways, a network server, and an application

server as shown in Figure 1.1. The end devices, called as well nodes, are sensor devices that send data

to the application server. Nodes may also receive data, more particularly, commands from the network

server through the gateways to execute instructions of reconfiguration for example. A gateway covers areas

where nodes should be deployed. When nodes send a packet, several gateways in the communication range

may receive the same packet. In this case, the network server filters duplicate packets. Gateways forwards

packets from end-devices to the backend (network and application servers). A single gateway can serve

thousands of end-devices. The communication between nodes and gateways are through LoRa radio and

LoRaWAN specification, while from the gateway to the network and application server, it is through high

bandwidth networks like cellular 3G or 4G, WiFi, or Ethernet. The gateways are installed in fixed locations.

They communicate with nodes within their coverage to acknowledge packet reception or to command re-

configurations for example. The network server forwards messages from end-devices to the application

server. It is in charge of the data collection, it is able to manage and coordinate the gateways, and it knows

with which gateways the nodes are able to communicate. The intelligence of the network is placed at this

level allowing for network optimization (link coordination and resource allocation).

Figure 1.1: LoRa Architecture.
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1.2.2 Communication Bands

The LoRa technology can operate in different unlicensed frequency bands. We can divide them into two

groups: sub-GHz and GHz ISM bands. The sub-GHz bands are: (i) EU863-870 MHz and EU433 MHz in

Europe, Middle East and some countries in Africa, (ii) US902-928 MHz in North America and South America,

(iii) AS920-923 MHz in Japan, South Korea, and some countries in Asia, (iv) CN470-510 MHz and CN779-

787 MHz in China, (v) AU915-928 MHz in Australia, and (vi) IN865-867 MHz in India. The LoRa technology

also uses the 2.4 GHz band. In this thesis we assume that LoRa deployments operate in the EU863-870 MHz

band (868 MHz) due to favorable propagation conditions compared to higher bands such as in the 2.4 GHz

band. Another reason is that DC is regulated in the EU863-870 MHz band.

PL = (
4πd f

c
)2 (1.1)

The free space pathloss (PL) is shown in the equation 1.1, where c is the speed of light, f the operation

frequency, and d is the communication range. Comparing the range (d) for the same budget link (difference

between the transmitted power and the receiver sensitivity), the sub-GHz bands reaches longer distances

than the GHz bands. Moreover, longer wavelengths penetrate thicker obstacles.

Regulations and DC restrictions are different depending on the communication band and region. In

Europe, the 868 MHz band is limited in terms on DC and TX depending on the sub-bands: (i) 1% and 14

dBm in the 863.0–868.0 MHz band, (ii) 1% and 14 dBm in the 868.0–868.6 MHz band, (iii) 0.1% and 14

dBm in the 868.7–869.2 MHz band, (iv) 10% and 27 dBm in the 869.4–869.65 MHz band, and (v) 1% and

14 dBm in the 869.7–870.0 MHz band. Note that DC restrictions do not apply if devices use LBT or CSMA

(Carrier Sense Multiple Access). Note also that the 868.0–868.6 MHz band encompasses the three default

LoRa channels of 125 kHz of BW: (i) 868.1 MHz , (ii) 868.3 MHz, and (iii) 868.5 MHz. They are spaced by 200

kHz. The default TX is 14 dBm and the DC is < 1 %. The 2.4 GHz band allows 100 % DC, which is one of the

reasons why WiFi and Bluetooth deployments are at this band. However, no DC restrictions leads to more

collisions, interference, and mainly to high energy consumption. In the context of IoT and WSN at the sub

GHz bands, the data packets should be small and they should be transmitted infrequently, e.g., one packet

every hour.

1.2.3 Chirp Spread Spectrum Modulation

Here we focus on the CSS modulation that is used in the LoRa system. A CSS transmission occupies much

larger bandwidth than is needed for the considered data rate. It is a subcategory of DSSS (Direct-Sequence

Spread Spectrum), which takes advantage of the controlled frequency diversity to recover data from weak

signals. The DSSS permits to alleviate the constraint on the receiver’s sensitivity and increase the com-

munication range at the cost of a reduced data rate. This reason makes the DSSS compliant with the IoT

network requirements. In the CSS modulation, the spreading effect is obtained through a continuous vari-

ation of the carrier frequency. The spreading factor characterizes the increase in the band occupation. Each

symbol is 2SF chips long. The chip-rate is equal to the modulation bandwidth. Therefore, the time duration

of a symbol Ts ymbol is:

Ts ymbol =
2SF

BW
(1.2)

where SF is the spreading factor of the modulation used in the LoRa system and BW is the bandwidth

over which the signal is spread.

The LoRa waveform is given by the basic element of the CSS, i.e. the CHIRP (Compressed High Intensity

Radar Pulse) which is defined by:

c(t ) =

{
e jΦ(t ) , i f − TSymbol

2 ≤ t ≤ TSymbol

2
0 ,other wi se.

(1.3)

where Φ(t ) is the chirp phase. Thus, the resulting instantaneous frequency is:
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f (t ) =
1

2π

dΦ(t )

d t
(1.4)

A linear chirp is a 1 bit coded chirp using an up-chirp (α=1) or down-chirp (α=-1) with an instantaneous

frequency given by:

fc (t ) = Fc +α
BW

TSymbol
t (1.5)

where Fc is the central frequency.

In LoRa technology, a single chirp may code up to SF =12 bits. To do so, a specific frequency trajectory is

defined for each of the 2SF symbols during one chirp period. This is done by shifting the frequency ramp

based on the symbol value, as illustrated in Figure 1.2 [63]. Thus, each coded chirp is obtained by a cyclic

shift of the reference chirp. This introduces a sharp edge in the instantaneous frequency trajectory. The

instantaneous frequency of the coded chirp becomes:

fc2(t ) =





Fc +α BW
TSymbol

(t − k
BW

)+BW , i f − TSymbol

2 ≤ t ≤ k
BW

Fc +α BW
TSymbol

(t − k
BW

) , i f k
BW

≤ t ≤ TSymbol

2 .
(1.6)

where k is the number of shifted chips.

Figure 1.2: (a) Instantaneous frequency of an up-chirp. (b) Multiplication of the up-chirp by complex conjugate (down-

chirp). (c) Coding a down-chirp, it encodes 1 symbol (SD is the Symbol Duration and BW the bandwidth).

Note that larger SF s means longer chirps as shown in Figure 1.3. Note also that during one SD (Symbol

Duration) (i.e. the Ts ymbol ), each of the 2SF symbols codes SF bits. Thus, the symbol rate is: Rs = BW
2SF .

Moreover, the bit rate is: Rb = SF BW
2SF .

Figure 1.3: Chirps at different SF s.

29



CHAPTER 1. LPWAN AND LORA

The demodulation of an up-chirp consists in multiplying the received signal with a frequency shift value

by a complex conjugate chirp (down-chirp), then sample with the bandwidth frequency and compute the

FFT of the sampled signal. The result is a peak at the shift value. Thus, multiplying the received LoRa signal

by the inverse chirp we obtain the decoded symbols as shown in Figure 1.4 as example.

Figure 1.4: Decoded symbols of a LoRa received signal.

1.2.4 LoRa Frame Structure

A LoRa frame begins with a preamble of constant upchirps covering the whole BW. The last two upchirps

encode the synchronisation word to differentiate LoRa networks using the same frequency band. The syn-

chronisation word is followed by 2.25 downchirps. After the preamble, we have the header that specifies

payload length in bytes, Forward Error Correction (FEC), Code Rate (CR), and whether the 2 bytes payload

CRC (Cyclic Redundancy Check) field is used or not. The header field is transmitted with a CR of 1/2. The

header may also include CRC to discard packets with invalid headers. Then, we have the payload limited

to 255 bytes and its optional CRC to protect the integrity of the payload. Figure 1.5 shows the LoRa PHY

frame format. The LoRaWAN specification utilizes explicit frame formats (i.e. a frame has a header includ-

ing information of payload length, CR, and whether the payload CRC is used or not). Furthermore, Figure

1.6 illustrates the structure of the preamble [63]. Note that BW and SF are constant for the frame.

Preamble Header Header CRC Payload Payload CRC

min. 4.25 symbols 2 bytes 2 bytes max. 255 bytes 2 bytes

Figure 1.5: LoRa PHY frame format.

Figure 1.6: LoRa Preamble.

The frame air time is defined for a given SF, CR, and BW. It is the sum of the transmission time of the

preamble and the payload as shown below:

T f r ame = Tpr eambl e +Tpayload (1.7)

Tpr eambl e = (npr eambl e +4.25)Ts ymbol (1.8)
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where Ts ymbol is the time symbol and npr eambl e is the programmable length of the preamble. The num-

ber of symbols to transmit the payload is npayload . Thus, the duration of the payload Tpayload is calculated

as:

Tpayload = npayload .Ts ymbol (1.9)

The npayload is defined by the following equation:

npayload = 8+max(cei l [
8PL−4SF +28+16C RC −20I H

4(SF −2DE)
](C R +4),0) (1.10)

where PL is the payload size in bytes, SF is the spreading factor, CRC is 1 if it is enabled or 0 otherwise, IH

is 1 if the header is enabled or 0 otherwise, and DE is 1 if low data rate optimisation is enabled or 0 otherwise.

The low data rate optimization aims to reduce the number of symbols of the payload (npayload ) when the

symbol time is larger than 16 ms (e.g., for SF11 and SF12 with 125 kHz of BW). Note that the minimum

packet size is 8 symbols. From the previous equations, we can conclude that the transmission time of the

LoRa frame (T f r ame ) is highly dependant on the SF . It also depends on the BW, the payload size, and the

frame format. Note that high SF values imply long air time.

1.2.5 LoRa Transceiver

The Semtech LoRa transceiver claims to be long range with high interference immunity while minimizing

power consumption. The CSS modulation allows transceivers to achieve high sensitivities, e.g. -136 dBm

with SF =12 and BW =125 kHz. The LoRa modulation also adds error correction in data transmission. The

coding rate (CR) configuration adds between 0 to 4 redundancy error correction bits allowing the LoRa

signal to endure short interference. Equation 1.11 shows CR:

C R =
4

4+Np
(1.11)

where Np is the number of parity bits. In this thesis, we use the value of C R = 4
5 . Furthermore, it is

recommended to increase Np if there is interference in the channel. However, this also rises the duration

of the transmission impacting the data rate. Indeed, the effective data rate (Rb) is defined in the following

equation:

Rb = C R
SF

2SF
BW (1.12)

The data rate depends on the spreading factor, coding rate, and used bandwidth. LoRa allows to use

channels with several values of BW : 7.8125 KHz, 15.625 KHz, 31.25 KHz, 62.5 KHz, 125 KHz, 250 KHz, and

500 KHz depending on the frequency plan. SF impacts the transmission time of the packet. Rb goes from

290 bps to 9380 bps for different values of SF with C R= 4
5 and BW = 125 KHz. Table 1.3 shows the bit rate

and sensitivity values for typical values of BW (125, 250, and 500 KHz) and a C R of 4
5 for different SF s. Note

that higher data rates are obtained with higher BW s at the cost of lower sensitivities (i.e. shorter ranges).

Note also that lower data rates are obtained with higher SF s (i.e. higher sensitivities and larger ranges).

Table 1.3: LoRa bit rate and sensitivity.

BW=125 KHz BW=250 KHz BW=500 KHz

sensitivity [dBm] Rb [kb/s] sensitivity [dBm] Rb [kb/s] sensitivity [dBm] Rb [kb/s]

SF6 -118 9.38 -115 18.75 -111 37.50

SF7 -123 5.47 -120 10.94 -116 21.88

SF8 -126 3.13 -123 6.25 -119 12.50

SF9 -129 1.76 -125 3.52 -122 7.03

SF10 -132 0.98 -128 1.95 -125 3.91

SF11 -133 0.54 -130 1.07 -128 2.15

SF12 -136 0.29 -133 0.59 -130 1.17
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Sensitivity ρdBm is defined according to the Semtech designer guide [64] as:

ρdBm = −174+10log10(BW )+N F +SN R, (1.13)

where −174 accounts for the thermal noise effect, BW is the receiver bandwidth, N F is the receiver noise

factor for a given hardware implementation, and SN R is the minimum ratio of the desired signal power to

noise that can be demodulated. In our system model, we used the AWGN channel model. N F depends

on the hardware implementation. We consider a N F of 6 dB in this thesis. Note that there are several

sensitivity values depending on SF . Varying SF trades-off data rate and the communication range. The

minimum SN R depends on SF as well.

LoRa performance can be evaluated through the analytical BER (Bit Error Rate) of CSS. BER is function

of SF and the energy per bit to noise ratio Eb
N0

[34], shown in Equation 1.14.

BERCSS = Q(
log12(SF )

p
2

Eb

N0
) (1.14)

where Q(x) is the Q-function. The general expression that relates SN R and Eb
N0

is given by:

SN RdB =
Eb

N0
+10.l og10(Rs )+10.log10(SF )+10.l og10(C R)−10.log10(BW ) (1.15)

From Equations 1.14 and 1.15, we can calculate LoRa performance in terms of BER for different values

of SN R and SF as shown in Figure 1.7. High SN Rs are required to obtain low BERs. We observe that for

each SF increase, SN R decreases by about 3 dB. When channel noise conditions increases, we need to

increase the SF to keep the same BER. This increases the available link budget, but reduces the data rate.

Moreover, we can decrease SF to keep the same BER when there are favorable channel noise conditions,

which permits to optimize energy consumption.
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Figure 1.7: Bit error rate for LoRa. CR= 4
5 .

In this thesis, end-devices are based on the Semtech SX1276 trasceivers that provide high sensitivity

trading-off communication range, interference immunity and energy consumption [65]. The LoRa demod-

ulator SNR requirements for different SF s are shown in Table 1.4. Gateways are based on Semtech SX1301

that offers gateway capabilities with a multi-channel high performance transmitter / receiver designed to

simultaneously receive several LoRa packets with different SF s and up to 8 channels [40]. It claims robust

communications for a large number of nodes spread over a wide range. We also consider the gateway cap-

ture effect: if the gateway receives two packets overlapped with the same SF , the gateway will receive the

first detected packet if it is stronger by 6 dB. Moreover, the gateway may receive, depending on the reception

power, several packets with different SF s configurations thanks to the quasi-orthogonality with respect to

each other.
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Table 1.4: LoRa demodulator SNR.

SF Symbols Demodulator SNR

6 64 -5 dB

7 128 -7.5 dB

8 256 -10 dB

9 512 -12.5 dB

10 1024 -15 dB

11 2048 -17.5 dB

12 4096 -20 dB

1.2.6 Reliability, Interference, and Collision

The PDR (Packet Delivery Ratio) is defined as the ratio of successfully received packets to the total number

of packets sent. Packets can be lost due to different causes such as high path loss (due to long distances or

obstacles affecting the received signal power), and packet collision.

The use of unlicensed ISM bands allows to create private LoRa networks. However, when the num-

ber of LoRa devices grows significantly, the capacity of the network will saturate, leading to performance

degradation. This problem is intensified by the fact that all gateways in the vicinity, regardless of their

network provider, will receive packets from any LoRa device, causing inter-network interference. This in-

terference leads to collisions and packet loss. In LoRa, collision occurs when packets overlap in time and

use the same parameters: BW, SF, and carrier frequency. Thanks to the capture effect, a packet received

with at least 6 dB higher can be decoded during collision. If packets are set at different SF configuration

(SF6,SF7,SF8,SF9,SF10,SF11,SF12), they may be received without collision but with low co-channel rejec-

tion depending on SF . Table 1.5 presents co-channel rejection for all combinations of the desired signal

SFd and the interferer signal SFi [66]. These values define the interference model.

Table 1.5: Co-channel rejection [dB ] for all combinations of SFs.

SFd \SFi 6 7 8 9 10 11 12

6 -6 12 14 16 16 26 18

7 21 -6 16 18 19 19 20

8 24 24 -6 20 22 22 22

9 27 27 27 -6 23 25 25

10 30 30 30 30 -6 26 28

11 33 33 33 33 33 -6 29

12 36 36 36 36 36 36 -6

The probability of collisions depends on the selection of LoRa parameters used to transmit a packet.

When several devices use the same configuration, the probability of occurring collisions is high. Further-

more, the selection of Tx and SF influences the coverage, some packets do not collide due to the signal

attenuation over distance. The probability of collision is also affected by traffic, the periodicity of transmis-

sion and the packet size. More frequent transmissions and larger packet sizes lead to higher time on air and

channel occupancy.

In this thesis, we aimed to adapt and optimize the different layers to channel and interference conditions

varying in time. We take advantage of the quasi-orthogonality of SFs to receive several packets per channel

at the same time. As shown in Table 1.5, a signal with the same SF and BW configurations presents high

co-channel rejection. There exists also rejection between different SFs and the same BW but it is low. In

fact, high SFs are more robust compared to low SFs. Furthermore, another insight is to exploit the quasi-

orthogonality of signals with different SFs and different BWs. However, these signals can also be non orthog-

onal. For example, all these three signals: (BW=125kHz, SF7), (BW=250kHz, SF9), and (BW=500kHz, SF11)
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are not orthogonal. Note that in this thesis, we only evaluate interference due to LoRa signals. However, our

LoRa simulator can take into account interference due to non LoRa signals.

1.2.7 Properties of LoRa

LoRa presents some key properties, overviewed by Sundaram et al. [9], and experimentally verified by

Liando et al. [67]. They are listed below:

• Long distance: Thanks to the high link budget (e.g., 150 dB) it achieves up to tens of kilometers (e.g.,

with SF12) in line-of-sight, assuring a PDR of 70% [37]. In non-line-of-sight, it achieves around 2 km

[68]. Note that communication distance is impacted by BW, SF, Tx, and CR.

• Low cost and complexity: LoRa devices are cheap and not complex to fabricate. When a node trans-

mits, it wakes up, transmits and goes to sleep. There is no complex signaling overhead. Only pream-

bles are verified.

• Long lifetime: Power consumption is around 120-150 mW during transmissions and around 10-15

mW for MCU operations [9]. This can be about 2-5 years of lifetime on a 2000 mAh battery [67].

• Concurrent reception gateways: A LoRa gateway is able to receive on several channels simultaneously

(e.g., 8 channels in the Semtech SX1301). Thanks to the quasi-orthogonality of SF s, different SF s can

be received on the same channel. So, considering 7 SF s, between SF6 to SF12, a total of 56 LoRa

signals can be received concurrently by a single gateway.

• Robustness to Doppler effect: The LoRa CSS modulation resists to Doppler effect. Mobile devices at

constant speed (50-80 km/h) in line-of-sight can achieve PDR higher than 85% (transmissions of 50

bytes with SF12 and packet duration of 2.35 s)[67].

• Bandwidth scalable: The LoRa modulation is bandwidth and frequency scalable according to

Semtech [62]. It can be used for narrow-band frequency hopping and wide-band direct sequence ap-

plications. LoRa can also be adapted for either mode of operation with simple configuration changes.

• Ranging and localization: Thanks to the property of LoRa to linearly discriminate between frequency

and time errors, Semtech [62] claims that it is the ideal modulation for radar applications and suited

for ranging and localization applications.

1.3 LoRaWAN

It defines the MAC protocol for LoRa and it is specified by the LoRa Alliance [69]. A typical topology is star

of stars where gateways forward packets between nodes and the network server in the backend. Gateways

communicate with the network server via IP connections while end-devices use a single hop LoRa com-

munication to one or several gateways. Thus, packets transmitted by end-devices are received by all the

gateways in the range, exploiting the reception diversity and increasing the ratio of delivered packets. Du-

plicates are filtered by the network server. Communications are bidirectional, but uplink communication is

the expected predominant traffic.

Communication between end-devices and gateways uses different frequency channels and data rates.

The selection of the data rate is a trade-off between range and packet duration. Communications with

different data rates do not interfere with each other (the co-channel rejection is negligible). However, in a

context of large scale deployments, this interference needs to be taken into account. The LoRa network can

manage the data rate and power output for each end-device to maximize its battery lifetime and network

capacity. This mechanism is called: ADR (Adaptive Data Rate).
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End-devices may transmit on any available channel at any time using any data rate as long as they respect

the following rules: (i) a pseudo-random channel changing for every transmission to exploit frequency di-

versity. (ii) respect of the DC relative to the sub-band used and local regulations. Furthermore, LoRaWAN

uses two modes to handle multiple access: (i) ALOHA allowing transmissions as soon as nodes wake up. (ii)

a TDMA scheduler allowing time slots for each node.

1.3.1 MAC Layer

This layer provides the Adaptive Data Rate (ADR), ACK scheduling, channel access, energy saving, security

and GPS geolocalization functionalities [70]. LoRaWAN uses ALOHA channel access with ACK mechanisms.

The MAC protocol defines three device classes , one compulsory and the others optional, to address various

applications: class A, B, and C channel access strategies as shown in Table 1.6.

Table 1.6: LoRa device classes.

Application

MAC layer

Class A Class B Class C

LoRa modulation

EU 863-870 MHz
EU 433 MHz

US 902-928 MHz AS 920-923 MHz
CN 470-510 MHz
CN 779-787 MHz

AU 915-928 MHz IN 865-867 MHz LoRa @ 2.4 GHz

Class A end-devices can schedule an uplink transmission based on ALOHA protocol. Each uplink trans-

mission is followed by two downlink receive windows. Class B end-devices uses scheduling methods in

addition to random receive time windows. They receive a beacon from the gateway for the time synchro-

nization. Class C end-devices have almost continuously open receive time windows. They are only close

while transmitting. Thus, this class is the more energy consuming compared with the others. Note that the

Class A is the most energy efficient and it is considered more appropriate for energy constraint devices.

1.3.1.1 Class A

LoRaWAN adopts the ALOHA random access method to keep simple network complexity. Class A is manda-

tory and end-devices have to implement the specification [69]. End-devices have two active receive window

for downlink communication, they are activated after an uplink transmission is performed.

There are two types of frame formats detailed below:

• Uplink frames: They are transmitted from end-devices to the network server and received by all gate-

ways in the communication range. Uplink frames use LoRa radio packet explicit mode (e.g., the PHDR

and PHDR_CRC are included). The PHDR, PHDR_CRC, and payload CRC fields are inserted by the ra-

dio transceiver. Figure 1.8 shows the uplink frame format:

Preamble PHDR PHDR_CRC PHYPayload CRC

Figure 1.8: Uplink frame format.

where:

– Preamble is at least 4.25 symbols.

– PHDR is the Physical Header.

– PHDR_CRC is the the Cyclic Redundancy Check of the Physical Header.

– PHYPayload is the payload.

– CRC is the Cyclic Redundancy Check of the payload.
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• Downlink frames: They are transmitted from the network server to end-devices through the gateway.

Each downlink frame is sent to a specific node relayed by a single gateway. Downlink frames also use

the radio packet explicit mode (e.g., the PHDR and PHDR_CRC are included). Note that the CRC of

the payload is not included to keep frames as short as possible. Figure 1.9 shows the downlink frame

format.

Preamble PHDR PHDR_CRC PHYPayload

Figure 1.9: Downlink frame format.

An uplink transmission triggers two downlink receive windows. The downlink receive windows are

shown in Figure 1.10. R X 1 is the first downlink receive window, it is opened after Recei ve_Del ay_1 (1 sec

+/- 20 µs) the end of the uplink transmission. By default, frequency channel and data rate are the same as

the uplink transmission parameters. The second receive window R X 2 opens Recei ve_Del ay_2 (2 sec +/-

20 µs) after the end of the uplink transmission. It uses fixed configurable data rate and frequency channel

using MAC commands to improve robustness of transmissions.

Note that the length of a receive window must be at least the time required to detect a downlink preamble

by the end-device. If a preamble is detected, the radio receiver stays active until the downlink frame is

demodulated. If a frame is detected and demodulated during R X 1, and the frame is designated for the

correct end-device, R X 2 is not open. When the network server sends a frame to an end-device, it must

initiate the downlink transmission at the beginning of one of the receive windows. Note also that end-

devices during receive windows shall not transmit uplink frames.

Figure 1.10: Downlink receive windows.

1.3.1.2 Class B

Class B devices aim to enable the transmission of downlink packets in Class A devices by using synchro-

nized reception windows. Gateways transmit a broadcast packet with timing references to end-devices.

Then, end-devices use these references to open receive windows with pre-determined time slots only in

scheduled times. End-device timers are controlled by beacon frames. We have to notice that all nodes have

to implement Class A starting the network with the same joining process. Then, devices are able to operate

Class B following these steps: the node has to request to operate as Class B through a beacon, the node

selects appropriate ping slot data rate and slot period depending on the signal strength and battery level.

Figure 1.11 shows the beacon periods and timing for Class B devices.
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Figure 1.11: Class B reception window.

1.3.1.3 Class C

CLass C devices have always the downlink receive windows active (e.g., always on). Class C is the least

energy efficient device since the downlink receive windows are always on. Class C devices implement Class

A reception windows with an extended receive windows after the Recei ve_Del ay_2 as shown in Figure

1.12.

Figure 1.12: Class C reception window.

1.3.2 MAC Frame Format

The MAC layer handles transmission and reception of MAC commands and application data from the ap-

plication layer. LoRaWAN specification defines the frame format at each protocol stack as shown in Figure

1.13.

Radio PHY layer:

Preamble PHDR PHDR_CRC PHYPayload CRC

PHYPayload:
MHDR MACPayload MIC

MACPayload:
FHDR FPort FRMPayload

FHDR Frame header format:
DevAddr FCtrl FCnt FOpts

Figure 1.13: MAC frame format.

All LoRa uplink and downlink frames carry a payload (PHYPayload) with a single-octet MAC Header

(MHDR) followed by a MAC payload (MACPayload) with a maximum length depending on the region, and

ending with a 4-octet Message Integrity Code (MIC). The MAC header field (MHDR) includes a 3-bit field for

different types of MAC frames (MType) according to which major version (2-bit field Major). The remaining

3 bits are reserved for future usage. All the LoRaWAN MAC frames are identified based on MAC frame types.

LoRaWAN MAC frame types are shown in Table 1.7.
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Table 1.7: LoRaWAN MAC frame types.

MType Description

000 Join Request

001 Join Accept

010 Unconfirmed Data Up

011 Unconfirmed Data Down

100 Confirmed Data Up

101 Confirmed Data Down

110 RFU

111 Proprietary

where:

• Join Request and Join Accept: are used to join the network between LoRa end-devices and the gate-

way.

• Confirmed Data frames: require to be acknowledged by its receiver.

• Unconfirmed Data frames: do not require any acknowledgement.

• RFU means Reserved for Future Usage (e.g., Rejoin-request).

• Proprietary is used to incorporate non standard frame format functionalities.

The MAC payload contains a frame header (FHDR) of 7-22 bytes followed by a field (FPort) and an op-

tional frame payload field (FRMPayload). The frame header (FHDR) contains the short device address of

the end-device (4-byte DevAddr), a frame control (1-byte FCtrl), a frame counter (FCnt 2-byte), and a frame

option (0-15 bytes FOpts) used to transport MAC commands. The FCtrl content for downlink and uplink

frames are shown in Figure 1.14 and Figure 1.15, respectively.

bit# 7 6 5 4 [3...0]

ADR RFU ACK FPending FOptsLen

Figure 1.14: Downlink FCtrl fields.

bit# 7 6 5 4 [3...0]

ADR ADRACKReq ACK ClassB FOptsLen

Figure 1.15: Uplink FCtrl fields.

Note that the field ADR refers to the Adaptive Data Rate mechanism of LoRaWAN that is presented in

the following subsection.

1.3.3 Adaptive Data Rate (ADR)

It is part of the LoRaWAN specification and it aims to provide reliable and energy efficient connectivity by

adapting the spreading factor (SF) and the transmission power (TP) to link condition changes. When a node

observes an absence of downlink response from the network server after several consecutive uplink trans-

missions, it assumes loss of connectivity and gradually increases its transmission power to the maximum

allowed before increasing the spreading factor. Figure 1.16 [71] shows the ADR mechanism on the node side

according to LoRaWAN specification v1.1. ADR_AC K _LI M I T and ADR_AC K _DEL AY control the num-

ber of uplink messages. ADR_AC K _C N T counts the number of expected ACKs when sending uplink (UL)

packets. If a downlink (DL) packet is received, the counter and the ADR AC K Req are reset to 0. Otherwise,

without any downlink response, the counter increases until it reaches the ADR_AC K _LI M I T . Then, if TP

and SF are not already operating at the maximum values, the ADR ACK request bit is set to 1. It requires the
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network to reply with a DL frame within the next delay (ADR_AC K _DEL AY ). If no reply is received within

this delay, the node must try to reconnect first by increasing step by step the TP, and then by increasing the

SF. This process is repeated as long as the TP and SF do not reach the maximum and there is no DL packet

received after an UL transmission. When a DL packet is received the counter and the ADR ACK request are

reset to 0.

Figure 1.16: ADR mechanism at the end-device.

The network can monitor the quality of the uplink receptions. The link quality can be calculated over a set

of last packets (N). If there is a high margin above the minimum receiver sensitivity threshold, the network

reduces SF or TP. Reducing SF will increase data rate consuming less energy. There is a recommendation

to implement the ADR algorithm at the network proposed by Semtech and adopted by different operators

such as The Things Network (TTN). In this recommended algorithm, we need the 20 last received frames

(N = 20) with their respective maximum signal to noise ratios (SN Rmax ). Figure 1.17 [71] shows the ADR

mechanism at the network.
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Figure 1.17: ADR mechanism at the network.
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1.4 LoRa Deployment Discussion

This section presents and discusses real LoRa deployments in field, experimental measurements studies,

performance evaluation, and limits. Moreover, LoRa network deployment and spreading factor allocation

strategies are discussed.

1.4.1 Real LoRa Deployments

There are many real LoRa networks implemented in field for many use cases such as smart buildings [21],

smart cities [22], smart agriculture [23], smart meters [24], smart islands [25], smart golf course [26], smart

water quality monitoring [27], smart air quality monitoring [31], smart parking [72], and smart lighting [73].

We discuss and overview the most popular real deployments coming up next:

• Smart cities: Semtech white paper [22] explains how to make cities smart providing efficient usage

and governance. IoT applications aim to improve and ease people’s daily life. A waste management

LoRa system is deployed in Seoul, Korea to periodically collect the capacity of waste bins to clear them

when they are filled. It reduces costs by 83%, collection activity by 66% and increases recycling by

46%. An integrated sensing platform of solar power plants is deployed in Carson city, USA to monitor

the current environment state of the solar plants. It reduced by 15% operational expenses. Power

consumption monitoring in houses were deployed in Grenoble and Lyon, France to monitor power

usage and turn-off unwanted devices, reducing 16% of power consumption.

• Smart meters: Semtech white paper [24] evaluates the capacity of LoRa smart metering applications

deployed in Gehrden, Germany. It reduces the human intervention for monitoring power usage by

transmitting readings periodically from meters to a gateway.

• Smart islands: Semtech technical report [25] presents LoRaWAN sensor deployments to aid water

management systems by reporting periodically water quality and water levels in Mallorca, the largest

island of Spain. It increased water savings by 25%.

We can conclude that there is a large scope of applications, real networks deployed. However, they are

not easy to reproduce. Thus, we need simulation approaches.

1.4.2 From Experimental Measurements to Simulations

Some authors deployed LoRa networks and experimentally studied their performance [74] [75] [76] [77] [78]

[79]. Measurements were done in city centers, campus of universities, tactical troop tracking and sailing

monitoring systems. Nevertheless, experimental results in real life networks are not reproducible and MAC

layer optimization is difficult. Blenn et al. [80] performed simulations based on traces from experiments

and analyzed results based on real life and large scale measurements from The Things Network. However,

their simulations are limited to the deployed scenario making optimization difficult. To and Duda [81]

presented LoRa simulations in NS-3 and validated test-bed experiments. They considered the capture effect

and showed the reduction of the packet drop rate due to collisions with a CSMA approach. Haxhibeqiri et

al. [37] studied the scalability for LoRaWAN deployments in terms of the number of nodes per gateway

in system level simulator. Simulations were performed for 1% duty cycle. However, the network size of

deployments are limited to 1000 nodes.

Note that at the beginning of this thesis there were not several accurate simulators available. That is why

we used the WSNET simulator that implements the required communication protocol layer and simulates

the network behavior with high level of accuracy. It takes into account the flexibility and specificity of the

LoRa PHY and MAC layers.

1.4.3 LoRa Evaluation and Limits

Several authors evaluated performance and limits of LoRa networks. Reynders et al. [34] evaluated Chirp

Spread Spectrum (CSS) and ultra-narrow-band (UNB) networks. They proposed a heuristic equation that
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gives BER for a CSS modulation as a function of SF and Signal to Noise Ratio (SNR). Cattani et al. [82] evalu-

ated the impact of the LoRa physical layer settings on the data rate and energy efficiency. They evaluated the

impact of environmental factors such as temperature on LoRa network performance and showed that high

temperatures degrade the Received Signal Strength (RSS) and the Packet Delivery Ratio (PDR). Goursaud et

al. [66] studied performance of the CSS modulation. They showed the possibility of interference between

different SFs and evaluated co-channel rejection for all combinations of SFs. Feltrin et al. [83] discussed the

role of LoRaWAN for IoT and showed its application to many use cases. They considered the effect of non

perfect orthogonality of SFs for a link level analysis. Waret et al. [84] provided a theoretical analysis of the

achievable LoRa throughput in uplink, where the capture conditions specific to LoRa are included. Results

show the throughput losses from imperfect SF orthogonality, under different SF allocations. Petajajarvi et

al. [36] analyzed the scalability of a LoRa wide area network and showed its good coverage (e.g., up to 30

km on water for SF12, BW of 125kHz and 14 dBm transmit power with more than 60% of PDR). They also

showed the maximum throughput for different duty cycles per node per channel. Mikhaylov et al. [85] dis-

cussed LoRa performance under European frequency regulations. They studied performance metrics of a

single end-device, and the spatial distribution of several end-devices. They showed LoRa strengths (large

coverage and good scalability for low uplink traffic) and weaknesses (low reliability, and poor scalability of

downlink traffic). Bor et al. [86] presented and analyzed the capability of the LoRa transceiver. They also

proposed LoRaBlink protocol for link-level parameter adaptation. We analytically showed [87] the potential

gain of adaptive LoRa solutions choosing suitable radio parameters (i.e., spreading factor, bandwidth, and

transmit power) to different deployment topologies (i.e., star and mesh).

These studies provide the first view of LoRa performance and its limitations. In conclusion, we need to

take into account the capture effect and the imperfect orthogonality of SFs. We contribute with an accurate

LoRa simulation model considering the co-channel SF interference and the gateway capture effect, allowing

accurate performance analysis in large scale simulations for different deployment scenarios. We extend

previous evaluations of LoRa limits analyzing reliability, and network throughput from sparse to massive

network deployment scenarios for single and multiple gateway scenarios.

In the simulation evaluation, we use the WSNet simulator to automatize LoRa deployments in static sce-

narios. We integrated the characteristics of new transceivers (Semtech SX1276 for end-devices and SX1301

for gateways) and reconfiguration options in the simulator. Then, we defined a decision module cross-layer

(TX-PHY-MAC) to self-deploy the network (i.e., the network takes into account the environment by mea-

suring metrics to analyze them, to make a decision, and to apply it to reconfigure the network to optimize

its performance). These metrics are the packet delivery ratio (PDR) and the Throughput defined below:

PDR =
number o f r ecei ved packet s

number o f tr ansmi t ted packet s
(1.16)

T hr oug hput =
number o f r ecei ved packet s

dur ati on
[packet s/s] (1.17)

1.4.4 LoRa Network Deployment Strategies

Some authors studied LoRa network deployments and SF allocation strategies. Bor et al. [88] studied LoRa

transceiver capabilities and its limitations. They showed that LoRa networks can scale if they use dynamic

selection of transmission parameters. Georgiou et al. [89] investigated the effects of interference in a net-

work with a single gateway. They studied two link-outage conditions, one based on SNR and the other one

based on collision of concurrent transmissions of the same SF. They showed, as expected, that performance

decreases when the number of nodes increases and highlighted the interest of studying spatially heteroge-

neous deployments, i.e., deployment of nodes with heterogeneous radio communication parameters (TP,

BW, SF, CR, frequency channel). Croce et al. [90] showed the effect of the quasi-orthogonality of SFs and

found that overlapped packet transmissions with different SFs may suffer from losses. They validated the

findings by experiments and proposed SIR (Signal to Interference Ratio) thresholds for all combinations of

SFs. They remarked that LoRa networks cannot be studied as a superposition of independent networks
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because of the imperfect SF orthogonality. Abeele et al. [91] studied the capacity and scalability of Lo-

RaWAN for thousands of nodes per gateway. They showed the importance of considering the capture effect

and interference models. They proposed an error model from BER simulations to determine communi-

cation ranges and interference. They also analyzed three strategies of network deployments (random SF

allocation, fixed, and according to PDR), the last one presenting the best performance. Lim et al. [92] ana-

lyzed the LoRa technology to increase packet success probability and proposed three SF allocation schemes

(equal interval based, equal area based, and random based). They found that the equal area scheme results

in better performance compared with other schemes because of the reduced influence of SFs.

In conclusion, the literature indicates the interest in heterogeneous deployments and SF allocation strate-

gies. Thus, in Chapter 3 we analyze homogeneous and heterogeneous deployments with different SF allo-

cations as a function of the number of nodes and traffic intensity to show network performance and the

benefits of radio parameters heterogeneity for large scale networks. Moreover, there are more strategies,

like the ADR mechanism, that can be improved by exploiting the radio heterogeneity of LoRa.

1.5 Link and Topology Adaptation Discussion

This section discusses two LoRa adaptation approaches: (i) link and (ii) topology adaptation to improve

network performance. Link adaptation aims to adapt the link depending on the link budget and capaci-

ties of the technology while topology adaptation aims to densify the network infrastructure increasing the

number of gateways.

1.5.1 Link Adaptation

Several authors studied SF allocation strategies in the literature. Hauser et al. [41] analyzed the ADR al-

gorithm defined in LoRaWAN and proposed improved variants of the algorithm. They showed the need of

better simulation models to support more complex networks to evaluate their proposed algorithms perfor-

mance in quantitative terms. Slabicki et al. [42] evaluated the impact of the channel variability on ADR

and showed that link-based adaptation is not sufficient in dense network deployments. Hence, as future

work, they proposed to improve ADR by balancing the link budget for every link and the packet delivery

ratio PDR for the entire network. Reynders et al. [43] proposed a scheme for transmitted power and SF

allocation in long range networks, and an algorithm controlling transmission power, spreading factor and

channel index. They analyzed the optimal distribution of the spreading factors to optimize PDR and make

the network more fair. Amichi et al. [44] considered the problem of SF allocation optimization under co-SF

and inter-SF interferences, for uplink transmissions from end-devices to the gateway. To provide fairness,

they formulated the problem as maximizing the minimum achievable average rate in LoRa, and proposed

an SF allocation algorithm based on matching theory. Cuomo et al. ([45][46]) presented several adaptive

strategies allocating spreading factors to end-devices. EXPLORA-SF allocates equitably each SF only tak-

ing into account the link budget. EXPLORA-AT equalizes the devices time on air with different SFs to not

overload the usage of a SF. EXPLORA-KM reallocates SF of devices located in overcrowded areas. However,

these strategies are only analyzed in single-gateway network scenarios considering a single channel. We

studied similar enhanced strategies, considering multiple channels, bi-directional communications, differ-

ent environments, and multi-gateway (MG) deployment scenarios. Furthermore, we take into account the

quasi-orthogonality of SFs.

Another interesting approach is replacing ADR with Multi-Arm Bandit (MAB) algorithms to select trans-

mit power and SF. Kerkouche et al. [47] presented a MAB optimization of LoRaWAN and made a trade-off be-

tween reliability and energy consumption. Similarly, Azari et al. [48] proposed a self-organized distributed

approach based on MAB learning. In this approach, each node evaluates a reward (i.e., based on the re-

ception of ACK packets) and finds iteratively the best action (i.e., the selection of a transmission power, a

sub-channel and a SF). However, these approaches are complex, only adapted to single-gateway scenarios,

need time to converge, and need to consider the imperfect orthogonality of SFs. Finally, we analytically
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investigated other radio parameters (e.g., BW) and network topology (e.g., mesh) [87]. We will show the

potential gain of adaptive LoRa solutions in Chapter 2.

The state of the art recommends several strategies for link adaptation and resource allocation. Nodes

should be configured according to their radio environment (e.g., link budget) but also according to the

scenario criteria (e.g., energy efficiency, network load).

Similarly to other approaches [42] [43], and [45], our first approach will adapt the link according to its link

budget and the GW capacity. Thus, whatever the type and the complexity of the deployment, the adaptation

algorithm will consider a fairer distribution of the configuration than the ones only based on the link budget

(e.g., ADR). We took ADR in steady state as reference approach to compare our proposals.

1.5.2 Topology Adaptation

Some authors expressed the idea of network densification with multiple gateways as future work [45], [46]

and [47]. Bor et al. [88] showed that LoRa networks can scale using dynamic transmission parameters se-

lection and/or densifying the network with multiple-gateways. However, this approach was evaluated only

when nodes select the same SF configuration. Abboud et al. [93] investigated the gateway selection for

downlink communications in LoRaWAN in order to improve the throughput of the network. They aim to

evaluate several algorithms for selecting the best gateway for downlink while increasing LoRaWAN through-

put for different types of gateway deployment. They show that the system throughput depends on the de-

ployment and that balancing the number of end-devices per gateway improves the performance compared

to choosing the gateway with the highest signal quality. Voigt et al. [94] evaluated the impact of inter-

network interference on LoRa networks and showed that interference can dramatically reduce the perfor-

mance. Thus, directional antennas and multiple gateways can improve performance under interference.

Caillouet et al. [95] proposed a theoretical framework for maximizing the LoRaWAN capacity in terms of

the number of end nodes, when they all have the same traffic generation process. The model optimally al-

locates the spreading factor to the nodes so that attenuation and collisions are optimized. They considered

physical capture and imperfect SF orthogonality while guaranteeing a given transmission success proba-

bility to each served node in the network. Numerical results show the effectiveness of the SF allocation

policy. The framework also quantifies the maximum capacity of single cell networks and the gain induced

by multiplying the gateways on the covered area. In [96], Cuomo et al. proposed AD-MAIORA to balance

the Air-Time of different SF modulations in a multi-gateway scenario interconnected to the same network

server. It adaptively allocates SF with the objective to reduce the pressure of using SF on a GW (i.e., to bal-

ance a per-SF-pressure load at each GW). The strategy was first to choose the best node, then to find the

best SF. However, their evaluations are based on the network with thousand nodes and they assume high

traffic intensity (packet transmission every 10 s) with respect to the regulation. Thus, we need new evalu-

ations with more accurate results for new deployment scenarios to validate their results (e.g., throughput).

We also need to evaluate if an end-device should be adapted towards a single gateway, multiple gateways,

or the whole network.

Our second approach will improve network performance by densifying the network infrastructure with-

out link adaptation, i.e., by increasing the number of GWs. We will extend the star topology to star of stars

topology (or multi-gateway infrastructure). The multi-gateway approach will exploit the spatial reuse and

provide a certain level of redundancy. It maximizes the overall capacity of the global network for different

SF configurations.

Then, our third approach (joint link and topology adaptation) will improve the network transmission

quality by exploiting the quasi-orthogonality of various SFs, the spatial reuse of the communication and

the capacity of the gateway according to each SF capacity.

Finally, in our last approach we proposed nodes progressively joining the network algorithms based on

several metrics to improve the third approach in more realistic deployments (e.g., denser in the center).

We aim to exploit a combination of several metrics based on link quality, network quality, and network
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distribution of SFs. However, the accuracy of these metrics depends on the accuracy of the base metrics.

We look for maximizing PDR by configuring nodes joining the network without modifying the nodes that

already joined the network. Note that we do not have access to the configuration of nodes belonging to

other private networks.

1.6 Methodology

In this section, we present the methodology of this thesis to face the research problems and objectives

taking into account the existing work at the beginning of this thesis. Note that this thesis was developed

while several other LoRa investigations were also developed.

• First, we characterize LoRa deployments and the state of the network performance by measuring

different metrics: PDR, throughput, energy consumption, and metrics based on link quality, network

quality, and network distribution of SFs.

• Second, we evaluate these metrics like link quality estimators (LQE) or link quality indicators (LQI) as

well as interference level estimation.

• Third, we define a decision module to self-adapt the LoRa deployment to network performance and

interference conditions for a given application profile like defined traffic load of sending packets every

minute deployed over a defined geographical area.

• Fourth, we select and apply the more appropriate configurations to the transceivers according to the

adopted strategy. Figure 1.18 depicts these four stages.

Figure 1.18: Methodology to adapt the network.

We decided to divide our work in two study-parts. The first one is a theoretical study of the communi-

cation link. The second one is the simulation evaluation using the WSNet simulator.

In the theoretical study, we analyzed the link budget and the different parameters we can tune. We have

to notice that a communication link is established when the link budget is respected. Equation 1.18 shows

the link budget, where PT x is the transmitted power, L represents the channel losses, PRx is the received

power, and ρ is the sensitivity power of the receiver.

PT x −L = PRx > ρdBm = SN Rmi n −174dBm/Hz+10log10(BW )+N F (1.18)

Regarding this equation, we observe several trade-offs to adapt the link budget. Thus, from the last

equation we can adapt the following parameters:

• PT x : Emitted power control.

• SN Rmi n : Modulation and coding rate adaptation.

• BW : Data rate adaptation.

• N F : Noise factor control.

Note that, these adaptations are for a single link. For several links in a network deployment, we add the

topology adaptation.
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When tuning these parameters in an optimal way, power consumption and reliability may be improved.

In fact, we look for optimizing the communication link taking into account the deployment to increase

battery life-time of sensors an to improve the reliability of the communication.

Then, we define a technology to focus on. This technology should present degrees of freedom on its com-

munication parameters in order to enable adaptation and control (power control, modulation adaptation,

data rate adaptation, noise factor control, etc.).

Conclusion

In this chapter, we presented a short overview of different LPWAN technologies for IoT, particularly for WSN

deployments. We also presented a comparative table of the principal LPWAN technologies: LoRa, SIGFOX,

Ingenu, NB-IoT, and IEEE 802.11ah. Among these technologies, we are looking for the one that is suitable

for adaptive networks to self-deploy WSNs. We consider the LoRa technology as a good candidate for several

reasons such as the degrees of freedom of its communication parameters, the robustness to interference,

the openness and the maturity of the technology. Thus, we presented more in detail the LoRa technology

(PHY layer) and the LoRaWAN specification (MAC layer). We also presented the Adaptive Data Rate mech-

anism of LoRaWAN on the node and at the network side. However, a deep analysis of the flexibility of LoRa

communication parameters is required to understand the trade-offs when changing one parameter. An

analytical investigation of energy consumption by adapting LoRa communication parameters in different

network topologies will be presented in Chapter 2 to evaluate if LoRa is suitable for adaptive networks.

This chapter also discussed current real LoRa deployments for many applications in smart cities and

smart meters reducing operation costs and improving people’s life. However, the MAC layer optimization

is difficult since experimental measurements in real life networks are not reproducible. Several studies

provide insights on LoRa performance and limitations. We conclude that we need to take into account the

capture effect and imperfect orthogonality of spreading factors as well as performance analysis at massive

network deployments. The reviewed literature indicates the interest of heterogeneous deployments and

optimal spreading factor allocation strategies to improve network performance.

Finally, we discussed link and topology adaptation approaches. Several studies agree that nodes should

be configured according to their radio environment, but also to the scenario criteria taking into account the

network load and energy efficiency. We identified some insights to adapt link considering fairer distribution

of the spreading factors. We are going to exploit the spatial reuse of the communication by densifying the

network infrastructure increasing the redundancy by placing more gateways. Also, we are going to exploit

the quasi-orthogonality of different spreading factors and the capacity of gateways and each spreading fac-

tor. Furthermore, we propose an algorithm to self-adapt nodes progressively joining a network based on

several metrics.
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This chapter is adapted from:

• M. Nunez, A. Guizar, M. Maman, A. Duda. Evaluating LoRa Energy Efficiency for Adaptive Networks:

From Star to Mesh Topologies. In IEEE 13th International Conference on Wireless and Mobile Com-

puting, Networking and Communications (WiMob). IEEE, 2017. [87]
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Introduction

In this chapter, we investigate the degrees of freedom of LoRa communication parameters to understand

the trade-offs and challenges when adapting its parameters. These parameters can be: (i) the transmitted

power (Pt x ), (ii) the spreading factor (SF ), (iii) the bandwidth (BW ), (iv) the coding rate (C R), and (v) the

topology of the deployment. The objective is to investigate if LoRa is an appropriate candidate for adaptive

networks. This chapter focuses on the investigation of energy consumption and the communication range

as performance network indicators.

This chapter analytically investigates the energy efficiency for different network topologies to improve

energy consumption by adapting LoRa communication parameters in star and mesh topologies. The im-

pact on the energy consumption of the network density and the network coverage is also investigated. We

implemented an analytical model in Matlab according to the LoRaWAN specification and technical docu-

ments.

This chapter is structured as follows. After the introduction, Section 2.2 details the methodology and

the system model. Then, we investigate LoRa parameters adaptation in star topology in Section 2.3 de-

tailing the energy consumption dependency on the spreading factor, transmitted power, and bandwidth

and proposing adaptation strategies. Section 2.4 investigates LoRa adaptation in mesh topologies showing

the energy consumption dependency on the network density and the network coverage and proposing an

adaptation strategy. The impact of the network topology: star versus mesh topology is investigated in Sec-

tion 2.5 proposing an hybrid adaptation strategy. Finally, Section 2.6 concludes this chapter showing the

flexibility of LoRa parameters to pursue investigation in adaptive networks.

2.1 Methodology and System Model

Here, we describe the methodology to analyze energy consumption for sending a 50 Bytes packet using a

LoRa radio with multiple degrees of freedom: transmitted power (i.e., 2 dBm, 5 dBm, 8 dBm, 11 dBm, and

14 dBm according to the LoRaWAN specification [69] for the EU863-870MHz band), modulation schemes

(i.e., spreading factors), bandwidth, and the network topology (i.e., star and mesh). In our analysis, we do

not consider MAC protocols.

2.1.1 Radio Propagation Model

We consider the Okumura Hata propagation model for an open rural environment operating at 868 MHz

frequency. Thus, pathloss (PL) is given by the following expression:

PLHata = A+Bl og (d)+C (2.19)

where A, B , and C depend on the frequency and antenna height.

A = 69.55+26.16l og ( fc)−13.82log (hb)−a(hm) (2.20)

B = 44.9−6.55log (hb) (2.21)

where fc is in MHz and d in km. For rural environments, a(hm) and C are given by the following expressions:

a(hm) = (1.1l og ( fc)−0.7)hm − (1.56l og ( fc)−0.8) (2.22)

C = −4.78(log ( fc))2 +18.33l og ( fc)−40.98 (2.23)

We consider antenna heights hm and hb of 1 m and 2 m, respectively.
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2.1.2 Energy Consumption Model

We consider two main sources of energy dissipation:

• Energy dissipated in the transmitter Etx. In this case, we consider the supply current for each trans-

mitted power, as shown in Table 2.8, under the following conditions: 3,3 V supply voltage, 25 oC tem-

perature, and 868 MHz band.

Table 2.8: Supply current for transmitter [65]

Ptx 2 dBm 5 dBm 8 dBm 11 dBm 14 dBm

Itx 24 mA 25 mA 25 mA 32 mA 44 mA

• Energy dissipated in the receiver Erx. In this case, the supply current depends on the bandwidth. Ta-

ble 2.9 shows supply current for each bandwidth under the same conditions as transmission. Note

that the gateway is powered, but this energy consumption in reception can be for a multi-hop com-

munication scenario (e.g. at the relay node).

Table 2.9: Supply current for receiver w.r.t. the bandwidth [65]

BW 125 kHz 250 kHz 500 kHz

Irx 10,3 mA 11,1 mA 12,6 mA

We took all supply current values from the datasheet Semtech SX1276 [69].

2.2 LoRa Adaptation in Star Topology

We study energy consumption to transmit a packet using various possible configurations of the spreading

factor, transmission power, and bandwidth for a transceiver operating according to the LoRaWAN tech-

nology. In a star topology, we consider one single hop to reach the sink node. As shown in Figure 2.1, D

represents the distance between a node and the sink node (e.g., gateway).

Figure 2.1: Star topology.
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SF ascendantly with fixed Ptx (red curves), energy consumption increases faster. Thus, it is preferable for

increasing the range, to first increase Ptx and then to increment the spreading factor. For a (SF6, Ptx = 2dBm)

configuration, Figure 2.2 shows that the maximum reachable range is Dmax = 1,3km and energy consump-

tion is E = 4,8mJ. Note that the maximum range (Dmax = 6,5km) is reached using SF12 and Pt x = 14dBm.

Beyond 6,5km, it is not possible to establish a communication in a star topology (i.e., with a single hop).

What are the best SF and Ptx configurations to improve the battery lifetime?

Proposed strategy: From these results, the optimal configuration strategy to achieve lower energy con-

sumption over distance D is shown in Figure 2.3.

Figure 2.3: Spreading factor and transmitted power adaptation strategy. Bandwidth is fixed to 125 kHz.

Thus, starting from the lowest energy consumption configuration (SF6, Ptx = 2dBm), the strategy is

firstly to adapt the transmitted power until we reach (SF6, Ptx = 14dBm), then, adapt the spreading fac-

tor until reaching (SF12, Ptx = 14dBm). This strategy defines the optimal energy consumption curve (as

shown with the green curve in Figure 2.2).

2.2.2 Energy Consumption Depending on SF, Ptx, and BW

We extend our energy consumption analysis to three values of bandwidth: 125 kHz, 250 kHz, and 500 kHz.

We follow the same approach as in Section 2.2.1 to analyze energy consumption for 250 kHz and 500 kHz

bandwidth. The optimal energy consumption curve for each BW is shown in Figure 2.4.

Figure 2.4: Optimal energy consumption for various values of bandwidth: 125 kHz, 250 kHz, and 500 kHz in the star

topology.

We observe that the maximum range increases when BW decreases. This is because MCL is higher with

lower BW. However, low BW comes with lower throughput and therefore, a longer time on the air, leading

to higher energy consumption. Accordingly, for a range of D < 2,6km, using BW = 500kHz permits lower
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works, the proposed strategy consists of setting the spreading factor to SF6 and progressively increasing the

transmitted power with the inter-relay distance. In the case of sparse networks, we recommend to adapt SF

until we reach the (SF=12, Ptx = 14dBm) configuration.

According to the topology comparison, we show that a global strategy exploiting both topologies exists

and the trade-off between the star and mesh strategies depends on end-to-end distance D (i.e., the network

coverage) and inter-relay distance d (i.e. the network density). Adapting the topology and the LoRa radio

parameters permits to maintain low energy consumption and to extend the range of communication.

Thanks to the flexibility of its parameters, the openness of the system, the maturity of the technology and

low energy consumption, LoRa is a good candidate for Adaptive Networks. However, we need to evaluate

performance and limitations, specially for large scale networks, which is the goal of next chapter. Note

that, we look for trading-off the LoRa communication parameters regarding the access and not the most

energy consumption solution. Star of stars topology will be considered due to simple infrastructure, anyway

LoRaWAN uses this topology. Mesh topology will not be evaluated due to the complexity of implementing

protocols to adapt the network.
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Introduction

In the previous chapter, we showed the flexibility of LoRa parameters investigating energy consumption and

coverage. Deeper investigation is required analysing more key network performance metrics and taking

into account application, MAC, and physical layers. In this chapter, we present packet delivery ratio and

throughput analysis of the LoRa technology for several network sizes and application traffic intensities.

The first contribution of this chapter is the investigation of LoRa network deployments of nodes with

homogeneous communication parameters. It allows to obtain the performance of each spreading factor

individually to calculate their capacity for each network size assuring a packet delivery ratio. This individ-

ual spreading factor performance allows to understand advantages and limitations, and also to propose

improved allocation protocols using different spreading factors. From this analysis, we can conclude that

low spreading factors achieve high performance but their coverage is limited. Indeed, the capacity of a SFi

approximately is twice the capacity of SFi+1.

The second contribution is the investigation of LoRa network deployments of nodes with heterogeneous

communication parameters. We explore spreading factor allocation protocols to improve network perfor-

mance exploiting LoRa physical layer features as spreading factor quasi-orthogonality. These spreading

factor allocation protocols configure nodes: (i) according to their link budget like the Adaptive Data Rate

(ADR) of LoRaWAN specification, (ii) randomly, and (iii) with an equal number of nodes per SF . From this

analysis, we can conclude that deployments configured with heterogeneous parameters improve network

performance thanks to the quasi-orthogonality of spreading factors but it could be even more enhanced.

Indeed, deeper investigation is necessary to define the optimal allocation of spreading factors.

The next contribution is the detailed performance analysis of the spreading factor allocation protocol

based on the link budget that we will call hereafter ADR. It allows to understand the impact on the net-

work performance in several aspects: (i) network deployment, (ii) environment, (iii) multiple channels, and

(iv) bidirectional communications. Capabilities and limitations are clarified to investigate more optimal

allocation protocols exploiting principally the individual capacity of each spreading factor and their quasi-

orthogonality to improve the ratio of received packets. From this analysis, we can conclude that network

performance depends on the usage of the spreading factors, i.e., there should be a trade-off between over-

used and under-used spreading factors to achieve a fair allocation.

The final contribution of this chapter is the analysis of the network densification by placing multiple gate-

ways in LoRa networks of nodes with homogeneous parameters. It allows to improve performance taking

advantage of the spectrum spatial reuse and to propose the first adaptation strategy giving the number of

gateways needed to assure a certain level of reliability for a network size. This adaptation strategy limits

the number of covered nodes per gateway serving them with better packet delivery ratio especially for large

scale deployments. We also analysed the ADR in multi gateway scenarios. From this analysis, we can con-

clude that over-sizing the number of gateways saturates the use of low spreading factors by not exploiting

the others.

This chapter is structured as follows. After the introduction, we present the system model and the

methodology (Section 3.2) explaining the simulation environment and assumptions for the node config-

uration, network deployment, and application parameters. Then, we present the investigation of LoRa net-

work deployments of nodes with homogeneous and heterogeneous parameters in Section 3.3 and Section

3.4, respectively. After Section 3.5 that analyzes performance of ADR and the impact of several aspects on

it, Section 3.6 analyses and discusses the network densification for network deployments of nodes with

homogeneous parameters and also for ADR. Finally, Section 3.7 concludes this chapter.
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3.1 System Model and Methodology

All simulations have been performed with the WSNet simulator. It integrates several modules modeling the

LoRa technology. The LoRa modules are configurable, they can be used to exploit different parameters to

enhance network performance. The flexibility of the architecture allows the integration of new protocols.

The system model used to investigate LoRa deployments is defined in Table 3.11. The frequency band is

the 868 MHz ISM limited by ETSI regulations to maximum duty cycle of 0.1% or 1%, depending on the se-

lected sub-band, limiting the network capacity and throughput. We decided to focus on this band because

of favorable propagation conditions. Sub-GHz band allows penetrating thicker objects compared to GHz

bands being the first band preferred for LPWAN. We consider a 125 kHz typical bandwidth in the EU868

MHz band, coding rate of 4
5 , and the transmitted power of 14 dBm, constant parameters in simulations. We

consider seven values of available spreading factor, from SF6 to SF12. Nodes in a network deployment can

be configured with only a single SFi or with many spreading factors depending on the protocol for spread-

ing factor allocation. We call them network deployments with nodes configured with homogeneous and

heterogeneous parameters, respectively. Indeed, these values (spreading factor, bandwidth, and coding

rate) define the bit rate, e.g., 9375 b/s and 293 b/s for SF6 and SF12, respectively.

Table 3.11: System Model.
Configuration Network Deployment

F r equenc yB and 868 MHz Ar eao f Inter est circular area R = Dmax (SF i ), room 100mx100m

B and wi d th 125 KHz Depl oyment uniform, dense, concentric

Codi ng Rate 4/5 Mul ti −GW MG1, MG3, MG7, MG9

Tr ansmi ssi onPower 14 dBm GW posi t i on centered, circles covering circle geometry

Spr eadi ng F actor SF i only, or SF6 to SF12 Pathl ossModel Okumura Hata, Tanghe

Application

Appl i cati onPer i od 50Byte packet every 1 min to every 1 day Pr otocol Homogeneous, Heterogeneous, ADR

Mul ti −C hannel 1CH, or 8CH Bi di r ect i onal UL only, or UL / DL

A scenario is defined by (i) the configuration of the node, both end-devices and gateways, (ii) the network

deployment, and (iii) the application, as shown in Table 3.11.

The configuration of the node is defined by: frequency band, BW, CR, TP, and SF. Note that we consider

these parameters constant except the SF . All nodes can be configured with the same SFi (i.e. homoge-

neous configuration of parameters) or with different SF (SF6 to SF12, i.e., heterogeneous configuration of

parameters).

The network deployment is defined by: the area of interest, the type of deployment (e.g., uniform, dense,

and concentric), the multiplicity of the gateways (MGi means i gateways), their positions, and the environ-

ment (pathloss model).

The application is defined by: the application period (e.g., packets transmitted every 1 hour), the number

of channels, the SF allocation protocol (e.g., ADR), and the bidirectionality of the communication.

We define several scenarios varying spreading factor, network deployment, and the application. Note that

we will reuse Table 3.11 setting up parameters for every analyzed scenario. Following subsections show in

detail parameters of the network deployment and the application.

3.1.1 Area of Interest

The area of interest is the geographical zone where nodes are placed. We define two areas: (i) a circular

area for open environment and (ii) a square room for a factory of the future environment. The amount of

deployed nodes N varies between 1 and 10000 nodes.
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Figure 3.3: Uniform deployment in circular area of R = Dmax (SFi ).

3.1.2.2 Concentric Deployment

The concentric deployment is the superposition of uniform deployments in circular areas, i.e. the seven

disks of radius R = Dmax (SFi ) superposed concentrically with the same quantity on nodes uniformly de-

ployed in each disk. Figure 3.4(a) shows this deployment. So, we observe that the deployment is denser

close to the center of the area of interest which is a circular area of R = Dmax (SF12). The density for the ring

i starting from the center is given by σi = N
7

∑7
j =i

1
A j

, where N is the total number of nodes and A j is the

area of the disk of radius R = Dmax (SFi+5). For example, in a deployment of 7000 nodes the density distri-

butions are 174 nodes/km2 for the disk in the center; 123, 85, 57, 36, 20 and 8 nodes/km2 for the farther

rings, respectively.

3.1.2.3 Dense Deployment

In this deployment, the distance between the node and the center of the area of interest is a random variable

following r = r and(0,R)3. Figure 3.4(b) shows this deployment. Note that we investigate ADR protocol

using this deployment in this chapter and several protocols in the next chapter. This deployment is adopted

because it is more realistic resembling to a deployment in a city.

(a) Concentric deployment. (b) Dense deployment.

Figure 3.4: Non uniform deployments in circular areas.

3.1.3 Multiple Gateways and Positions

Several network deployment scenarios were simulated for single and multiple gateways. These simulations

were performed for 1, 3, 7, or 9 gateways. MGi denotes a multi-gateway scenario with i gateways.

For a single gateway, it is placed at the center of the area of interest whereas for multiple gateways, their

positions are defined following the circles covering circle geometry [99] to have full coverage of the area of

interest (e.g., a disk of radius R = Dmax (SF12)). So, gateways are placed at the center of the circles of radius

r covering the circle of radius R. Figure 3.5 illustrates the placement of the gateways and the relationship

between these two radius.
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Figure 3.5: Placement of 1, 3, 7, and 9 GWs.

3.1.4 Path-loss Propagation Models

The path-loss between nodes and the gateway is defined by: (i) the Okumura Hata model for open areas or

(ii) the Tanghe model for factory of the future (FoF) scenarios. We detail them below.

3.1.4.1 Okumura Hata

The first one is the Okumura Hata propagation model for an open rural environment operating at 868 MHz

frequency band. The path-loss (PL) is given by Equation 2.19 previously defined in the radio propagation

model of Chapter 2.

The transmitted power, the spreading factor, and this propagation model allow to define the maximal

communication distance for each SFi . Indeed, Table 3.12 shows Dmax (SFi ) to assure a maximum packet

error rate of 1%.

Table 3.12: Maximal distance coverage per SFi .

SFi 6 7 8 9 10 11 12

Dmax (SFi ) [km] 2.508 2.899 3.354 3.885 4.503 5.225 6.068

3.1.4.2 Tanghe

LPWAN and advanced wireless connectivity increased interest for Factory of the Future (FoF). In the lit-

erature, there are several propagation models for industry. We considered the pathloss, shadowing, and

fading model by Tanghe et al. [100] [101]. This model characterises the industrial environment based on

measurements. The pathloss (PL) is given in Equation 3.31.

PL(d) = PL0 +n.10.l og10
d

d0
+Xσ (3.31)

where PL0 is the pathloss attenuation at d0 = 15m and exponent n. Xσ is the shadowing following a

Gaussian distribution with zero mean and standard deviation σ. These parameters depend on the link

condition showed in Table 3.13 for the 868MHz band. Tanghe et al. [100] proposed a lognormal distribution

with 12.4 mean and 5.4 dB standard deviation for multi-path fading.

Table 3.13: Tangue pathloss model parameters for the 868MHz band.

LoS N LoS N LOS2

PL0 57.67 64.4 69.7

n 2.25 1.94 2.16

σ 5.65 4.97 5.16
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3.1.5 Application

On nodes, the application sends a packet every interval called application period (AP). These intervals are

configurable as well as the packet length. At every AP occurrence, a node randomly selects a time instant

inside the interval and generates one packet. For simulations, we consider a fixed packet length of 50 Bytes.

So, nodes transmit a 50 Bytes packet every AP that can be configured between 1 min and 1 day.

The gateway collects received packets and sends them to the network server over IP. LoRa provides a stan-

dard to forward packets to the network backend but we did not implement it in our model. We assume the

network server is the brain of the network that controls the communications between nodes and gateways.

It also determines how many nodes are communicating to a gateway and the statistics of the spreading fac-

tor usage of the nodes. In multi gateways scenarios, a packet can be received at different gateways. The

network server discards these copies. Algorithms and protocols are implemented at the network server

(e.g., the ADR mechanism and our proposals). These algorithms can do spreading factor allocation, power

control, and so on. In our simulations, we assume nodes transmit unconfirmed packets. We assume they

do not wait for acknowledgements. So, the overhead due to downlink communication is not taken into

account unless we specify otherwise.

3.1.6 Metrics

In addition to the metrics defined to analyze network performance: (i) the reliability (the packet delivery

ratio (PDR)) and (ii) the total network throughput (the number of received packet per unit time), we define

network-wide metrics to evaluate deployment scenarios:

i) Ratio of Covered Nodes: the percentage of nodes within the gateway range according to the path-loss

model (e.g., Okumura-Hata).

ii) Redundancy: the number of gateways in the communication range of a node.

iii) Network PDR: the ratio between the number of delivered packets and the number of transmitted

packets for all nodes deployed in the area of interest.

iv) Connected PDR: the Network PDR of covered nodes.

Evaluating these metrics we identify three types of deployments:

• Under-coverage: the whole zone is not completely covered. Ratio of covered nodes is < 100% and

redundancy is in general < 1.

• Optimal-coverage: the whole geographical area of interest is covered by the GWs. Ratio of covered

nodes is 100% and redundancy is close to 1.

• Over-coverage: the whole zone is totally covered and nodes can detect several GWs. Ratio of covered

nodes is 100% and redundancy is > 1.

3.2 Deployments of Nodes with Homogeneous Communi-

cation Parameters

The goal of this section is to analyze the performance and limitations of each spreading factor individually.

We analyze them in deployments of nodes with homogeneous communication parameters. Note that we

defined homogeneous deployments as the deployments where all nodes are configured with the same LoRa

parameters (i.e., SF, BW, CR, and TP). Homogeneous deployments aid to characterize the capacity of each

SF. This is the first basic SF allocation to evaluate and understand performance and limitations of each SF

individually.
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3.3.1 Protocols

In this section, we introduce four centralized spreading factor allocation strategies. We assume that these

strategies have complete knowledge of the network to make the decision to allocate SF for example, i.e., we

do not consider the impact of the overhead due to exchanges between nodes and the gateway. We evaluate

performance in steady state to better understand the impact of heterogeneous deployments as well as the

impact of the network density using the WSNet simulator.

(a) Multi-Homogeneous. (b) Heterogeneous Random. (c) Heterogeneous f(Dmax): ADR-like.

Figure 3.10: Deployment of nodes with heterogeneous parameters.

3.3.1.1 Multi-Homogeneous

First, we define multi-homogeneous deployment as the concentric superposition of independent SFi ho-

mogeneous deployments (i.e., dense deployment) resulting in an heterogeneous deployment. That is a con-

centric deployment as defined in Section 3.1.2.2, a homogeneous deployment of N
7 end-devices configured

with SF6 in a disk of R = Dmax (SF6), overlapped with a homogeneous deployment of the same amount of

end-devices ( N
7 ) with SF7 in a concentric disk of R = Dmax (SF7), and so on until SF12 with a single gate-

way at the center. The number of nodes are equally distributed between the homogeneous networks (i.e.,

%SFi =14.28%, i ∈ {6, ...,12}). As each homogeneous deployment with SFi is independent and uniform, we

observed in Figure 3.10(a) higher end-devices density close to the gateway. The objective is to investigate

the impact of the quasi-orthogonality when deploying nodes with different SFs. We determine if each ho-

mogeneous network can be considered as independent.

3.3.1.2 Heterogeneous Random

Second, we define heterogeneous random deployment like an uniform deployment of end-devices in a disk

of radius R = Dmax (SF12) where each end-device randomly selects its configuration among the available

ones according to its link budget. Hence, each node randomly selects its LoRa configuration according

to its link budget and its needs. Note that nodes deployed in the annulus between R = Dmax (SF12) and

R = Dmax (SF11) do not have choice of other SF configuration to communicate with the gateway, so they

choose SF12. Note also that nodes deployed in the circular area of R = Dmax (SF6) do have all SF s available

to choose to communicate with the gateway, so they choose SF = r and(SF6,SF7,SF8,SF9,SF10,SF11,SF12).

For example, nodes in the annulus, between R = Dmax (SF9) and R = Dmax (SF10), can randomly select their

SF among SF10, SF11 and SF12 depending on their optimization criteria (e.g., energy consumption, data

rate, reliability). Figure 3.10(b) shows this deployment.

3.3.1.3 Heterogeneous f (Dmax): ADR-like

Finally, we define heterogeneous f (Dmax ) as a uniform deployment of end-devices in a disk of R =

Dmax (SF12). The SF allocation strategy is the classical Adaptive Data Rate (ADR) mechanism of LoRaWAN

in a steady state (ADR-like). In this approach, each end-device selects its configuration according to its link
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garding the uniform deployments, the Heterogeneous f (Dmax ) (ADR-like) strategy presents the best PDR

performance compared to the Random and Homogeneous SF12 strategies because it allocates SF depend-

ing on link budget exploiting all the SF s. The SF distribution is shown in Figure 3.12. We observe that the

percentage of node distribution for f (Dmax ) is proportional to the areas of deployments. The use of high

SF is moderate, and the use of SF6 is high because the area close to the gateway is a disk and not only an

annulus.

Moreover, the Random strategy presents important enhancement on PDR compared with the SF12 strat-

egy because it also exploits other SF s. We also observe in Figure 3.12 that increasing SF , the usage of them

increases considerably. In fact, high SF s are over-used and low SF s are under-used. However, it is not as

effective as the f (Dmax ) strategy. This is due to the fact that heterogeneous deployments reduce packet

collision taking advantage of the quasi-orthogonality of SFs and the deployment strategy. In other words,

f (Dmax ) and Random strategies exploit all available SFs, contrarily to SF12 strategy that only exploits one

SF. We observe that f (Dmax ) better exploits SF , which is reflected in better PDR. For 100 end-devices, the

gain in terms of PDR for f (Dmax ) and Random is 400% and 300%, respectively compared to SF12 strategy.

In fact, PDRs are 20%, 60%, and 80% for SF12, Random, and f (Dmax ) strategies, respectively.

In dense deployment scenario, the Multi-Homogeneous strategy achieves good PDR performance for

small to medium size networks (up to 1000 end-devices). It presents even better PDR compared to f (Dmax )

which means it is still possible to improve the SF allocation strategy. However, for large-scale networks (e.g.,

more than 1000 end-devices) it starts to decrease faster due to the saturation of the capacity of SF s and the

gateway, e.g., nodes configured with high SF s placed close to the gateway can highly interfere nodes using

low SF s despite the quasi-orthogonality. This is because high SF s are more robust compared to low SF s

and also because of the impact of non-perfect orthogonality of SF s in larger and denser deployments of

nodes being higher.
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Figure 3.12: Spreading Factor distribution for heterogeneous deployments.

In conclusion, heterogeneous deployments exploit all available SF s and their quasi-orthogonality im-

proving PDR, the f (Dmax ) is better than Random because of the appropriate use of low and high SF s, in

uniform deployments. We have to remark that f (Dmax ) is based on the well known ADR mechanism of Lo-

RaWAN in steady state. Furthermore, PDR improvement is possible as it is shown in the Multi-Homogeneous

strategy for dense deployments depending on the network size.

What is the impact on the throughput when increasing the number of nodes configured with hetero-

geneous parameters (SF6 to SF12)?

We also evaluated throughput of the heterogeneous strategies. Figure 3.13 compares the network

throughput for the homogeneous and heterogeneous deployments in terms of the number of received pack-

ets per second.
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Figure 3.28: Network PDR for Multi-GW MG7,9SF i , for different SFi configurations of 100 and 1000 nodes.

In dense networks (e.g., with 1000 nodes), the higher SF, the faster each GW reaches its maximum capacity,

so for 1, 3, 7, and 9 GWs, the best PDR is reached for SF6. Then, low SFs (MGi SF6 and MGi SF7) presents

higher reliability compared to high SFs.

To conclude, by limiting the size of each GW (i.e., the number of covered nodes), GW can better take

advantage of the spectrum spatial reuse and can serve them with better PDR, especially for a large number

of end-devices.

3.5.3 Adaptation Strategy

What are the optimal spreading factor configurations and how many gateways are needed to ensure a

given reliability for small to large network deployments?

Based on the analysis of Figure 3.26, Figure 3.29 illustrates the Multi-GW strategy. It provides the required

number of gateways and the optimal SFi configuration as a function of the number of nodes assuring dif-

ferent levels of PDR (from 0% to 100%, i.e., from red to green). Red for network PDR of 0% and Dark Green

for network PDR of 100%).

Figure 3.29: Multi-GW strategy.

When the number of nodes increases, we have to decrease SF and increase the number of GWs to keep

the required level of Network PDR. For up to 100 nodes, the optimal number of required GWs is 3 and the

strategy is to adapt SF from SF11 to SF10, then to SF9 according to the number of nodes (MG3SF11,10,9 in

Figure 3.26(a)).

For a medium size network (between 100 and 500 nodes), 7 GWs are required and the optimal strategy is

to configure all nodes with SF7. For larger networks (beyond 500 and up to 1000 nodes), 9 GWs are required

with the optimal SF configuration of SF6 to assure PDR of 80%.
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We observe that over-sizing the number of GWs degrades Network PDR of MG j ADR because when den-

sifying the network, MG j ADR configures most of the nodes with SF6 and saturates it faster. This drawback

shows the need of better allocation strategies.

Conclusion

In this chapter, we have investigated homogeneous (i.e., deployment of nodes configured with the same SF)

and heterogeneous (i.e., deployment of nodes configured with different SF) networks for large scale deploy-

ments, SFs allocations, and performance in terms of PDR and throughput. Simulation results compare the

performance for homogeneous and heterogeneous deployments as a function of the number of nodes and

traffic intensity.

First, we have analyzed homogeneous deployments for different SFs from SF6 to SF12. We investigated

the capacity of each SF. Simulations show better performance for the SF6 deployment because of its short air

time but reduced cell coverage. Second, we investigated the impact of the quasi-orthogonality of SF in het-

erogeneous deployments. We have compared heterogeneous and homogeneous in uniform deployments:

the deployment that selects its LoRa configuration according to its link budget (ADR in steady state) results

in the best PDR and throughput due to the use of all SFs exploiting orthogonality. The results clearly show

the benefits of heterogeneity for large scale network deployments. Evaluating the multi-homogeneous de-

ployment, which is dense closer to the center, we found that it is possible to improve or degrade ADR perfor-

mance depending on the network size. This shows the need of adaptive SF allocation strategies according

to the deployment density and network size.

We also evaluated ADR performance and limitations. Indeed, we investigated ADR behavior following dif-

ferent criteria (i.e., environment, multi-channel, downlink communication). ADR performs better in dense

deployments compared to uniform deployments for medium size networks because ADR takes advantage

of the low SFs and their short packet duration. For larger networks, the performance of ADR in dense de-

ployment decreases rapidly due to saturation of low SFs causing more collisions and packet losses. ADR is

negatively impacted in FoF environments using Tanghe pathloss model compared to Okumura Hata. This

shows the weakness of ADR in more constrained environments. ADR exploits better all SFs capacities im-

proving PDR using multiple channels compared to the single one. However, using multiple channels is

more impacted by downlink communications. ADR does not exploit properly the quasi-orthogonality of

SFs (i.e., under and over usage of SFs). Thus, we need a strategy that equitably balances PDR of each SFi.

Finally, we evaluated network densification and topology adaptation. By limiting the size of each GW (i.e.,

the number of covered nodes), GW can better take advantage of the spatial reuse and can serve them with

better PDR, especially for a large number of nodes. Multi-GW adaptation considers the required number of

gateways and the optimal SFi configuration to assure sufficient PDR for different network sizes.

In the following chapter, we plan to enhance allocation strategies according to PDR of each GW. The dis-

tributed decision module can use several estimated metrics (based on PDR, spectrum occupancy, gateway

load, redundancy) to provide better performance. Indeed, we look for a strategy that does not depend on

the environment.
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Introduction

The massive access problem in the LoRa technology involves two aspects: link coordination and resource

allocation. Massive deployments requires link coordination through MAC protocols in order to avoid colli-

sions. Varying LoRa communication parameters (TP, SF, BW, CR, Channel) results in different transmission

qualities. Thus, in this chapter we focus on resource allocation, i.e., efficiently allocating resources to end-

devices based on the deployed environment to improve massive access and scalability.

In the previous chapter, we evaluated the performance and limitations of massive access in LoRa net-

works for different application cases or traffic intensities. We investigated the capacity of each SF in homo-

geneous deployments and the impact of the quasi-orthogonality in heterogeneous deployments. We also

evaluated the limitations of ADR and we showed the need of smarter resource allocation strategies to adapt

the end-devices communication parameters and to self-deploy LoRa networks.

In this chapter, the objective is to improve the network transmission quality for large-scale deployments

optimizing efficiently the resource allocation of spreading factor to the end-devices. Furthermore, we look

to improve the network density placing multiple gateways for different network deployments (uniform and

dense end-devices placements).

First, we present several strategies to deploy LoRa networks by adapting the communication parameter

spreading factor at the initialization, when all nodes join the network. We propose improvements to ADR,

the classical spreading factor allocation mechanism of LoRaWAN: (i) enhanced link adaptation (ELA), and

(ii) joint adaptation (MGELA) strategies. They improve the network capacity and transmission quality in

terms of packet delivery ratio. Second, we present a strategy to self-deploy LoRa networks by adapting the

spreading factor in the course of time when nodes progressively join the network based on different metrics.

We propose a progressive joining strategy based on link, network, and distribution metrics of previously

joined end-devices to set up the configuration of joining end-devices to self-deploy LoRa networks accord-

ing to their network size.

Note that we consider a centralized architecture, where the network server senses, analyzes, takes a de-

cision and requests to the node for the adaptation. When a node requests to join the network, and if the

network server accepts its request, the network server replies with an adaptation request containing the

optimal configuration for the node. Hence, each node sets up its configuration once per simulation when

it joins the network. We consider a first arrived first served approach. Each node joins the network gradu-

ally and selects its best configuration according to the current status of the network keeping good level of

transmission quality. Note that use the simulation model already defined in previous chapter.

4.1 Enhanced Link Adaptation

How to enhance the SF allocation strategy? How to still improve the allocation strategy in more general

scenarios independent on the environment / context?

Spreading factor allocation to different end-devices is an important issue in LoRa networks. ADR does not

exploit all the potential of LoRa technology and presents limitations as we showed in previous chapter. Here,

we look for improving the spreading factor allocation strategy exploiting the under-used SFs and limiting

usage of over-used SFs. We present our proposal: the Enhanced Link Adaptation (ELA) and we compare it

with ADR.

4.1.1 ELA Algorithm

We propose an adaptive strategy called Enhanced Link Adaptation (ELA) to exploit the maximum capacity

of GW exploiting all SFs and their quasi-orthogonality. Algorithm 1 describes ELA.
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Algorithm 1 Enhanced Link Adaptation (ELA)
1: %N maxSF j =6,...,12 = [41.3,24.8,16.5,8.3,5.4,2.5,1.2]
2: SN Rr eq,SF =6,...,12 = −[5,7.5,10,12.5,15,17.5,20]dB

3: mar g = 3dB

4: procedure EL A(0)
5: return [N SF6 , ..., N SF12] = 0

6: procedure EL A(N )
7: [N SF6 , ..., N SF12] = EL A(N −1)
8: For node N

9: SI N RN = SI N R(N ,GW )
10: Choose SFk | k = Mi n( j | SI N R j ≥ SN Rr eq,SF j

+mar g )∧ ((N SF j +1)/N < %N maxSF j ))

11: SFN ← SFk

12: N SFk ← N SFk +1
13: return [N SF6 , ..., N SF12]

When node N wants to join the network, it sends a request to the network server. If the network server

accepts the joining, it executes the procedure ELA(N) and defines the optimal SF configuration (SFk ) for

node N (i.e., SFN ) according to its link budget and the capacity of each SF. We calculated the capacity of

each SF for application period (AP) equal to 60 sec to assure PDR of 90%. Hence, Table 4.26 provides the

percentage of nodes to allocate to each SF in order to take advantage of the maximum capacity of the GW.

Indeed, the table shows the capacity of each SF for AP equal to 60 sec to assure a PDR of 90% and extends

the values obtained elsewhere [42].

Table 4.26: Distribution of nodes as a function of SF for a single GW and 1 min traffic intensity.

SFi 6 7 8 9 10 11 12 Total

%Nodes 41.3 24.8 16.5 8.3 5.4 2.5 1.2 100

Thus, according to the Signal Interference Noise Ratio (SI N RN ) of node N , it chooses the optimal SFk

according to the distribution (%N maxSFk ) of each configuration SFk . If the capacity of SFk is reached,

then it checks the availability to be configured with SFk+1, and so on up to SF12. When the capacity of all SFs

are reached, the network server makes a trade-off between the optimal configuration and the distribution of

the nodes on all the SFs according to Table 4.26 (i.e., it keeps the number of nodes configured with each SF

proportional to the percentage of nodes supported by each SF if it is possible, otherwise it takes the optimal

configuration according to its link budget).

4.1.2 ELA Gain Compared to ADR

In this section, we simulated several single GW deployments for three strategies: (i) LoRaSF6 where all

the nodes are configured with SF6, (ii) ADR, and (iii) ELA. The objective is to show the gain of ELA and to

compare it with the ADR performance.

Table 4.27: System Model to analyze ELA performance compared to ADR.
Configuration Network Deployment

F r equenc yB and 868 MHz Ar eao f Inter est circular area R = Dmax (SF6)

B and wi d th 125 KHz Depl oyment uniform

Codi ng Rate 4/5 Mul ti −GW MG1

Tr ansmi ssi onPower 14 dBm GW posi t i on centered

Spr eadi ng F actor SF6 to SF12 Pathl ossModel Okumura Hata

Application

Appli cati onPer i od 50-Byte packet every 1 min Pr otocol ELA

Mul ti −C hannel 1CH Bi di r ect i onal UL only

Simulation parameters are defined in Table 4.27. End-devices are uniformly deployed over a circular

area of radius Dmax (SF6). We consider one single gateway placed at the center of the deployment. The pro-

tocol is the ELA algorithm. The application makes that end-devices generate 50-Byte packets every 60 sec.

Note that we assume open rural environment with a single channel without the downlink communication

effect.
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in Algorithm 2. First, according to the SI N RN of node N , the network server selects the best GW to commu-

nicate with. Second, it chooses the SF configuration using the ELA algorithm, making a trade-off between

the optimal SF and the network load as described in Algorithm 1.

Algorithm 2 Multi-GW Enhanced Link Adaptation (MG j ELA)

1: GW: kǫ[1, ..., M ]
2: procedure MGEL A(0, M)
3: return [N SF6 , ..., N SF12]k=1,...,M = 0

4: procedure MGEL A(N , M)
5: [N SF6 , ..., N SF12]k=1,...,M = MGEL A(N −1, M)
6: For node N
7: Choose the best GWm , m = k | M ax(SI N R(N ,GWk ))
8: [N SF6 , ..., N SF12]m ← EL A(Nm )
9: return [N SF6 , ..., N SF12]k=1,...,M

4.3.1 Impact of Network Densification

Here, we analyze the impact of increasing the number of gateways, i.e., the network densification, using the

Enhanced Link and Topology Adaptation strategy (MGELA).

Table 4.32: System Model to analyze the impact of network densification on the enhanced link and topology strategies

(MG j EL A).
Configuration Network Deployment

F r equenc yB and 868 MHz Ar eao f Inter est circular area R = Dmax (SF12)

B and wi d th 125 KHz Depl oyment uniform

Codi ng Rate 4/5 Mul ti −GW MG3, MG7, MG9

Tr ansmi ssi onPower 14 dBm GW posi t i on circles covering circle geometry

Spr eadi ng F actor SF6 to SF12 Pathl ossModel Okumura Hata

Application

Appl i cati onPer i od 50-Byte packet every 1 min Pr otocol ELA

Mul ti −C hannel 1CH Bi di r ect i onal UL only

Simulation parameters are defined in Table 4.32. Note that we return to end-devices uniformly deployed

in a circular area of R = Dmax (SF12) because it is more interesting to analyze large-scale deployments on

this area. We analyze the impact of increasing the number of gateways on the performance. Gateways

are positioned following the circles covering circle geometry. MG j EL A refers to a network deployment

with j gateways and end-devices configured with the MG j EL A algorithm. We investigate multiple gateway

deployments performing several simulations for several number of end-devices up to 10000, generating a

packet every 60 sec. Note that the protocol is the EL A strategy but in multiple gateway scenarios. Note also

that we assume open rural environment with a single channel without the downlink communication effect.

What is the impact of the network densification on PDR when increasing the number of nodes config-

ured with the MG j EL A strategy?

Figure 4.10 shows Network PDR for MG j ELA and MG j ADR strategies for 3, 7, and 9 gateways deployed in

a disk of radius Dmax (SF12). The figure also shows the homogeneous deployments configured with SF6 and

SF12 as reference to compare MG j ELA and MG j ADR strategies.

In Figure 4.10(a), MG3ADR and MG3ELA show similar performance due to the limitation in coverage

using low SFs. In Fig 4.10(c), MG9ADR and MG9SF6 present similar performance because having 9 GWs

allows ADR to set up all nodes with SF6. The proposed MG j ELA outperforms MG j SFi in terms of network

PDR. MG j ELA keeps good performance for an over-sized number of GWs, which is not always the case for

MG j ADR. This drawback has been also observed elsewhere [96].
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to converge [46, 96]. Finally, we have nodes progressively joining maximization in which they progressively

join the network and select their configuration according to the current state of the network (i.e., composed

of the nodes already accepted in the network). We assume that already accepted nodes cannot change

their decision on the parameter configuration after the joining procedure. This approach uses a distributed

decision based on multiple estimated metrics available at the gateways.

In this section, we consider the last approach (nodes progressively joining) because it is more realistic

and takes advantage of the current network statistics readily estimated from experimental gateway mea-

surement. The following subsections present the allocation algorithms according to the defined metrics,

the evaluation of their performance in uniform and dense deployments, and the performance comparison

with respect to ADR.

4.4.1 Enhanced Link and Network Distribution Adaptation

In this subsection, we define the Enhanced Link Network Distribution (ELNDA) algorithm based on multi-

ple metrics and multiple criteria. It takes into account:

1. the link budget with the selected gateway that could be the closest one, the most reliable one in terms

of PDR, or the least congested one.

2. the multi-connectivity or multiple paths through the gateways.

3. the network distribution to exploit all SFs effectively giving fair use of each SF per GW in multi-

gateway deployments.

The proposed allocation algorithm is based on different metrics such as the selected link PDR, network

PDR, and the network distribution (capacity of the gateway and SFs), respectively represented by Metr i cL ,

Metr i cN , and Metr i cD . The objective is to allocate SF to new end-devices joining the network so they

obtain maximal PDR. ELNDA controls the weight of the different metrics with α and β parameters that are

link and network distribution weights respectively.

The ELNDA algorithm looks for maximizing PDR based on the currently estimated metrics for the net-

work size (number of end-devices that already joined the network) to define the SF configuration of end-

devices joining the network. We evaluate our proposal for the uniform deployment of nodes and also for

more realistic deployments such as a more dense deployment in the center of the area of interest. Further-

more, we compare our proposal with ADR.

Equation 4.32 defines the ELNDA. We look for SF that maximizes PDR taking into account the multiple

metrics and the optimal values of α and β.

ELN D A(α,β) = β[α(Metr i cL)+ (1−α)(Metr i cN)]+ (1−β)(Metr i cD) (4.32)

where:

• α is the link weight, α ∈ [0,1].

• β is the network distribution weight, β ∈ [0,1].

• Metr i cL is the link quality metric according to the selected GW and the selected SF. It considers the

estimated average PDR of all the nodes that already joined the network with the same SF. Equation

4.33 defines this metric, where �PDR is the average estimated PDR.

Metr i cL = �PDR(GWsel ected ,SFi ) (4.33)

We compute PDR regarding the selected GW: (i) the closest GW to the end-device, (ii) the GW with the

best PDR, or (iii) the least congested GW.
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• Metr i cN is the network link quality metric according to the network infrastructure (i.e., taking into

account the node connectivity with one or several GWs) and the selected SF. This metric considers

the probability that at least one GW correctly receives the packet. Equation 4.34 defines this metric,

where M is the number of GWs in the network.

Metr i cN = 1−
M∏

j∈GW

(1− �PDR( j ,SFi )) (4.34)

We recall that the higher SF, the larger the number of GWs in the communication range of the node.

• Metr i cD : is the distribution metric that aims to balance the load of each SF. It measures the differ-

ence between the percentage of the maximum number of nodes that should be configured with each

SF (i.e., %N max(SFi )) and the percentage of nodes that are really configured with each SF for the

selected GW (i.e., A(SFi )).

Equation 4.35 defines the distribution metric for the closest GW.

Metr i cD =
%N max(SFi )− A(SFi )

M AX (%N max(SFi )− A(SFi ))
(4.35)

where,

A(SFi ) =
Number _nodes(SFi ,GWclosest )

Number _nodes(GWclosest )
(4.36)

This metric aims to fairly exploit all the SFs by allocating the least used SF to the new end-devices.

The percentage of nodes for each SF to guarantee a fair level of PDR of 90% is given in Table 4.33.

Table 4.33: Distribution of nodes as a function of SF for a single GW and traffic intensity corresponding to one packet

every 1 min.

SFi 6 7 8 9 10 11 12

%N max(SFi ) 41.3 24.8 16.5 8.3 5.4 2.5 1.2

Note that the average estimated PDR ( �PDR) is evaluated by each gateway for each SF and takes into

account all the nodes that are currently accepted in the network.

We discuss the behavior of different metric combinations depending on the value of α and β. We evaluate

performance of ELNDA for multiple gateway deployments.

An end-device should choose the closest gateway or the best one in terms of PDR as selected gateway

(i.e., Metr i cL with α = 1 and β = 1)?

Table 4.34: System Model to analyze the performance of Metr i cL , i.e., ELNDA(α=1, β=1) in the nodes progressively

joining network.
Configuration Network Deployment

F r equenc yB and 868 MHz Ar eao f Inter est circular area R = Dmax (SF12)

B and wi d th 125 KHz Depl oyment uniform

Codi ng Rate 4/5 Mul ti −GW MG1, MG3, MG7, MG9

Tr ansmi ssi onPower 14 dBm GW posi t i on circles covering circle geometry

Spr eadi ng F actor SF6 to SF12 Pathl ossModel Okumura Hata

Application

Appl i cati onPer i od 50-Byte packet every 1 min Pr otocol ELNDA(α=1, β=1)

Mul ti −C hannel 1CH Bi di r ect i onal UL only

Simulation parameters are defined in Table 4.34. The frequency band is 868 MHz, the bandwidth is 125

kHz, the coding rate is 4/5, the transmit power is 14 dBm, and the spreading factor is selected among SF6 up

to SF12. The area of deployment is a circular area with radius R = Dmax (SF12), it is an uniform deployment,

MG j means that there are j gateways positioned according to the circles covering circle geometry, and the

pathloss model is the Okumura Hata. The application (AP) transmits 50-Byte packets every 1 min to stress

the single channel and only the uplink communication is considered. Note that we analyze the performance

of Metr i cL that is equal to ELNDA(α=1, β=1).
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A node joining the network selects its SF configuration according to the selected gateway to communicate

with. This gateway could be the closest or the one which offers the best packet delivery ratio between all

gateways. Thus, performance in terms of PDR when choosing the closest or the best gateway for several

uniform deployments of nodes and 1-3-7-9 gateways are shown in Figure 4.14.
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Figure 4.14: ELNDA(α = 1, β = 1) for the closest and the best GW.

For 1 gateway deployments, there is no difference when choosing the gateway, which is normal. For

multiple gateways, selecting the best gateway with ELNDA(α = 1 and β = 1) to take decision on choosing SF

improves PDR compared to the closest one. So, the closest gateway is not necessarily the selected gateway

that an end-device should communicate with. This is because the selected gateway depends on the nodes

configuration around the gateways that impacts PDR.

To conclude, ELNDA(α = 1, β = 1) is a first method to balance the SF allocation. Metr i cL with the selec-

tion of the best gateway improves the PDR for uniform deployments of end-devices and multiple gateways.

Thereafter, we will only evaluate the best gateway.

An end-device should decide its SF according to a selected GW (i.e., Metr i cL with α = 1 and β = 1) or

according to the network infrastructure quality (i.e., Metr i cN with α = 0 and β = 1)?

Table 4.35: System Model to analyze the performance using Metr i cL and Metr i cN in the nodes progressively joining

network.
Configuration Network Deployment

F r equenc yB and 868 MHz Ar eao f Inter est circular area R = Dmax (SF12)

B and wi d th 125 KHz Depl oyment uniform

Codi ng Rate 4/5 Mul ti −GW MG1, MG3, MG9

Tr ansmi ssi onPower 14 dBm GW posi t i on circles covering circle geometry

Spr eadi ng F actor SF6 to SF12 Pathl ossModel Okumura Hata

Application

Appl i cati onPer i od 50-Byte packet every 1 min Pr otocol ELNDA(α=0 or 1, β=1)

Mul ti −C hannel 1CH Bi di r ect i onal UL only

Simulation parameters are defined in Table 4.35. Note that all parameters are the same of previous anal-

ysis except the protocol, it is ELNDA(α=0 or 1, β=1). Indeed, we evaluate Metr i cL with α = 1 and β = 1 and

Metr i cN with α = 0 and β = 1. Note also that we evaluated PDR performance for 1-3-7-9 gateways but we

do not show results for 7 gateways to make figures more readable.

At the beginning of the simulation, a node joins the network and each GW estimates statistics for each

SF. Based on the estimated PDR, our algorithm makes the decision on the optimal SF to configure on the

joining end-device. On the one hand, the accuracy of Metr i cL (α = 1 and β = 1) depends on the granular-

ity of the estimated PDR, the duration of the windows for transmitting and receiving packets to calculate

the statistics, and the traffic intensity of the end-devices. On the other hand, Metr i cN (α = 0 and β = 1)
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transition period appears because only new joining nodes change the value of β and the already deployed

nodes do not change their configurations. Then, after a certain number of nodes joining the network, dy-

namic β achieves the same performance as ELNDA (β = 1).

Conclusion

In this chapter, we have investigated how to make LoRa network deployments easier by considering all

network parameters, such as devices heterogeneity, network topology, density deployment, and traffic in-

tensity.

We have proposed two approaches for adaptation of LoRa networks to different scenarios: link adapta-

tion (i.e., each node selects its configuration according to its link budget but also according to the network

load), and joint optimization: link and topology adaptation (i.e., densifying the network infrastructure by

increasing the number of gateways).

The ELA strategy selects the configuration according to the scenario criteria (e.g., network congestion)

and the radio environment (e.g., link budget) and optimizes a single gateway capacity with a better usage

of each SF configuration according to each SF capacity. It is suitable for more complex deployments and

fairer distribution of the configuration compared to ADR, which is only based on the link budget highly

dependent on the propagation model and the type of deployment.

Multi-GW adaptation provides the required number of gateways and the optimal SFi configuration to as-

sure a high reliability for different network sizes. The densification of the network infrastructure maximizes

the overall capacity of the LoRa Multi-GW network for different SF configurations. We also propose the

joint Multi-GW ELA (MG j ELA) strategy that improves the transmission quality and outperforms Multi-GW

ADR by exploiting the quasi-orthogonality of various SFs, the spatial reuse of the communication and the

capacity of the GW according to each SF capacity.

Moreover, we investigate how to provide good transmission quality in LoRa networks by considering the

scenario with nodes progressively joining the network and we propose an algorithm to improve network

performance by effectively allocating a spreading factor (SF) to end-devices in realistic multi-gateway de-

ployments. The algorithm performs better than ADR and enhances LoRa deployments by adapting the

communication parameters of end-devices in function of the network size and estimated metrics. The al-

location decision is based on different metrics: link packet delivery ratio (PDR), network PDR, and network

distribution of SF per gateway. The network server can easily compute the estimated metrics from gateway

measurements.

For nodes progressively joining networks, we have investigated the problem of how to allocate SFs in

realistic deployments by considering all different network parameters. We have proposed an adaptation al-

gorithm that effectively allocates SF to progressively joining nodes. The algorithm is based on three metrics

(link quality with respect to a selected GW or to the network infrastructure, and network distribution of SF)

and their combination related to the link weight and the network distribution weight.

For uniform deployments, the link quality metric is more interesting than the network metric. ELNDA

improves network reliability in terms of PDR because of fair SF allocation. It outperforms ADR especially

for an increasing number of GWs. For dense deployments, the mixed link and network metric is more

interesting for large-scale networks whereas ADR is better for small networks. Indeed, for less congested

networks, it is preferable to maximize the robustness of links to better support new joining nodes than

minimizing the PDR degradation. Then, we have evaluated the impact of balancing the three metrics. For

networks of up to 1000 nodes, the mixed metric ELNDA(β = 0.5) is interesting. For larger networks, it is

more interesting to leave out the metric network distribution ELNDA(β = 1).
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Last but not least, we have proposed ELNDA based on dynamic β that changes according to the network

size. It properly exploits the metrics regardless of the level of congestion or the size of the network passing

by a transition period and achieving optimal PDR.
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Conclusion

In this chapter, we summarize our work concluding this thesis and highlighting the most important results.

Then we discuss future research directions.

The objective of this thesis was to ensure IoT communication with high reliability, energy-efficiency, and

robustness to interference to make WSNs deployments easier by self-deploying and adapting WSNs to the

context. In this thesis, we started by comparing different LPWANs to focus on the LoRa technology. It

offers several degrees of freedom on its communication parameters making it a good candidate for adaptive

networks. Then, we theoretically evaluated energy consumption of LoRa networks showing the interest to

focus on LoRa for adaptive networks and we also proposed adaptation strategies. Next, we investigated

performance and limitations of LoRa networks identifying drawbacks of ADR. This investigation allowed us

to propose enhancements by allocating SF optimally to improve reliability and fairness taking into account

deployment constraints and exploiting LoRa properties. We highlight below the contributions of this thesis.

LPWANs and LoRa

This thesis presented a short overview of principal LPWAN technologies for IoT. Among these technolo-

gies, we have looked for the one suitable for adaptive networks to self-deploy WSNs. We found the LoRa

technology as a good candidate for several reasons such as the degrees of freedom of its communication

parameters, the robustness to interference, the openness and maturity of the technology. Thus, we pre-

sented more in detail the LoRa technology (PHY layer) and the LoRaWAN specification (MAC layer). We

also presented the Adaptive Data Rate (ADR) mechanism of LoRaWAN on node and in the network. How-

ever, a deep analysis of the flexibility of LoRa communication parameters was required to understand the

trade-offs when changing one parameter.

LoRa Deployments

We also discussed current real LoRa deployments for many applications in smart cities and smart meters

reducing operation costs and improving people’s life. Several studies provided insights of LoRa perfor-

mance and limitations. We concluded that we need to take into account the capture effect and imperfect

orthogonality of spreading factors as well as performance analysis in massive network deployments. The

reviewed literature indicates the interest of heterogeneous deployments and optimal spreading factor allo-

cation strategies to improve network performance.

Adaptation Approaches

We discussed link and topology adaptation approaches. Several studies agreed that nodes should be config-

ured according to their radio environment, but also to the scenario criteria taking into account the network

load and energy efficiency. We identified some insights to adapt the link considering fairer distribution of

the spreading factors. We exploit the spatial reuse of the communication by densifying the network infras-

tructure increasing the redundancy. We also exploit the quasi-orthogonality of different spreading factors

and the capacity of gateways for each spreading factor. Finally, we propose an algorithm to self-adapt nodes

progressively joining a network based on several metrics.

LoRa for Adaptive Networks

We investigated energy consumption of sending a 50 byte packet with various LoRa configurations for star

and mesh topologies. The goal was to exploit the LoRa technology by adapting its parameters (i.e., spread-

ing factor, bandwidth, and transmitted power). We computed energy consumption based on the transceiver

data sheet Semtech SX1276.
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For the star topology, we observed that increasing SF has a more significant impact on energy consump-

tion than increasing Ptx, that also makes the communication range longer. The best strategy is firstly to

adapt the transmission power and then to increment the spreading factor to obtain the optimal energy

consumption. When the bandwidth is considered, our results showed that the optimal energy consump-

tion is for BW = 500kHz up to a range of 3 km. Beyond 3 km, we adapt BW according to the data rate and

range constraints.

For the mesh topology, the energy consumption is optimized by exploiting different radio configurations

and the network topology (e.g., the number of hops, the network density, the cell coverage).

In dense networks, the proposed strategy consists of setting the spreading factor to SF6 and progressively

increasing the transmitted power with the inter-relay distance. In the case of sparse networks, we recom-

mend to adapt SF until reach the (SF=12, Ptx = 14dBm) configuration.

According to the topology comparison, we showed that a global strategy exploiting both topologies exists

and the trade-off between the star and mesh strategies depends on end-to-end distance D (i.e., the network

coverage) and inter-relay distance d (i.e., the network density). Adapting the topology and the LoRa radio

parameters permits to maintain low energy consumption and to extend the range of communication.

To evaluate our proposals, we have developed a LoRa module based on improved WSNet simulator, in-

cluding a spectrum usage abstraction, the co-channel rejection due to the quasi-orthogonality of SFs and

the gateway capture effect. Thanks to our realistic network simulator, we have considered the hidden and

exposed terminal problems present in star of stars topology and provided a good transmission quality by

exploiting the right level of redundancy.

LoRa Performance Analysis

We have investigated homogeneous and heterogeneous networks for large scale deployments, SFs alloca-

tions, and performance in terms of PDR and throughput. Simulation results compared the performance for

homogeneous and heterogeneous deployments as a function of the number of nodes and traffic intensity.

First, we have analyzed homogeneous deployments for different SFs from SF6 to SF12. Simulations show

better performance for the SF6 deployment because of its short air time but reduced cell coverage. Second,

we have compared heterogeneous and homogeneous in uniform deployments: the deployment that selects

its LoRa configuration according to its link budget (ADR) results in the best PDR and throughput due to the

use of all SFs exploiting orthogonality. The results clearly showed the benefits of heterogeneity for large

scale network deployments. Evaluating the multi-homogeneous deployment, dense closer to the center,

we found that it is possible to improve or degrade ADR performance depending on the network size. This

shows the need of adaptive SF allocation strategies according to the deployment density and the network

size.

We also evaluated ADR performance and limitations. ADR performs better in dense deployments com-

pared to uniform deployments for medium size networks because ADR takes advantage of low SFs and their

short packet duration. For larger networks, performance of ADR in dense deployments decreases rapidly

due to saturation of low SFs causing more collisions and packet losses. ADR is negatively impacted in FoF

environments using Tanghe pathloss model compared to open rural environment using Okumura Hata.

This shows the weakness of ADR to more constrained environments, it is dependant on the environment.

ADR exploits better all SFs capacities improving PDR using multiple channels compared to a single one. It

increases scalability as many times as channels are used. However, when using multiple channels, ADR is

more impacted by the downlink communications. ADR does not exploit properly the quasi-orthogonality

of SFs (i.e., under and over usage of SFs). Thus, we need a strategy that balances equitably PDR of each SFi.
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We evaluated network densification and topology adaptation. By limiting the size of each GW (i.e., the

number of covered nodes), GW can better take advantage of the spatial reuse and can serve them with

better PDR, especially for a larger number of nodes. Multi-GW adaptation considers the required number

of gateways and the optimal SFi configuration to assure sufficient PDR for different network sizes.

Efficient Spreading Factor Allocation

We have investigated how to make LoRa network deployments easier by considering all network parame-

ters, such as device heterogeneity, network topology, density deployment, and traffic intensity.

We have proposed two approaches for adaptation of LoRa networks to different scenarios: link adapta-

tion (i.e., each node selects its configuration according to its link budget but also according to the network

load), and joint optimization: link and topology adaptation (i.e., densifying the network infrastructure by

increasing the number of gateways).

The ELA strategy selects the configuration according to the scenario criteria (e.g., network congestion)

and the radio environment (e.g., link budget) and optimizes a single gateway capacity with a better use

of each SF configuration according to each SF capacity. It is suitable for more complex deployments and

fairer distribution of the configuration compared to ADR, which is only based on the link budget highly

dependent on the propagation model and the type of deployment.

Multi-GW adaptation provides the required number of gateways and the optimal SFi configuration to as-

sure a high reliability for different network sizes. The densification of the network infrastructure maximizes

the overall capacity of the LoRa Multi-GW network for different SF configurations. We also proposed the

joint Multi-GW ELA (MG j ELA) strategy, which improves the transmission quality and outperforms Multi-

GW ADR by exploiting the quasi-orthogonality of various SFs, the spatial reuse of the communication and

the capacity of the GW according to each SF capacity.

Nodes Progressively Joining the Network

We considered the scenario with nodes progressively joining the network. We proposed an algorithm to

improve network performance by effectively allocating SF to end-devices in realistic multi-gateway de-

ployments. The algorithm performed better than ADR and enhanced LoRa deployments by adapting the

communication parameters of end-devices in function of the network size and estimated metrics. The al-

location decision is based on different metrics: link packet delivery ratio (PDR), network PDR, and network

distribution of SF per gateway. The network server can easily compute the estimated metrics and a combi-

nation of these metrics from gateway measurements.

For uniform deployments, the link quality metric is more interesting than the network metric. ELNDA

improves network reliability in terms of PDR because of fair SF allocation. It outperformed ADR especially

for an increasing number of GWs. For dense deployments, the mixed link and network metric is more

interesting for large-scale networks whereas ADR is better for small networks. Indeed, for less congested

networks, it is preferable to maximize the robustness of links to better support new joining nodes than to

minimize the PDR degradation. Then, we have evaluated the impact of balancing the three metrics. For

networks up to 1000 nodes, the mixed metric ELNDA(β = 0.5) is interesting. For larger networks, it is more

interesting leaving out the metric network distribution ELNDA(β = 1).

Last but not least, we have proposed ELNDA based on dynamic β that changes according to the network

size. It properly exploits the metrics regardless of the level of congestion or the size of the network passing

by a transition period and achieving optimal PDR.
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Future Directions

During this thesis, we selected different directions to perform our investigations allowing us to constitute

a stage of work in the domain of LoRa networks. However, it is only a first step in LoRa adaptive networks.

Therefore, additional investigation is necessary to adapt a network deployment. We present some research

direction below:

Mesh networks: We analytically investigated the energy efficiency in LoRa mesh topology showing the

dependency on the network density and network coverage. However, further investigation is necessary in

LoRa mesh networks allowing multihop networking between nodes to extend coverage. Indeed, we need to

consider MAC and routing protocols in a network simulator, then validate it in real deployments.

Machine Learning: Network performance could be still improved by adapting the network with machine

learning techniques for link coordination and resource allocation by tuning parameters.

Experimental validation: We need to experimentally validate our proposals on large scale LoRa deploy-

ments. Indeed, our proposal can be integrated into current deployments. However, further studies should

investigate and validate LoRa deployments with mobile nodes taking into account the effect of the inter-

ference from other technologies (as it operates in an unlicensed band) and the negative effect of downlink

communications. Actually, dynamic re-transmission policies are needed to improve link coordination and

resource allocation.

Optimal placement of the gateways: Another interesting issue for future work is the optimal placement

of gateways depending on the use case and application. I think we can define a reuse distance between

gateways depending on load traffic and network density to optimize LoRa performance.

Bandwidth and coding rate adaptation: Future research should consider bandwidth and coding rate

adaptation depending on the environment or the application. Future studies are needed to determine if it

is still possible to improve LoRa performance. I think adapting these parameters will improve performance.

In this thesis we investigated three bandwidths: 125, 250, and 500 KHz. Nevertheless, the LoRa standard

also defines smaller bandwidths: 7.8125, 15.625, 31.25, and 62.5 KHz. It should be interesting to adapt

this parameter exploiting the orthogonality between LoRa signals with different bandwidths. For example,

a LoRa signal using SF7 and BW =125 KHz is not orthogonal with a signal using SF9 and BW =250 KHz.

Table 5.42 shows the orthogonality of different combinations of BW s and SF s, where ’x’ represents the non

orthogonal combinations.

Table 5.42: Orthogonality for different combinations of BW s and SF s.

BW [KHz] 125 250 500

SF 6 7 8 9 10 11 12 6 7 8 9 10 11 12 6 7 8 9 10 11 12

125

6 x x x
7 x x x
8 x x x
9 x x

10 x x
11 x
12 x

250

6 x x
7 x x
8 x x x
9 x x x

10 x x x
11 x x
12 x x

500

6 x
7 x
8 x x
9 x x

10 x x x
11 x x x
12 x x x
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