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Résumé

Dans cette thèse, la fonction force radiative (PSF) et la densité de niveau (LD) dans la
région d'énergie en dessous de l'énergie de liaison du neutron Sn ont été étudiées pour
les réactions 234U(n,γ), 236U(n,γ) et 238U(n,γ).

La PSF a été proposée comme une approximation des équations fondamentales régis-
sant l'émission des rayons gamma, et est essentielle dans la modélisation des réactions
nucléaires impliquant une excitation et une désexcitation électromagnétiques. De plus,
la connaissance de la PSF peut être utilisée comme point de connexion entre la largeur
partielle radiative et la section efficace de photoabsorption. Pendant de nombreuses an-
nées, beaucoup d'auteurs ont étudié la PSF à l'énergie au-dessus de l'énergie de liaison
du neutron Sn où l'émission de rayons gamma est dominée par un mouvement collec-
tif appelé résonance géante dipolaire (GDR) soit électrique (GEDR) soit magnétique
(GMDR). Dans la bibliographie, nous pouvons trouver une grande variété de modèles
pour reproduire ces données, ceux-ci peuvent être soit phénoménologiques (SLO, ELO,
GLO, MGLO, entre autres) soit semi-microscopiques. Cependant, bien que ces modèles
reproduisent les valeurs au sommet de la GEDR, le comportement de chaque modèle à
une énergie inférieure à Sn est très différent. De plus, concernant les PSF inférieures
à Sn, une contribution importante des transitions M1 a été identifiée. La contribution
M1 est décrite par deux modes de vibrations - le mode ciseaux (SC) et le mode spin-flip
(SF). Cependant, il y a encore un manque de connaissance de la PSF pour les actinides.

La LD peut être observée expérimentalement à une énergie d'excitation très faible
où une description détaillée des niveaux nucléaires et des transitions existe, et légère-
ment au-dessus de Sn où les niveaux sont connus à partir des réactions neutroniques.
Cependant, l'augmentation exponentielle de la densité de niveau rend impossible l'étude
expérimentale des niveaux se chevauchant à plus haute énergie, où l'utilisation de mod-
èles statistiques devient nécessaire. Une grande variété de formules a été développée
pour la LD. Dans ce travail, nous n'utilisons que les modèles CT, BSFG et CGCM qui
reproduisent avec un bon accord l'espacement D0 des ondes s.

Les mesures de capture neutronique sur les isotopes 234U, 236U et 238U ont été faites
auprès de l'installation n_TOF du CERN. Cette installation consiste en un faisceau
de protons fourni par le synchrotron à protons qui interagit avec une cible principale
pour produire des neutrons de spallation. Ces neutrons sont modérés par l'eau autour
de la cible de spallation et parcourent la ligne expérimentale de 185 m jusqu'à la zone
expérimentale EAR1 où se trouvent l'échantillon à étudier et le détecteur. Le détecteur
utilisé dans les trois mesures est le calorimètre à absorption totale (TAC) qui est un
détecteur 4π segmenté en 40 cristaux de BaF2. l'efficacité du TAC est proche de 100%
pour détecter au moins un gamma ray émis par l'échantillon lors d'une cascade. De plus,
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deux couches de matériaux absorbeurs de neutrons sont introduites entre l'échantillon
et les cristaux car la principale source de bruit de fond est produite par les neutrons
diffusés dans l'échantillon. Une couche est composée de 10B enveloppant chaque dé-
tecteur et l'autre est une sphère composée d'un sel de lithium inerte non inflammable
C12H20O4(6Li2) encapsulé par 0.5 mm d'Al pour la mesure avec l'échantillon de 234U, et
de polyéthylène boré inerte ininflammable enrichi à 5% de 10B pour les autres mesures.
'Nous étudions les réactions 234,236,238U(n,γ) avec de faibles énergies neutroniques jusqu'à
quelques dizaines d'eV, nous pouvons donc considérer que l'énergie d'excitation initiale
du noyau composé est environ Sn. Le noyau composé se désintègre vers l'état fondamen-
tal principalement via une cascade gamma avec une multiplicité typique entre 1 et 8.
Les événements de la cascade sont reconstruits en prenant des rayons gamma détectés
dans les détecteurs BaF2 dans une fenêtre de coïncidence temporelle de 20 ns avec un
seuil de détection de 250 keV. Les observables que nous pouvons créer avec le TAC pour
l'analyse des données sont:

• Le spectre de temps de vol qui peut être exprimé en énergie du neutron En.

• La multiplicité des cristaux, mcr, donnée par le nombre de cristaux touchés dans
chaque événement de cascade.

• L'énergie somme Esum déposée dans tous les détecteurs pour chaque événement
de cascade.

• Les spectres de la cascade multi-étapes (MSC) pour chaque multiplicité mcr, qui
sont les spectres d'énergie gamma ray pour les cascades entièrement détectées.

Les spectres de temps de vol donnent accès à l'énergie des résonances. Chaque réso-
nance correspond à un niveau spécifique du noyau composé peuplé après la réaction de
capture du neutron et décroissant vers l'état fondamental via une cascade électromag-
nétique. À l'intérieur de ces résonances, nous définissons une fenêtre temporelle pour
créer les autres observables. Dans ces spectres, nous constatons qu'il n'y a pas d'autres
isotopes d'uranium parce que les trois échantillons sont proche d'une pureté de 100%.
De plus, pour réduire l'effet du temps mort dans l'analyse des données, nous avons dé-
cidé de ne prendre que des fenêtres de temps avec un taux de comptage inférieur à 0,20
coups/µs par impulsion. d'autre part, la soustraction du bruit de fond a été estimée
pour chaque résonance à partir des spectres des régions voisines après interpolation
linéaire. Cette méthode reproduit très bien le comportement du bruit de fond dans les
spectres des trois uranium dans toutes les résonances utilisées dans ce travail. Dans le
cas de 234U(n,γ) la soustraction du bruit de fond reproduit la contribution des isotopes
du titane recouvrant cet échantillon. De plus, le bruit de fond peut être supprimé des
spectres avec une sélection sur la multiplicité des cristaux. On s'attend à ce que les
spectres Esum pour mcr = 1 soient dominés par le bruit de fond en dessous de 2 MeV
tandis que pour mcr ≥ 2, ce bruit de fond est presque soustrait. Enfin, nous comparons
quelques résonances avec le même spin et la même parité, 1/2+, pour considérer les
possibles variations. La normalisation des spectres se fait par l'intégrale de Esum avec
mcr ≥ 2 entre Esum = 5.0− 5.6 MeV pour 234U(n,γ), Esum = 4.9− 5.3 pour 236U(n,γ) et
Esum = 4.5−4.8 MeV pour 238U(n,γ). Ces fenêtres dans le pic de somme sont également
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Résumé

utilisées pour créer les spectres MSC et la distribution de multiplicité car nous nous
intéressons aux événements de cascade dans lesquels toute l'énergie gamma émise par
l'échantillon est détectée par le TAC. Nous pouvons voir certaines différences entre les
résonances qui sont attribuées aux fluctuations de Porter Thomas dans l'intensité pri-
maire. Ces fluctuations sont plus évidentes dans les spectres MSC pour mcr = 2 car elles
sont composées de deux transitions d'intensité spécifique. Pour une visualisation facile
des données expérimentales, nous avons décidé de ne montrer que les spectres moyens
et leur écart-type qui est représentatif de la fluctuation de Porter Thomas.

Les codes de simulation utilisés pour la simulation de la cascade gamma sont dice-
box et fifrelin. L'objectif principal de fifrelin est la simulation de l'émission neu-
tron/gamma dans le processus de fission, nous testons donc ici la validité de ce code pour
la modélisation de la cascade électromagnétique en comparant avec dicebox. Ces deux
codes simulent des ensembles de niveaux produits à partir d'une formule de densité de
niveau et des ensembles aléatoires de largeurs partielles radiatives, appelées réalisations
nucléaires. La largeur radiative partielle pour les transitions entre deux niveaux suite à
un choix aléatoire de la distribution de Porter Thomas est reliée à la PSF et à la LD. La
simulation de l'ensemble des niveaux par dicebox peut être divisée en deux régions:

• La région en dessous d'une certaine énergie d'excitation critique Ecrit qui est con-
sidérée expérimentalement connue, et les énergies de niveau, spins, parités, inten-
sités de branchement des transitions de dépeuplement, entre autres, sont tirées de
la base de données ENSDF.

• La région au-dessus de Ecrit où le schéma de niveau est inconnu et un ensemble
complet de niveaux nucléaires est calculé par une discrétisation aléatoire d'une LD
connue a priori.

fifrelin utilise trois régions:

• La région au-dessous d'une certaine énergie d'excitation appelée Ecut−off fournie
par RIPL-3 qui est considérée expérimentalement connue, et toutes les informa-
tions pour la simulation de la cascade sont tirées de la base de données RIPL-3.

• La région entre Ecut−off et Ebin qui correspond à la limite d'énergie dans laquelle
la valeur de densité de niveau par défaut est 5 · 104 MeV−1. Dans cette région, les
niveaux expérimentaux connus sont complétés par une formule LD.

• La région au-dessus de Ebin où le schéma de niveau est considéré comme un con-
tinuum et la discrétisation des niveaux est donnée par une LD.

Une fois créée la réalisation nucléaire, la transition vers le niveau suivant est choisie au
hasard jusqu'à ce que l'état fondamental ou un état isomérique soit atteint. Afin d'avoir
suffisamment de statistique et pour tenir compte des fluctuations de Porter Thomas
nous devons utiliser dans la simulation 20 réalisations nucléaires et 105 cascades par
réalisation. Après la simulation de la cascade gamma nous utilisons geant4 pour la
simulation de l'interaction et la détection de ces rayons gamma avec le TAC. Dans la
simulation Geant4 du TAC on introduit 40 cristaux BaF2 ainsi que leurs tubes photo-
multiplicateurs à l'intérieur d'un boîtier en aluminium, les deux couches de matériaux
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absorbeur de neutrons, les tubes de faisceau en aluminium sous vide, le porte-échantillon
au milieu du TAC et la structure en nid d'abeille qui porte l'ensemble. Enfin, dans la
reconstruction d'événements, nous incluons la résolution de chaque détecteur, le seuil de
250 keV et l'effet du taux de comptage (temps mort et empilement). L'objectif principal
est d'être aussi proche que possible des mesures réelles.

Ensuite, nous comparons les spectres simulés avec les spectres mesurés. Les réactions
234,236,238U(n,γ) ont déjà été étudiées à partir de différentes expériences dans des travaux
précédents. Une combinaison de modèles et de paramètres pour la LD et la PSF peut
être extraite de la base de données RIPL-3, de l'analyse des réactions induites par d et
3He sur des cibles d'actinides réalisées au laboratoire d'Oslo (OCL), et à partir de la
mesure de spectres des cascades multi-étapes émis lors de la capture de neutrons par
des échantillons d'uranium avec le calorimètre DANCE. Le modèle SLO est utilisé pour
la PSFM1 dans les trois analyses alors que la combinaison de la LD et de la PSF E1 ne
sont pas toujours les mêmes. Cependant, la plupart des différences pertinentes entre les
trois analyses sont (i) la base de données RIPL-3 n'inclut pas le mode SC pour décrire la
PSF M1, (ii) OCL introduit le mode SC et une Lorentzienne supplémentaire à environ
7 MeV appelée résonance pygmée pour définir la PSF E1, et (iii) l'analyse de DANCE
exclut la résonance pygmée et ajuste les paramètres de la PSF M1 pour reproduire les
données expérimentales. De la comparaison entre ces trois simulations de la distribution
de multiplicité expérimentale, des spectres Esum et MSC, nous pouvons conclure que
l'utilisation du mode SC pour décrire la PSF M1 est obligatoire pour reproduire les
données expérimentales, notamment le comportement des spectres MSC entre 2 et 3.5
MeV. Les meilleurs résultats ont été obtenus avec les paramètres de DANCE. Cependant,
aucune des trois simulations n'a produit un bon accord dans le calcul de la largeur totale
radiative Γγ (TRW) pour les trois uranium en utilisant la même paramétrisation. De
plus, le seul ensemble de paramètres de la PSF E1 qui reproduise la tendance de la PSF
expérimentale calculée avec la section efficace de photoabsorption de Caldwell autour
du GEDR est donné par RIPL-3. Dans l'analyse OCL la PSF est surestimée parce que
la paramétrisation inclus la section de photofission alors que pour DANCE la PSF est
sous-estimée en raison d'un facteur d'échelle de 0.5. En revanche, les modèles semi-
microscopiques de la LD basée sur les modèles combinatoire et HFB et de la PSF basée
sur des calculs D1M + QRPA avec limite non nulle à Eγ ont montré un bon accord avec
le données expérimentales pour 236U(n,γ) tandis que pour 234U(n,γ) et 238U(n,γ) l'accord
n'est bon que pour mcr ≥ 4. Pour des multiplicités plus faibles, mcr ≤ 3, les différences
sont clairement visibles dans les spectres MSC de ces deux isotopes d'uranium et des
améliorations peuvent encore être apportées.

En tenant compte de tous les résultats mentionnés précédemment, nous étudions
de nombreuses combinaisons PSF + LD en utilisant différents modèles et paramètres
cohérents pour la PSF E1 tandis que pour la contribution M1, les paramètres sont
ajustés pour reproduire les données n_TOF. De plus, les simulations sont guidées par un
coefficient ad hoc qui prend des valeurs plus faibles pour une meilleure reproduction des
données expérimentales. Comme contrainte supplémentaire, nous utilisons les résultats
de Γγ pour exclure certaines combinaisons de modèles. En regardant la dépendance
par rapport à LD, la TRW calculée avec BSFG est toujours plus élevée que lors de
l'utilisation du modèle CT. Ce comportement est attendu car BSFG tend à augmenter
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Résumé

le nombre de niveaux plus rapidement que CT en dessous de Sn. De plus, la TRW
a montré une sensibilité élevée aux modèles de LD avec un comportement similaire.
En ce qui concerne la PSF, la valeur de Γγ augmente pour une force plus élevée de
la PSF. Enfin, nous devons utiliser le modèle MGLO avec k0 = 1.8 et T = 0.3 MeV
pour la PSF en combinaison avec le modèle CT pour la LD afin de reproduire des
valeurs cohérentes de TRW pour les trois isotopes de l'uranium et un bon accord avec
les spectres expérimentaux.

Nous avons validé Fifrelin pour la modélisation de la cascade électromagnétique.
Après avoir vérifié tous les paramètres par défaut utilisés par fifrelin dans la sim-
ulation, nous concluons que fifrelin ne doit pas utiliser les paramètres par défaut
de RIPL-3 de la PSF afin de reproduire les données expérimentales. De plus, nous
comparons fifrelin et dicebox en utilisant les mêmes modèles et paramètres pour
la PSF et la LD. Les résultats sont similaires avec quelques petites variations dues à
l'utilisation de différentes bases de données nucléaires (ENSDF pour dicebox et RIPL-3
pour fifrelin) pour décrire les niveaux de faible énergie.

Nous avons également étudié la sensibilité des différents paramètres de la PSF et
de la LD impliqués dans la simulation. Cet exercice a été limité au cas de la variation
relative du TRW aux paramètres des Lorentziennes de la PSF dans une plage de 50%.
En analysant la tendance des valeurs de TRW, nous avons observé que les simulations
sont plus sensibles aux changements des paramètres E que des paramètres Γ et σ. De
plus, pour la PSF E1 les paramètres les plus sensibles correspondent à la deuxième
Lorentzienne tandis que pour la PSF M1 ils correspondent à la première Lorentzienne
du mode SC. Pour les paramètres de la LD correspondant au modèle CT, nous avons
fait un exercice similaire en étudiant la variation relative de l'espacement D0 des ondes
s. Les résultats montrent une sensibilité élevée au paramètre de température du modèle
CT.

Enfin, il est intéressant d'étudier la relation entre les PSFM1 et E1. Pour cela, nous
étudions trois simulations avec des valeurs différentes du paramètre k0 dans le modèle
MGLO. Nous avons constaté qu’un rapport similaire M1/E1 est préservé lors de la
reproduction des données expérimentales. Cependant, si la tendance du modèle E1 est
très différente, le rapport M1/E1 sera également différent.
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Summary

In this thesis the photon strength function (PSF) and the level density (LD) in the
energy region below the neutron binding energy Sn have been studied for the 234U(n,γ),
236U(n,γ) and 238U(n,γ) reactions.

The PSF was proposed as an approximation of the fundamental equations governing
the gamma ray emission, and is essential in the modelling of nuclear reactions involving
electromagnetic excitation and deexcitation. In addition, the knowledge of the PSF
can be used as a connection point between the partial radiation width and the pho-
toabsorption cross section. During many years many authors have studied the PSF
at high energy above the neutron binding energy Sn where the gamma ray emission is
dominated by a collective movement called giant dipole resonance (GDR) either electric
(GEDR) or magnetic (GMDR). In the bibliography we can find a wide variety of mod-
els to reproduce these data which can be either phenomenological (SLO, ELO, GLO,
MGLO, among others) or semi-microscopic. However, although these models reproduce
the values at the peak of the GEDR, the behaviour of each model at lower energy below
Sn is very different. Moreover, regarding the PSF below Sn an important contribution
of M1 transitions has been identified. The M1 strength is described by two vibration
modes – the scissor mode (SC) and the spin-flip mode (SF). However, there is still a
lack of knowledge of the PSF for actinides.

The LD can be experimentally observed at very low excitation energy where a de-
tailed description of nuclear levels and transitions exists, and slightly above Sn where
levels are known from neutron reactions. However, the exponential increase in the level
density makes the experimental study of overlapping levels impossible at higher energy,
where the use of statistical models becomes necessary. A wide variety of formulas has
been developed for the LD. In this work we only use the CT, BSFG and CGCM models
which reproduce with a good agreement the s-wave spacing D0.

The measurements of the neutron capture on the isotopes 234U, 236U and 238U were
done at the n_TOF facility at CERN. This facility consists of a proton beam provided
by the proton synchrotron accelerator which interacts with a lead target to produce
spallation neutrons. These neutrons are moderated by water around the spallation
target and travel along the experimental line of 185 m until the experimental area EAR1
where the sample under study and the detector are located. The detector used in the
three measurements was the total absorption calorimeter (TAC) which is a 4π detector
segmented in 40 BaF2 crystals. The efficiency of the TAC is nearly 100% to detect
at least one gamma ray emitted from the sample in a cascade event. In addition, two
layers of neutron absorber materials are introduced between the sample and the crystals
because the main source of background is produced by neutrons scattered from the
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sample. One layer was composed of 10B wrapping each detector and the other one is a
sphere composed of an inert non-flammable lithium salt C12H20O4(6Li2) encapsulated by
0.5 mm of Al for the measurement with the sample of 234U, and of inert non-flammable
borated polyethylene enriched to 5% of 10B for the other measurements.

We study the 234,236,238U(n,γ) reactions with low neutron energies up to a few tens
of eV, so we can consider that the initial excitation energy of the compound nucleus
is around Sn. The compound nucleus decays to the ground state mostly via a gamma
cascade with typical multiplicity between 1 and 8. The cascade events are reconstructed
by taking gamma rays detected in the BaF2 detectors in a time coincidence window of
20 ns with a detector threshold of 250 keV. The observables that we can create with the
TAC for the data analysis are:

• The time-of-flight spectrum which can be expressed in neutron energy En.

• The crystal multiplicity, mcr, given by the number of hit crystals in each cascade
event.

• The sum-energy Esum deposited in all detectors for each cascade event.

• The multi-step cascade spectra (MSC) for each crystal multiplicity mcr, which are
the gamma-ray energy spectra for fully detected cascades.

The time of flight spectra give access to the resonance energy. Each resonance
corresponds to a specific compound nucleus level populated after the neutron capture
reaction and decaying to the ground state via an electromagnetic cascade. Inside these
resonances we define a time window to create the other observables. In these spectra we
note that there are no contaminations from other isotopes of uranium because the three
samples have a high purity close to 100%. In addition, to reduce the dead time effect
in the analysis of the data we decided to take only time windows with a counting rate
below 0.20 counts/µs per pulse. On the other hand, the background subtraction has been
estimated for each resonance from the spectra from neighbouring background regions
after linear interpolation. This method fits very well the behaviour of the background
in the spectra for the three uranium isotopes in all resonances used in this work. In
the case of 234U(n,γ) the background subtraction reproduces the contribution from the
Ti isotopes due to the specific canning of this sample. In addition, the background can
be largely removed from the spectra with a selection on the crystal multiplicity. The
Esum spectra for mcr = 1 are expected to be dominated by the background below 2
MeV while for mcr ≥ 2 this background is almost subtracted. Finally, we compare some
resonances with the same spin and parity, 1/2+, to consider possible fluctuations. The
normalization of the spectra is done by the integral of Esum with mcr ≥ 2 at the sum
peak between Esum = 5.0 − 5.6 MeV for 234U(n,γ), Esum = 4.9 − 5.3 for 236U(n,γ) and
Esum = 4.5− 4.8 MeV for 238U(n,γ). These windows in the sum peaks are also used to
create the MSC spectra and the crystal multiplicity distributions because we are only
interested to study the cascade events in which all the gamma energy emitted from
the sample is detected by the TAC. We can see some differences between resonances
which are attributed to the Porter Thomas fluctuations in the primary intensity. These
fluctuations are more obvious in the MSC spectra for mcr = 2 because they are composed
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Summary

by two transitions with a specific intensity. For an easy visualization of the experimental
data we decided to show only the average spectra and its standard deviation which is
representative of the Porter Thomas fluctuation.

The simulation codes used for the simulation of the gamma cascade are dicebox and
fifrelin. The main goal of fifrelin is the simulation of the neutron/gamma emission
in the fission process, so here we test the validity of this code for the modelling of the
electromagnetic cascade by comparing with dicebox. These two codes simulate sets of
levels produced from a level density formula and sets of random partial radiation widths,
known as nuclear realizations. The partial radiation width for transitions between two
levels following a random choice from Porter Thomas distribution is related with the
PSF and the LD. The simulation of the set of levels by dicebox can be divided in two
regions:

• The region below a certain critical excitation energy Ecrit which is considered
experimentally known, and the level energies, spins, parities, branching intensities
of depopulating transitions, among others is taken from the ENSDF database.

• The region above Ecrit where the level scheme is unknown and a full set of nuclear
levels is calculated by a random discretization of an a priori known LD.

For fifrelin it is divided in three regions:

• The region below a certain excitation energy called Ecut−off provided by RIPL-3
which is considered experimentally known, and all the information for the cascade
simulation is taken from RIPL-3 database.

• The region between Ecut−off and Ebin which corresponds to the energy limit in
which the level density value by default is 5 · 104 MeV−1. In this region known
experimental levels are complemented by a LD formula.

• The region above Ebin where the level scheme is considered as a continuum and
the discretization of the level is given by a LD.

Once created the nuclear realization, the transition to the next level is selected randomly
until the ground state or an isomeric state is reached. In order to have enough statistics
and to account for the Porter Thomas fluctuations we have to use in the simulation 20
nuclear realizations and 105 cascade events per realization. After the simulation of the
gamma cascade we use geant4 for the simulation of the interaction and detection of
these gamma rays with the TAC. In the geant4 simulation of the TAC we introduce the
40 BaF2 crystals together with their photomultiplier tubes inside an aluminium housing,
the two layers of neutron absorber materials, the aluminium beam pipes in vacuum, the
sample holder in the middle of the TAC and the honey-comb structure that holds the
complete assembly. Finally, in the event reconstruction we include the resolution of each
detector, the threshold of 250 keV and the count rate effect (dead time and pile-up).
The main objective is to be as close as possible to the real measurements.

Then, we compare the simulated spectra with the measured ones. The 234,236,238U(n,γ)
reactions have already been studied from different experiments in previous works. A
combination of LD and PSF models and parameters can be taken from RIPL-3 database,
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from the analysis of d- and 3He-induced reactions on actinide targets performed at the
Oslo Cyclotron Laboratory (OCL) and from the measurement of multi-step gamma-
ray energy spectra from resonant neutron capture on uranium samples with DANCE
calorimeter. The SLO model is used for the M1 PSF in the three analyses while the
combination of LD and E1 PSF is not always the same. However, the most relevant
differences between the three analysis are (i) the RIPL-3 database does not include the
SC mode to describe the M1 PSF, (ii) the OCL introduces the SC mode and one more
Lorentzian around 7 MeV called pygmy E1 resonance to define the E1 PSF, and (iii) the
DANCE analysis remove that pygmy resonance and adjusts the parameters of M1 PSF
to reproduce the experimental data. From the comparison between these three simu-
lations with the experimental multiplicity distribution, Esum spectra and MSC spectra
we can conclude that the use of the SC mode to describe the M1 PSF is mandatory
to reproduce the experimental data, especially the behaviour of the MSC spectra be-
tween 2 and 3.5 MeV. The best results were obtained with the DANCE parameters.
However, none of the three simulations produced a good agreement in the calculation
of the total radiation width Γγ (TRW) for the three uranium isotopes using the same
parametrization. In addition, the only set of parameters of the E1 PSF that reproduce
the trend of the experimental PSF (calculated with the photoabsorption cross section)
from Caldwell for some uranium around the GEDR is given by RIPL-3. In the OCL
analysis the PSF is overestimated because the parametrization includes the photofission
cross section while for DANCE the PSF is underestimated because of a scaling factor
of 0.5. On the other hand, the semi-microscopic models of the LD based on HFB plus
combinatorial model and of the PSF from the D1M+QRPA calculations with non-zero
limit at low Eγ shown a good agreement with the experimental data for 236U(n, γ) while
for 234U(n, γ) and 238U(n, γ) this is only achieved for mcr ≥ 4. For lower multiplicities,
mcr ≤ 3, differences are clearly visible in the MSC spectra of these two uranium isotopes
and improvements can still be done.

Taking into account all the results mentioned previously we study many PSF + LD
combinations using different models and consistent parameters for the E1 PSF while
for the M1 strength the parameters are adjusted to reproduce the n_TOF data. In
addition, the simulations are guided by a coefficient of agreement which takes lower
values for better reproduction of the experimental data. As an additional constraint we
use the results of the Γγ to exclude some model combinations. Looking at the dependence
with respect to LD, the TRW calculated with BSFG is always higher than when using
the CT model. This behaviour is expected because BSFG increases the number of levels
faster than CT below Sn. Moreover, the TRW showed a high sensitivity to the models
of LD with similar behaviour. Regarding the PSF the value of Γγ increases for a higher
strength of the PSF. Finally, we have to use the MGLO model with k0 = 1.8 and T = 0.3
MeV for the PSF in combination with CT model for the LD to reproduce coherent values
of TRW for the three uranium isotopes and a good agreement with the experimental
spectra.

We have tested the validation of fifrelin for the modelling of the electromagnetic
cascade. After checking all the default parameters used by fifrelin in the simulation
we conclude that fifrelin should not use the default parameters from RIPL-3 of the
PSF in order to reproduce the experimental data. In addition, we compare fifrelin
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and dicebox using the same models and parameters for the PSF and LD. The results
were similar with some little variations due to the use of different nuclear database
(ENSDF for dicebox and RIPL-3 for fifrelin) to describe the low energy levels.

We studied also the sensitivity of the different parameters of the PSF and LD involved
in the simulation. This exercise was limited to the case of the relative variation of
the TRW to the parameters of the Lorentzians of the PSF in a range of 50%. When
analysing the trends of the TRW values we observed that the simulations are more
sensitive to changes of the E parameters than the Γ and σ parameters. In addition, for
E1 PSF the most sensitive parameters correspond to the second Lorentzian while for
M1 PSF they correspond to the first Lorentzian of the SC mode. For the parameters
of the LD corresponding to the CT model we did a similar exercise by studying the
relative variation of the s-wave spacing D0. The results show a high sensitivity to the
temperature parameter of the CT model.

Finally, we are interested to study the relationship between M1 and E1 PSFs. For
that we study three simulations with different values of the k0 parameter in the MGLO
model. We found that a similar ratio M1/E1 is preserved when reproducing the exper-
imental data. However, if the trend of the E1 model is very different the ratio M1/E1
will be also different.

13





Introduction

The main goal of this thesis work is the study of the statistiscal models describing the
gamma decay and in particular the two main ingredients which are the photon strength
function (PSF) and the level density (LD). The PSF, also called gamma ray or radiative
strength function, was proposed in 60’s by Bartholomew [1] following the Brink-Axel
hypothesis [2] to bypass the extreme complexity to formulate the fundamental equations
governing the gamma ray emission from an excited nucleus produced by non-relativistic
nuclear reaction. Therefore, the PSF is a very useful simplified model to characterize
the capacity of the nuclei to absorb or emit photons. However, the use of the PSF is
only justified at high excitation energy when the number of radiation is large enough to
observe it as a continuum spectrum, so even if the single transition information is lost
we can predict some smooth, average properties of the gamma-ray spectrum.

The PSF is essential in the modelling of nuclear reactions involving electromagnetic
excitation or deexcitation. From its introduction many experiments have been carried
out on this topic. Firstly, photonuclear experiments and slow-neutron capture reac-
tion were used for the study of the PSFs, although later other reactions using beams
of different particles were analyzed – elastic and inelastic scattering of electrons, pro-
tons, photons and neutron at various energies. In addition, it was already well known
that at high energy above the neutron separation energy Sn the gamma ray emission
is dominated by electric dipole, E1, transitions presenting a giant resonance structure
called giant electric dipole resonance (GEDR). The GEDR is produced by the collective
dipole vibration of many nucleons which could be studied by measuring the photoab-
sorption cross section. According to the detailed-balance principle the knowledge of
the PSF can be used as a connection point between the partial radiation width in the
gamma ray emission and the photoabsorption cross section. A large number of authors
have developed different models to define the PSF: ELO, GLO, MGLO, among others
which are presented in Sec. 1.2. These models reproduce the experimental data at the
peak of the GEDR but at low energy below Sn the trend of the models are very dif-
ferent as seen in Fig. 1. Regarding the PSF below the neutron separation energy Sn
an important contribution of magnetic dipole, M1, transitions was predicted using the
geometrical two-rotor model and the interacting boson model [3, 4]. This contribution
were experimentally tested thanks to the high resolution inelastic electron scattering
from rare-earth nuclei, experiment using the technique nuclear resonance fluorescence
(NRF) [5], among other type of reactions. However, there is still a lack of knowledge of
the PSF below Sn for some actinides.

On the other hand, the LD can be experimentally deduced at low energy where a
detailed description of nuclear levels and transitions exists, and around Sn where level
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Figure 1: Comparison between different models of the E1 PSF.

mean spacing is known from neutron reactions. However, the exponential increase in the
level density makes impossible the experimental study of high-energy levels due to the
decreasing spacing between levels, so the use of statistical models at higher excitation
energy is necessary. A wide variety of formulas were developed for the LD by fitting the
experimental levels at low energy and at Sn which are shown in Sec. 1.1.

In this thesis work we study the PSF and LD through the gamma decay after a
neutron capture reaction. The resonance structure above Sn has very narrow widths of
the order of tenths of eV corresponding to the lifetime of the state ≈ 10−14 s. Therefore,
the compound nucleus can be assumed in the first place as a remarkably stable system,
so the subsequent decay by emission of particles or gamma rays must be considered
as a process separated from the creation of the compound nucleus. When a neutron
capture reaction takes place on a nucleus of mass A the resulting nucleus will have a
mass A+ 1 with an excitation energy corresponding to the sum of the neutron binding
energy Sn and the neutron kinetic energy En. In our case we study the 234,236,238U(n,
γ) reactions with low neutron energies up to a few tens of eV, so we can consider that
the excitation energy is around Sn whose value are 5.30 MeV, 5.13 MeV and 4.80 MeV
respectively. After the compound nucleus is created, it decays to the gound state via
gamma cascades in the case of a radiative capture reaction. For actinides the number of
levels and transitions is so high between the ground state and Sn, so the electromagnetic
cascade results in a very complex spectrum. The number of gamma rays emited in the
cascade is called multiplicity which typically varies between 1 and 8. All these gamma-
ray spectra provide information about the PSF and LD.
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The gamma cascade for the 234,236,238U(n, γ) reactions were measured with the total
absoption calorimeter (TAC) of the n_TOF collaboration at CERN, shown in Sec. 2.2.
This facility allows to select the neutron resonances through the neutron time-of-flight
technique while the high granularity of the TAC allows separating the different gamma
rays from the same cascade for an accurate analysis. With this detector we can access to
the different observables needed to study the PSF and the LD: the crystal multiplicity
distribution, the sum energy spectra and the multi-step cascades introduced in Sec. 3.1.

The codes used for the simulation of the gamma cascades after a neutron capture
reaction are dicebox and fifrelin presented in Sec. 1.3. These two codes model the
characteristics of gamma cascades involving a large number of presumably unmeasured
intermediate nuclear levels by using models of the PSFs and LD. In addition, geant4
is used for the simulation of the interaction of these gamma rays with the TAC mate-
rials. Through the comparison of the spectra resulting from the simulations with the
experimental data we can obtain important information about the PSF and the LD.

The gamma decay of actinides was also studied in the charged-particle-induced ex-
periments of the Oslo cyclotron laboratory, the LDs and PSFs were in particular deduced
for the neighbouring odd isotope 237U [6]. The analysis of gamma-rays spectra follow-
ing resonance neutron capture on even-even uranium targets was also performed with
the detector for advanced neutron capture experiments (DANCE) at Los Alamos neu-
tron science center of Los Alamos national laboratory [7]. Both analyses revealed a
significant contribution of low-lying M1 strength – the scissors mode (SC). The two SC
resonances were found to be centered just above 2 MeV and just below 3 MeV, their
deduced strengths however differ – they were found up to two times lower in the Oslo
data [6] compared to the DANCE data [7] depending on the E1 PSF and LD models
used in conjunction. The n_TOF total absorption calorimeter (TAC) data were pre-
viously analysed without considering the SC contribution [8]. The present study aims
to perform a comprehensive analysis of the n_TOF data taking into account the latest
experimental and theoretical results.

In summary this work allows a better knowledge and a validation of the PSF at
low energy, and an improvement of the electromagnetic cascade modeling which are
important for the simulation of the astrophysical nucleosynthesis [9, 10] and nuclear
reactors [11].
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Chapter 1

Nuclear de-excitation modelling

1.1 Nuclear level density models
The nuclear level density ρ(E, J, π) is defined as the derivative of the number of levels
characterized by a spin J and parity π with respect to a given energy E. It is one of the
elements needed in model-based calculations of nuclear reaction cross sections and for the
prediction of gamma decay at high excitation energies where discrete levels information
is not available or incomplete. At low energy, approximately ∼ 0.8 MeV for the actinides
used in this work, the number of levels is small so the average spacing between levels
is large. Therefore, it is assumed that this region is experimentally resolved and the
nuclear level properties (quantum numbers and decay properties) are well known. As
the excitation energy increases the level density is greater and consequently the spacing
between levels is reduced, so its experimental study is more difficult resulting in a lack
of information. The nuclear levels of this region are obtained from the discretization of
a known level density formula which localy reproduces the energy spacing between the
levels for a given spin and parity according to a Wigner distribution. Nevertheless, in
the region just above the neutron separation energy Sn nuclear levels can be measured
experimentally using the neutron time-of-flight method.

The level density formula is usually calculated as the product of three factors

ρ (E, J, π) = ρtot (E) · f (E, J) · g (π) (1.1)

where g (π) is the parity distribution, f (E, J) the spin distribution, and ρtot (E) is the
total level density. In this work, the parity distribution is assumed to be equiprobable
for the phenomenological formulas regardless of the excitation energy g (π) = 1/2 for
positive and negative parities, while f (E, J) was derived by Gilbert and Cameron [12,
13]:

f (E, J) = exp

(
− J2

2σ2
c

)
− exp

(
−(J + 1)2

2σ2
c

)

≈ 2J + 1

2σ2
c

exp

(
−(J + 1/2)2

2σ2
c

) (1.2)

f (E, J) can depend on E through the spin cut-off factor σc which can be constant or not
as seen in following subsection. Finally, several models such as the constant temperature
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(CT), the back-shifted Fermi gas (BSFG), and the composite Gilbert and Cameron
(CGCM), among others have been developed for ρtot (E) which will be described in the
next subsections.

1.1.1 Constant temperature model

The constant temperature (CT) formula was proposed by Gilbert and Cameron [13].
For low excitation energies this formula describes the experimental data in a better way
than other models. In addition, earlier in [14] it was observed that the CT formula
can reproduce the level density near the neutron binding energy. It is based on the
experimental evidence which showed that the number of levels increases according to an
exponential formula N(E) ∼ exp

(
E−E0

T

)
. Therefore, the level density function is given

by

ρtot (E) =
1

T
exp

(
E − E0

T

)
(1.3)

where E0 is the backshift energy and T is the nuclear temperature which are adjusted
to the experimetal discrete levels. T can be assumed to be nearly constant below few
MeV of excitation energy, hence the name of the model. The spin cut-off factor for the
CT model in ref. [15] has been fitted as a function of the mass number A only from a
dataset of 310 nuclei

σc = 0.98 · A0.29. (1.4)

In a later work [16] a new formula for the spin cut-off is introduced for a better descrip-
tion of experimental data

σ2
c = 0.391 · A0.675(E − 0.5Pa)

0.312 (1.5)

with re-evaluated values for the free parameters (E0 and T ). The parameter Pa is the
deuteron pairing energy calculated from mass or mass excess valuesM(A,Z) of the mass
tables [17] with the formula:

Pa =
1

2
[M(A+ 2, Z + 1)− 2M(A,Z) +M(A− 2, Z − 1)] (1.6)

1.1.2 Back-shifted Fermi gas model

The origin of the back-shifted Fermi gas (BSFG) model lies in Bethe’s work in 1936 [12].
Bethe used a method adopted from statistical physics and assumed that the knowledge
of the partition function of a system is equivalent to the complete information on the
spectrum of the system. The level density formula that Bethe derived considering a gas
of non-interacting fermions was

ρtot (E) =
exp

(
2
√
aE
)

4
√

3E
(1.7)

with a being the level density parameter.
A more realistic expression of this model is to consider that the fermions have a

tendency to create pairs so an additional amount of energy is required to separate them.
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This energy is taken into account introducing an energy backshift E1 in the Bethe
formula. That is why this approach is referred as BSFG model. The corresponding
equation is

ρtot (E) =
exp

(
2
√
a (E − E1)

)
12
√

2σca1/4 (E − E1)5/4
(1.8)

in which both E1 and a are adjusted to experimental data. For the BSFG formula the
spin cut-off parameter is energy dependent and is given from [13]

σ2
c = 0.0888A2/3

√
a(E − E1) (1.9)

However, in ref. [15] the spin cut-off is given by another expresion which adjusts with
adequate agreement the region at low excitation energy

σ2
c = 0.0146A5/3 1 +

√
1 + 4a (E − E1)

2a
(1.10)

Finally, eq. 1.5 is proposed in ref. [16] to describe the spin cut-off as used for the CT
formula.

1.1.3 Shell effects for level density parameter and spin cut-off

So far the parameter a has only been considered energy independent. However, previous
studies [18, 19] noted that in microscopic calculations of LD the damping of the shell
effects appears at high excitation energy. To take into account this effect a parameter
a is used which is energy dependent following the prescription of Ignatyuk [20]

a ≡ a (E,Z,A) = ã(A)

{
1 +

δW (Z,A)

E −∆
[1− exp (−γ (E −∆))]

}
(1.11)

where ã(A) is the asymptotic level density value obtained when all shell effects are
damped, γ is the damping parameter, δW (Z,A) is the shell correction energy which
reflects the difference between the experimental nuclear mass and the mass obtained
by liquid drop formula, and ∆ is the pairing shift based on the average pairing shift
∆ = n 12√

A
where n= 0, 1 and 2 for odd-odd, odd-A and even-even nuclei, respectively.

To apply eq. 1.11 at all excitation energies the limiting value for E ≤ ∆ is given by the
first order Taylor expansion

lim
E−∆→0

(a(E)) = ã [1 + γδW ] (1.12)

Within the RIPL-3 project [21] is also considered that the spin cut-off presents
marked shell effects as well as parameter a. This effect can be taken into account by
adopting the following expression [19]

σ2
F (E) = 0.01389

A5/3

ã

√
a(E −∆) (1.13)
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Analogous to the level density parameter a, for small excitation energies E ≤ ∆ the
spin cut-off can be determined when the discrete levels are known, or is given by the
systematic equation:

σ2
d =

(
0.83A0.26

)2 (1.14)

The functional form that is used in RIPL-3 for spin cut-off parameter is a linear com-
bination between σ2

d and σ2
F (E). Defining Ed as a energy at the mid-point of a region

where the total level density agrees well with the discrete level scheme, it is assumed

σ2
c (E) =


σ2
d for 0 ≤ E < Ed

σ2
d + E−Ed

Sn−Ed
[σ2
F (Sn)− σ2

d] for Ed ≤ E < Sn

σ2
F (E) for E ≥ Sn

(1.15)

where the matching point is chosen to be the neutron separation energy Sn of the nucleus
under consideration.

1.1.4 Composite Gilbert and Cameron model

Gilbert and Cameron [13] proposed a model (CGCM) which is a combination between
CT and BSFG formulas. The CGCM uses the CT formula at low energy because it best
describes the experimental levels up to certain energy Ex above which BSFG is used for
a better reproduction of the level density at Sn. The Ex is the point of tangency between
both LD formulas. In the original formula Ex is given by the systematic expression:

Ex = 2.5 +
150

A
+ P (Z) + P (N) (MeV ) (1.16)

while σc is given by eq. 1.9. However, there are more complicated calculation schemes
for Ex in the RIPL-3 project and CGCM uses the parameters a and σc described in
previous subsection.

1.1.5 Microscopic level density

When experimental data are not available and extrapolation from the experimentally
known region is not reliable we have to use preferably microscopic and semi-microscopic
global predictions of the LD. The microscopic method used in this work to describe the
LD is the combinatorial method [22] which is capable to compete with phenomenological
LD. Nowadays, this method accounts for pairing correlations when a pair of nucleons is
broken and it assumes that once a pair has been broken the pairing correlations vanish.
The LD obtained uses the single-particle level scheme from axially symmetric Hartree-
Fock-Bogoliubov (HFB) model to create incoherent particle-hole state densities. The
final energy, spin and parity are calculated adding the contribution of rotational and
vibrational enhancements and the disappearence of deformation effects at high energies
[23, 24].

Since these microscopical level densities have not been adjusted to experimental data,
one may add adjustment flexibility through a scaling function [25]

ρ(E, J, π) = exp
(
C
√
E − δ

)
ρHFB(E − δ, J, π) (1.17)
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Nuclear level densities models

where ρHFB is the microscopic LD, δ is the pairing shift to obtain the LD from values
tabulated at other energies, and the parameter C plays the same role as the level density
parameter a introduced in the phenomenological models.

1.1.6 Comparison of level density models

In the literature there is a great variety of LD models. A part of them has been shown in
the previous subsections where the formulas for LD depending on the excitation energy
range, parameter a, spin cut-off σc and pairing energy chosen. In this work and for
simplicity we focus the analysis on these LD formulas. Henceforth, to differentiate CT
and BSFG formulas from different sources we call VE05 from ref. [15] and VE09 from
ref. [16] while the CGCM model is that given by the eq. 1.11 and 1.15 considering shell
effects for a and σc.

The phenomenological LD models for a given spin and parity 1/2+ are shown in
Fig. 1.1 above a critical energy explained in Sec. 1.3.1 from which the experimental
data are no longer comprehensive. Some small differences are observed in the trends
between LDs from VE05 and VE09, especially for CT which are related to the different
σc. The CGCM model is equivalent to the CT formula because the Ex are close to
Sn (Ex > Sn − 2 MeV). On the other hand, table. 1.1 shows that the different models
reproduce with reasonable precision the average level spacing D0 of s-waves whose values
are calculated by 1/ρ(Sn, 1/2,+) which depends strongly on the spin cutoff factors. We
note that BSFG and CGCM reproduce better the evaluated D0 than CT, while the
semi-microscopic model are in a good agreement with the evaluated values of the three
uranium isotopes.

Table 1.1: s-wave average level spacing D0 for n + 234U, n + 236U and n + 238U calculated
for different LD formulas.

D0 (eV)

Model n + 234U n + 236U n + 238U

CT VE05 10.7 12.5 23.6
CT VE09 11.7 11.9 18.3

BSFG VE05 12.0 14.8 20.5
BSFG VE09 12.1 14.9 20.8

CGCM 12.0 15.0 20.8
HFB 11.2 16.9 18.4

Evaluated [16, 26] 12.0(8) 15(1) 20.8(3)
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Figure 1.1: LD for spin and parity 1/2+ for n + 234U (top), n + 236U (middle) and n +
238U (bottom) according to CT, BSFG and CGCM models. The point corresponds to
the evaluated s-wave resonance density 1/D0. The parameter Ecrit is the energy above
which a LD model is used in the simulations of this work.

1.2 Photon strength functions
The electromagnetic transitions of an excited nucleus from an initial level defined by (Ei,
Ji, πi) to any accessible final state (Ef , Jf , πf ) are controled by the following selection
rules. The photon emitted with a energy Eγ = Ei −Ef can be of type X, where X = E
electric or X = M magnetic, and multipolarity L. The accessible multipolarities in a
transition from spin Ji → Jf are determined by

| Jf − Ji | ≤ L ≤ | Jf + Ji |

while the parities in the transition πi → πf satisfy the rules:
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Photon strength functions

• πiπf = (−1)L for electric transition.

• πiπf = (−1)L+1 for magnetic transition.

The probability of a XL transition is determined by the partial radiation width [27]

ΓXLiγf =
8π(L+ 1)

L[(2L+ 1)!!]2

(
Eγ
h̄c

)2L+1

B(XL) ↓ (1.18)

Here h̄ is the reduced Planck constant and c is the speed of light. B(XL) ↓ is the
reduced transition probability for desexcitation of the nucleus

B(XL) ↓= |〈i||M
XL||f〉|2

2Ji + 1
(1.19)

where 〈i| and |f〉 are the wavefunctions of the inital and final states, while MXL is the
electromagnetic transition operator.

At high excitation energy when the level density becomes significantly high, the
average partial radiation width Γ

XL

iγf is used. It is estimated from the Fermi’s golden
rule that the average reduced transition probability BXL

if is inversely proportional to the
LD of the initial state. This assumption reflects that around Ei the sum of transition
rates is constant independently of the number of levels. The photon strength function
(PSF) is defined as a function of the average partial radiation width and it is dependent
on the transition energy Eγ:

fXL(Eγ) =
Γ
XL

iγf ρ(Ei, Ji, πi)

E2L+1
γ

(1.20)

The PSF characterizes the average electromagnetic properties of excited nuclei and
represents the distribution of the average transition probability between levels. It is an
essential tool for applied nuclear reaction model calculations. The PSF can be expressed
according to the electromagnetic transition operator MXL as E1 referred to the electric
dipole PSF, M1 referred to the magnetic dipole PSF and E2 referred to the electric
quadrupole PSF.

The simplest model of the PSF is the single particle model in which the PSF is
a constant independent on transition energy Eγ. The reduced transition probability
B(XL) ↓ can be related to the lowest multipolarity transitions of the PSF from

B(E1) = 1
4
∑
4B(E1) [e2fm2] = 0.956× 106fE1[MeV−3]

B(M1) 1
4
∑
4B(M1) [µ2

N ] = 86.6× 106fM1[MeV−3]

B(E2) 1
4
∑
4B(E2) [e2fm4] = 1.25× 1012fE2[MeV−5]

(1.21)

where the summations are performed over an energy interval 4. In addition, it is
frequent to compare the PSF for electromagnetic transitions from a bound state to
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Figure 1.2: Schematic representation of the Brink hypothesis for photoexcitation and
gamma decay of an excited nucleus, for example after neutron capture [28].

ground state with the Weisskopf estimates of the B(XL) ↓ to have an evaluation of the
fragmentation of the transition strength.

According to the detailed-balance principle, there is a relation between photoemission
characterized by the partial radiation width ΓXLiγf and photoabsorption cross section σXLfγi .
The relation is given by

ΓXLiγf =
E2
γ

(πh̄c)2

2Jf + 1

2Ji + 1
σXLfγi (1.22)

Based on the idea that collective vibrations are independent of the intrinsic nuclear
motion, Brink [2] assumed that the photoabsoption cross section depends only on the
Eγ of the photon emitted in the XL transitions and it is independent of the properties
of the initial state. As a consequence, the total photoabsorption cross section σXLT
depends only on the transition energy Eγ. This assumption is called the Brink-Axel
hypothesis. A schematic representation is shown in Fig. 1.2. Now the average partial
radiation width Γ

XL

iγf and the total photoabsorption cross section σXLT are considered.
The detailed-balance principle can be written as

Γ
XL

iγf (Eγ) ρ(Ei, Ji, πi) =
E2
γ

(πh̄c)2

σXLT (Eγ)

2L+ 1
(1.23)

From eq. 1.20, the left hand side of eq. 1.23 is equal to fXL(Eγ) E
2L+1
γ and hence

fXL(Eγ) =
1

(πh̄c)2

σXLT (Eγ)

(2L+ 1)E2L−1
γ

(1.24)

Finally, the PSF can be obtained through experimental information of Γ
XL

iγf in which
the level density is always needed or σXLT from photon-induced reactions, and on the
contrary, the knowledge of the PSF can be used to estimate the values of Γ

XL

iγf and σXLT .
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1.2.1 Nature of the photon strength function

The PSF can be deduced from measurements of the total photoabsorption cross section.
Baldwin and Klaiber [29] showed that a broad resonance dominates the photoabsorption
cross section above the neutron separation energy Sn. This resonance is explained by
collective vibrations of neutrons and protons with opposite phase induced by the electric
field of the incoming radiation. This motion with dipole character was called giant
electric dipole resonance (GEDR).

The photoabsorption experiments are usually restricted to the energy region above
Sn where the GEDR is located. Therefore, the PSFs are not well known below Sn and
theoretical models have to be proposed. However, the GEDR is not the only possible
collective vibration. It depends if the nucleons vibrate in phase (isoscalar) or out of
phase (isovector), and if nucleons with spin up (↑) and spin down (↓) vibrate in the same
direction (electric) or against (magnetic) following a multipole pattern. The resonance
can be classified as giant magnetic dipole resonance (GMDR), giant electric quadrupole
resonance (GEQR) and so on.

1.2.2 Electric dipole photon strength function

The GEDR is produced when most of the nucleons of a nucleus move together. There
are two macroscopic models of the motion in GEDR. One of the macroscopic model was
developed by Steinwedel and Jensen [30]. This model describes protons and neutrons
as two fluid liquid within a fixed surface. The GEDR consists in a vibration of proton
against neutron fluid and the restoring force is proportional to the density gradient
of those fluids. For this model the centroid energy of the resonance depends on mass
number following A−1/3 dependence. The other model was proposed by Goldhaber and
Teller [31]. The GEDR is considered as an oscillation of protons and neutrons against
each other in two different incompresible spheres. The restoring force is proportional
to the nuclear surface area. For this model the excitation energy of the resonance is
proportional to A−1/6. However, the results of many years of experimental work [32] on
the GEDR shows that the centroid energy is roughly given by

Ec = 31.2A−1/3 + 20.6 A−1/6 MeV (1.25)

so the real GEDR is probably a mixture of the two models presented before.
On the other hand, the integration of the photoabsorption cross section that belongs

to GEDR is expected to satisfy the Thomas-Reiche-Kuhn sum rule [33]∫ Emax

Emin

σE1
T dE ∼=

60NZ

A
(1 + κ) MeV mb (1.26)

where κ is a factor due to meson-exchange contributions which takes the values κ =
0.1 − 0.3 for nuclei with A > 100 when Emin is the binding neutron energy Sn and
Emax = 25 MeV. It is assumed that the statistical decay of neutron capture gamma
cascades starting from an excitation energy above 5 MeV is dominated by the E1 PSF
resulting from the GEDR.

27



The shape of the E1 PSF for deformed nuclei is usually described by a sum of two
standard Lorentzians [34], as a consequence of vibration modes along the symmetry axis
and perpendicular to it. This is known as standard Brink-Axel Lorentzian model (SLO)
[2, 35]. The Lorentz form of σXLT is assumed in eq. 1.24 and the PSF is given by

fE1
SLO(Eγ) =

1

3(πh̄c)2

2∑
i=1

σGiEγΓ
2
Gi(

E2
γ − E2

Gi

)2
+ E2

γΓ
2
Gi

(1.27)

where the parameters EG, ΓG, σG are the energy, width and cross section of the GEDR.
This model depends only on Eγ. However, the SLO model is inadequate at energies
below the neutron binding energy [36].

The problem of the behaviour at low energy was solved using the Fermi liquid theory
of finite systems [37] and considering microscopic properties of the GDR. Kadmenskii,
Markushev and Furman (KMF) [38] emphasized that Eγ → 0 limit of the Lorentzian
function is unjustified. In addition, they proposed that the width ΓT of the GEDR
should depend on Eγ and the nuclear temperature T of the state due to quasiparticle
collisions

ΓT (Eγ, T ) =
ΓG
E2
G

(
E2
γ + 4π2T 2

)
(1.28)

The nuclear temperature of the final level is given in this work by the expression

T =

√
Ef − Pa

a
(1.29)

where Ef is the energy of the final state in the transition and Pa and a is the deuteron
pairing energy and the level density parameter introduced in Sec. 1.1.2.

The KMF model incorporates the above described features and the E1 PSF reads

fE1
KMF (Eγ, Tf ) =

1

3(πh̄c)2
Fk

2∑
i=1

σGiΓGi
EGiΓTi(

E2
γ − E2

Gi

)2 (1.30)

where the dimensionless Fermi liquid parameter Fk takes the value 0.7 [38]. The shape
of KMF model achieves a reasonable agreement with spherical nuclei [39]. However, this
model diverges at Eγ = EG so it is not applicable near the peaks of GEDR.

A variation used by Kopecky et al. [40, 41] called Lorentzian with energy dependent
width (ELO) includes in the SLO model the width ΓT (Eγ, T ) and E1 PSF is given by

fE1
ELO(Eγ) =

1

3(πh̄c)2

2∑
i=1

σGiΓGi
EγΓT i(

E2
γ − E2

Gi

)2
+ E2

γΓ
2
T i

(1.31)

There are some models similar to the KMF and ELO models but with a width ΓT (Eγ, T )
that depends on the temperature in different ways, for instance the modified Lorentzian
(MLO) [21, 42], the generalized Fermi liquid (GFL) [43] and the hybrid model [44].
However, in this work these models are not used.
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An empirical model called generalized Lorentzian (GLO) [41, 45] was proposed to
correct the difficulties in both low energy and GEDR energy in spherical nuclei. There-
fore, the GLO model is valid over the whole region of gamma-ray energy. The E1 PSF
has the functional form

fE1
GLO(Eγ, T ) =

1

3(πh̄c)2

2∑
i=1

σGiΓGi

[
EγΓTi(

E2
γ − E2

Gi

)2
+ E2

γΓ
2
Ti

+ Fk
4π2T 2ΓGi
E5
Gi

]
(1.32)

The function connects the KMF model at low energy with the ELO model for energy
near to the GEDR. The GLO model takes into account a nonzero limit of the E1 PSF
when Eγ → 0 and T 6= 0, and it does not diverge at Eγ = EG.

To solve the difficulty with deformed nuclei, a phenomenological modification of the
width of eq. 1.28 was proposed by Kopecky et al. [45]. This model is referred as the
enhanced generalized Lorentzian (EGLO) and the E1 PSF is given by

fE1
EGLO(Eγ, T ) =

1

3(πh̄c)2

2∑
i=1

σGiΓGi

[
EγΓ

′
Ti(

E2
γ − E2

Gi

)2
+ E2

γΓ
′2
Ti

+ Fk
Γ′Ti(Eγ = 0, Tf )

E3
Gi

]
(1.33)

with empirical factors k0 and E0 introduced into the width formula

Γ′T (Eγ, T ) =

[
k0 + (1− k0)

Eγ − E0

EG − E0

]
ΓG
E2
G

(
E2
γ + 4π2T 2

)
(1.34)

where E0 ≈ 4.5 MeV [46] and the parameter k0 is recommended to be a function of mass
number A and is strongly correlated to the level density. For BSFG model it has the
form

k0 =

{
1.0 for A < 148

1.0 + 0.09(A− 148)2 exp [−0.18(A− 148)] for A ≥ 148
(1.35)

while for CT it has the form

k0 =

{
1.5 for A < 145

1.5 + 0.131(A− 145)2 exp [−0.154(A− 145)] for A ≥ 145
(1.36)

However, k0 is a free parameter which can take any value. Another generalized model
denoted as modified generalized Lorentzian (MGLO) was introduced in ref. [47]. MGLO
differs from EGLO in the second term on the right hand of eq. 1.33 which describes the
behaviour at very low energy. MGLO assumes a factor k0 = 1 in this second term, so
the formula is the same as GLO in eq. 1.32 but using the width formula of eq. 1.34 for
the first term.

1.2.3 Magnetic dipole photon strength function

The gamma decay of excited nuclear states above Sn is dominated by the E1 PSF so
there is not much information about other types of decay. However, below Sn the decay
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in actinide nuclei is influenced by the magnetic dipole (M1) transition and for which
experimental information are available.

The values of fM1 were estimated from average resonance capture (ARC) measure-
ments [48, 49, 50] of primary γ-transitions after capture reaction and taking an average
of partial radiation width over a high number of resonances to take into account the
fluctuations of the partial radiation width around the expected value. Collective excita-
tions (GMDR) were found, so a good description of the M1 PSF at excitation energies
below Sn can be made considering two types of excitation: the spin-flip mode (SF) and
the scissors mode (SC).

The SF mode is interpreted in the liquid drop model as nucleons oscillating in phase
or in opposite phase. For this vibration mode a Lorentzian shape given by SLO model
in eq. 1.27 is assumed. Experimental results of the SF mode corresponding to the M1
PSF were obtained for some rare-earth nuclei in different works [40, 45, 51, 52]. The
results show a position of the center of the resonance shifts as ESF ≈ 41A−1/3 and a
width of Γ ≈ 4 MeV.

The SC mode describes a small amplitude rotation of the neutrons against the pro-
tons. It was predicted using the geometrical two-rotor model and the interacting boson
model [3, 4]. The experimental observation of this mode was made thanks to high resolu-
tion inelastic electron scattering from rare-earth nuclei [53, 54]. Another method called
nuclear resonance fluorescence (NRF) in which a (γ, γ′) reaction takes place is specially
useful to locate low lying M1 PSF because of its high sensitivity [5]. NRF studies of
individual transition to ground state allow to obtain information about intensities and
transition strengths B(XL) ↓ on some gamma energy intervals. This type of experiment
on well deformed even-even rare-earth nuclei usually resulted in a total M1 strength ap-
proximately of 3µ2

N which is proportional to the square of the nuclear deformation δ
and the energy center ESC is close to 3 MeV. NRF analysis were performed for some
uranium isotopes [55, 56, 57]. The results for 238U showed a strong contribution of M1
states around 2.5 MeV with a total strength of 8µ2

N which doubles the approximated
valued for rare-earth nuclei. The 236U showed also a M1 distribution concentrated at
≈2.22 MeV and ≈2.5 MeV with a total

∑
B(XL) ↓= 2.94 ± 0.3µ2

N , while for 235U a
M1 strength was estimated from 1.6 to 3.0 MeV with the peak located at 1.8 MeV with
a total

∑
B(XL) ↓= 0.3µ2

N which is much smaller than expected. Because of all these
differences it is not clear that NRF measurements provide an adequate characterization
of the SC mode.

The SC mode was observed also in reactions (d, pγ), (d, d′γ), (d, tγ), among oth-
ers. The isotopes 237,238,239U were studied with these reactions in ref. [6] using the
Oslo method. The outgoing charged particle is measured to obtain the excitation en-
ergy of the compound nucleus and with an iterative subtraction technique called "Oslo
method" the primary gammas are extracted. Briefly, the method consists in generat-
ing a first generation matrix which expresses the probability of the transition gammas
which is connected to the LD and PSF. They showed a SC mode centred at energies
around 2 MeV and 2.9 MeV and a total M1 strength ≈ 9µ2

N . Futhermore, the SC
mode has been studied using gamma cascades after a neutron capture reaction [7, 58].
For 234,236,238U(n, γ) reactions the SC mode was represented by two Lorentzians near
to 2.15 MeV and 2.9 MeV. The introduction of the SC mode was essential for a better
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representation of the shape of the gamma-ray spectra.

1.2.4 Electric quadrupole photon strength function

Despite the fact that the dipole transitions dominates the gamma decay of a nucleus, the
electric quadrupole (E2) transitions might give a small contribution in the cascade after
a neutron capture reaction. Even if the E2 strength is not extremely strong some effect
will be noticed. The information of the E2 strength comes mainly from the cross section
of inelastic scattering of charged particles bacause it contains multipole matrix elements
[59]. The E2 strength is interpreted as isoscalar giant quadrupole electric resonance
(GEQR) which corresponds to surface oscillation of neutrons moving together with
protons. Sometimes the E2 PSF is approximated by the single-particle model where
fE2 is a constant, but in this work we use the SLO model with a single Lorentzian as
recommended in ref. [46]. The parameters of the GEQR are calculated from

EG = 63 A−
1
3 (MeV) (1.37)

ΓG = 6.11− 0.021 A (MeV) (1.38)

σG = 0.00014
Z2EG
A1/3ΓG

(mb) (1.39)

Anyway, note that the contribution of E2 PSF under these conditions does not affect
our results.

1.2.5 Microscopic photon strength function

As for LD the microscopic and semi-microscopic models for PSF are very important
for a safe extrapolation to regions where there are no experimental data. A lot of
works [60, 61, 62] were dedicated to the calculation of microscopic E1 and M1 PSFs.
They were derived from quasiparticle random phase approximation (QRPA) method.
However, most of these QRPA calculations assumed spherical symmetries and some
phenomenological corrections were needed to reproduce the experimental data where
effects beyond the particle-hole excitations and phonon coupling are taken into account
[63, 64, 65]. For the isotopes studied in this work semi-microscopic models for both E1
and M1 PSFs are available from QRPA calculations based on HFB calculations using
the finite-range D1M Gogny interaction [61, 66, 67].

To consider in the semi-microscopic D1M+QRPA model [68] the effects beyond the
particle-hole excitations, an energy shift is included for both E1 and M1 PSFs that
increases with the energy. The renormalization procedure to reproduce both the exper-
imental GDR properties and low-energy vibrational states consists in an energy shift of
∆ = 0.5 MeV for Eγ ≤ 0.5 MeV, ∆ = 2.5 MeV for Eγ = 18 MeV and ∆ = 5 MeV for
Eγ ≥ 21 MeV connected by a linear interpolation. In addition, the empirical damping
of the collective motions is introduced by folding the D1M+QRPA PSF with a SLO
function with the broadening width ΓX1. For the E1 PSF the width ΓE1 has been ad-
justed on photoabsorption data and it is assumed to depend only on the atomic mass
A. More specifically ΓE1 = 7 − A/45 MeV for A ≤ 200 and ΓE1 = 2.5 MeV otherwise.
For the M1 PSF a constant value of ΓM1 = 0.5 MeV was adopted [67].
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Nowadays, it is well accepted that PSF may differ from photoabsorption data at low
Eγ. The final expresions for E1 and M1 PSFs include a non-zero limit given by [69]:

fE1(Eγ) = fE1
QRPA(Eγ) +

f0Ei
1 + e(Eγ−E0)

(1.40)

fM1(Eγ) = fM1
QRPA(Eγ) + Ce−ηEγ (1.41)

where fX1
QRPA(Eγ) is the D1M+QRPA dipole strength. The second part is related with

the phenomenological non-zero limit at low Eγ where Ei is the excitation energy of the
decaying state and f0, η, E0 and C are free parameters. These free parameters are
adjusted using the shell model calculations [70, 71, 72] and available experimental data
at low Eγ such as the ones obtained with the Oslo method [73, 74, 75], or the average
radiative widths [21].

1.2.6 Comparison of photon strength function models

As we saw in previous subsections, there is a wide variety of models to define the PSFs. In
addition, depending on the region of Eγ the strength of specific XL transitions dominates
the total gamma strength. Fig. 1.3 (top) shows the behaviour of the models SLO, ELO,
GLO, and MGLO and EGLO with k0 = 2.5 for the E1 PSF. The set of parameters for
each model was chosen to adjust the experimental value at GEDR (9 MeV – 16 MeV)
from Caldwell et al. [76] for 235,236,238U(γ,xn) because at lower energy the behaviour
of each uranium isotope presents considerable differences. The KMF model given by
eq. 1.30 is not included because it diverges when Eγ = EG so you can not reproduce
the experimental value at GEDR. We can observe that all models reproduce in a similar
way the experimental data near the peak of the GEDR. However, the trend of each
model presents great differences at lower energies, below Sn. Finally, a comparison of
the strength between the M1 PSF using the SLO model and the E1 PSF using the
MGLO model with k0 = 1.8 and T = 0.3 MeV with parameters taken from table 3.4 is
shown in Fig. 1.3 (bottom). The E1 PSF dominates at the peak of the GEDR while
theM1 PSF is stronger around the energies where the SC mode is located. We compare
also the behaviour of these phenomenological models with the semi-microscopic model
for the PSFs. We can see that the trends of these two kind of models are different at
low energy, and the intensity of the M1 PSF is higher with respect to the E1 PSF in
the phenomenological case around the SC mode.

1.3 Simulation of capture cascades
A code known as dicebox was developed by F. Bečvář in 1998 [77]. The aim of this
code was to simulate nuclear gamma cascades using the Monte-Carlo method. The main
advantage of dicebox is the full quantitative control of the Porter Thomas fluctuations
(PTF) in individual transition intensities which are assumed to follow a χ2 distribution
with one degree of freedom. dicebox has become a good tool for the description of
gamma decay, for intance after a thermal neutron capture reactions, and it has been
used in many works for different purposes [47, 78].
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Figure 1.3: Comparison of different models for the E1 PSF for the uranium isotopes
studied in this work from the 234,236,238U(n, γ) reactions (top). The different symbols
correspond to the experimental values from Caldwell et al. [76]. Comparison between
the phenomenological models given by MGLO model with k0 = 1.8 and T = 0.3 MeV
for E1 PSF and SLO model for M1 PSF with the semi-microscopic model in the whole
range of energy (bottom).
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In this work we used an updated version of dicebox code by M. Krtička and S.
Valenta [79] and another code called fifrelin [80, 81] developed at CEA Cadarache
which is also based on the algorithm proposed by F. Bečvář but used in the simulation
of the fission process (the cascade is extended to the neutron/gamma coupled emission).

1.3.1 DICEBOX

dicebox is based on the validity of the statistical model. It models the characteristics
of gamma cascades involving a large number of presumably unmeasured intermediate
nuclear levels in medium and heavy nucleus. To describe the gamma decay for a tran-
sition from initial level i to final level f with an emission of a gamma ray with energy
Eγ = Ei − Ef , it is necessary to know the partial width ΓXLif expressed in eq. 1.43.
In addition, it is well known that the partial radiation width presents very strong fluc-
tuations around the expected value Γ

XL

iγf . These fluctuations can be described by the
Porter Thomas distribution [82]. The probability density function for this distribution
is expressed by the equation

P (x)dx =
1√
2πx

exp
(
−x

2

)
dx where x = ΓXLiγf /Γ

XL

iγf . (1.42)

The following assumptions have to be mentioned :

• The region below a certain critical excitation energy Ecrit is considered experi-
mentally known (all the level energies, spins, parities and branching intensities of
depopulating transitions).

• In the region above Ecrit the level scheme is unknown and a full set of nuclear
levels is calculated by a random discretization of an a priori known LD.

• Each gamma cascade starts from a single, well-defined initial level (Ei, Ji, πi). For
neutron capture reactions the energy of the excitation level is Ei = Sn + En.

• The simulation only takes into account the electromagnetic channels (gamma rays
and internal conversion electrons). The role of particle channels is completely
neglected.

• It is assumed that pairs of partial widths Γif and Γif ′ with f 6= f ′ are not corre-
lated.

• The partial width Γif for a transition of type X (electric or magnetic, X = E, M)
and multipolarity L (L = 1, 2, 3...) is given by

ΓXLif = (1 + αXLif ) · ΓXLiγf = (1 + αXLif ) · y2 · (Ei − Ef )2L+1fXL (Ei − Ef )
ρ (Ei, Ji, πi)

. (1.43)

Where αXLif gives the contribution of the internal conversion, ρ (Ei, Ji, πi) is the LD at the
initial excitation level and fXL (Ei − Ef ) is the PSF. The factor y is a random number
taken from a normal distribution with a zero mean and unit variance y ∈ N (0, 1).
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This factor ensures that the partial radiation width ΓXLiγf fluctuates according to the
PTF distribution. In the code, only E1, M1 and E2 transitions are simulated, so only
M1 + E2 mixed transitions are considered. For these mixed transitions the internal
conversion coefficient is given by

αif =
αM1
if + δ2αE2

if

1 + δ2
, where δ2 =

ΓE2
iγf

ΓM1
iγf

(1.44)

The partial width for aM1+E2 mixed transitions is done for the sum of each individual
transition within this notation

ΓM1+E2
if = (1 + αif )(Γ

M1
iγf + ΓE2

iγf ) = (1 + αM1
if )ΓM1

iγf + (1 + αE2
if )ΓE2

iγf (1.45)

with two separate y factors for each individual partial radiation widths. In fact, for
M1 +E2 transitions the resulting fluctuations are not PTF, but the fluctuations of the
separate M1 and E2 parts are. Finally, the total width for any initial level is calculated
by the sum of all partial widths for every final level:

Γγ =
∑
f

ΓXLif =
∑
f

(1 + αXLif ) · y2 · (Ei − Ef )2L+1fXL (Ei − Ef )
ρ (Ei, Ji, πi)

. (1.46)

In nuclei with high LD (and without non-statistical effects) such as actinides and rare-
earths, the total width is expected to show very small, albeit non-zero fluctuations as a
large number of partial widths is summed.

Hereafter, the term nuclear realization is used to call the set of levels produced for
a LD formula together with the set of random partial widths.

The algorithm of DICEBOX

The electromagnetic cascades are generated within the assumptions mentioned above
for the discretization of LD and randomization of partial width using the Monte-Carlo
technique. The process of getting a nuclear realization is assumed to involve a deter-
ministic random number generator r which has a uniform distribution in the interval
[0, 1). The operation of r to produce a sequence of quasi-random numbers is controlled
by an adjustable parameter known as the generator seed α.

The algorithm dicebox is illustrated in Fig. 1.4. The following enumerated items
explain how the gamma cascades are created.

1. For the discretization of the LD, bins are created between Ecrit and the initial level
(Sn+En). The width of the bin is typically ∼10 keV. The LD is calculated in the
center of the bin and multiplied by the width of the bin to get the average number
of levels. For this calculation the spin distribution of the LD is not normalized
because the integral is rather close to the unity. Then, a random number is drafted
from Poisson distribution with that mean value to get the actual number of level
which are located equidistantly in the bin. Finally, the LD is discretized to yield
energies Ea, spins Ja and parities πa for individual levels a = 2, 3..., a2 above a
critical energy Ecrit until the energy of the initial level E1.
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2. The generator seed αa is ascribed to each level with energy Ea > Ecrit. It is
randomly distributed to individuals levels using the aid of succesive calls of the
above-mentioned random number generator r.

3. After a generator seed, α1, is ascribed to the initial level a set of partial width Γ1a′

from initial level to all possible final levels a′ with energy Ea′ < E1 is generated.
The random number generator is preset using the generator seed α1.

4. For the initial level a total width is calculated by

Γ1 =
∑
a′>1

Γ1a′ (1.47)

A set of branching intensities for all these transitions from the initial level are
obtained following the expression

I1a′ =
Γ1a′

Γ1

(1.48)

These intensities satisfy the normalization condition∑
a′>1

I1a′ = 1 (1.49)

5. The decay at other level called a1 is detemined from a random number s1. The
choice of a1 level follows the requirement

a1−1∑
a′=2

I1a′ ≤ s1 <

a1∑
a′=2

I1a′ (1.50)

As a result the level a1 reached by the first decay in the cascade is known, so the
energy Ea1 , spin Ja1 and parity πa1 are determined.

6. If Ea1 > Ecrit steps 3, 4 and 5 are repeated but considering that the initial level
is given by a1. The generator seed αa1 presets the new random number generator
and the total width Γa1 and the full set of branching intensities Ia1a′ are calculated.
Then, decays at level a2 are determined from a random number s2 given by

a2−1∑
a′=a1+1

Ia1a′ ≤ s2 <

a2∑
a′=a1+1

Ia1a′ (1.51)

7. The procedure in item 6 is repeated until reaching a level ai which has an excitation
energy Eai < Ecrit. When Eai < Ecrit the decays follow the known values calcu-
lated from experimental data. Whenever the ground or a non-decaying isomeric
state is reached, all data characterizing a single cascade are available: energies Ea,
spins Ja, parities πa and the total widths Γa. In addition, the multipolarities L
and types X and possibly mixing of different XL of individual transitions in the
cascade are available. In principle, any cascade-related quantity of interest can be
calculated.
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8. The procedure described in steps 5-7 is repeated many times with the same nuclear
realization to ensure satisfactory statistical accuracy of a quantity of interest.

9. In order to asses the influence of the Porter Thomas fluctuations of transition
intensities and fluctuations in the random discretization of the LD, the algorithm
described in items 1-8 is to be repeated many times with different nuclear realiza-
tions.

Figure 1.4: Schematic description of random cascading where four gamma rays are
emitted [77].

Features and parametrization of DICEBOX

dicebox uses LDs and PSFs to create a complete set of nuclear levels above a certain
energy Ecrit and for each level creates a probability distribution function for a gamma
decay to lower-lying states. Then Monte-Carlo technique is used to calculate each decay
until the ground or a non-decaying isomeric state is reached. In the region above Ecrit
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the decay is purely statistical, no transitions are preferred as no structure is assigned
to the states. The partial radiation widths are subject to Porter Thomas fluctuations.
The current attributes of dicebox for the simulation of gamma cascades are:

• It is a stand-alone Fortran77 code available at [83].

• A great variety of models for LD and PSF is available, both analytically parametrized
models and numerical interpolation files. The models used in this work are ex-
plained in Sec. 1.1 and 1.2.

• The gamma ray transition probabilities are corrected for internal conversion using
a user input table, usually obtained from the BrIcc database [84].

• Levels and transitions from ENSDF [85] are used in form translated to simple text
file for further adjustments (level exclusion, spin-parity refinements).

• Simplified user input file with keyword-value structure.

• Output in form of text files gives full information about the cascades within each
nuclear realization, in particular about the number of pure and mixed XL transi-
tions in the simulation, the primary intensities, etc.

Finally, the following parametrizations are considered:

• The value of Ecrit is chosen by a dedicated study of the experimental level den-
sity. Fig. 1.5 shows the number of known levels in a bin of 0.1 MeV for a spin
window of 1/2 – 5/2. For the low lying discrete levels the number of levels is
expected to fluctuate as a result of collective effects such as rotations, vibrations,
among others. After that the level density increases up to a certain energy from
which it starts to decrease because too many levels are missing. The value of
Ecrit is established around this energy. However, for 236U(n,γ) we chose 0.760
MeV to avoid considering some levels which present questionable information. For
instance, the levels at 0.872 MeV, 0.909 MeV and 0.920 MeV present transitions
whose intensities do not keep the population-depopulation balance of the levels
and, in addition, the spin value is unknown for the 0.909 MeV level. The values
of Ecrit are collected in table 1.2 while the list of experimental nuclear levels used
for each uranium isotope is shown in appendix C. Note that only levels with spin
≤ 7/2 are important in the simulation of the cascade with a feeding higher than
1% because for the uranium isotopes studied here the initial excited states have
a spin of 1/2. In addition, different Ecrit with lower values were tested showing a
negligible influence in the results.

• The total radiation width (TRW) is calculated for a fictitious initial 1/2+ level at
Sn due to the low neutron energy used in this work. Using the s-wave level spacing
D0 the expression for the TRW results in:

Γγ =
∑
f

ΓXLif =
∑
f

(1 + αXLif ) · y2 · (Ei − Ef )2L+1fXL (Ei − Ef ) ·D0. (1.52)
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Figure 1.5: Number of levels using a spin window of 1/2 – 5/2 for bins of 0.1 MeV for
234,236,238U(n,γ). The red line corresponds to the Ecrit used in dicebox.

1.3.2 FIFRELIN

fifrelin is a C++ code which simulates the gamma cascade in a similar way to that
presented before for dicebox. The main goal of fifrelin is the simulation of the fission
process with neutron/gamma emission but here we only present the technical differences
in gamma emission between both codes.

Figure 1.6: Comparison of fifrelin and dicebox schemes in the simulation of a set of
nuclear levels. In the fifrelin scheme the blue levels represent the experimental ones
while the black levels are sampled.

The main difference is in the simulation of a set of nuclear levels, fifrelin divides
in three regions the description of the nuclear level scheme while dicebox considers
only two regions. The schemes of fifrelin and dicebox are compared in Fig. 1.6.
The database used in fifrelin for the description of the experimental levels is the 2015
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update of RIPL-3 [86].
The first region located between the ground state and a cut-off energy Ecut−off

provided by RIPL-3 database is considered to be experimentally fully known. It is
equivalent to the region below Ecrit for dicebox. The values of Ecut−off are collected
in table 1.2 for the three systems studied in this work. We can see different values
with respect to Ecrit considered in the dicebox code because the value of Ecut−off is
estimated in a different way. In RIPL-3 Ecut−off is calculated by fitting the CT model to
discrete levels from Nmin to Nmax level number. Some iterations are performed to obtain
the minimal χ2 of the fit whose Nmax value corresponds to Ecut−off . The second region
is located between the Ecut−off and other energy called Ebin where Ebin corresponds to
the energy limit in which the level density value by default is 5 · 104 MeV−1 and above
this energy the level scheme is considered as a continuum. In this second region some
additional experimental levels are taken up to Ebin but the level scheme is completed
with a LD formula. In addition, contrary to dicebox the spin distribution is normalized
to the integral of the distribution to calculate the level density. Fig. 1.7 shows the spin
distribution f(E, J) given by eq. 1.2 for different σc values and the cumulative spectra.
We can observe that the cumulative values of the spin distribution are not equal to one
for half-integer spins, so a normalization is needed. fifrelin uses the approximative
spin distribution formula which gives a cumulative result very close to the exact value

∞∑
J=1/2

f(J) = exp

(
− 1

8σ2
c

)
. (1.53)

Finally, in the third region above Ebin the nuclear level scheme is only described on
average from a LD formula through a default 10 keV binning. The nuclear levels are set
in the center of each bin.
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tion (right).
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Table 1.2: Values of Ecrit for dicebox and Ecut−off for fifrelin.

Nucleus Ecrit (MeV) Ecut−off (MeV)
234U(n,γ) 0.820 0.722
236U(n,γ) 0.760 0.952
238U(n,γ) 0.830 0.373

Concerning the electromagnetic transitions, the partial width ΓXLif for XL transitions
and the TRW from an initial level with energy corresponding to Sn are given in fifrelin
with the same formulas as dicebox expressed in eq. 1.43 and 1.52 respectively. In
addition, fifrelin uses the values for the internal conversion processed by BrIcc [84].
Finally, because fifrelin takes the PSF and LD models and parameters from RIPL-3,
we had to change the input file to introduce the same input models as used in dicebox.
The results of the simulations will be used as input data for the Monte-Carlo simulations
of the experimental setup Sec. 2.3 and the results of the simulations and the comparison
to experimental data will be presented in Sec. 3.2.
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Chapter 2

Experimental set-up and simulation

2.1 The n_TOF facility at CERN

This work was performed in the frame of the n_TOF collaboration (neutron Time-Of-
Flight), in which 40 laboratories from European countries, Japan, Russian Federation
and U.S.A participate. The aim of this chapter is to understand how the experimental
data have been obtained and to give a detailed description of the major components of
the experimental setup. The measurements were carried out in phase I for 234U(n,γ)
(2004) and phase II for 236,238U(n,γ) (2011) data-taking periods of the n_TOF collabo-
ration, so some characteristics of the facility are different.

We can divide the description of the facility in four parts:

• The proton beam.

• The spallation target.

• The TOF beam line or neutron tube.

• The experimental area.

The overall arrangement of the facility is shown in Fig. 2.1
The construction of the n_TOF facility originated from the idea of C. Rubbia et

al. [88] of using a high energy proton beam provided by the proton synchrotron (PS)
of CERN to create a neutron source. These neutrons are produced by the spallation
reaction of a pulsed proton beam of 20 GeV/c with a lead target. The spallation target
is surrounded by a layer of water for cooling purpose and for moderating the original fast
neutron spectrum. The neutron beam travels through the TOF line to the experimental
area (EAR1 for our experiment) where the sample of interest and the detection system
are installed. In this work we are only interested in the data obtained with the total
absortion calorimeter (TAC). Therefore, we will only give a detailed description of this
detector in Sec. 2.2. Finally, the energies of the neutrons incident on the samples is
calculated using the time-of-flight (TOF) method. The long distance (185 m) of the
neutron tube allows for a good neutron energy resolution.
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Figure 2.1: General view of n_TOF - experimental area 1 (EAR1) including the Proton
Synchrotron. A detailed zoom on the position of the spallation target and experimental
area is made [87].

2.1.1 The proton beam

The proton beam is accelerated by a combination of a linear accelerator (LINAC) and a
circular accelerator, the proton synchrotron (PS), coupled to a booster (preaccelerator)
which allows to reach higher energies. Finally, the proton beam is carried to the spal-
lation target through a proton extraction line TT2, see Fig. 2.1. The proton beam can
be delivered in two different operational modes: dedicated mode and parasitic mode.

When the PS operates in dedicated mode an intensity of approximately 7 × 1012

protons per pulse of 7 ns width is sent to the spallation target with a minimum interval
of 1.2 s. In the parasitic mode, the PS facility delivers less intense beams with a typical
fluence between 3 to 4×1012 protons per pulse. These additional protons are distributed
to various experiments for optimizing the proton beam use.

2.1.2 The spallation target

The neutron source of n_TOF is produced from a spallation target which is made of
lead. The pulsed proton beam of 20 GeV/c interacts with the lead target and high-
energy neutrons are emitted via spallation reaction. To increase the neutron population
at low energy below 1 MeV, the spallation target is surrounded with a layer of water
between the lead target and the window which connects to the TOF tube. Starting
from phase II borated water (H20 + 1.28% H3B03) is used in place of normal water. In
addition, the water is used to cool the spallation target. Fig. 2.2 shows a scheme of the
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spallation target for phase II.
The geometry of the lead target was studied in detail by Monte-Carlos simulations

using codes such as FLUKA [89] for considering the intensity, energy resolution, size,
purity and homogeneity of the neutrons beam. These simulations also took into account
the water moderator surrounding the lead. In phase I the geometry of the spallation
target had a total volume of 80× 80× 60 cm3 while in phase II the target is cylindrical
with 60 cm diameter and 40 cm length. To minimize the contamination of the neutron
beam with forward-peaked high-energy particles or gamma rays created in the spallation
reaction, the proton beam impinges with a tilt of 10◦ in the horizontal plane between
the neutron tube and the proton beam line.

Figure 2.2: Schematic of the sapallation target (left) and target assembly layout (right).

The moderator and the neutron tube are separated by a neutron exit window, Fig.
2.2 right. This window should be as light as possible to avoid the diffusion of neutrons
and be composed of a material with minimal neutron absorption. On the other hand, it
should be resistant to radiation, since the dose rates accumulated in one year could reach
106 Gray depending on the period of use. In addition, the window should be strong
enough to separate the water moderator from the neutron tube which is in vacuum
(pressure difference of 1.2 bar) and it should not deform (2 mm maximum deflection
allowed in the center) in order to ensure a constant moderation in the water. Under
these constraints the neutron exit window is made of aluminum with 80 cm diameter
and 1.6 mm thick, reinforced by a grid 5 cm thick with sides of 10 cm in length. The
struts of the grid have a thickness of 5.5 mm.

2.1.3 The neutron tube

The TOF tube starts directly behind the neutron exit window and ends about 200 m
away at the end of the escape line. The neutron tube is equipped with several tube
diameter reductions, two collimators and a sweeping magnet. A diagram of the TOF
tube is shown in Fig. 2.3. According to the diameter, the tube is divided into three
sections:

• The first section of 70 m long with 80 cm diameter.
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• The second section of 68.4 m long with 60 cm diameter.

• The third section of 61.6 m long with 40 cm diameter.

Several shielding elements were implemented to reduce the background due to the
interactions of the neutrons with the different materials of the facility and to avoid the
propagation of neutrons and other particles outside of TOF tube. After the first beam
tube reduction an iron shielding of 1.8 m embedded in 40 cm of concrete is placed to
moderate the very high energy neutrons. After the second reduction is located the first
collimator with 1 m of iron shielding embedded in concrete with a total thickness of 2 m.
In addition, after the sweeping magnet, which is placed at a distance of 145.4 m and
is used to remove all the remaining charged particles, a Muon shielding of 3 m of iron
was placed. Finally, the neutron tube crosses a 3.2 m thick concrete shielding before
arriving to the experimental area.

The neutron beam is shaped thanks to two collimators installed along the TOF tube.
The first collimator is located at 136.7 m from the spallation target. This collimator
is called "source screening collimator" (SSC) because it limits the neutron source area
seen by the sample and the number of neutrons reaching the second collimator. The
collimator is composed of 1 m of iron and 1 m of concrete and has 5.5 cm radius.

The second collimator is placed at 178 m from the spallation target. This collimator
is called "beam shaping collimator" (BSC). It limits the amount of beam intersecting the
sample avoiding also interactions with components very near the sample and limiting
the background in the experimental area. The diameter of the collimator can be chosen
between 18 mm (capture mode with 235 cm of iron plus 50 cm of borated polyethylene)
and 80 mm (fission mode with 50 cm of borated polyethylene plus 125 cm of iron plus
75 cm of borated polyethylene) to accommodate the needs of each measurement [90].

Figure 2.3: The Time-Of-Flight tube. All the distances are given from the target system
[91].

2.1.4 The experimental area

The experimental area or measuring station is located after a 3 m thick concrete baffle
which is placed just after the second collimator. This area starts at 182.5 m from the
spallation target and it extends up to 190 m. Monitors and detectors are installed in
this part. The vacuum in this area is between 1.4· 10−1 and 3· 10−2 mbar.
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After the experimental area, a concrete block baffle positioned at 190 m separates
the measurement station and the neutron escape line. This zone is used to avoid neutron
retrodifusion in the experimental area. The escape line have a length of 10 m and a
block of boron Polyethylene located at the end of the tube to absorb the neutrons.

2.1.5 The time-of-flight technique

The aim of the TOF technique is to deduce the kinetic energy of the neutron from the
time that the neutron takes to reach the sample from the source position. The kinetic
energy of neutrons En with a speed v = L/T can be expressed relativistically as

En = mc2

(
1√

1− β2 − 1

)
with β =

v

c
=

L

cT
(2.1)

Where L is the distance between the source and the sample, T is the time of flight, m
is the neutron mass and c is the speed of light. The first term of the series expansion
gives the classical expression for the neutron kinetic energy.

En =
1

2
mv2 = α2L

2

T 2
(2.2)

Taking the values for the speed of light c = 299792458 m/s and the neutron mass
m = 939.6 MeV/c2 we get

En =

(
72.298 · L

T

)2

(2.3)

when L is expressed in meters and T in microseconds.
For each pulse of the proton beam, see Fig. 2.4, a signal (pretrigger) emitted during

the acceleration of the protons initializes the acquisition.The acquisition will start at
the time tps which corresponds to the 0 instant of the acquisition system. As soon as
the proton pulse reaches the lead target, the neutrons are created at the time t0, they
travel a distance L and are detected at the time tn. The value for the time of flight is
given by T = tn − t0.

The tn instant is well known thanks to the detectors in the experimental area. How-
ever, the moment of creation of the neutrons after tps has a distribution. To measure this
instant we use the intense radiation called "gamma flash" which is created in the inter-
action of the proton beam with the spallation target at the same time as the neutrons.
The "gamma flash" is detected at a distance L from the lead target by the detectors
located in the experimental area at a time tγ. The instant of creation of the "gamma
flash" and therefore of the neutrons is t0 = tγ − Tγ, where Tγ is the time it takes for
light to travel a distance L, so t0 = tγ − L

c
. Therefore, the time of flight of the neutrons

is given by:

T = tn − tγ +
L

c
(2.4)
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Figure 2.4: diagram of the signals that take part in the measurement of the time of
flight of the neutrons for each proton pulse.

2.2 The total absorption calorimeter

The Total Absorption Calorimeter (TAC) at the n_TOF facility (CERN) is based on
the BaF2 calorimeter built at Forschungszentrum Karlsruhe [92]. The TAC is a 4π
detector with a high efficiency (∼ 100% to detect at least the signal of one gamma ray
from the cascade) segmented in 40 BaF2 crystals to detect simultaneously all the gamma
rays emitted in a cascade event. The division of a sphere in the TAC is done with 12
pentagonal and 28 hexagonal BaF2 crystals which cover 95% of 4π. The dimensions
of the crystal are 14 cm in diameter and 15 cm in thickness to stop gamma rays with
an energy of 10 MeV. Each crystal is connected to a photomultiplier and this module
is attached to an aluminum honeycomb structure, which holds the complete assembly.
In Fig. 2.5 one hemisphere of the TAC is shown. The sample is placed in the center
and after a neutron capture reaction emits gamma rays which are detected by the BaF2

detectors. Thanks to the segmentation of the detector it is possible to discriminate
against different reactions by putting conditions on the crystal multiplicity and the
total deposited energy of events registered by the TAC which will be explained in detail
in sec 3.1.

2.2.1 The neutron absorber

The main source of background in the TAC are the neutrons scattered by the sample
which interact with the different materials of the experimental setup to induce capture
reactions. To reduce the contribution of this background two layers of neutron absorber
are placed between the sample and the detectors. As mentioned in previous sections the
234U(n,γ) measurement was performed in phase I while the 236,238U(n,γ) measurements
belong to phase II, so the materials used for the neutron absorber are different.

The material 6LiH is best suited for the absorber because the hydrogen moderates
the neutrons while 6Li absorbs them by the reaction 6Li(n, α)T. However, 6LiH was
excluded for security reasons. In phase I the neutron absorber materials were carefully
selected by geant4 simulations. Finally, one layer consisted of carbon shells doped with
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Figure 2.5: One hemisphere of the TAC consisting of the BaF2 detectors, the neutron
beam tube and the neutron absorber.

10B wrapping each BaF2 crystal. The neutrons are captured through the 10B(n, α)7Li
reaction which is responsible for a well-known gamma ray line at 478 keV. The other
layer is a sphere composed of an inert non-flammable lithium salt C12H20O4(6Li2) encap-
sulated by 0.5 mm of Al. In phase II the sphere was composed of an inert non-flammable
borated polyethylene enriched to 5% of 10B [93]. Fig. 2.6 shows a hemisphere of these
two neutron absorbers.

Figure 2.6: One hemisphere of the C12H20O4(6Li2) neutron absorber used during the
measurement of 234U (left) and one hemisphere of the borated polyethylene neutron
absorber used for 236,238U (right).

2.2.2 Samples for the capture measurements

The knowledge of the characteristics of the samples are crucial because they play an
important role in the accuracy that can be reached in the measurement.

The sample of 234U, provided by the institute of physics and power engineering
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(IPPE) in Obninsk, is composed of 38.7 mg of U308 of which 32.7 mg are from 234U.
The purity of this uranium isotope is more than 99% but there is no detailed isotopic
and chemical information available. The sample has a diameter of 10 mm and is inserted
between two 0.15 mm foils of Al and encapsulated in 0.2 mm of Ti.

The sample of 236U was manufactured also by IPPE and it is composed by 399 mg
of U308 of which 338 mg correspond to 236U. The purity of the sample is 99.85% with
traces of 235U (0.05%) and 238U (0.1%). It has a 10 mm diameter and is encapsulated
in 0.25 mm of Al and two 25 µm Kapton foils.

The 238U metallic(tbc) sample was provided by the EC-JRC-IRMM [94] with a mass
of 6125 mg and an extreme purity of 99.999%. The traces in this sample are 234U
(< 1 ppm), 235U (∼ 11 ppm) and 236U (< 1 ppm). It is rectangular with dimensions of
∼ 53.90× 30.30 mm and it is envelopped inside a 20 µm aluminum and a 25 µm kapton
thick foils.

Each sample was placed in the middle of the TAC and aligned with the n_TOF
neutron beam center. The count rate is related with the mass of the sample being higher
for high areal density. The 236,238U samples are heavy enough to achieve count rates
which produce important dead time and pile-up effects. The analysis to minimize or
avoid these effects will be shown later. The characteristics of the samples are summarized
in Table 2.1.

Figure 2.7: The uranium samples used in the different measurements. Diagram of the
234U (left) and 236U (bottom) samples, and 238U sample (right).

2.2.3 Energy calibration and resolution

The sources for the energy calibration of the 40 BaF2 crystals were different for the
234U(n,γ) and 236,238U(n,γ) experiments. Here we only show the process for 236,238U(n,γ).
The procedure is the same for 234U(n,γ) but with sources of 88Y and 24Na.
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Table 2.1: Characteristics of the samples and experimental conditions for each measure-
ment.

234U(n,γ) 236U(n,γ) 238U(n,γ)

Mass (mg) 32.7 338 6125

Areal density
1.07× 10−4 1.09× 10−3 9.56× 10−4

(atoms/barn)

Surface (mm2) 78.54 78.54 1621.22

Encapsulation
0.15 mm Al 0.25 mm Al 20 µm Al
0.2 mm Ti 25 µm Kapton 25 µm Kapton

Purity 234U > 99 %

236U (99.85%) 238U (99.999 %)
235U (0.05%) 234U (< 1 ppm)
238U (0.1%) 235U (∼ 11 ppm)

236U (< 1 ppm)

Sn (MeV) 5.297 5.126 4.806

Detector resolution 13–17% 12–20% 12–20%

Pulse intensity
∼ 7× 1012 ∼ 7× 1012 ∼ 1× 1012

(protons per pulse)

Absorber C12H20O4(6Li2)
borated borated

polyethylene polyethylene

The energy calibration for 236,238U(n,γ) measurements were made with three sources
which give four different energy points covering a large part of the gamma energy range
of interest. These calibration sources were: 137Cs (Eγ = 0.662 MeV), 88Y (Eγ = 0.898
MeV, 1.836 MeV) and AmBe (Eγ = 4.44 MeV). The measurements with the calibrations
sources were performed without the neutron absorber. Fig. 2.8 shows the amplitude
spectra of the three sources for an individual detector with the fitted peak. The fitting
of the peaks was done with a Gaussian after adjusting the background contribution with
a polynomial

f(x) = A exp

(
−(x− µ)2

2σ2

)
·
nmax∑
n=0

anx
n (2.5)

where the order of the polynomial nmax varies to adjust better the background. A is
the amplitude, µ is the center of the Gaussian and σ is the standard deviation or the
half-width of the Gaussian. With this information we can assign an energy to each
channel given by µ and calculate the detector resolution from

∆E = FWHM = 2
√

2 ln 2σ ≈ 2.35σ (2.6)

A second order fit was used to obtain an accurate energy calibration for each crystal
as shown in Fig. 2.9 for one crystal. Several calibration measurements were taken at
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Figure 2.8: Spectra of the 137Cs, 88Y and AmBe sources used for the energy calibration
showing the sum of the fitted peak and the adjusted background. The three amplitude
spectra correspond to detector 14.
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Figure 2.9: Quadratic fit in red solid line for the calibration points obtained with a
Gaussian fits from the three calibration samples for detector 1. The blue solid line
corresponds to a linear fit which presents a worse adjust of the calibration points.

different times to account for a possible detector drift. However, we can appreciate from
Fig. 2.10 that the detectors were stable during the measurements. The drift in each
detector was below one channel which corresponds to about 70 keV so we can consider
the drift negligible.
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tion source on different times are compared. The vertical line shows the average center
of the peak and the dashed lines are placed one channel from the center.
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The detector resolutions (∆E/E) are shown for each detector in Fig. 2.11 using the
137Cs and 88Y sources. We can see larger values for the energy resolution of detectors 25
and 40 than for the others. The average energy resolutions of the TAC are 20.6% (0.662
MeV), 16.5% (0.898 MeV) and 11.7% (1.836 MeV). If we compare with the average
energy resolutions obtained for 234U(n,γ): 17% (0.662 MeV), 14.5% (0.898 MeV) and
10.1% (1.836 MeV) we note that the resolutions got worse in phase II due to the degra-
dation of detector performance. However, that was enough to discriminate between the
background and the events of interest.

2.2.4 Time calibration

The output signals coming from the 40 crystals of the TAC are grouped into 10 acqui-
sition crates each holding different flash-ADC modules and an internal clock. Although
the accuracy of the frequency is of the order of ppm, the deviations on time between
modules can give an important time offset. Therefore, a time calibration is necessary
to performe an accurate analysis.
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Figure 2.12: Time calibration of the internal clock of four different detectors using
detector 11 as reference. The detection time difference between the two gamma rays
emitted by the 88Y is fitted by a linear fit.

We use the 88Y source to calibrate the modules in time. The 88Y emits two gamma
rays considered instantaneous for the TAC so when a first gamma ray is detected by
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one detector taken as reference we can calculate the time delay for the second gamma
ray to be detected by another crystal. Fig. 2.12 shows the time calibration for some
detectors using detector 11 as a reference. The time calibration is done with a linear
fit. The different time at the beginning of the acquisition represents the offset which is
produced by different tripping times of the different flash ADCs. On the other hand,
the slope is due to the very small difference in the sampling rate of each flash ADC.

2.2.5 Data acquisition system

The n_TOF data acquisition system (DAQ) [95] digitizes the signals from 40 modules
with a 8 bits flash-ADC (analog to digital converters) operating at 500 MSamples/s.
The BaF2 signal induced from a detected photon is characterized by a fast and a slow
component with τfast = 0.7 ns and τslow = 630 ns, respectively. The slow component of
the BaF2 signal is produced by delayed fluorescence and phosphorescence. It takes the
most of the light output and is the origin of the pile-up and the dead time in the mea-
surement. The digital pulses are analyzed by a dedicated pulse shape analysis routine
(PSA) which fits the fast component with a Lorentzian and the slow component with an
exponential. All the information obtained from the PSA (time of flight, amplitude and
area for each crystal) and the zero suppresed raw data are stored on CERN’s advanced
storage manager (CASTOR) [96]. Finally, the extracted parameters for each signal are
written in a ROOT file for each run.
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Figure 2.13: Discrimination between different radiation sources from signals by PSA.
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An intrinsic background of the BaF2 crystal is produced by α emission from the
radium impurities, 226Ra. These signals lack fast component and can be discriminated
by PSA. Fig. 2.13 shows the contribution of the signals for the different radiation in the
BaF2. The α radiation is expected to have a low ratio between the fast amplitude (Afast)
and the integral (Qfit) of the signal due to the absence of the fast component in the
signal, while the gamma radiation is located at higher values of the ratio. Finally, the
noise is characterized by a low value of the ratio between the duration of the measured
and expected signal, that is, the signal from the noise quickly returns to the baseline.

2.2.6 Dead time and pile up

The dead time is the minimum time interval between two consecutive signals to identify
them as two different events. This effect results in the loss of counts in the TAC. On
the other hand, the pile-up takes place when two or more events are close in time and
their signals are registered as one signal making difficult its identification by the PSA.
The result is the loss of counts and a deposited energy equal to as much as the sum of
the signals.

The dead time and pile-up are effects which can appear in the dectector when the
counting rate is high. The counting rate of the measurement is related with the intensity
of the pulsed proton beam introduced in Sec. 2.1.1 and increases for higher intensities.
For the data analysis in this work we are interested to have the lowest count rate to avoid
or minimize the effects of the dead time and pile-up. In order to keep good statistics
for the data analysis we were able to use the usual nominal intensity of 7× 1012 protons
per pulse for both the 234U(n, γ) and the 236U(n, γ) experiment, while for the 238U(n,
γ) measurement we could use only intensity of ∼ 1× 1012 protons per pulse due to the
large mass of the sample.

The dead time is studied at the peak of the first resonance as representative of
the TAC response to capture events in each uranium isotope and to have a reasonably
constant count rate. For statistical reasons, the dead time per detector is approximated
to consider the average dead time of all the detectors. Using the interval time (t)
between consecutive events detected in a given crystal detector of the TAC we can
create an interval time distribution ∆T (t). To build ∆T a software threshold of 250 keV
with elimination of the α radiation and a noise suppression by rejecting events having a
short time over threshold with respect to the slow amplitude are applied. For 234U(n,γ)
these conditions were enough for the dead time analysis while for 236,238U(n,γ), due to
the degradation of detector performance, an interval time dependent term was added to
the noise removal criteria. This gave a much higher dead time of up to ∼ 6 µs for low
amplitude signals. The dead time was estimated by studying the interval time spectra as
a function of the second event deposited energy. Finally, ∆T (t) follows the expression:

∆T (t) = exp(a+ b · t) · 0.5 ·

[
1 +

2√
π

∫ t−y(E)
z(E)

0

exp
(
−x2

)
dx

]
(2.7)

For an ideal situation of a non-extendible dead time τ for Poisson-distributed events,
the distribution ∆T (t) would have the form

∆T (t) = exp(a+ b · t)U(t− τ) (2.8)
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where U is the unit step function. The deviation from a sharply defined dead time τ
is given by the error function which is normalized to have a function ranging from 0
to 1. The parameters y(E) and z(E) are two polynoms which give the dependence on
the energy of the second gamma deposited in the same crystal. In Fig. 2.14 the ∆T (t)
curve is shown for two different ranges of the second gamma energy and the fit of the
parameters y(E) and z(E).
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event deposited energy (top) and parameters y(E) and z(E) (bottom).
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2.3 Simulation Monte-Carlo of the TAC
geant4 is a toolkit which serves for the simulation of the interaction of particles through
matter using the Monte-Carlo method [97, 98]. It uses the programming language C++
which allows a flexibility in the parametrization of geometry and physical processes.
The reasons to simulate the TAC in geant4 are:

• Versatility in the modeling of volumes as detector geometry.

• The particle trajectory can be characterized with extensive physics models for the
transport of particles through matter.

• Powerful tracking capabilities.

• A great variety of physical processes with a larger set of particles.

In this work we are interested in the detailed treatment of electromagnetic inter-
actions which deals with the transport and detection of γ-rays. The physics processes
are modeled using the geant4 standard electromagnetic package [99]. This package
allows to simulate the different ways of interaction between photons and matter: the
photoelectric effect in which the photon is absorbed by an atomic electron, the Compton
effect in which the photon loses a part of its energy when it interacts with matter and
the pair production in which a positron-electron pair is produced after interaction.

2.3.1 TAC geometry in GEANT4

The TAC’s geometry has been modeled following the computer aided design (CAD)
drawings of the engineering design and direct measurements of the real geometry. There-
fore, the geant4 simulations of the TAC have a high fidelity with the real TAC. The
40 BaF2 crystals are simulated together with their photomultiplier tubes inside an alu-
minium housing. The two neutron absorbers are simulated using 10B for the capsules
enclosing the crystals and the corresponding (6Li or 10B based) material for the sphere
around the uranium sample. We used 6Li enriched for the 234U sample and borated
polyethylene for the 236,238U samples, as explained in Sec. 2.2.1. Finally, the simulated
geometry also includes the aluminium beam pipes in vacuum, the sample holder in the
middle of the TAC and the honey-comb structure that holds the complete assembly.
Fig. 2.15 shows the geant4 geometry for one hemisphere of the detectors and the
whole TAC.

However, the distances of each individual module from the centre of the TAC and
the density of the neutron absorber can not be determined with accuracy from a direct
measurement. This is because the distance varies slightly from module to module and
the density of the phase I absorber is not uniform. Therefore, simulations are necessary
to adjust these parameters as best as possible.

2.3.2 Determination of the radius of the TAC

The geant4 simulation of the TAC only allows the use of a single internal radius,
so the slight variation of the distance between each module will not be considered. To
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Figure 2.15: Hemisphere of the TAC (left) showing the BaF2 detectors, the beam pipe
and the neutron absorber. The geometry of the full TAC as implemented in geant4
(right).

determine the average distance of the modules from the sample in the centre of the TAC
some simulations are compared with the experimental data. We used the measurements
without the sphere of neutron absorber of the sources of 60Co, 24Na and 88Y after
subtraction of the background from a measurement without source. These sources emit
two successive γ-rays which are correlated with each other, so the simulations have to
take into account the angular correlation given by

W (θ) = 1 +
l∑

i=1

ai cos2i θ (2.9)

which determines the probability that a γ-ray is emitted along a given direction in a
solid angle Ω if the other γ-ray is emitted at an angle θ relative to the first. Explicit
calculations of the angular correlation of succesive γ-rays for all possible combinations
of pure dipole and quadrupole radiation are given by Hamilton [100] and Goertzel [101].
For the case of 60Co and 24Na the angular correlation is expressed by the equation from
ref. [102]

W (θ) = 1 +
1

8
· cos2 θ +

1

24
· cos4 θ (2.10)

and for 88Y
W (θ) = 1− 3

29
· cos2 θ. (2.11)

The left column of Fig. 2.16 shows the decay schemes of 24Na, 60Co and 88Y while in
the right column the comparison of the experimental data with the simulation is shown.
The normalization of the spectra was done by the total number of counts in the spectra.
The radius obtained for each source are:

R
24Na
TAC = 11.10 cm, R

60Co
TAC = 10.80 cm, R

88Y
TAC = 11.05 cm.
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Finally, as could be seen, the internal radius considered in the TAC is slightly different
for each source. Therefore, to get a radius that fits as good as possible all measurements
the adopted value of the radius of the TAC is determined by averaging the different
values obtained to

RTAC = 10.98 cm (2.12)

2.3.3 Determination of the density of the neutron absorber

As noted in Sec. 2.2.1, the neutron absorber was made of C12H20O4(6Li )2 for the
234U(n,γ) measurement. The given density of the absorber was 1.1 g/cm3. To verify
this value, the response produced by geant4 is compared with the experimental data
for 60Co. Fig. 2.17 (top) illustrates the results of the simulations with different density
values for the absorber. Finally, to reproduce the experimental data measured with the
neutron absorber, it is necessary to reduce the density by 60% of its nominal value.
On the other hand, the borated polyethylene neutron absorber for the 236,238U(n,γ)
measurements was well decribed with a density of 1.03 g/cm3 as seen in Fig. 2.17
(bottom).

2.3.4 Event reconstruction algorithm

The cascade events simulated by the dicebox and fifrelin codes are the input data for
the simulation of the transport and detection in the TAC. The input file consists of the γ-
ray energies and the multiplicity of each cascade. All these γ-rays are emitted randomly
inside the sample geometry in the middle of the TAC. The γ-rays belonging to the
same cascade are emitted isotropically and simultaneously, and transported by geant4
standard routines until they are completely detected or have escaped the simulated
"world" volume around the TAC set to 2 m. The output file of the geant4 simulation
collects the energy deposited in each BaF2 crystal and the crystal multiplicity. This
crystal multiplicity will be different from the multiplicity given by the dicebox and
fifrelin codes because the γ-rays could be lost or suffer Compton scattering in the
TAC.

So far each event is treated independently. In order for the simulation to be as close
as possible to the experiment carried out in the TAC at n_TOF some characteristics
have been included.

• We assumed an energy-dependent amplitude resolution for individual crystals
based on the study performed in Sec. 2.2.3. The amplitude resolution rang-
ing from about 10% to 17% for 234U(n,γ) depending on the detector while for
236,238U(n,γ) the amplitude resolution range from about 12% to 21% as was shown
in Fig. 2.11 for each detector.

• A threshold of 250 keV for 234,236,238U(n,γ) is set for all detectors to suppress the
low energy background (same as in the experiment).

• A capture event is considered to be a set of gammas which leave an energy higher
than the threshold in the BaF2 crystals in a time coincidence window of 20 ns.
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Figure 2.16: Decay scheme of 24Na, 60Co and 88Y (left). Response of the TAC without
neutron absorber compared to the simulation with specific values for the internal radius
(right).
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Figure 2.17: Comparison of the spectra obtained for 60Co using a density of the
C12H20O4(6Li )2 neutron absorber of 60% (red) and 100% (green) of its nominal value,
with the experimental data (top). Comparison of the spectra obtained for 88Y using
100% of the nominal density for the borated polyethylene neutron absorber (bottom).
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• The effect of dead time and pile-up in the cascade is assumed to influence the
spectra as explained in Sec. 2.2.6.

In the simulations, the dead time is computed using a Monte-Carlo technique. A
time interval according to a Poisson law for a given count rate is chosen with a random
number. The considered count rate is the number of capture reactions detected in the
sample per time unit, which is tuneable in the simulation, and which can be assessed
experimentally by counting all events detected in the TAC in the considered time win-
dow, assuming an 100% efficiency for the TAC response to capture events. Then, a
second random number is given following an uniform law. This second random number
is compared with the error function normalized between 0 and 1 of the eq. 2.7 corre-
sponding to the time interval given by the first random numbers, if this number is below
the normalized error function the event is kept but if it is above the event is lost.
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Figure 2.18: Comparison of Esum (left) and MSC (right) spectra from experimental data
and simulations for different count rates per pulse.

Finally, to estimate which count rate can be considered to have a negligible effect
of the dead time and pile-up, we compared the behaviour of the sum energy and multi-
step cascade spectra presented in Sec. 3.1 for different count rates with simulations.
In Fig. 2.18 the experimental data and simulations for 236U(n,γ) with different count
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rates are compared. The spectra are normalized by dividing by the integral in the
sum-energy spectrum for crystal multplicity mcr ≥ 2 between Esum = 4.9 − 5.3 MeV
which corresponds to the sum-peak. We observe that the simulations reproduce with
reasonable agreement the effect of the dead time and pile-up. The count rate limit
obtained with simulations below which the behaviour of the spectra are free from dead
time and pile-up are for 234U(n,γ) ∼0.35 counts/µs per pulse while for 236U(n,γ) and
238U(n,γ) due to a larger dead time from the degradation of detector performance the
count rate limit is ∼0.10 counts/µs per pulse. This count rate limit determines the
upper neutron energy limit of the resonance analysis of the present thesis to 150 eV in
Sec. 3.1

64



Chapter 3

Analysis and results

3.1 TAC responses from neutron capture reactions

In this chapter all the data analyses for the systems n + 234,236,238U are explained. After
a neutron capture reaction the compound nucleus is excited with an energy Ex equal to
the sum of the neutron binding energy Sn and the neutron energy En (Ex= Sn+En). It
decays to the ground state through a cascade of gamma rays or by internal conversion
where an electron is emmited. This process occurs in a very small time interval of a
few ns so the cascade events are reconstructed by taking gamma rays detected in the
BaF2 crystals in a time coincidence window of 20 ns. In addition, a software threshold
of 250 keV was set for all BaF2 detectors to suppress the low energy background. In this
section we only show the results most relevant to our purpose, for more details about
data processing for 234,236,238U(n, γ) reactions please refer to the thesis works performed
by W. Dridi [103], M.J. Vermeulen [104] and T. Wright [105].

3.1.1 Observables of the TAC

The experimental information from the waveforms of TAC signals are collected for each
detector. From the waveforms it is possible to extract the time of flight of the neutrons
tn, the signal pulse height related to the energy deposited in the crystal and the particle
type (alpha or gamma). From this information the observables used for the analysis can
be built:

• The time-of-flight spectrum which gives access to the resonance energy.

• The crystal multiplicity, mcr, corresponding to the number of hit crystals for each
detected cascade event.

• The cluster multiplicity, mcl, corresponding to the number of hit clusters (crystals
and all direct neighbouring crystals) in the cascade event. However, results using
mcr and mcl should be similar due to the large crystal size.

• The sum-energy Esum deposited in all detectors for each cascade event.
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• The multi-step cascade spectra (MSC) for each crystal multiplicity mcr, which are
the gamma-ray energy spectra for fully detected cascades.

The resonance structure which represents the excited levels of the compound nucleus
in 234,236,238U(n,γ) reactions are shown in the time-of-flight spectra of Fig. 3.1. The
blue shaded areas show the time windows used in the resonances for the data analysis
while the red shaded areas correspond to the time windows used for the background
subtraction. We only use resonances below 150 eV to stay under the count rate limit
estimated to keep the influence from dead time and pile-up discussed in Sec. 2.3.4
negligible and have enough statistic for the analysis. In addition, Fig. 3.2 shows the
Esum versus time of flight for 238U(n,γ). We can observe that all resonances are affected
by pile-up in the peak. To decrease the value of the count rate we have to choose a
time window on the tail of the resonance. In the range examined only s-wave resonances
are observed. Moreover, the structures of uranium resonances dominate in this range of
time of flight as no contamination from other isotopes is present.
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Figure 3.1: Time of flight spectra as a function of the count rate given per µs per pulse
with mcr ≥ 2 for 234,236,238U(n,γ). The top axis show an approximate energy scale. The
blue bars show the resonances used for the analysis while the red bars correspond to
the windows for the background subtraction. The energies and characteristics of the
resonances analysed for each sample can be found in the appendix A.

One of the advantages of the TAC is the ability to discriminate between different
types of reactions by choosing mcr and Esum [106]. Fig. 3.3 shows the Esum spectra
in the first resonance of the three uranium isotopes for different crystal multiplicity
criteria. The spectra present a sum peak with an energy corresponding to the Q value
of the reaction which for the neutron energy used in this work is approximately equal
to Sn. However, for 236,238U(n,γ) the sum peak is a bit lower than the Q value due to a
worse resolution of the detectors. Below the sum peak the spectra present a behaviour
produced by the gamma rays which escape from the TAC without leaving all their energy
in the crystals or are not detected, in particular when decaying by internal conversion,
and by the background. The background from the sample activity or other decays is
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TAC responses from neutron capture reaction
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Figure 3.2: Esum versus time of flight spectrum for 238U(n, γ). The red circles indicate
pile-up in the resonances where Esum is much larger than the neutron binding energy
(Sn = 4.8 MeV).

characterized by a low crystal multiplicity while electromagnetic cascades from neutron
capture reactions have a larger crystal multiplicity. We can see in Fig. 3.3 that the
mcr = 1 spectra (black lines) are dominated by a large number of counts going up
to 120 × 103 counts/bin below a sum energy of 1 MeV which we associate with the
background while for mcr ≥ 2 this background is essentially absent. For the present
study, only cascades with mcr ≥ 2 are considered to ensure that the background is
correctly subtracted. Finally, the MSC spectra and crystal multiplicity distribution will
be studied for events in a window at the sum peak between Esum = 5.0 − 5.6 MeV
for 234U(n,γ), Esum = 4.9 − 5.3 for 236U(n,γ) and Esum = 4.5 − 4.8 MeV for 238U(n,γ),
which correspond to nearly complete cascades. The normalization of all spectra is done
by dividing the spectra by the integral in the sum-energy spectrum for mcr ≥ 2 in the
above mentioned ranges.

3.1.2 Background of the TAC and its subtraction

The background subtraction is very important for an accurate analysis. Although two
layers of neutron absorber have been placed between the sample and the detector to
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Figure 3.3: Sum energy spectra for the first resonance of 234,236,238U(n,γ) for different
crystal multiplicity criteria.

reduce its contribution, the remaining background needs to be subtracted. The main
sources of background are correlated with the neutron beam which interacts with the
different materials of the experimental setup [107]:

• Gamma rays present in the neutron beam which are produced by neutrons cap-
tured in the hydrogen of the water moderator of the spallation target. This is
especially true for the 234U(n,γ) measurement, which was not performed using a
borated-water moderator which strongly suppresses the 2.2 MeV in-beam gamma
ray background.

• Gamma rays and neutrons emitted in the fission process at the sample. However,
in our case this is negligible because σf � σγ at low energy, as can be seen from
the fission and capture widths for the first resonances, shown in the appendix
table A1.

• Capture reactions produced in the sample canning, especially for the sample of
234U which is canned with Ti.

• Neutrons scattered in the samples and captured in the elements composing the
TAC and its environment. These captures take place in the neutron absorber 10B,
in the Ba isotopes of the crystals and in the Al structure of the TAC.

The 10B produces 7Li∗ after the (n,α) reaction which emits gamma rays of 0.478 MeV
while the other isotopes have a contribution corresponding to the Q value of the re-
action collected in table 3.1. In addition, the background is produced by the sample’s
radioactivity which can deposit energies up to a few MeV and the ambient background
dominated by 40K which emits gamma rays of 1.5 MeV.

In this section we only discuss the background to be subtracted from the spectra.
However, an exhaustive analysis of the background for these uranium isotopes has al-
ready been carried out in the thesis works [103, 104, 105]. All spectra corresponding
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TAC responses from neutron capture reaction

Table 3.1: Q values of the neutron capture reactions in the different material of the
facility and the samples of uranium.

Reaction Q (MeV) Reaction Q (MeV) Reaction Q (MeV)
1H(n,γ) 2.2 135Ba(n,γ) 9.1 234U(n,γ) 5.3

48Ti(n,γ) 8.1 137Ba(n,γ) 8.6 236U(n,γ) 5.12
50Ti(n,γ) 6.4 27Al(n,γ) 7.7 238U(n,γ) 4.8
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Figure 3.4: Background of the s-wave 1/2+ resonances for 234,236,238U(n, γ). The black
line corresponds to the Esum spectra without conditions for all mcr and the red line is
the background to be subtracted from each spectrum.

to each resonance region have been subtracted by a background estimated from the
spectra from neighbouring background regions after linear interpolation as shown in
Fig. 3.1. This method of background subtraction is very effective to reduce the different
components of the background and their contribution to the spectra. The Esum spectra
for all mcr of some s-wave 1/2+ resonances for 234,236,238U(n,γ) and the background to
be subtracted with this method are shown in Fig. 3.4. The other resonances used in
this work present similar background subtractions. The contribution of the sample’s
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radioactivity is more important for the sample of 234U and is significant up to ∼3 MeV.
This difference is because the sample of 234U has impurities of 232U in very small quan-
tities and it decays in a complex path to 208Pb with emission of two strong gamma rays
of 3.198 MeV and 2.614 MeV, among others. In addition, the background from the Ti
is only present for 234U(n,γ) because of its specific canning. Thus, for 236,238U(n,γ) the
contribution of the 27Al can be seen because this energy range is not dominated by the
Ti contribution. Studying the behaviour of the background in different resonances we
noted some variations, especially for the Ba isotopes in the BaF2 crystals for 234U(n,γ)
as seen in Fig. 3.4. The background due to 135,137Ba(n,γ) reactions are observed at
Er = 31.13 eV and higher resonances while for Er = 5.16 eV this range of energy is
dominated by the Ti isotopes in the case of 234U(n,γ). These differences are related to
a larger neutron scattering width Γn in the higher energy resonance and it follows the
resonant behaviour specific to the Ba capture cross sections. This behaviour occurs for
all the isotopes in the materials composing the experimental setup. In the background
subtraction of 238U(n,γ) we can see some differences with respect to the Esum spectra
after the sum peak. These differences are negligible and are produced by the pile-up
effect which was checked using other time window with lower count rate. Finally, the
method of background subtraction with the criteria on the crystal multiplicity ensures
a good elimination of the background in most spectra and keeps only the gamma rays
from the reactions of interest.

3.1.3 Comparison of different resonances

Resonances with the same spin and parity 1/2+ are compared between them to consider
possible fluctuations. As explained in previous subsections only part of the resonances
are studied to have a count rate below a limit estimated by the analysis of the dead time
and pile-up with simulations. Unfortunately for 238U(n,γ) not all resonances present
enough statistics for the data analysis while for 236U(n,γ) we need to choose a time
window with a count rate around 0.20 counts/µs per pulse so the influence of dead time
and pile-up on the spectra is negligible. In the appendix table A1 the energy Er, spin
and parityJπ, neutron width Γn, gamma witdh Γγ, fission width Γf and count rate for
the resonances used in each uranium isotope are collected.

In order to increase the statistics of the analysis we sum the spectra obtained in
both the low-energy and high-energy tails of the resonance. We only do the sum of
them in the resonances in which the spectra present similar behaviour. Fig. 3.5 shows
two representative cases in which the spectra in both tails of the resonance have different
trends. For 238U(n,γ) we note that the Esum spectra present a different behaviour related
to the accuracy of the background subtraction while the MSC spectra are similar in both
tails. On the other hand, for 236U(n,γ) we can observe differences in the spectra probably
related to the possible presence of a p-wave in the tail, the background subtraction or
the dead time effect.

Figs. 3.6, 3.7 and 3.8 show the Esum and MSC spectra for 234,236,238U(n, γ) after
summing the tails when possible. We can observe that these two observables present
notable fluctuations mainly attributed to the Porter-Thomas fluctuations (PTF) of pri-
mary transition intensities among the resonances. These fluctuations are stronger for the

70



Comparison of simulations and n_TOF measurements
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Figure 3.5: Comparison between Esum and MSC spectra for a given crystal multiplicity
of both the low-energy and the high-energy tails of the resonances at Er = 86.51 eV and
Er = 102.56 eV for 236,238U(n,γ) respectively.

MSC spectra with mcr = 2 because they are directly related with the primary intensity
and they decrease for higher crystal multiplicity. In addition, the crystal multiplicity
distributions shown in Fig. 3.9 present also important variations between resonances
related with PTF. Thus, to facilitate the analysis we will use the average spectra of the
resonances and the standard deviation which is representative of the fluctuations due to
PTF as seen as a reddish band in the figures.

3.2 Comparison of simulations and n_TOF measure-
ments

In this section we compare the experimental data of the three uranium isotopes pre-
sented before with the simulations given by dicebox and fifrelin, described in Sec.
1.3, to produce the gamma cascades and geant4, described in Sec. 2.3, to simulate the
transport and detection of these gammas with the complete TAC experimental setup.
This study will be mostly qualitative paying attention to the behaviour of the spec-
tra. In addition, as an attempt to quantify the agreement between simulations and
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Figure 3.6: Esum (left) and MSC (right) spectra of different resonances for each mcr

after background subtraction for 234U(n, γ). The reddish band represents the average
resonance spectra whose standard deviation is representative for the fluctuation of each
single resonance.
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Figure 3.7: The same as Fig. 3.6 for 236U(n, γ).
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Figure 3.8: The same as Fig. 3.6 for 238U(n, γ).
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Figure 3.9: Crystal multiplicity distribution for single resonances after background sub-
traction (solid line) and for average resonance (reddish band).

measurements we rely on a quantity ∆2
ν defined by:

∆2
ν =

1

ν

ν∑
i=1

(Ssim,i − Sexp,i)
2

∆S2
sim,i + ∆S2

exp,i
(3.1)

where Sexp and Ssim are the experimental and simulated spectra, ∆Ssim and ∆Sexp

correspond to the standard deviations of the spectra resulting essentially from the Porter
Thomas fluctuations, and ν is the degree of freedom. This coefficient of agreement will
be used to choose the simulation that best reproduces the experimental data when the
different LD models are combined with the PSF models and to synthetize the results of
several simulations.

First, in Sec. 3.2.1 we compare the TAC data with the phenomenological and semi-
microscopic models and parameters available in the literature. Then, in Sec. 3.2.2 we
propose a more detailed study using the dicebox code with PSF and LD combinations
which reproduce better the data while in Sec. 3.2.3 we compare with the results of
fifrelin. Finally, in Sec. 3.2.4 and 3.2.5 we study the sensitivity of the parameters in
the simulations and the relation between E1 and M1 PSFs.

3.2.1 Comparison with models and parameters from literature

The 234,236,238U(n, γ) reactions have already been studied from different experiments in
previous works. A combination of LD and PSF models, and parameters can be taken
from RIPL-3 database [21] in which only one SLO term for theM1 PSF is recommended,
or from recent original works, in particular:

• The analysis of d- and 3He-induced reactions on actinide targets performed at the
Oslo Cyclotron Laboratory (OCL) [6].
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• The measurement of multi-step gamma-ray energy spectra from resonant neutron
capture on uranium samples with DANCE calorimeter [7].

In both studies a sum of three SLO terms is adopted to describe the M1 PSF, one for
the SF and two for the SC mode. The E2 transitions are not included in those works.

The combination of LD and E1 PSF models considered are different for each anal-
ysis. From the RIPL-3 database we use the GLO model with two Lorentzians for E1
PSF while the BSFG VE05 model is used for the LD. The parameters for the PSF are
taken from 234U(n,γ) and extended to the other isotopes. The OCL analysis uses the
EGLO model with k0 = 1 which is identical to GLO model with a constant temperature
T = 0.2 MeV including one more Lorentzian around 7 MeV called pygmy E1 resonance.
The parameters are a fit to the experimental data from Caldwell et al. [76] for pho-
toneutron (γ,xn) and photofission (γ,f) cross sections. The LD proposed by OCL could
be described by a CT model with T = 0.4 MeV and a spin cut-off from Ref. [15] for the
BSFG model which takes a value of σc = 8.02 at the neutron separation energy. Finally,
the DANCE analysis concludes that a good reproduction of the experimental data is
provided by the MGLO model with k0 = 3 and a fixed temperature T = 0.5 MeV using
two Lorentzians and the CT VE05 model for the LD. The parameters for the PSF are
taken from fits of the photoabsorption cross section of 239Pu in ref. [34] and is scaled
by a factor 0.5. The PSF parameters used in the different calculations are collected in
Table 3.2.

In Fig. 3.10 we compare the experimental data with dicebox simulations using the
PSFs parameters taken from (i) the RIPL-3 database [21], (ii) the analysis of d- and 3He-
induced reactions at OCL [6] and (iii) the DANCE analysis [7]. The normalization of all
simulated spectra is done in the sum peak for the same conditions as experimental data.
We only show the Esum and MSC spectra for 234U(n, γ) as representative to get some
conclusions. The spectra for the other uraniums are shown in appendix B, Figs. B1 and
B2. The simulations are represented with a coloured band which indicates the standard
deviation due to different nuclear realizations. In addition, it is important to note that
the statistical uncertainties are much smaller than the standard deviation. Notable
differences can be observed between the results of the combinations and parameters of
LD and PSF in the literature:

• The RIPL-3 analysis presents large differences for both observables giving the
worst results.

• The OCL combination improves the trends of the simulation but differences still
exist. The improvement is produced by the introduction of the SC mode of the
M1 PSF which is responsible for the bump appearing in the middle of the MSC
spectra. However, the intensity of the E1 transitions with a contribution of the
pygmy resonance is high.

• The simulation performed with the combination from DANCE analysis gives a
good agreement with the experimental spectra for the three uranium isotopes.
This is achieved by decreasing the intensity for E1 strength which was scaled
by a factor 0.5 and by using the SC mode to describe the M1 transitions whose
parameters were adjusted to reproduce the data.
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Figure 3.10: Comparison of the Esum (left) and MSC (right) spectra for 234U(n, γ)
reactions of the n_TOF data with simulations using the LD and PSF models as recom-
mended in RIPL-3 database [21] (mustard), and as published from OCL [6] (pink) and
DANCE [7] (blue). The crystal multiplicity and sum energy conditions are specified in
the figures.
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Table 3.2: Parameters from RIPL-3 [21], OCL [6] and DANCE [7] for the PSFs.

E1 PSF M1 PSF

Model E (MeV) Γ (MeV) σ (mb) E (MeV) Γ (MeV) σ (mb)

11.11 1.12 243.3 – – –
RIPL-3 a) 13.41 4.98 426 – – –

– – – 6.61 4.00 2.35

11.40 4.20 572 2.15 0.80 0.45
OCL b) 14.40 4.20 1040 2.90 0.60 0.40

7.30 2.0 15.0 6.61 4.00 7.00

11.40 4.20 572 2.00 0.80 0.40
OCL c) 14.40 4.20 1040 2.80 1.20 0.30

7.30 2.0 15.0 6.61 4.00 7.00

11.28 2.48 325 2.15 0.80 0.60
DANCE a) 13.73 4.25 384 2.90 0.60 0.53

– – – 6.61 4.00 1.50

a) 234,236,238U(n,γ)
b) 234,236U(n,γ)
c) 238U(n,γ)

However, the E1 PSF used for OCL and DANCE contradicts the experimental values
of the PSF around GEDR energy from Caldwell et al. [76] as seen in Fig. 3.11.

On the other hand, we have studied the tabulated values of LD based on HFB
plus combinatorial model [24] presented in Sec. 1.1.5 and PSF from the D1M+QRPA
calculations with non-zero limit at low Eγ [69] shown in Sec. 1.2.5. The semi-microscopic
models have already been studied in ref. [69]. The LD for 238U(n,γ) is not renormalized
because the reproduction of the value D0 worsens while the values of the parameters
for the non-zero limit of the PSF are f0 = 1 · 10−10 MeV−4, E0 = 4 MeV, C = 1 · 10−8

MeV−3 and η = 0.8 MeV−1 for the three uranium isotopes. The comparison with the
Esum and MSC spectra of the n_TOF data is shown in Fig. 3.12, 3.13 and 3.14 for
234,236,238U(n, γ) respectively. We observe that for 236U(n, γ) the simulation produces
a good agreement with the experimental data while for 234U(n, γ) and 238U(n, γ) this
is only achieved for mcr ≥ 4. For lower crystal multiplicities, mcr ≤ 3, differences are
clearly visible in the MSC spectra of these two uranium isotopes and improvements can
still be done.

Finally, we study the TRW calculated by the simulations corresponding to the decay
of 1/2+ resonances at Sn for combination of LD and PSF present in the literature. The
results are collected in table 3.3. The evaluated values of Γγ present important varia-
tions depending on the reference used. The values from JEFF-3.3 and ENDF/B-VIII.0
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Figure 3.11: Comparison of the experimental PSF calculated from the photoabsorption
cross section around the GEDR energy for 234,236,238U(n, γ) from Caldwell et al. [76] with
the E1 PSF models used from the RIPL-3 database [21] (mustard) whose parameters
are taken from 234U(n, γ) and are used to the other isotopes, OCL [6] (pink) whose
parameters derived from (γ,x) cross sections on 236,238U by Caldwell et al. [76] and
DANCE [7] (blue) where parameters were taken from fits to 239Pu photoabsorption
cross-section data and scaled by a factor 0.5.

database were calculated by doing the mean value between the Γγ of the resonances
used in this work. The evaluated uncertainty is missing in those databases. The uncer-
tainty in the simulated values indicates the expected fluctuations of the TRW due to
different nuclear realizations produced by dicebox. It is observed that the phenomeno-
logical study from RIPL-3 understimates the values of the TRW for the three uranium
isotopes, while from OCL and DANCE the TRW are in a good agreement with some
reference for 236U(n,γ) but understimate them for the other two isotopes. Finally, the
semi-microscopic simulations give coherent values of the TRW with the evaluated ones
except perhaps for 234U(n,γ).

3.2.2 Improvement of models and parameters

Previous works in the literature using phenomenological models showed the importance
of introducing the SC mode in the M1 PSF and modifying the intensity of E1 and
M1 strengths in the simulations in order to reproduce the experimental data. In this
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Figure 3.12: Comparison of the Esum and MSC spectra for 234U(n, γ) reactions of the
n_TOF data with simulations from semi-microscopic models of LD based on HFB plus
combinatorial model [23] and PSF based on the D1M+QRPA calculations with non-zero
limit at low Eγ [69].

80



Comparison of simulations and n_TOF measurements

0 1 2 3 4 5 6
Sum energy (MeV)

0

10

20

30

3−10×

 = 5crm

0 1 2 3 4 5 6
sum energy (MeV)

20

40

60

80

100

3−10×

 = 4crm

0 1 2 3 4 5 6
sum energy (MeV)

50

100

150

3−10×

 = 3crm

0 1 2 3 4 5 6
sum energy (MeV)

50

100

150

3−10×

C
ou

nt
s/

bi
n

 = 2crm

0 1 2 3 4 5
Gamma energy (MeV)

0

20

40

60

3−10×

(MeV) < 5.3sum4.9 < E

 = 5crm

Sim. D1M+QRPA

Av. resonance

0 1 2 3 4 5

20

40

60

80

100

3−10×

 = 4crm

0 1 2 3 4 5

20

40

60

80

3−10×

 = 3crm

0 1 2 3 4 5

5

10

15

20

3−10×

C
ou

nt
s/

bi
n

 = 2crm
)γU(n,236

Figure 3.13: Same as Fig. 3.12 but for 236U(n, γ) reactions of the n_TOF data.
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Figure 3.14: Same as Fig. 3.12 but for 238U(n, γ) reactions of the n_TOF data.
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Table 3.3: Total radiation widths Γγ of s-wave resonances (1/2+) obtained with the
different combination of LD and PSF in the literature. The values from JEFF-3.3 and
ENDF/B-VIII.0 databases are calculated by doing the mean value between the Γγ of
the resonances used in this work and collected in table A1 of appendix A.

Γγ (meV)

Model n + 234U n + 236U n + 238U

RIPL-3 [21] 16.1(2) 12.9(2) 9.5(2)
OCL [6] 19.9(4) 20.4(6) 18.6(8)

DANCE [7] 22.0(5) 17.2(4) 15.9(6)

D1M+QRPA [69] 29.4(6) 21.1(5) 22.2(4)

Evaluation [108] 25.3(1) 23.4(8) 23.36(31)
Evaluation [109] 36.7(7) 23.4(8) 22.9(4)

JEFF-3.3 [110, 111] 26.5 21.2 22.5
ENDF/B-VIII.0 [112] 26.5 18.5 22.5

work we use the n_TOF data to select after an exhaustive search consistent models
and parameters for the E1 PSF and adjustment of the M1 strength in combination
with LD models. First, we study all possible PSF + LD combinations using the models
presented in Sec. 1.2 to find which ones present the best agreement with the experimental
data taking into account the coefficient of agreement ∆2

ν and then, we use the TRW
values to discriminate between simulations. Because hundreds of simulations have been
tested using the dicebox code, here we only show the conclusive and more interesting
combinations.

Study of level density (LD) and photon strength function (PSF)

From the E1 PSF models introduced in Sec. 1.2 the SLO is well known to not reproduce
the experimental observables in combination with any LD model independently of the
chosen parametrisation of the M1 PSF while the KMF model does not agree with the
experimental PSF around GEDR. Thus, we used the generalised ELO, GLO, EGLO
and MGLO E1 PSF models which agree with PSF data around the GEDR and paired
them with a suitable LD model allowed a satisfactory description of the experimental
data after adjusting the parameters of the M1 PSF and the k0 parameter.

The parameters for the E1 PSF for the different models are obtained by trying to
reproduce the experimental data as best as possible at GEDR (9 MeV - 16 MeV) from
Caldwell et al. [76] as seen in Fig. 3.15, while for the M1 PSF the parameters are
adjusted to reproduce the n_TOF experimental spectra. We define the generalised E1
models with two Lorentzians which is usual for actinides because the introduction of
the pygmy resonance in OCL combination in the previous section does not improve the
results, while for the M1 PSF a sum of three SLOs is adopted to describe it, one for the
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Table 3.4: Parameters of the PSFs. The E1 model is indicated in the first column while
for M1 and E2 strengths the SLO model is always used. The set of parameters E1 and
M1 PSFs can be used for the three uranium isotopes but for E2 PSF each isotope has
specific values calculated from ref. [46] which are shown under the table.

E1 PSF M1 PSF

E1 Model E (MeV) Γ (MeV) σ (mb) E (MeV) Γ (MeV) σ (mb)

ELO 10.90 2.30 398.0 2.15 0.80 0.25
(T (E)) 14.16 5.15 409.0 2.90 0.60 0.30

– – – 6.61 4.00 1.25

MGLO 10.90 2.30 358.0 2.15 0.80 0.98
(k0 = 1.8, 13.96 4.75 459.0 2.90 0.60 0.82

T = 0.3 MeV) – – – 6.61 4.00 3.05

MGLO 10.90 2.30 338.0 2.15 0.82 1.07
(k0 = 2.5, 13.96 4.75 490.0 2.90 0.65 1.04

T = 0.3 MeV) – – – 6.61 4.00 3.45

MGLO 10.90 2.30 328.0 2.15 0.95 1.30
(k0 = 3.0, 13.96 4.75 519.0 2.90 0.89 1.25

T = 0.3 MeV) – – – 6.61 4.00 3.95

MGLO 11.00 2.50 399.0 2.15 0.70 0.78
(k0 = 1.8, 14.11 4.22 452.0 2.90 0.80 0.98
T (E)) – – – 6.61 4.00 2.50

MGLO 10.85 1.94 315.0 2.15 0.70 0.90
(k0 = 2.5, 13.85 4.86 517.0 2.90 0.80 1.21
T (E)) – – – 6.61 4.00 2.85

MGLO 10.93 2.09 324.0 2.15 0.70 0.88
(k0 = 3.0, 14.06 4.74 542.0 2.90 0.80 1.28
T (E)) – – – 6.61 4.00 3.10

a) 234U(n,γ) E2 parameters: E = 10.21 MeV, Γ = 1.18 MeV, σ = 1.70 mb.
b) 236U(n,γ) E2 parameters: E = 10.18 MeV, Γ = 1.13 MeV, σ = 1.72 mb.
c) 238U(n,γ) E2 parameters: E = 10.15 MeV, Γ = 1.09 MeV, σ = 1.77 mb.

SF mode and two for the SC mode as in the OCL and DANCE analysis. The parameters
for energy, width and cross section of the PSFs are collected in table 3.4 for the different
models. In this work the E2 transitions are included in the simulations by taking the
SLO model with one Lorentzian whose parameters are taken from ref. [46]. However,
its influence is negligible. Finally, we only show the spectra obtained for LDs VE09
because they present comparable results to those obtained with LDs VE05. In addition,
the CGCM model will not be used because it is equivalent to the CT formula as is shown
in Sec. 1.1.6 because the excitation energies Ex of the three uranium isotopes are close
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Figure 3.15: Comparison of the PSF formulas used for the simulations with ELO and
MGLO with different k0 values and T = 0.3 MeV. Experimental data of the PSF from
Caldwell et al. [76].

to Sn (Ex > Sn − 2 MeV).
The ELO model with energy dependent temperature is combined with the BSFG

and CT VE09 models and shown in Fig. 3.16 for 234U(n,γ). The trends of the Esum
and MSC spectra are reproduced for both simulations but slight differences can be
observed. The 236,238U(n,γ) spectra present the same conclusion. In addition, to choose
which combination best reproduces the experimental data we use the ∆2

ν of the Esum
and MSC simulated spectra which are shown in Fig. 3.18. The MSC spectra show
the single gamma energies for complete cascades while the Esum spectra depend on the
energy deposited in the crystals and how the gamma rays escape from the TAC. We can
observe that the Esum spectra show a higher ∆2

ν than MSC because its results are more
sensitive to the simulated geometry, materials, position of the source, and the resolution
of the detector among others. Finally, despite the fluctuations between multiplicities
there is a clear trend that the combination of the ELO model with BSFG produces a
lower ∆2

ν than with CT for both observables. On the other hand, the mean value and the
standard deviation of the crystal multiplicity distribution are collected in table 3.5 for
each uranium isotope. We can observe again that the experimental crystal multiplicity
distribution is always best reproduced for the BSFG combination. Finally, for the ELO
model of the PSF we can conclude that BSFG obtains better results than CT as LD
when analysing the different observables.

Conversely, performing an analysis similar to the previous one, the GLO, EGLO and
MGLO models are in reasonable agreement with experimental data when the CT model

85



0 1 2 3 4 5 6
Sum energy (MeV)

0

10

20

30

40

3−10×

 = 5crm

0 1 2 3 4 5 6

20

40

60

80

3−10×

 = 4crm

0 1 2 3 4 5 6

20
40
60
80

100
120

3−10×

 = 3crm

0 1 2 3 4 5 6

20

40

60

3−10×

C
ou

nt
s/

bi
n

 = 2crm

0 1 2 3 4 5
Gamma energy (MeV)

0

20

40

60

80

100

3−10×

 = 5crm

(MeV) < 5.6sum5 < E

ELO+CT VE09
ELO+BSFG VE09

Av. resonance

0 1 2 3 4 5

20
40
60
80
100
120

3−10×

 = 4crm

0 1 2 3 4 5

20

40

60

3−10×

 = 3crm

0 1 2 3 4 5

5

10

15

20

3−10×

C
ou

nt
s/

bi
n

 = 2crm )γU(n,234

Figure 3.16: Average Esum and MSC spectra of 1/2+ resonances in 234U(n,γ) compared
with simulations using ELO model for PSF with CT VE09 (mustard) and BSFG VE09
(pink) for LD.
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Figure 3.17: The same as Fig. 3.16 but using MGLO with k0 = 1.8 and T = 0.3 MeV.
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is used while getting a bit worse results for BSFG as LD. In this work, the case for
MGLO only is shown because the GLO and EGLO models produce similar results when
modifying the parameters slightly. Fig. 3.17 shows the simulated spectra for MGLO
with k0 = 1.8 and fixed temperature T = 0.3 MeV for both LD formulas. In this case the
mean value and the standard devation of the crystal multiplicity distribution in table
3.5 produces a better result for CT while the study of the ∆2

ν of the simulations for
Esum and MSC spectra in Fig. 3.18 presents mainly lower values for CT than for BSFG.
Therefore, we can conclude that the MGLO model of the PSF produces better results
in combination with CT as LD.

Table 3.5: Mean value and standard deviation of the crystal multiplicity distribution for
each combination of PSF and LD of 234,236,238U(n,γ) reactions and experimental values
calculated from average resonance spectra.

Model 234U(n,γ) 236U(n,γ) 238U(n,γ)

PSF LD [VE09] Mean Std dev Mean Std dev Mean Std dev

ELO BSFG 3.49(1) 1.06(1) 3.29(3) 1.02(2) 3.22(1) 1.00(1)
ELO CT 3.39(1) 1.06(1) 3.23(3) 1.01(2) 3.13(1) 0.98(1)

MGLO BSFG 3.62(1) 1.09(1) 3.41(3) 1.05(2) 3.34(1) 1.02(1)
MGLO CT 3.51(1) 1.08(1) 3.34(3) 1.03(2) 3.24(1) 1.02(1)

Experimental data 3.56(1) 1.09(1) 3.34(3) 1.05(2) 3.22(1) 1.02(1)

Study of the total radiative width (TRW)

As an additional constraint in the search of the best combination, we use the results
of the TRW of s-wave resonances (1/2+) at energy Sn obtained from simulations pre-
sented above for ELO and MGLO models. The values of the TRW calculated with the
spread due to different nuclear realizations and a list of evaluated values from difference
references are collected in table 3.6. We can draw important conclusions by analyzing
separately the LD and PSF models.

Looking at the dependence with respect to LD, the TRW calculated with BSFG
is always higher than when using the CT model. This behaviour is expected because
BSFG increases the number of levels faster than CT below Sn. In addition, depending
on which of the two versions of LD studied in this work (VE05 and VE09) we can see
also small differences. These variations are produced by the different spin cut-off σc
parameter used in both formulas which gives a slightly different behaviour below Sn,
and for CT a different s-wave D0 value as seen in Sec. 1.1.6. Thus, the TRW is very
sensitive to the model of LD used.

Regarding the PSF, the TRW presents also important differences between ELO and
MGLO models of E1 with adjusted M1 PSFs. The TRW calculated using ELO model
gives always a lower value than the one calculated by MGLO. This behaviour is produced
because the E1 strength is higher for the MGLO model below Sn than for ELO model as
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Table 3.6: Total radiation widths Γγ of s-wave resonances (1/2+) obtained with different
models of PSF and LD. The MGLO model has a constant temperature of T = 0.3 MeV.
The values from JEFF-3.3 and ENDF/B-VIII.0 databases are calculated in the same
way as table 3.3.

Model Γγ (meV)

PSF LD n + 234U n + 236U n + 238U

ELO BSFG VE05 15.9(3) 12.9(2) 9.3(2)
ELO BSFG VE09 16.7(2) 14.2(2) 9.7(3)
ELO CT VE05 8.3(3) 6.2(2) 5.6(2)
ELO CT VE09 7.9(2) 5.9(2) 4.4(9)

MGLO (k0 = 1.8) BSFG VE05 51.5(7) 43.2(7) 32.7(7)
MGLO (k0 = 1.8) BSFG VE09 53.0(6) 47.0(5) 33.6(9)
MGLO (k0 = 1.8) CT VE05 27.1(7) 21.1(4) 19.5(7)
MGLO (k0 = 1.8) CT VE09 25.2(5) 19.7(6) 15.4(3)

MGLO (k0 = 2.5) CT VE05 32.4(9) 25.1(6) 23.2(9)
MGLO (k0 = 2.5) CT VE09 30.3(7) 23.4(7) 18.3(3)

MGLO (k0 = 3) CT VE05 41(1) 32.3(7) 29.9(9)
MGLO (k0 = 3) CT VE09 38.8(9) 30.0(7) 23.5(4)

Evaluation [108] 25.3(1) 23.4(8) 23.36(31)
Evaluation [109] 36.7(7) 23.4(8) 22.9(4)

JEFF-3.3 [110, 111] 26.5 21.2 22.5
ENDF/B-VIII.0 [112] 26.5 18.5 22.5

seen in Fig. 3.15. Finally, we can see that the TRW obtained for the ELO combinations
produce always a lower value of the TRW than the evaluated ones while for the MGLO
model with k0 = 1.8 and T = 0.3 MeV presents a better agreement with TRW in
combination with CT model. In addition, for MGLO we can change the value of TRW
by a modification of the parameter k0.

To reproduce any evaluated value of TRW for the three reactions of this work we
modify the parameter k0 of the MGLO model. We only show two more simulations using
CT VE05 and CT VE09 but a similar study can be done for, CGCM or other LD models
which reproduces the experimental data. The TRW for 238U(n,γ) from different refer-
ences gives a stable value around 23 meV. As said before the TRW increases for higher
intensity of the PSF, so we have to increase the k0 parameter for 238U(n,γ) because they
presented a lower TRW with respect to the evaluated ones by using k0 = 1.8. Finally,
the TRW can be well calculated for 238U(n,γ) using a value of k0 = 3 and adjusting the
parameters of E1 PSF to fit the experimental data at GEDR and the parameters of M1
PSF to reproduce the experimental data as shown in Fig. 3.20 for CT VE09 as LD. In

90



Comparison of simulations and n_TOF measurements

0 1 2 3 4 5 6
Sum energy (MeV)

0

10

20

30

3−10×

 = 5crm

0 1 2 3 4 5 6
sum energy (MeV)

20

40

60

80

100

3−10×

 = 4crm

0 1 2 3 4 5 6
sum energy (MeV)

50

100

150

3−10×

 = 3crm

0 1 2 3 4 5 6
sum energy (MeV)

50

100

150

3−10×

C
ou

nt
s/

bi
n

 = 2crm

0 1 2 3 4 5
Gamma energy (MeV)

0

20

40

60

3−10×

 = 5crm

(MeV) < 5.3sum4.9 < E

Sim. CT VE09

Av. resonance

0 1 2 3 4 5

20

40

60

80

100

3−10×

 = 4crm

0 1 2 3 4 5

20

40

60

80

3−10×

 = 3crm

0 1 2 3 4 5

5

10

15

20

25

3−10×

C
ou

nt
s/

bi
n

 = 2crm )γU(n,236

Figure 3.19: Esum and MSC of 1/2+ resonances in 236U(n,γ). The reddish band his-
tograms correspond to the average experimental data from different resonances. The
mustard band is the simulations with MGLO model with k0 = 2.5 and T = 0.3 MeV for
PSF and CT VE09 for LD.
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Figure 3.20: The same as Fig. 3.19 for 238U(n,γ) using k0 = 3 .
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Figure 3.21: Comparison of the simulated crystal multiplicity distribution with the ex-
perimental data using MGLO with k0 = 1.8, 2.5 and 3.0 for 234,236,238U(n,γ) respectively.

addition, we show in Fig. 3.19 other simulation by using a value of k0 = 2.5 for 236U(n,γ)
which presents a good agreement with the TRW from Mughabghab [108, 109] and with
the experimental spectra for CT VE09 as LD. The parameters for these simulations are
collected in table 3.4 and as mentioned in the previous section for MGLO with k0 = 1.8
the simulations can reproduce the experimental data for the three uranium isotopes ob-
taining comparable results of the ∆2

ν . In addition, the crystal multiplicity distribution
for each uranium are shown in Fig. 3.21 presenting a good agreement with the trend of
the experimental data.

We could conclude that for CT VE09 as LD the TRW and the n_TOF experimental
spectra are reproduced for 238U(n,γ) by using k0 = 3 because the TRW presented slight
variations between the references. However, for the other two isotopes the k0 depends
on the reference used. For 234U(n,γ) we should use a k0 between 2.5 and 3 to reproduce
the TRW from ref. [109] while for the other references the TRW are reproduced by
using a k0 = 1.8. For 236U(n,γ) a good value of TRW from JEFF-3.3 and ENDF/B-
VIII.0 databases is calculated by using a k0 = 1.8 but for refs. [108, 109] a k0 = 2.5
is needed. However, if we use the CT VE05 as LD we find that the simulations need
a lower k0 value for each isotope in order to present a good agreement with the TRW,
for instance 238U(n,γ) gives a good results for k0 = 2.5 by using CT VE05. This
indicates that the intensity of the PSFs is strongly related to the LD formula used in
the simulation. In general, it seems that MGLO model with k0 = 1.8 and CT model
is the only combination that produces TRW more or less consistent with the evaluated
values for the three isotopes.

3.2.3 Comparison with FIFRELIN

As was introduced in Sec. 1.3.2 the fifrelin code uses default values for the Ecut−off ,
binning width and Ebin. We checked the validity of these default parameters in the
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simulations in order to study their sensitivity in the results. To test the influence of
Ecut−off we compare two simulations of fifrelin, one using the default Ecut−off value
and the other with Ecut−off = Ecrit, for 238U(n,γ) as a representative case because the
largest difference between these energies is observed for this reaction. We can observe in
Fig. 3.22 that the relative differences between both simulations are around 1 in average
for the Esum and MSC spectra. These results indicate that the choice of Ecut−off does
not impact the simulation if its value is below the energy where the LD starts to decrease
by lack of experimental information.
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Figure 3.22: Ratio between simulations done with fifrelin for Ecut−off = 0.373 MeV
from RIPL-3 default value and Ecut−off = Ecrit = 0.830 MeV.

Now, we study the influence of the bin width in the simulations. For that we analyze
also the single gamma spectra of the simulated cascades which are shown in Fig. 3.23
(top-left) for the 238U(n,γ) reaction. We can observe that fifrelin decreases the number
of gammas and presents an unrealistic high peaks structure below ∼ 1.6 MeV when the
default value of 10 keV for the binning width is used. This behaviour is produced
because the 10 keV energy bins in the treatment of the continuum region lead to an
abrupt change compared to the discrete representation of levels. This problem can be
solved by decreasing the value of the binning of the continuum region to 1 keV. However,
results of the full simulations with a binning of 10 keV and 1 keV are identical as seen
in Fig. 3.23 (bottom) where the relative differences between both simulations are also
around 1 in average for all spectra. This is because the energy grid used to plot the
Esum and MSC spectra is broad and these peaks of ∼ 10 keV width will disappear when
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we use the same grid for single gamma spectra as seen in Fig. 3.23 (top-right). The
same results are obtained if instead of changing the binning width we increase the Ebin
up to coincide with Sn. However, the simulation time is greatly increased when bins of
1 keV width or higher Ebin are used. After testing the influence of all default parameters
in the fifrelin code, we can conclude that the simulated spectra for fifrelin remain
unchanged for different values of Ebin, the bin width in the continuum region and Ecut−off
as long as it is below the energy where the experimental LD starts missing levels. For
the next results we use the default values proposed by fifrelin for these parameters
in order to decrease the simulation time.

On the other hand, fifrelin considers PSF = EGLO and LD = CGCM default
models in fission calculations (deexcitation of fission fragments). To test the validity of
these options against our experimental neutron capture data on actinides, we compare in
Fig. 3.24, 3.25 and 3.26 the simulated spectra using these default parameters and models
with the simulated spectra using the parameters proposed in table 3.4 for the MGLO
model with T = 0.3 MeV and k0 = 1.8, 2.5 and 3.0 for 234,236,238U(n,γ) respectively, and
keeping CGCM as LD. We can observe that the simulation with modified PSF reproduce
better the trend of the experimental data than default PSF as expected because RIPL-3
does not introduce the SC mode in the definition of the M1 PSF which is responsible
for the bump appearing in the middle of the MSC spectra.

Finally, we compare the results obtained from dicebox with the simulations of
fifrelin using the same model and parameters for PSF and LD. Fig. 3.27 shows the
results for the Esum and MSC spectra obtained with both codes for 238U(n,γ). We
can observe little differences in the trend of the spectra but mostly we get the same
results. Both codes reproduce the trend of the experimental data. To understand the
source of these differences we study the parameters involved in the simulation of the
cascade. Firstly, In Fig. 3.28 the influence of the internal conversion is shown. If the
cascade is complete the sum of the gamma-ray energies has to be the Q value of the
reaction that for the neutron energy used in this work corresponds to Sn (∼ 4.8 MeV
for 238U(n,γ)). However, if there is an internal conversion the sum of the gamma-ray
energies in the cascade will be lower than Sn because part of the energy is carried
away by an electron. We can see that the influence of internal conversion estimated
with dicebox and fifrelin is similar. Secondly, as explained in Sec. 1.3.2 the spin
distribution is normalized by the integral of the distribution in the fifrelin simulation.
However, the differences in the calculation of the D0 are negligibe with D0 = 18.26 eV
for fifrelin with a normalized f(E, J) and D0 = 18.28 eV using directly f(E, J)
from eq. 1.2, so it is not the main source of the variations in the results. Finally, we
study the nuclear level scheme used in fifrelin which is taken directly from RIPL-3
database and we note some differences compared to the one used in dicebox taken from
ENSDF database. For instance, the nuclear levels with energies 0.098 MeV, 0.222 MeV,
0.226 MeV, 0.302 MeV, 0.307 MeV, 0.373 MeV, 0.499 MeV, 0.695 MeV, 0.702 MeV and
0.796 MeV below Ecrit do not have transitions for the fifrelin level scheme and the
branching intensities from these levels are simulated with PSF and LD models, while
guess transitions are imposed in dicebox. It is important to mention that most of
these levels have a spin higher than 7/2, so their feedings in the simulated cascade are
negligible. In addition, fifrelin includes experimental levels at 0.020 MeV, 0.194 MeV,
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Figure 3.23: Single gamma spectrum for neutron capture events generated with fifre-
lin for a binning of 10 keV and 1 keV. The left spectra are plotted with ∼ 10 keV
grid while right used ∼ 100 keV grid (top). Ratio between the simulations done with
fifrelin for a binning of 10 keV and 1 keV for Esum and MSC spectra (bottom).

96



Comparison of simulations and n_TOF measurements

0 1 2 3 4 5 6
Sum energy (MeV)

0

10

20

30

40

3−10×

 = 5crm

0 1 2 3 4 5 6

20

40

60

80

100

3−10×

 = 4crm

0 1 2 3 4 5 6

20

40

60

80

100

3−10×

 = 3crm

0 1 2 3 4 5 6

20

40

60

3−10×

C
ou

nt
s/

bi
n

 = 2crm

0 1 2 3 4 5
Gamma energy (MeV)

0
20
40
60

80
100

3−10×
(MeV) < 5.6sum5 < E

 = 5crm

FIFRELIN default
FIFRELIN modified
Av. resonance

0 1 2 3 4 5

20
40
60
80
100
120

3−10×

 = 4crm

0 1 2 3 4 5

20

40

60

3−10×

 = 3crm

0 1 2 3 4 5

5

10

15

20

3−10×

C
ou

nt
s/

bi
n

)γU(n,234 = 2crm

Figure 3.24: Comparison between a simulation using default parameters and models
(PSF = EGLO and LD = CGCM) and a simulation using the modified parameters for
the PSF collected in table 3.4 and MGLO with k0 = 1.8 and T = 0.3 MeV in combination
with CGCM for 234U(n,γ). The crystal multiplicity and sum energy conditions are
specified in the figures.
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Figure 3.25: Same as Fig. 3.24 but using k0 = 2.5 for 236U(n,γ).
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Figure 3.26: Same as Fig. 3.24 but using k0 = 3.0 for 238U(n,γ).
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Figure 3.27: Comparison between simulations for 238U(n,γ) with fifrelin and dicebox
codes using MGLO with k0 = 3.0 and CT VE09. The scheme of the experimental nuclear
levels are taken from RIPL-3 for fifrelin and from ENSDF for dicebox.
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Figure 3.28: Comparison of the internal conversion effects for dicebox and fifrelin.

0.498 MeV and several other levels (around 70) above Ecrit. Fig. 3.29 shows the feeding
of the experimental nuclear levels when the initial level of the transition corresponds to
other experimental level below Ecrit considered in the simulation of the gamma cascades
by fifrelin and dicebox whose values are collected in table 1.2 for each uranium
isotope. We can observe some differences between both codes produced by nuclear
levels considered from different nuclear databases as said before for 238U(n,γ). For the
case of 236U(n,γ) we can apply the same logic, for instance the feeding of the three
levels from fifrelin between 0.4 MeV and 0.6 MeV which do not appear for dicebox
are produced from the level at 0.7180 MeV which is not considered in dicebox code.
Finally, the simulations for 234U(n,γ) present the most similar behaviour between the
two codes because the description of the experimental nuclear levels is very similar. In
addition, we compare the value of the TRW calculated by dicebox and fifrelin for
the same PSF + LD simulation. The values of the TRW are collected in table 3.7. We
can appreciate also little differences between both codes caused by the differences in the
nuclear level scheme used.

We can conclude that both fifrelin and dicebox are satisfactory for simulating
the γ-cascade, but the default use in fifrelin of the RIPL-3 database for the definition
of the nuclear level scheme and PSF parameters are not favorable for a good agreement
with the experimental data.
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Figure 3.29: Feeding of the experimental levels from other experimental levels in the
simulation of the gamma cascade for dicebox and fifrelin.

Table 3.7: Total radiation widths Γγ of s-wave resonances (1/2+) obtained with same
models of PSF and LD for dicebox and fifrelin.

Γγ (meV)

MC code n + 234U n + 236U n + 238U

dicebox 25.2(5) 23.4(7) 23.5(4)
fifrelin 24.6(1) 23.1(2) 23.7(1)

3.2.4 Sensitivity of the parameters

In this section we study the sensitivity of the PSF parameters to the TRW and the
influence in the spectra. We only show the analysis for 238U(n,γ) as a representative
example. The combination used is MGLO with k0 = 3 and T = 0.3 MeV as PSF, and
CT VE09 as LD. However, similar results were obtained for the other isotopes regardless
of the k0 value.

Fig. 3.30 shows the behaviour of the TRW given by dicebox with respect to a
Γγ,ref , that in this case is 23.5 meV, for changing in a maximum of ±50% range the
three parameters of the Lorentzians which define the PSF of the 238U(n,γ) reaction. We
can observe that the TRW increases its value very quickly for lower values of the E
parameters while for higher values the TRW decreases more slowly. On the other hand,
the TRW presents a similar behaviour for Γ and σ parameters increasing for higher
values and decreasing for lower values of the parameters in a similar way. The trends of
the TRW show a higher sensitivity to the E parameters while the Γ and σ parameters
present a similar sensitivity although slightly less for σ. In addition, we study the slope
of the curve in a range of 1% in which a linear fit can be made and results are collected
in table 3.8. For both E and Γ parameters the most sensitive is the second Lorentzian of
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the E1 PSF while for σ it is the first Lorentzian at 2.15 MeV which defines the SC mode
of M1 PSF. In addition, the three parameters of the Lorentzian for SF mode and the
second Lorentzian for SC mode present similar slope, so for M1 PSF the most sensitive
parameters correspond to the first Lorentzian of the SC mode.

Table 3.8: Sensitivity coefficients of the TRW to the parameters of the PSF.

E1 PSF M1 PSF

Isotope ∂Γγ
∂E
· Eref

Γγ,ref

∂Γγ
∂Γ
· Γref

Γγ,ref

∂Γγ
∂σ
· σref

Γγ,ref

∂Γγ
∂E
· Eref

Γγ,ref

∂Γγ
∂Γ
· Γref

Γγ,ref

∂Γγ
∂σ
· σref

Γγ,ref

234U(n,γ)
-0.9(2) 0.33(9) 0.17(2) -0.6(1) 0.21(4) 0.14(3)
-1.3(2) 0.44(8) 0.22(4) -0.8(2) 0.30(5) 0.37(6)

– – – -0.4(1) 0.12(2) 0.11(2)

236U(n,γ)
-0.9(3) 0.33(9) 0.17(4) -0.5(1) 0.19(7) 0.13(4)
-1.4(4) 0.5(1) 0.25(6) -0.8(3) 0.29(8) 0.36(9)

– – – -0.4(1) 0.11(3) 0.11(3)

238U(n,γ)
-0.8(1) 0.28(4) 0.14(2) -0.37(6) 0.19(3) 0.11(2)
-1.3(3) 0.45(7) 0.22(4) -0.9(2) 0.33(6) 0.38(7)

– – – -0.48(8) 0.14(2) 0.13(3)
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Figure 3.30: Behaviour of the TRW by changing the three parameters of the Lorentzians
of the PSF in a range of ±50%. The reference values of the parameters are collected in
table 3.4 for the MGLO model with k0 = 3 and T = 0.3 MeV.

In this work we propose a study of the range of the parameters in which the results
remain similar to the ones presented in previous sections by putting restriction in the
coefficient of differences ∆2

ν of the simulations. We consider the simulations presented
before as references to compare with the simulation with changed parameters. If ∆2

ν >
0.40 we suppose that the simulation present enough differences with respect to the
original one to discard it. The limit value of ∆2

ν was taken by comparison of a lot
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of simulations with modified parameters. However, we always need the support of
the spectra. To reduce the number of free parameters involved in the simulation we
consider that the E1 PSF is fixed to experimental data at GEDR. We note that most
of the parameters need large changes to affect the spectra, but when many parameters
are modified in the same direction the impact on the spectra is greater. We neglect the
correlations in this study and the ranges in the parameters may be overestimated. After
a large number of simulations using different set of parameters we can estimate the range
for each parameter ofM1 PSF collected in table 3.9, in which the spectra do not change
with respect to the reference ones and are in a good agreement with the experimental
data. We observe that the peak positions of the SC mode present the lower ranges
because these two parameters are highly sensitive at low crystal multiplicity. Fig. 3.31
shows the MSC spectra for 236U(n,γ) where the values of the peak positions of the SC
mode are modified from E1 = 2.15 MeV to E1 = 2.00 MeV and from E2 = 2.90 MeV to
E2 = 3.20 MeV. We can observe important differences for mcr = 2 which are negligible
for higher crystal multiplicity. This means that the value of these two parameters can
be extracted with a good accuracy.

Table 3.9: Ranges of the parameters for M1 PSF in which the TRW and the spectra
are well simulated with respect to experimental data.

Range for M1 PSF

Isotope E (MeV) Γ (MeV) σ (mb)

234U(n,γ)
2.10 – 2.20 0.69 – 0.90 0.87 – 1.08
2.85 – 2.95 0.50 – 0.83 0.62 – 1.02
6.19 – 7.09 3.34 – 4.61 2.18 – 3.93

236U(n,γ)
2.10 – 2.22 0.70 – 0.94 0.94 – 1.19
2.80 – 3.00 0.50 – 0.90 0.80 – 1.43
6.15 – 7.17 3.21 – 4.74 2.31 – 4.53

238U(n,γ)
2.11 – 2.23 0.81 – 1.06 1.14 – 1.43
2.80 – 3.10 0.59 – 1.12 0.80 – 1.61
6.15 – 7.52 3.00 – 4.75 2.22 – 5.33

Finally, we are interested to study the sensitivy of the LD parameters because as
seen in Sec. 3.2.2 the TRW varies notably with slight changes in the LD and in Sec. 1.1.6
the CT model does not exactly reproduce the evaluated D0. In the same way as for the
parameters of the PSF we study the behaviour of the D0 with respect to the reference
value D0,ref collected in table 1.1 for changing in a maximum of 15% range the param-
eters describing the CT model. We can observe in Fig. 3.32 where the behaviour of the
D0/D0,ref is shown for the relative difference of the parameters of the CT VE09 model
that the most sensitive parameter to change the D0 value is the T parameter while the
lowest is the spin cut-off σc. In addition, the TRW presented considerable modifications
overall for changes of the T parameter becuase the TRW is directly related with D0.
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Comparison of simulations and n_TOF measurements
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Figure 3.31: Impact on MSC spectra of changes of the peak position for the two
Lorentzians of the SC mode. The reference simulation corresponds to that performed
with E1 = 2.15 MeV and E2 = 2.90 MeV. Other parameters on table 3.4.
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The spectra are also influenced for the parameters in the small range studied. We do
not recommend to change the LD parameters more than ± 0.005 MeV for T , ± 0.05
MeV for E0 and ± 0.5 for σc in order to keep similar results as presented before and a
good value of D0.
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Figure 3.32: Behaviour of the D0 by changing the parameters of the CT VE09 model in
a range of 15%.

3.2.5 Relation between E1 and M1 PSFs.

In the previous subsections we have studied the necessity of modifying the k0 parameter
of the MGLO model in order to reproduce the TRW for each isotope of uranium for
a given CT model. The E1 and M1 PSFs are shown in Fig. 3.33 (left) for the three
combinations studied in this work by using k0 = 1.8, 2.5 and 3. The error band of the
M1 shows the sensitivity studied above and it means that inside the error band we can
find a set of parameters for the M1 PSF which can reproduce the experimental spectra.
We assign an isotope to each simulation to plot the error band. The increase in the E1
PSF produced by a higher k0 seems to be related to the increase in the M1 PSF needed
to reproduce the experimental data. Studying the ratio between the M1 and E1 PSFs
shown in Fig. 3.33 (right) we observe that it remains similar when modifying k0. The
error band is given by the sensitivity of the calculated PSF. This means that for the
MGLO model to define the E1 PSF we have to adjust the parameters of the M1 PSF
to keep the same ratio M1/E1 regardless of the value of k0 used in the range studied to
reproduce all the experimental data.
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Comparison of simulations and n_TOF measurements

To verify the validity of the ratio M1/E1 PSFs we use the MGLO model with
an energy dependent temperature and k0 showed before for each uranium isotopes,
and adjusted parameters of the M1 PSF to reproduce the experimental data. The
parameters are collected in table 3.4. We only focus on reproducing the Esum, MSC
and crystal multiplicity distribution spectra regardless of the TRW value obtained. The
∆2
ν of these three simulations for each observable are shown in Fig. 3.35 presenting

similar results as in Sec. 3.2.2. However, the ratio M1/E1 needed to reproduce the
experimental spectra, although it remains similar again for the different values of k0,
presents a different behaviour below ≈ 2.5 MeV with respect to MGLO using a constant
temperature. This difference is produced because below ≈ 2.5 MeV the trends of both
E1 PSFs are different as seen in Fig. 3.34 (left). Therefore, we can conclude that the
ratio M1/E1 is different for different trends of the E1 PSF but remains unalterable for
a similar behaviour under changes of the k0 parameter.
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Figure 3.33: E1 (dashed line) and M1 (color band) PSFs models used in simulations for
234,236,238U(n,γ) (left). Ratio between M1 and E1 PSFs (right).
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Figure 3.35: ∆2
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with CT VE09. The lines are only plotted for a better visualization.
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Conclusions

The gamma cascades following the neutron capture reactions on the isotopes 234U, 236U
and 238U were analysed with the aim to study and improve the PSF and LD in the frame-
work of the statistical model for gamma decay. The total absorption calorimeter (TAC)
at the n_TOF facility (CERN) was used for the detection of the gamma rays. With the
information provided by the TAC we can access to the different observables used for the
analysis: sum-energy spectra, multi-step cascade spectra, and crystal multiplicity dis-
tribution . Of all these observables the one that contains the most relevant information
is the multi-step cascade spectra because it is directly related to the gamma decay with
little sensitivity to the geometry of the experimental setup and to the resolution of the
detectors.

geant4 simulations of the transport of gamma rays from the electromagnetic cas-
cade modeled with dicebox for various level density (LD) and photon strength func-
tion combinations (PSF) were compared with the experimental data. The necessity of
introducing a scissors mode (SC) contribution to M1 PSF was shown from model com-
binations and set of parameters in the literature. In particular, the DANCE analysis
[7] showed an improvement in the behaviour of the simulation by modifying the param-
eters of the PSFs used in the OCL analysis [6]. In addition, we tested the validity of
the tabulated values of the LD based on HFB plus combinatorial calculations and of
the PSF from D1M+QRPA calculations with non-zero limit at low Eγ. We concluded
that the simulations obtained with these semi-microscopic models for the LD and PSF,
although they follow the trend of experimental data, should be improved further.

Following the results of these previous works we carried out an exhaustive analysis in
order to improve the simulations of the gamma cascade for the three uranium isotopes
studied in this work. We tested all possible PSF+LD combinations with the models
presented in this work for different sets of parameters. The inadequacy of the SLO and
KMF models of E1 PSF was shown focusing the analysis on the generalized models:
ELO, GLO, EGLO, MGLO. We found some combinations which can agree with the
experimental crystal multiplicity distribution, sum-energy and multi-step cascade spec-
tra. In addition, through the use of a quantitative ∆2

ν parameter we noted that the
ELO model produces better results in combination with BSFG for the LD while the
other generalized models works better in combination with CT. We only show the case
of MGLO because GLO and EGLO produce the same results when slightly changing
the parameters. To reduce the number of possible combinations we use the total radia-
tion width (TRW) as additional constraint. We found the necessity to use the MGLO
model and the possibility to modify the value of k0 in order to reproduce any reasonable
TRW value for each isotope. For a good agreement with the TRW for simulations in
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combination with CT VE09 we have to use a k0 = 3 for 238U(n,γ) which presented a
stable TRW from the references. For 234U(n,γ) a k0 between 2.5 and 3 produces a good
value of the TRW from ref. [109] while for the other references the TRW are reproduced
by using a k0 = 1.8. Finally, the TRW from JEFF-3.3 and ENDF/B-VIII.0 databases
is reproduced by using a k0 = 1.8 for 236U(n,γ) but for refs. [108, 109] a k0 = 2.5 is
needed. However, although the k0 value depends on the LD used in combination, the
simulations present a good general agreement for k0 = 1.8 for the three reactions.

On the other hand, we used the fifrelin code which was initialy dedicated to the
simulation of the fission process with neutron emission. This work was usefull to test
the validity of the simulations of the gamma decay made by fifrelin in the case of
a neutron capture reaction on an actinide. We proved that the simulations using the
default models and parameters for PSF and LD taken from the RIPL-3 database do not
reproduce the trend of the experimental data. However, a good agreement is reached
when the SC mode is included to describe the M1 PSF. In addition, we compare the
fifrelin results with the simulation of dicebox which is a code used for many years
in the simulation of the gamma decay. The results of both codes are similar. The only
little difference is due to a different description of the experimental nuclear level scheme
at low energy because fifrelin takes the levels from RIPL-3 database while dicebox
take them from ENSDF. fifrelin should check its nuclear level scheme and not use
the default parameters of the PSF in order to reproduce the experimental data.

We studied also the sensitivity of the TRW to the parameters of the Lorentzians
of the PSF. Analyzing the trend of the TRW values we observed that the simulations
are more sensitive to changes of the E parameters than the Γ and σ parameters. In
addition, we observed that the first Lorentzian of the SC mode is more sensitive than
the Lorentzian of the SF mode and the second Lorentzian of the SC mode. However, for
E and Γ parameters the most sensitive was shown for the second Lorentzian of the E1
PSF. On the other hand, regarding the ∆2

ν of different simulations we could determine
the parameter ranges in which the results remain similar. The most sensitive parameters
are the peak positions of the SC mode which means that these values are given with
a good accuracy. Finally, we noted a large sensitivity of the TRW to the LD even for
very similar formulas and parameters. In order to reproduce the same results that were
shown in this work the LD parameter ranges are ± 0.005 MeV for T and ± 0.05 MeV
for E0 of the CT formula.

To establish a relationship between all the results, we studied the ratio between M1
and E1 PSFs. We found that for the MGLO model of E1 PSF with different values of
k0 we have to keep a similar ratio M1/E1 to reproduce the experimental data, but if
the trend of the E1 model is very different the ratio M1/E1 will be also different.

In summary, the results presented in this work confirm the need to use the SC mode
forM1 PSF to reproduce the experimental data. However, the intensity of the PSFs may
be different for each isotope to reproduce different values of the TRW and they are also
directly related with the LD used in combination. In addition, we study the sensitivity
of the parameters and get a range of values in which the simulations give similar results.
Finally, we show the importance of the ratio betweenM1 and E1 PSFs for similar trends
of the models which should be kept in order to reproduce the experimental data and
which remains unchanged by modification of the k0 parameter.
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Appendix A

Appendix A

Table A1: Energy Er, spin and parityJπ, neutron width Γn, gamma witdh Γγ, fission
width Γf and count rate of the time window used for the analysis of the resonances for
the systems n + 234,236,238U. The values are taken from the JEFF-3.3 database [110, 111].

n + 234U

Er (eV) Jπ Γn (eV) Γγ (eV) Γf (eV) Counts/µs

5.16 1/2+ 0.0039 0.030 1.8e-5 0.17
31.13 1/2+ 0.0072 0.026 8.6e-6 0.27
48.56 1/2+ 0.0087 0.026 0 0.30
77.38 1/2+ 0.0103 0.026 4.4e-6 0.22
94.29 1/2+ 0.0417 0.026 3.35e-5 0.30
111.06 1/2+ 0.0185 0.026 3.08e-4 0.25
146.25 1/2+ 0.0134 0.026 2.88e-5 0.14
152.16 1/2+ 0.0179 0.026 2.16e-5 0.16

n + 236U

Er(eV ) Jπ Γn (eV) Γγ (eV) Γf (eV) Counts/µs

5.45 1/2+ 0.0022 0.0245 2.9e-4 0.19
29.8 1/2+ 5.85e-4 0.023 1.6e-4 0.20
34.1 1/2+ 0.0024 0.0209 1.8e-4 0.20
43.91 1/2+ 0.0175 0.0192 4.3e-4 0.17
71.47 1/2+ 0.024 0.022 2.9e-4 0.14
86.51 1/2+ 0.036 0.020 3.0e-4 0.14
124.88 1/2+ 0.017 0.019 2.1e-4 0.16

n + 238U

Er(eV ) Jπ Γn (eV) Γγ (eV) Γf (eV) Counts/µs

6.67 1/2+ 0.0015 0.0227 0 0.11
20.87 1/2+ 0.0101 0.0228 5.46e-8 0.08
36.68 1/2+ 0.0336 0.0223 0 0.10
66.03 1/2+ 0.0243 0.0224 5.19e-8 0.15
102.56 1/2+ 0.0709 0.0232 0 0.13
116.90 1/2+ 0.0253 0.0214 0 0.10
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Appendix B

0 1 2 3 4 5 6
Sum energy (MeV)

0

20

40

60

3−10×

 = 5crm

0 1 2 3 4 5 6
sum energy (MeV)

20
40
60
80

100
120

3−10×

 = 4crm

0 1 2 3 4 5 6
sum energy (MeV)

50

100

150

3−10×

 = 3crm

0 1 2 3 4 5 6
sum energy (MeV)

50

100

150

3−10×

C
ou

nt
s/

bi
n

 = 2crm

0 1 2 3 4 5
Gamma energy (MeV)

0

20

40

60

80

3−10×
(MeV) < 5.3sum4.9 < E

 = 5crm

Sim. RIPL-3
Sim. OCL
Sim. DANCE
Av. resonance

0 1 2 3 4 5

20
40
60

80
100
120

3−10×

 = 4crm

0 1 2 3 4 5

20

40

60

80

100

3−10×

 = 3crm

0 1 2 3 4 5

10

20

30

3−10×

C
ou

nt
s/

bi
n

 = 2crm )γU(n,236

Figure B1: Comparison of the MSC spectra for 236U(n, γ) reactions with simulations
using the LD and PSF models as recommended in RIPL-3 database [21] (mustard), and
as published in OCL [6] (pink) and DANCE [7] (blue). The crystal multiplicity and sum
energy conditions are specified in the figures.
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Figure B2: Comparison of the MSC spectra for 238U(n, γ) reactions with simulations
using the LD and PSF models as recommended in RIPL-3 database [21] (mustard), and
as published in OCL [6] (pink) and DANCE [7] (blue). The multiplicity and sum energy
conditions are specified in the figures.
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Appendix C

Table C1: Levels from ENSDF for 235U used for describing the region below a certain
critical excitation energy Ecrit of 0.820 MeV in the simulation of the gamma cascades
by dicebox.

Elevel (keV) Jπ Elevel (keV) Jπ Elevel (keV) Jπ

0.000 7/2− 368.900 13/2+ 670.924 7/2−

0.076 1/2+ 393.218 3/2+ 671.940 23/2−

13.034 3/2+ 414.768 9/2+ 701.101 7/2−

46.103 9/2− 426.741 5/2+ 703.753 3/2−

51.697 5/2+ 439.390 19/2− 710.020 21/2+

81.724 7/2+ 445.648 7/2+ 720.220 9/2−

103.903 11/2− 456.840 15/2+ 750.210 9/2−

129.2995 5/2+ 473.826 7/2+ 761.017 1/2−

150.356 9/2+ 482.000 17/2+ 769.270 1/2+

171.358 7/2+ 510.490 9/2+ 769.934 3/2−

171.464 13/2+ 533.208 9/2+ 778.360 11/2−

197.087 11/2+ 551.170 21/2− 779.510 3/2+

225.382 9/2+ 557.200 17/2+ 787.800 21/2+

250.014 15/2− 559.340 19/2+ 790.900 15/2+

291.135 11/2+ 608.170 11/2+ 800.580 23/2+

294.557 13/2+ 633.092 5/2− 805.650 25/2−

332.845 5/2+ 637.794 3/2− 805.651 3/2−

339.976 17/2− 658.960 1/2− 806.900 11/2−

357.220 15/2+ 664.531 5/2− 811.960 5/2−

367.031 7/2+ 666.690 19/2+
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Appendix C

Table C2: Levels from ENSDF for 237U used for describing the region below a certain
critical excitation energy Ecrit of 0.760 MeV in the simulation of the gamma cascades
by dicebox.

Elevel (keV) Jπ Elevel (keV) Jπ

0.000 1/2+ 506.000 15/2−

11.390 3/2+ 518.000 17/2+

56.300 5/2+ 540.620 1/2−

82.860 7/2+ 551.000 11/2+

159.960 5/2+ 554.980 3/2−

163.000 9/2+ 578.010 5/2−

204.190 7/2+ 592.000 17/2−

205.000 11/2+ 607.700 17/2+

260.950 9/2+ 632.000 13/2+

274.000 7/2− 664.270 3/2+

316.000 9/2− 666.450 5/2+

317.300 13/2+ 677.590 5/2+

327.000 11/2+ 690.000 19/2−

367.000 11/2− 697.650 19/2+

375.100 15/2+ 608.170 5/2+

409.800 13/2+ 720.450 3/2−

426.150 7/2+ 721.500 19/2+

432.000 13/2− 734.340 1/2−

482.000 9/2+ 758.160 3/2−

501.400 15/2+
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Table C3: Levels from ENSDF for 239U used for describing the region below a certain
critical excitation energy Ecrit of 0.830 MeV in the simulation of the gamma cascades
by dicebox.

Elevel (keV) Jπ Elevel (keV) Jπ

0.000 5/2+ 734.650 5/2+

42.543 7/2+ 739.381 1/2−

98.630 9/2+ 746.057 3/2−

133.799 1/2+ 757.150 5/2+

145.769 3/2+ 784.275 5/2−

169.089 7/2+ 795.900 7/2−

193.987 5/2+ 815.181 1/2−

222.240 7/2+ 823.718 3/2−

226.300 9/2+

292.587 7/2−

301.800 11/2+

307.800 9/2+

372.700 11/2−

498.600 15/2−

539.290 5/2−

687.854 1/2+

694.700 5/2+

702.500 9/2+

715.834 3/2+

726.122 3/2+
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Titre: Etude de la fonction force radiative et de la densité de niveaux dans la désinté-
gration gamma suite à la capture neutronique sur les isotopes 234U, 236U et 238U.

Mots clés: Physique Nucleaire, fonction force radiative, densité de niveaux, uranium, capture
de neutrons.

Résumé: La connaissance des fonctions force
radiatives et des densités de niveaux est essen-
tielle pour modéliser les réactions nucléaires et
obtenir des informations sur le flux et les in-
tensités gamma pertinentes pour les applica-
tions nucléaires. Un certain nombre de mod-
èles théoriques peuvent être utilisés à cette fin.
Dans le cadre du modèle statistique, la cascade
gamma après une réaction de capture de neu-
trons dépend de la densité de niveaux (LD) et
de la fonction force radiative (PSF). Les réac-
tions de capture sur des cibles U-234, U-236 et
U-238 mesurées avec le calorimètre à absorption
totale (TAC) à n_TOF (CERN) fournissent
des informations expérimentales sur la multi-

plicité des gammas et sur les spectres gamma
qui peuvent être comparées à des simulations
numériques pour différents modèles de PSF et
de LD. Les codes dédiés dicebox et fifre-
lin ont été utilisés pour simuler les cascades
gamma tandis que geant4 a été utilisé pour la
simulation de l'interaction de ces gammas avec
les matériaux du TAC. Dans ce travail, nous
avons trouvé des modèles et des paramètres co-
hérents reproduisant simultanément les spectres
mesurés avec le TAC, la largeur radiative to-
tale et l'espacement des niveaux pour les ondes
s tels que déduits des résonances résolues, pour
les trois isotopes d'uranium dans le cadre d'une
même approche.

Title: Study of the photon strength functions and level densities in the gamma decay
following neutron capture on the isotopes 234U, 236U and 238U.

Keywords: Nuclear Physics, photon strength function, level density, uranium, neutron capture.

Abstract: The knowledge of photon strength
functions (PSF) and level densities (LD) are es-
sential to model nuclear reactions and to ob-
tain information on the gamma flux and inten-
sities relevant for nuclear applications. A num-
ber of theoretical models can be employed for
this purpose. In the framework of the statisti-
cal model, the gamma cascade after a neutron
capture reaction depends on the LD and PSF.
The capture reactions on U-234, U-236 and U-
238 targets measured with the total absorption
calorimeter (TAC) at n_TOF (CERN) provide
experimental information on gamma multiplic-

ity and on gamma spectra which can be com-
pared to numerical simulations for different PSF
and LD models. The dedicated codes dicebox
and fifrelin were used to simulate the gamma
cascades while geant4 was used for the simu-
lation of the interaction of these gammas with
the TAC materials. In this work we have found
consistent models and parameters reproducing
simultaneously the spectra measured with the
TAC, the total radiation width and the s-wave
level spacing as deduced from the resolved res-
onances, for the three uranium isotopes within
the same analysis approach.
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