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INTRODUCTION

Mathematical models can describe a wide variety of phenomena, which can be physical, biological,
economic, demographic, geological for example. There are a considerable number of models, from
different families, sometimes established well before the birth of the first computers. Some are
stochastic, e.g. with consideration of randomness, while others are deterministic, e.g. in the form of
an ordinary differential equation (ODE) or a system of partial differential equations (PDE). Those
models can be used to simulate realistic phenomena, which can thus play a predictive or explicative
role. The study and exploitation of these models have always been essential for engineers. The
importance of numerical modeling has become a more significant challenge with the increase in
computer system capabilities, and in particular, with the advent of parallel computers. This was
particularly the case for electromagnetism.

The physicist James Clerk Maxwell laid the foundations of modern electromagnetism in 1865
in [Max65]. For the first time, he formulated the classical theory of electromagneticm by bringing
together electricity, magnetism, and light as various manifestations of the same phenomenon.
Maxwell’s equations have been studied for many decades, for different purposes. As for most of the
computational models, computational electromagnetism can be used for validation and prototyping
in a goal-oriented engineering setup. We can find electromagnetism applications everywhere and
every day. Many of those are part of our daily life, such as wireless communications, electromagnetic
braking, optical fibers, medical imaging, magnetic lift train, induction charging of batteries, or even
in our computer’s hard drives.

Photonics is one of the fields modeled by Maxwell’s equations. It is the physical science of light,
which is an electromagnetic radiation. One of the subfields of photonics, which is at the heart of
this thesis work, is called nanophotonics.

Nanophotonics and photovoltaics Nanophotonics is the study of light and its interactions
with matter at nanometric scales (or nanoscale). Nanophotonics incurs phenomena occurring at
distances smaller or equivalent to the wavelength of the light. In the visible range of the elec-
tromagnetic spectrum (see figure 1.1), the wavelength is between 400 nm (which is the ultraviolet
limit) and 700 nm (which is the infrared limit). When the studied structure is smaller or approach-
ing this particular scale, the light-matter interactions are unveiling new phenomena, and general
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optical physics is no longer appropriate. At this range, it is important to take into account the
wavelength dependency of the speed of light. This phenomenon is called dispersion, and several
models aim to simulate this material specificity, as the Drude model [Dru00], and the Generalized
dispersive model [VLDC11, Viq18|.

102 meters 10 10° 10% 10° 108
1 nanometer 1000 nanometer 1 millimeter 1 meter 1 kilometer

Cosmic X-rays Microwaves Broadcast

rays band
Gamma Ultraviolet Infrared SELETY

rays (uv) (IR)

Short Wavelenghts — 8 Long Wavelengths

Visible Light

Ultraviolet Infrared
(Uv) (IR)

400 nanometers 500 nanometers 600 nanometers 700 nanometers

Figure 1.1 | General electromagnetic spectrum and zoom on the nanophotonics range of interest.

Over the past decades, nanophotonics research has led to astonishing technologies. To name
some of the most important, the metasurfaces, which are thin sheet metal surfaces that allow the
reflected and transmitted waves to be modulated in phase [GCAT17]. Thanks to optothermal
heating [SSD* 14|, nanoparticles are now used in medicine in order to kill cancer cells. Advanced
metasurfaces based on nanocube are now being used for nanoscale holography [GC15] and very
precise molecule sensing [PCTT16]. Researchers have investigated a variety of nanophotonic meth-
ods in order to concentrate light in the optimal areas within a solar cell [FMA10|. Improvements
in fabrication processes have permitted to reach high performances up to 44.7% [DGB™14].

In the context of climate change and energy transition, the development of renewable energies
is essential. In the world, they represent a little more than 20% of the energy mix. If we put
aside hydropower (which is a particular renewable energy because there is no intermittency), the
first renewable resource in the world is wind power (9% in 2017) followed by solar energy (4%
in 2017). However, according to the International Energy Agency (IEA), renewable energies will
grow most rapidly in the electricity sector, providing nearly 30% of electricity demand by 2023, as
shown. During this period, renewable energies are expected to account for more than 70% of global
electricity generation growth, led by solar photovoltaics, followed by wind, hydro, and bioenergy.
In particular, solar photovoltaics is expected to significantly increase all over the world, as shown
in figure 1.2. Also, the IEA! predicts that photovoltaics could produce up to 16% of the world’s
electricity by 2050, thus becoming the first renewable resource.

With this in mind, a great amount of research is being carried out to improve efficiency and
reduce the fabrication cost of solar cells.

!The International Energy Agency
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Solar PV generation and cumulative capacity by region, 2017-2023
Click a region in the legend to show/hide
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Figure 1.2 | Solar PV generation and cumulative capacity by region, 2017-2023. Source: IEA website:
https://www.iea.org/topics/renewables/solar/

"To support global research efforts to produce photovoltaic modules with a >30% energy con-
version efficiency for a <30 ¢$/Wp price by 2030: [30/30/30]" is the roadmap put forth by
representatives of the leading solar photovoltaics research institute in France (IPVF 2). Achieving
this objective requires several major innovations. Already promising technologies, such as mul-
tijunction thin-films and crystalline silicon solar cells, are good candidates, but for the moment,
they suffer from prohibitive manufacturing cost. The development of new experimental concepts
based on more complicated physics, such as hot carriers are also considered. Finally, the use of
nanophotonics in order to trap light inside the solar cell is an appealing possibility, mostly driven
by the decrease in the thickness of solar cells to reduce materials costs [MC12|. Nanoscale light
trapping allows the absorption to exceed the limits attainable with geometrical optics.

Light trapping Light trapping consists in capturing photons for use in several applications, such
as solar cells. Light enters the different structures by refraction or scattering. Some light trapping
structures allow incident light to be guided into the absorbent layer of a solar cell. The purpose is
to keep the light trapped inside the device so that the absorption capacity can be improved beyond
the absorption of a single pass of light through the device (see figure 1.3).

Different types of nanophotonic structures have been reported in the literature, such as gratings
[WYL*12], nanowires [EJD14| and random scattering [Loc12]. These structures are very difficult
to choose a priori (before any measures or simulations). Physicists generally need to go through
optimization phase, both parametric and geometric, to find the design that will lead to the best
efficiency.

2Institut Photovoltaique d’fle-de-France
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Figure 1.3 | Standard solar glass (left) versus light trapping (right). Source: Saint Gobain

Computational electromagnetism Nowadays, various numerical methods are well known and
used to solve Maxwell’s PDE system. These methods are especially useful and needed when the
application to simulate cannot be handled with analytical solutions. Numerical methods make it
possible to solve complex problems, quickly validate a corrective action, solve complex problems
by splitting them into subproblems, optimize the sizing of installations, access non-measurable
quantities, better understand the physical phenomena involved, but above all, reduce costs by
solving problems before they occur. However, most of the realistic electromagnetic problems cannot
be solved analytically. The complexity of the underlying PDE systems does not allow for analytical
solutions except in a few simple geometrical settings. Therefore, the use of numerical methods is
the only way to study complex and real-life problems.

The full-wave Maxwell’s equations can be formulated in two settings: the time-domain (TD)
and the frequency-domain (FD) formulations. Several numerical methods have been devised to
solve both formulations. As often in numerical modeling, the choice of a method is driven by the
application.

Frequency-domain methods Frequency-domain methods, also known as time-harmonic meth-
ods, are solving Maxwell’s equations in frequency-domain. This means that the time variation is
supposed to be harmonic. Frequency-domain methods are used when the considered propagation
problem is monochromatic. The Finite Element Frequency-Domain (FEFD) is used to solve the
frequency-domain boundary valued electromagnetic problems by using a variational form [Can]|. It
can be used with two- and three-dimensional canonical elements of differing shapes, allowing for
a highly accurate discretization of the solution domain. The FEFD is often used in the frequency
domain for computing the frequency field distribution in complex, closed regions such as cavities
and waveguides. However, the solution domain must be truncated, making the FEFD unsuitable
for radiation or scattering problems. The Method Of Moments (MOM) is a technique used to solve
electromagnetic boundary or volume integral equations in the frequency-domain [BVF117]. Be-
cause the electromagnetic sources are the quantities of interest, the MOM is very useful in solving
radiation and scattering problems. Rigorous Coupled-Wave Analysis (RCWA) method is a semi-
analytical method. It is a Fourier-space method, so devices and fields are represented as a sum of
spatial harmonics [MG81|. This method is used to improve diffraction structures for high efficiency
solar cells. For not so complex 3D structure, RCWA is one of the reference methods. However,
when the structure studied is varying in the propagation direction, RCWA needs to discretize it in
a set of uniform (in the propagation direction) layer.
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Time-domain methods Unlike the frequency-domain methods, time-domain methods with ex-
plicit time integration may not require to solve a large linear system of equations. Besides, it is
possible to compute the solution over a broadband of wavelengths in a single simulation. For many
years, the reference method for solving nanophotonic and PV broadband problems has been the
Finite Difference Time-domain (FDTD) method or Yee’s method [Yee66]-|[THO05]-|[GBM15|. The
main reasons for the popularity of this method are its ease of implementation and its computational
efficiency. However, to achieve the latter properties, the FDTD relies on a cartesian structured
discretization of the computational domain [HS81]. When the underlying physics involves local
rounded details, the structured grid becomes a significant limitation, which is manageable but
makes the method more complex. Being naturally constructed for unstructured grids, the Fi-
nite Element method (FEM) is well suited for numerical solution of PDEs in complex geometries
[CLMS8T7]. Although initially developed for elliptic equations (boundary value problems), FEM
have been further extended to hyperbolic equations (initial boundary value problems). In the
time-domain and for the classic FEM, one generally needs to solve the sparse linear system associ-
ated to the mass matrix at each time-step, which makes the method very expensive and rarely used
in practice. The Finite Volume method (FVM) relies on the evaluation of integrals over volume
elements and facets of the mesh. This allows great geometrical flexibility, which is required for most
electromagnetic problems [FBBV06|. However, this method lends itself to a piecewise constant ap-
proximation of the field and is thus facing accuracy issues. The Boundary Element Method (BEM)
is an important alternative to the prevailing domain methods, such as the FDTD or the FETD.
The basis of the method is to transform the original system of PDEs into an equivalent integral
equation (or system) using the corresponding Green’s representation formula (direct method), or
in terms of a continuous distribution of singular solutions of the PDE over the boundaries of the
problem (indirect method) [HV08|. Finally, about twenty years ago, the Discontinuous Galerkin
for time-domain Maxwell’s equations (DGTD) was introduced in [RF98].

Discontinuous Galerkin Time-Domain Among the previously presented methods, the Dis-
continuous Galerkin Time-Domain (DGTD) method has gradually emerged as a interesting al-
ternative to the FDTD method. It is a discontinuous finite element type method that relies on
a high-order interpolation of the electromagnetic fields within each cell of an unstructured mesh.
Time integration can be achieved using an explicit scheme and, as a result of the discontinuity
of the approximation, no global mass matrix inversion is required to advance the solution at each
time-step, as it is the case with FETD methods working on unstructured meshes. However, the
use of an explicit scheme restricts the time-step used, respectively to the Courant-Friedrichs-Lewy
(CFL) condition. The resulting time-domain solver is well adapted to massively parallel comput-
ing. DGTD can also easily handle complex meshes thanks to the natural discontinuity of the
solution at the cell’s interface. The grid may be a conforming unstructured finite element mesh,
a non-conforming one, or even a hybrid mesh made of various elements (tetrahedra, hexahedra)
without the need of transition elements (prisms, pyramids) in contrast with continuous finite ele-
ment methods. The DGTD method has been proven to work well with highly locally refined
meshes [VL16]. This property makes this method more suitable for designing a hp-adaptive solu-
tion strategy (i.e. where the characteristic mesh size h and the interpolation degree p changes
locally wherever it is needed). It is also flexible concerning the time integration scheme. The
discontinuous Galerkin spatial discretization can be combined with any explicit or even globally
or locally implicit time-stepping scheme.
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Multiscale problems Many applications considered in nanophotonics and photovoltaics involve
highly heterogeneous media or/and nanotextures embedded in larger domains. Such physical
problems are particularly challenging for numerical methods. Indeed, whenever multiple spatial
or temporal scales play an essential role in the problem of interest, several numerical difficulties
must be addressed. In particular, discretization methods have to use very fine meshes to represent
the smallest geometrical details. More specifically, the main difficulty from a numerical modeling
point of view is to find parameters for constitutive relationships from material models that are
valid at a smaller scale. Indeed, few standard algorithms are efficient, accurate, and robust enough
to solve Maxwell’s macroscopic equations when calculations involve multiple scales. In recent
years, discretization methods suitable for multiscale problems have been studied extensively, such
as Discontinuous Galerkin (DG) with strong heterogeneity of the electric permittivity as well as
very small and curved geometries [Viql6, CL13|. While these two methods are quite general,
homogenization techniques such as Heterogeneous Multiscale (HMM) method [HOV16], or the use
of multiscale basis functions as in the Hybrid High-Order (HHO) method [DPT17] help dealing
with both scales. The recently introduced MHM method, originally presented in [AHPV13] for
elasticity and recently extended for Maxwell equations in time-domain [LPSV18|, seems to be a
promising approach, both in terms of flexibility and performance thanks to its divide-and-conquer
framework totally suitable for massively parallel computer architectures.

In this thesis, we want to show the interest of the DGTD method for the simulation of photovol-
taic problems. In particular, the trapping of light in solar cells involves both geometric and physical
problems, which allows the use of possibilities of the DGTD method, which is rarely used. The
MHM method, still very recent for Maxwell’s equation in the time domain, seems very promising
for solving photovoltaic problems on a larger scale.

Contributions and thesis outline The manuscript is structured as follow:

e In chapter 2, we introduce the photovoltaic topic, which is nowadays an essential concern in
this context of energy transition. We present the main concepts of PV cells, and especially
the optical part, which explains how photons are absorbed in the solar cell. As optics is dir-
ectly related to electromagnetism, we recall the system of Maxwell’s equations, as well as its
extension to deal with the peculiarities of nanophotonics. Then, we present the spatial dis-
cretization of Maxwell’s equations using a DG method. We briefly present the time-stepping
strategy chosen for the time discretization. Additional details about domain truncation and
source definition are also presented.

e In chapter 3, we present extensions to the standard Discontinuous Galerkin Time-domain
(DGTD) method that we have studied in the context of the simulation of complex multiscale
PV structures. We propose two numerical strategies, which are well-known for being espe-
cially well suited to DG methods, in order to deal with the specificities of solar cell structures,
in particular, the periodic nanostructured stacking layer. A p-adaptivity strategy is proposed
and compared on a realistic PV cell with the one initially present in [VL16]. We show nice
improvements, both in terms of accuracy and computational time. We also present the
DGTD method on hybrid structured-unstructured meshes, which allows us to improve the
computational efficiency of realistic cases further.

e Chapter 7 is dedicated to the MHM for time-domain Maxwell’s equations. The MHM is a two-
level method, which requires the use of a separate numerical method at the second level. For
the latter, we choose to use the DGTD method. This MHM method was initially introduced
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in [LPSV18|, and is extended here with a multiscale time-stepping scheme in order to get the
most out of the MHM. The stability is theoretically proved, and 2D results are presented. For
the first time, we show some numerical validations (energy preservation, convergence study),
and then we show the capability of the method on a realistic nanophotonic case.

Chapter 4 is concerned with realistic PV applications. We start with an introduction of state-
of-the-art methods to deal with nanophotonic cases. A brief explanation of each method’s
advantages and drawbacks is proposed, and DG is placed in relation to them. Then, we
define the main figures of merit used in photovoltaics and how they are computed in the
DGTD framework. Finally, we present how realistic measures on solar cell nanotextures can
be handled to generate high fidelity meshes. Two strategies are proposed in order to obtain
biperiodic structures of complex shapes.

In chapter 5, we concentrate on the optimization of PV cells. We investigate the coupling of
an optimization method called efficient global optimization (EGO), with our DGTD solver.
This optimization method relies on a metamodelisation. The metamodels are used to mimic
the figure of merit, at a very cheap cost compared to the full-wave DGTD solver. Two realistic
PV optimization problems are studied using the EGO methods. Efficiency and performance
are presented, in particular with the parallel EGO (¢-EGO), which allows parallel evaluation
of the DGTD solver.

Finally, in chapter 6, we study the high-performance computing aspects of our DGTD solver.
We investigate the effect of traditional finite element methods parallelization, which is based
on a mesh partition. We show that we have to face load balancing issues, mostly due to
local computations inherent to realistic PV simulations. Advanced strategies are presented
in order to handle really complex configurations and evaluated on realistic PV problems.
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In the context of climate change, the global energy market is turning increasingly into green
energies since the end of last century. Renewable energies are scalable to world energy demand.
Wind, solar, or hydro energies are the leading candidates to replace fossil energies like nuclear,
coal, and gas. Several studies have aimed at estimating the potential of each renewable energy
technology, and solar energy has been identified as the favorite [Finl8|. Solar energy is an abundant,
clean, and available source of power. In 2017, more than 37% of power generating capacity installed
was solar installations (see figure 2.1). This is nearly twice as much capacity as wind power
[REN19|. With a potential of 1575 exajoule (EJ) per year, while world energy consumption was
606 EJ in 2015 [Gol01], solar energy could ensure the world’s energy demand in the near future.

2017

Other Res; 7 GW

Large Hydro; 19 GW Solar; 98 GW
Nuclear; 11 GW

Gas; 38 GW

Coal; 36 GW

Wind; 52 GW

Figure 2.1 | Net power generating capacity added in 2017 by leading technology. Source: Frankfurt
School-UNEP Centre and BNEF (2018) at SolarPower Europe 2018.

The physics of solar cells is based on the photovoltaic effect, discovered by Edmond Becquerel
[Bec39| in the 19th century. The main idea behind a solar cell is to convert light into electrical
power. Historically, space programs were the largest supporters of PV technology since photovol-
taics was the best energy source for their satellites. The industry has since grown, and one can
have seen PV systems almost everywhere in our daily life. For example, it is used to power cars,
houses and commercial buildings.

PV cells are embedded in solar panels, which are also part of the so-called PV system (see
figure 2.2). The generation of solar energy requires optimizing each part of a photovoltaic system,
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Figure 2.2 | Components of a solar panel system Source: GreenMatch.co.uk

namely collection optics, the photovoltaic array, switches, controllers, current inverters, storage
devices, and tracking mechanics.

In order to continue this massive spread of PV around the world, it is necessary to keep
improving the efficiency of solar cells while lowering manufacturing and material prices. One
particularly well suited approach is to use nanophotonics and light trapping in order to maximize
the absorption of the light inside the solar cell. This strategy allows to reduce the thickness of solar
cells, which naturally decrease materials costs [MC12|. Most of the simulation of nanophotonics
phenomena relies on the resolution of the system of Maxwell’s equations.

Apart from basic devices (like rods or spheres) where analytical solutions are available (mostly
thanks to Mie theories), realistic configurations are most of the time impossible to solve by hand.
For that reason, numerical methods which solve Maxwell’s equations have received considerable
interest in the last decades. The family of DGTD methods seems promising. DGTD methods rely
on a weak formulation and work very well on unstructured meshes. Their main specificity comes
from the discontinuous approximation space used that decouples the neighbored mesh elements.
Such an approach leads to discontinuities at the cell interfaces and hence to a global discontinuous
solution. Moreover, the decoupling of the mesh elements makes the mass matrix block-diagonal,
which can therefore be easily invert. This makes DGTD well-suited for explicit time integration
schemes.

The first part of this chapter (section 2.1) is an introduction to photovoltaics. Since this thesis
is not specifically about the physical aspects of solar light energy harvesting, we intentionally keep
the discussion at a general level. This section includes a brief overview of the most used solar
cell technologies. Although the numerical modeling of a full solar cell device required to deal with
multiple physical models, i.e., it is a coupled multiphysics problem, our main concern in this thesis
is the characterization of solar light interaction with a solar cell structures. The optical part of
photovoltaics is modeled thanks to the system of Maxwell equations. Theses equations are recalled
in section 2.2. Since we adopt a time-domain setting, we discuss in more detail the modeling of
material physical dispersion and its role in the present context. The third section of this chapter
is dedicated to the numerical modeling of light with dispersive media and detail the high-order
DGTD method that constitutes the starting point of this thesis work (section 2.3).
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2.1 Photovoltaics

2.1.1 Single junction and multiple junction

Multi-junction solar cells are p-n junction solar cells made of different semiconductor materials.
The p- stands for a deficiency of electrons and an abundance of electron holes, while n- stands for
the abundance of electrons and few electron holes The p-n junction of each material produces an
electrical current in response to different wavelengths of light. Thus, the use of various semicon-
ductor materials allows the absorption of a larger range of wavelengths. The efficiency of converting
sunlight from the cell into electrical energy is therefore improved. Traditional single-junction cells
have a maximum theoretical efficiency of 33.7%, while an infinite number of junctions would have
a limit efficiency of 86.8% (theoretically) under highly concentrated sunlight [Gre01].

2.1.2 Semiconductor materials

Most of the PV cells are made of a stacking of layers of semiconductor materials. Semiconductor
materials come from different parts of the periodic table, but they have some similarities. Their
properties are related to their atomic characteristics and vary from one group to another. The
atoms of a semiconductor can be materials from group IV of the periodic table, or a combination of
material from group III and group V (called III-V semiconductors), or also combinations of material
from group II and group VI (called II-VI semiconductors). Silicon is a group IV semiconductor
material, and it is the most commonly used. One finds it in the basis of integrated circuit (IC)
chips, which also make it the most advanced technology. Thus, most solar cells are made of silicon.

To (highly) schematize the PV phenomenon, the incoming light (photons) strikes the solar cell
surface, and some of it is absorbed through the semiconductor, turning photons into electrons. The
most famous PV cell is the single crystalline silicon, which consists of two differently doped silicon
layers (p-n junction) |[CFP54| as represented in figure 2.3. A solar cell can be seen as a battery,
pushing electrons from the p- to the n- layer.

Figure 2.3 | Diagram of the diffusion across a p-n junction, with the resultant uncovered space charges, the
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2.1.3 Direct/indirect bandgap materials

The bandgap is the minimum amount of energy required for an electron to release itself from its
bound state in order to participate in the conduction. The bandgap determines the amount of
solar energy required for conduction, as well as the amount of energy produced. The bandgap of
a semiconductor can be either a direct bandgap or an indirect bandgap. The difference between
the two is based on the concepts of valence band and conduction band, as shown in figure 2.4. In
non-metals, the valence band is the highest range of electron energies in which they are normally
present at absolute zero, while the conduction band is the lowest range of free electron states.

Conduction band Conduction band
> ' >
&6 &6
) ‘ ) FToTTTTTTT T
5 ' 5 , Phonon assisted
! o transition
Valence band / Valence band
Momentum Momentum
(a) Direct bandgap (b) Indirect bandgap

Figure 2.4 | Energy vs. crystal momentum for a semiconductor with a direct bandgap (a) and an indirect
bandgap (b). In the case where the energy of the photon is higher than the bandgap, an electron-hole pair can be
generated by exciting an electron of the valence in the conduction band. Any extra energy from the photon above
the bandgap is lost due to thermalization.

A direct bandgap semiconductor is a semiconductor for which the maximum energy level of
the valence band aligns with the minimum energy level of the conduction band, as shown in
figure 2.4(a). Thus, a direct recombination takes place with the release of energy equal to the
difference in energy between the recombinant particles. The probability of radiative recombination
is high. The efficiency factor of such a semiconductor is higher than for the other bandgap.
Thus, these semiconductors are always preferred over indirect bandgap semiconductors for the
manufacture of optical sources. Among these semiconductors, one may find amorphous silicon and
some III-V materials such as GaAs.

Within an indirect bandgap semiconductor, the maximum energy level of the valence band and
the minimum energy level of the conduction band are misaligned, as shown in figure 2.4(b). In
this case, due to a relative difference in the voltage pulse, the voltage pulse is first preserved by
the release of energy, and only once the two momenta are aligned, a recombination occurs. The
latter being accompanied by the release of energy. The probability of radiative recombination is
relatively low, and the efficiency factor of such semiconductors is lower. These materials include
crystalline silicon and Ge.

2.1.4 Efficiency and absorption

Absorption and efficiency of a PV system are two of the most essential properties of a solar cell.
The efficiency of solar cells refers to the portion of sunlight energy which can be transformed by
photovoltaics into electricity. This allows to determines the energy production of a PV system.
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Absorption of light Three types of phenomena can occur when an incident photon impinges
the surface of a semiconductor. The latter can be reflected from the top surface, it can be absorbed
by the material, or it can be transmitted by the material. In the case of a solar cell, if the photon
is reflected or transmitted, this will be considered a loss. Indeed, if the photon is not absorbed, it
cannot produce energy. On the other hand, if it is absorbed, it can then excite an electron from the
valence band to the conduction band. The response of the photon (absorption or transmission) is
determined by its energy. If the photon does not have enough energy, it will not be able to excite
the electron. The photon will therefore be transmitted. In order to be absorbed and excite the
electron in the conduction band from the valence band, the incident photon must have sufficient
energy. We can then define three groups according to the photon energy E,, and the energy of
the semiconductor bandgap Ej,:

e When the energy of the photons is lower than that of the material bandgap band E,;, < Ep,,
the photons interact weakly with the semiconductor. In this case, they pass through it.

e When the energy of the photons is equal to that of the material bandgap Ej, = Ejg, the
photons have just enough energy to create a pair of electron holes. In this case, photons are
successfully absorbed.

e When the energy of the photons is higher than that of the material bandgap E,;, > Ejg, the
photons are strongly absorbed. However, in the case of solar cells, the excess of energy is
wasted due to the thermalization of electrons.

When a photon is absorbed, this results in the creation of a majority and a minority carrier.
This production of charge carriers is the basis for PV energy production.

Absorption coefficient The absorption coefficient can quantify the ability of a material to
absorb photons. This coefficient determines how far the light can penetrate the material before it
is fully absorbed. It is noted « and is defined as follows:

_ark
D)

where k is the extinction coefficient and A is the wavelength.

When the absorption coefficient is low, this means that the material can weakly absorb the
light. This coefficient therefore depends on the material, but also on the wavelength of the incident
light. Figure 2.5 displays the absorption coefficient for three semiconductors: Gallium Arsenide
(GaAs), Silicon (Si) and Amorphous Silicon (a-Si). The absorption coefficient is shown for the
materials at 300° K depending on the wavelength of the light in vacuum. One can see a sharp edge
in their absorption coefficient. Indeed, when the energy of the photons is lower than the bandgap
as mentioned above, they cannot excite an electron from the valence band into the conduction
band. Thus, electrons cannot be absorbed.

When the energy of the photons is close to the energy of the bandgap, only electrons at the edge
of the valence band can interact with it, resulting in a low absorption. However, when photons
have more energy, they can interact with more electrons, resulting in a larger absorption.

e (2.1)

Absorption depth According to equation (2.1), one can see that the absorption coefficient
depends on the wavelength. Consequently, light penetrates differently into a semiconductor de-
pending on its wavelength, i.e. the light does not travel the same distance in the material before
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Figure 2.5 | The absorption coefficient, for three different materials (GaAs, Si and aSi) at 300K depending on the
wavelength of the light in vacuum.

being absorbed. From the absorption coefficient, it is easy to determine the distance at which
light intensity falls below 36% of its original one (or to be reduced by a factor 1/e, with e the
elementary charge). This distance is the absorption depth and corresponds to a~!. It reveals that
short wavelength light (high energy light) is absorbed over a short distance because of its higher
absorption coeflicient.

2.1.5 Shockley-Queisser limit

The Shockley-Queisser limit sets an upper bound for single-pass solar cell efficiency. It was cal-
culated by William Shockley and Hans-Joachim Queisser in 1961 [SQE61|. This limit predicts
the maximum photovoltaic conversion efficiency using a single bandgap semiconductor, which is
around 33.7% for a single p-n junction cell under typical sunlight conditions. It is calculated by
considering the amount of electrical energy extracted per incident photon. The general approach
to compute the Shockley-Queisser limit is to calculate the absorption flux and the flux emitted
from the solar cell. The difference between these two is the current from the solar cell.

2.1.6 Overview of solar cell technology

One way to maximize absorption of the whole solar spectrum is to stack layers of different materials,
each absorbing its specific part of the spectrum. In this context, new types of solar cell designs
have emerged.

Crystalline silicon (¢ — Si) is the most matured semiconductor technology used for the pro-
duction of solar cells. It relies on a thick wafer of a few hundred micrometers in order to absorb
sunlight. The state-of-art ¢ — Si solar cell efficiency is 26.7% [YYUA18| Thin-film technologies
only use few micrometers layers to absorb sunlight thanks to direct bandgap materials. III-V
semiconductors are one of the best technologies to achieve high-efficiency thin-film solar cells.
Thanks to the Shockley-Queisser limit, GaAs (Gallium arsenide) is the most efficient material for
single-junction solar cells, with an efficiency of up to 28.8%. One way to maximize absorption of
the whole solar spectrum is to stack different materials, each absorbing its part of the spectrum.
The bottleneck for III-V cells is their high cost due to slow crystal growth and expensive I1I-V
crystalline substrates. These materials are mainly used for spatial engineering.
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Crystalline silicon modules have reduced the market price below 1 USD per Watt since 2013.
This is due to improved efficiency and thinner c-Si wafers (nowadays about 160 ~ 190 um, in con-
trast to 300 um in the early 2000s). In 2017, the worldwide PV module production was estimated
at around 97.5 GWp. 95% of the total production is from wafer-based silicon technology (62%
multi-Si and 33% mono-Si) and 5% of the total production is from thin-film technologies (CdTe,
CIGS, and a-Si). III-V multijunction and concentrating photovoltaic (CPV) systems still account
for very few percentage in the terrestrial photovoltaic application. Figure 2.6 displays the efficiency
of research solar cells classified by materials and types from 1975 to nowadays.

The majority of solar cells suffer from losses, meaning that the absorption of sunlight is in-
complete over the whole spectrum. This can be caused by the physical and electrical properties
of the PV material. For example, Amorphous Silicon (a-Si) is a bad absorber in the red part of
the spectrum (A =~ 700nm). This loss mainly comes from thermalization loss. Another common
reason is the high reflection of the front surface of the solar cell.

2.1.7 Efficiency/cost trade-off

In order to increase the efficiency of PV cells, different strategies are possible. For example, one can
increase the amount of absorber inside the cell by thickening the absorbing layers. This possibility
is not privileged nowadays because it can considerably increase the cost of the cell. A more elegant
way is to use nano-texturing and light trapping techniques, so that the light can be focused in the
absorber layers as in [DTM117].

isotropic illumination

/\/\/\/\V\/\/\

air ambient

idealized solar cell

idealized reflector

Figure 2.7 | Illustration of light trapping.

Light trapping structures allow incident light to be guided and focused in the absorber layer
of a solar cell, as illustrated in figure 2.7. The absorption can be enhanced beyond the absorption
of a single light pass through the device by keeping the light stuck inside the absorber. Such
light trapping techniques have been possible thanks to the research on nano-optics and plasmon-
ics during the last decades. Using metal nanostructures in dielectric layer stacks [MLDT08] or
nano-gratings |[DI16| can help in the building process of new solar cell designs. Different type of
nano-texturing such as growth-induced textures [TLF 17|, wet-chemical etching [PLDO05], photonic
crystals |[ZYH'06| or plasmonic scattering at the front or back contact [CP08| and nano-imprint
lithography [STZST03] are nowadays available.

For such schemes, the standard theory developed by Eli Yablonovitch [Yab82], shows that the
absorption enhancement factor has an upper limit of 4n? (knows as the Yablonovitch limit) where
n is the refractive index of the absorber. For nanophotonic films with thickness comparable or
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even smaller than wavelength scale, ray optics picture, and some of the underlying assumptions in
the conventional theory are no longer applicable. In that case, it can be shown that the absorption
enhancement factor can go far beyond the Yablonovitch limit with proper design [MC12, BHS*12].
In order to model the absorption of light in solar cells, one needs to solve the system of Maxwell’s
equations (section 2.2).

2.2 Maxwell’s equations

The complete set of Maxwell’s equations in their modern form, that describe the spatio-temporal
evolution of electromagnetic waves on a domain 2 C R3, over a given time interval [0,7] ,T > 0,
are defined for all (x,t) € Q x [0,T] by

,—[ Maxwell’s equations} \

0B

E=——- 2.2

V X 5 (2.2)
oD

VxH= —+1J 2.3

8 ot (23)

V.-D =p, (2.4)

V-B=0. (2.5)

with E and B the electric field and the magnetic induction, which are vectors in R3. Most of
the physics textbooks considered E and B as "fundamental fields". We also introduce the electric
displacement D, the magnetic field H, as well as the density of free electric charges p, and the free
electric current density J. These quantities are all dependent on position x = !(z, ¥, 2) and time ¢.

2.2.1 Constitutive relations

To close the system (2.2 — 2.3), relations between (E,B) and (D, H) are required. In the general
case, the constitutive relations are:

D=¢FE, B=H, (2.6)

where € and [ are tensors depending on x, ¢, E and B. One can make some assumptions on
the considered material to temporarily simplify this system. If the material is linear, £ and i are
independent of E and B; if it is isotropic, £ = el3 and @ = pll3; if it is homogeneous ¢ and p are
constant. Assuming all those assumptions, (2.6) becomes:

D=¢E, B =uH.

It is standard to use relative permittivity €, and relative permeability p,, which are the normaliz-
ation of € and p by g and pg, respectively the vacuum permittivity and permeability. Of course,
in vacuum we have €, = 1 and u, = 1. Hence, the constitutive relations are written as follows:

D = ¢¢e,E, B = pop-H. (2.7)
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and Maxwell’s equations for linear, homogeneous, isotropic, non-dispersive materials:

oH
VXE:—MOMT?7
aﬁ (2.8)
H= r— +J.
V x €0E BN +

Before being able to solve it, we need to add boundary and initial conditions to system (2.8). For
numerical processing, we are adimensionning the system (2.8). The adimenssionated variables of
(E,H,J) are noted (E,H,J), and are computed as:

H = Z,H,
E=E,
Z: C()t,
J = 2,3,
with Zy = ’;—3 the vacuum impedance and ¢y = \/ﬁ the speed of light in vacuum. Hence, the
normalized Maxwell’s system is:
H 1 ~
Hoco a—N ——V XxE,
Zo Ot Mo
OE 1 ~ o~
c0c0Z0 = = —(VXH—J%
ot Er

Given the definitions of ¢y and Zp, one sees that “%—go = g9cpZp = 1. We can now drop the tilde
notation to obtain the normalized Maxwell system, which will be used from now on.

W
y

,—[ Maxwell normalized system

OH 1
OE 1

2.3 Dispersion models

Dispersion is a common phenomenon for all types of waves that travel through a medium. Wave’s
propagation is affected depending on the medium. For instance, for a polychromatic wave, all the
wavelengths do not travel at the same speed through the medium. Among the numerous phenomena
encountered in electromagnetics, many rely on the dispersive properties of materials. Dispersion is
modeled by a frequency-dependent (wavelength-dependent) permittivity function e(w) (e(X)), often
obtained from physical considerations. Regarding nanophotonics and photovoltaics applications,
an accurate modeling of the ¢ for semiconductors in the visible spectrum is crucial. Several models
aim to simulate this material specificity, as the Drude model [Dru00] and the Generalized dispersive

model [VLDCI11, Viq18|.
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2.3.1 Drude and Drude-Lorentz model

The Drude model is based on the kinetic theory of gases [Dru00]. This approximation consists of
considering the metal as a static lattice of ions immersed in a free electrons gas. The interactions
of these electrons with the ions are managed with collision frequency parameter v4. With regard
to electron-electron interactions, they are totally neglected. For the electron gas, this leads to the
following classical equation of motion:

0%x ox e
=——E(t
52 TG, -~ (t),

with m, the electron mass and e the electronic charge. Considering a harmonic time-dependence
of the form e~ one obtains:

— e 1 ~
X=——
me w? + iwyg
By using the definition of the polarization P= —neeX, with n. the electronic density, the latter

equality can be rewritten as:

nee2 1 -~

P=-

€0 3
MeEo w2 + 1wy

and thus, the electric displacement becomes:

2
D=« (1—2”‘%> E,
w* + 1wy

where wy = 1/;‘162 is called the plasma frequency of the electrons. It is common to include an

additional parameter, 3, describing the contribution of the bound electrons at infinite frequency
[Mai07]:
~ w3 ~
D=¢(l+xs———>— | E.
0 ( Xb wz I lw')/d)
Then, the definition of the relative permittivity function is directly obtained by matching the
previous expression with D = goer(w )E

erd(w) = €oo — (2.11)

where €5, = 1 + X3 is the permittivity at infinite frequency. Hence, in the same classical approach
as before, a spring term is added to the equation of motion:

0%x ox
- “Ru
8t2+’n6t+wlx Me (®)-
Following the same development as for the Drude model, one obtains the expression of a Lorentz
pole:
Aswlg
erlw) = ———-m".
ri(@) w? — w? + iwy

The Drude-Lorentz model is then obtained by summing Drude and Lorentz terms:

wy Aawf
€ = €00 — — . 2.12
rat(w) = €oo w? +iwyg  w? — w4 dwy (212)

with Ae a parameter representing the amplitude of the associated Lorentz pole.
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2.3.2 Generalized dispersive model

Drude and Drude Lorentz models aims at modeling metals. For more specific materials, one
usually cannot fit the dispersion profiles with the classical models. A more general approach is
needed, allowing the fitting of any sort of optical measurements. A Padé style approximation is a
simple analytical method for fitting an empirical set of points representing a material’s permittivity
function. The fundamental theorem of algebra allows to expand this approximation as a sum of
a constant, one zero-order pole (ZOP), a set of first-order generalized poles (FOGP), and a set of
second-order generalized poles (SOGP), as:

Generalized dispersive model}

o aj ¢ — iwd;
Erg(W) = oo — == ) o > (2.13)

. 2 . )
w — we — e ww
leL, I€Ls Lt iwfy

where €00, 0, (al>l€L1, (bl)l€L17 (Cl)l€L27 (dl)l€L27 (el)leLZ, (fl)leL2 are in R, and Ll, L2 are non—overlapping
sets of indices. The constant e, represents the permittivity at infinite frequency, and ¢ the conduct-
ivity. The ZOP is represented by one parameter, each FOGP are represented by two parameters

and each SOGP are represented by four parameters.

Most of the standard dispersion models are naturally includes in this single formulation (Debye,
Drude and Drude-Lorentz, Sellmeier’s law). This model has been studied in [Viql6], and was also
used by Vial et al in [VLDC11] and by Han et al for the Complex-Conjugate Pole-Residue Pairs
model (CCPRP) (see [HDFO06]).

The strategy to fit the coefficients of (2.13) to experimental data is taken from [Vigql8|. This
fitting is a not trivial optimization problem. Especially for an increasing number of poles (L1 and
L2), one can be left with a significant maximization problem, which may have many local maxima.
Simulated Annealing (SA) methods have proved to be particularly well suited and efficient for
finding global maxima in these situations ([KGV83|). In practice, a set of experimental data
(measured by physicists or taken from well-known database such as 1) is provided to the SA
algorithm, as well as a number of FOGP and SOGP. The spectrum of interest is a crucial factor in
the quality of the fitting, and it should be chosen in accordance with the part of the light considered.
Indeed, the number of poles needs to depend on the behavior of the experimental permittivity
function in the selected frequency range. In this manuscript, the spectrum of interest is in general
set to [300, 1000] nm, which constitutes a good representative range for PV applications. We show
the fitting obtained for microcrystalline silicium (uc-Si) using 2 FOGP and 5 SOGP in figure 2.8.
The optical measures are perfectly fitted over the whole range, with a relative error less than 1%.
In chapter 4, a fit issue concerning bandgap modeling which is impacting the physical quantities
specific to photovoltaics will be discussed.

2.3.3 Maxwell-GDM equations

In this section, the modified Maxwell’s equations for dispersive media are derived by considering the
previously introduced generalized dispersive model. One can derive the system of PDEs,; following
the steps described in [Viql6] for the Maxwell-Drude equations. The obtained system of PDEs,
accounting for the generalized dispersive model (GDM) in time-domain is given by:

"https:/ /refractiveindex.info/
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Figure 2.8 | Real and imaginary parts of the microcrystalline silicon relative permittivity predicted

A (nm)

(a) Real part
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(b) Imaginary part

by the generalized dispersive model compared to experimental data.

,—[ Maxwell-Generalized dispersive model}

oH

D E

En V x E,

OE 1

oo (VXH-I = To= > Ti=> T

l€L, l€Ls
Jo=(c+ ) d)E,
€Ly
(2.14)

T = aqE - P Vil € Ly,
OP;

W =J Vi e Ly,
oT
aitl =(a —dif)E— fidi —eP Vi € Lo,
oP

aitl:dlEijl Vi € Lo.

We now switch to the numerical treatment of the previously stated systems of PDEs. The
basic solver that we consider in this work combines a discontinuous Galerkin (DG) approach for
the discretization in space (sections 2.4 and 2.3.3) with a fully explicit scheme for time integration
scheme (section 2.5), yielding a so-called DGTD method.

2.4 Discontinous Galerkin formulation for Maxwell equations

In this section, we present the main principles and numerical ingredients of the DGTD method
formulated on a conforming tetrahedral mesh and assuming an uniform interpolation order across
all the elements of the mesh, which is essentially the outcome of the Ph.D. thesis of J. Viquerat
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[Viql6]. In the next chapters of this manuscript, we will extend this method and explain in more
detail our methodological contributions motivated by the study of light interaction with nano-
structured materials for applications relevant to photovoltaics. We consider the case of Maxwell
equations in non-dispersive materials for the presentation of the different aspects of the DG for-
mulation in space (sections 2.4.1 to 2.6, and then elaborate on the main modifications for dealing
with dispersive materials.

2.4.1 Weak formulation

Let Q C R3 be a bounded convex domain, and n the unitary outward normal to its boundary 95.
Let Qp, be a discretization of Q relying on a quasi-uniform triangulation 7, (34,VT; € Tp,Vk €
Vi, hi, < 6h;, where h; is the size of the element 7;). This triangulation verifies 7;, = va 1 T, where
N € N* is the number of mesh elements and (7; )le[[l N] 18 the set of elements of T,. We denote by
a;;. = T; ()T} the internal faces of between the adjacent cells T; and T}, and ng is the unit normal
vector to a;, oriented from T; to Tj. For each cell T;, we define as V; the set of indices k € [1, N],
such that T; and T}, are sharing the face a;.

From now on, we can write the weak formulation of problem (2.9) locally in the cell T;. Taking
the L? scalar product of each term with a vector test function 1, we obtain the following variational
problem:

Find (E,H) € Hy (curl,Q,) x H (curl, Q) such that V¢ € H (curl, Q) ,

/M’"at ¢+/V><E P =0,

/Tisratw,b—/anH-zﬂ:—/TiJ-'t,b.

Then, using classical vectorial calculus and Green formulas gives:

/urat ¢+/Ew¢ WxE)n,

/ cp— /H Vxp=— / cp — 8Tq,be - n;.

One can notice that the previous equality only holds if the boundary terms |, or, (¢ x H) - n; exist.
By using the properties of the mixed product, the previous system becomes:

(szE)nZ:(Exnz)'(ﬁ

This implies that taking E in Hy (curl, ;) requires the existence of the trace of ¥ on 9T;. Thus,
we choose to take 1 in H' (Qy). Therefore, VT},Vap € H' (),

r—( Local weak formulation} \

/“Taat ¢+/E VX = (Exnz) P,

/ - — /H Vxp=— / - — - (H x n;) -

(2.15)
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2.4.2 Discretization in space

We start by defining the approximation space V}, such that:
3
v, = {v € (L3(Q))* ,vin, € (Bp(T)* VT, € n},

where P,(7;) is the space of polynomial functions of maximum degree p on T;. We denote by
(Hp, Ep, Jp,) the semi-discrete fields seeked in space Vj,, and there restrictions on the cell T; as
(H;,E;, J;) = (Hh‘TiaEh‘TiaJh‘Ti)' We also define a set of scalar basis functions (¢ik)1<k<di for
each T;, with d; the number of degrees of freedom (d.o.f.) per dimension. Additionally, we associate
the three vectors ¢, to each scalar basis function, such that:

Dik 0 0
bin=1 0 |, 0%h=| dir | . P=1 0
0 0 Dik

For a 3D system, we notice that E; and H; are two vectors of three components:

EF HY
E,=|E |, Hi=| H/ |,
E; H

which can both be locally expanded on the chosen set of basis functions:
di di
E} =Y Eji;, HY = Hjij, ve{ry,z}. (2.16)
j=1 J=1

Therefore, for practical purpose, we define the three vectors of d; components:

Ei Hj

E;): : 9y H;): ; ) /UE{:L‘?y’Z}?
B, H,

as well as the following 3d; components vector:

( ) 1<j<d; Y/1<j<d;

B _ E%/.) H. — <Hy>

Bi ( V) 1<g<d; | Hi Y/ 1<j<d;
#) (1)
( V) 1<i<d; Y/ 1<<d;

Those vectors will be used to write the matrix-vector semi-discrete variational formulation of our
system, analogously to (2.15). However, before that, the boundary terms in this formulation require
some particular treatment before going further on in the spatial discretization process.

2.4.3 Numerical fluxes

Given that the test functions 1 can now be discontinuous at the interfaces a; (between cells T;
and T7), it is important to notice that the surface integrals, define as:

/. (Ep xny) -1, and / (Hp, x ng) -, (2.17)
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are not clearly define. Indeed, electromagnetic fields E;, and Hj, can relate to either the field value
in 7; or in 7;. We need to define the numerical fluxes (or traces), which will allow to recover a
proper definition of the surface integrals. This will permit to reconnect the field values between
neighbouring cells.

Remark : We specify that the numerical fluzes do not have a unique valid choice. In fact, different
choices can lead to stable and convergent discrete schemes, with different numerical properties.

We replace in equations (2.17) E, and Hj, by E, and H, such that:

/(E*xn)-z,b, and / (Hy X n) - .

ajl 274

It is well known that the flux can be seen as the solution of a Riemann problem at cell interfaces.
In this thesis, we will exploit two very common flux choices. The first one is the centered flux,
which is defined as:

7Ei+El

E, 5 and H, = M

: (2.18)

This flux is non-dissipative and leads to an L? spatial convergence in h?. When it is coupled to a
non-dissipative time-integration scheme (for example Leap-Frog), this yields to a non-dissipative
DGTD scheme [FLLPO05|. The second numerical flux considered is the upwind flux, which is defined
as:

1 1
B.= 3y VBl +an x [Hy), and Ho= =

({ZH}; — on x [E];), (2.19)

where {A},, = A; + A; is twice the mean value of A at the interface, [A]; = A; — A; is the jump of
A at the interface, and « € [0, 1] is a tunable parameter that allows to vary between the centered
flux (2.18) taking o« = 0, to a fully upwind flux for &« = 1. The jump term of the upwind flux
introduces dissipation in the DG scheme. Those dissipation can help damping nonphysical modes
when instabilities occur [HWOS8]. It also leads to a better L? spatial convergence (as h?*! against
h? for the centered flux).

2.4.4 DG matrices

In this part, we present the FE matrices which will allow us to write the matrix-vector form
of system 2.14. We choose the test functions v such that they are the 3d; vectors ¢, which
constitutes the Galerkin choice:

oH;, |, v v
/T;MT 5 '¢ikz+/TEi'vx¢ik:Z/”(E*Xnil)'¢ik’

ley; a

OE;
I R R B I At

ley; @

(2.20)
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Mass matrix We start by considering the time-derivative term of the E evolutionary equation
of system (2.20). The x component is:

OE; .. aEf
/Ti5rat'¢ik_/Ti ¢Zk

L)
=> atEf;/ ErPijPik
i=1 Ti

:<M§T8Ei>
oot ),

where M?’" is the mass matrix, of dimension d; X d;:

(M;:T)jk:/ ErPij Dik,
T;
with (4, k) € [1,d;]*

Stiffness matrices We now focus on the curl integral of the E evolutionary equation of system
2.20. The x component is:

AR A s

1

62 L, 0¢;
/z< 2 2

z] 1
Opir " o / O
/¢Z] j:1 ij T ¢’L] 8y

= (KfHZy _K?Hf)k
= — (K, X ﬁl)i

with the three stiffness matrices defined as:
(K§) . = / bij agm for v e {x,y,z2},
with (j, k) € [1,d;]?>. We can also define the global 3d; x d; stiffness matrix that will be used in
the matrix-vector form of the final system:
K

K,= | K|,
K}

Flux matrix Finally, we consider the right member of system 2.20 that contains the flux contri-
bution. Here we are using the centered flux (2.18), but the upwind case, as well as the generalization
to other fluxes is straightforward. We also note that in the conforming case, the field expansion
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defined on a;; over the basis functions of cells T; or 1} is equivalent. We proceed as previously,
focusing on the x component of the flux of the E evolutionary equation of system 2.20:

/ (HL % ny) - 6%, = / (HYni, — HZn!) o

ajl
H —I—Hy H? + H?
:/ ng — — 5 Lnd) ) g

1 &
252 {HY}yng {Hz}zlnzl)/ ijbik
§ aj

(S:

(FLxma) )

where the flux matrices are:

k —/ ij ik
Qajl

Remark : In non-conforming cases (which includes hybrid meshes, non-conforming meshes and
local approzimation order), one should consider the proper expansions of the field over both cells
respective bases. This is presented in details in the chapter 3.

with (5, k) € [1,d;]?.

Semi-discrete formulation Thanks to the definition of the FE elementary matrices, we can
define both global mass and flux matrices, which will allow to write the semi-discrete formulation
in a compact form:

o M} Od;xd; Od;xd; B Sit - Od;xd; Od;xd;
My = | Og;xa;, M} Ogxa; |» Si=1| Oa;xa;, Sa Od;xd;
O4;xd; Odq;xaq;, M O4;xd; Od;xa;  Sit,

which leads to the following matrix vector expression of the semi-discrete DG scheme for Maxwell’s
equations:

r—[ Semi-discrete scheme] \
OH; S _
Mi"——==-Kix E;+ ) Su(E.xny)
ley; (221)
___ OE; _ _ . L ’
e mz: leHl—%;S (H. xny) — M;J;

2.4.5 Elements mapping

One of the strength of the DG method is that the FE matrices described in 2.4.4 are not stored for
each element of Ty, but are calculated only once for all on a reference element noted T and then
mapped on the considered physical tetrahedron T;. Let T be defined as follows in the &= (&n,0Q)
coordinates system:
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T={En¢)eR,¢+n+¢<1}.

Then we define the physical tetrahedron in the x = (x,y, z) coordinates system as the image of T
by a mapping ¥r, (see figure 2.9) defined as:

Yr, : T — T, such that, V€ €T, x=1p, (£).
The vertices of T are noted (Ay, Ag, As, Ay), and the vertices of T; are noted (vy,va, v3,v4). In this
case, 1 is a linear combination of £, n and ¢ defined as:
Yr, (§) = v1 + (v2 — v1)€ + (v — v1)n + (va — v1)C.

Let (¢ij)j:1..d- be the basis functions on T;, and (q%) » defined by g/f)\j = ¢ijotpp, on T. Then
¢ Jj=1..d;

Lol x=n®) -

- ~ - ~

P ~ e ~
/\,/ N
N
\ 7 \
\ /
\ /
\ i
| |
3 o
/ \
/ \
/ \U
/ \
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Figure 2.9 | Linear mapping from the reference element T to the physical element T;.

we can write the mass matrix on the element T; as:
(M) 5 = /T Gij (X) Pk (x)dx

dg,

~ [ 5/©5©]3un
T

where Jy,. (§) is the jacobian matrix of the mapping 1), defined as:

(JwTi)jl - <(?9>Z

In this case, the determinant ‘J ¥, ’ is constant and only depend on (v1, ve,vs3,v4). Hence, the mass

(v2—v1), (v3—w1), (va—v1),
> = | (vo— vl)y (vg — ’Ul)y (vg — Ul)y
gl (vg — Ul)z (v3 — Ul)z (va — ”1)z

matrix for each physical tetrahedron of 7}, is a simple multiplication of the mass matrix calculated
on the reference tetrahedron:
00 0= [T (7).

Similar situation occurs for stiffness and flux matrices by using the following change of variables
(see [Mon03] for additional details):
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w= (0007520 ) ax

/ ’JdJT Vg(gk(@} )ds
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where V¢ is the gradient operator in the T basis. Therefore, the stiffness matrix on 7; can
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be built from the stiffness matrices (]Km) N calculated on the reference element. Finally, the flux
J
matrix can be rewritten as:

(Sil)jk:/ bijPids
al
:/?(ﬁquk‘Jd,Ti )J;;iﬁ’dg

N
5) .
wTin’ < jk

with ¢ the reference triangle. As for the other matrices, these matrices can be deduced from

= ‘JQPTZ-

the (g) . The unitary normals also transform as:
j

1 /\
J¢T
n; =

‘JwTi n‘

Therefore, even for the flux matrix, we only need to store a single (3 x 3) matrix instead of
once per cell.

Remark : If one is using local polynomial orders, fluz matrices must be computed for each possible
order’s jump. If the mesh is non-conform or hybrid, flur matrices must be computed for all the
non-conformal interfaces.

2.4.6 Polynomial expansion basis

In this part we discuss the choice of the basis function <<$]) g Over all the possible polynomial
J=1..4;
bases available, Lagrange polynomials are quite a common choice. They can be defined by a set of

interpolation nodes distributed across the cell.
The Lagrange interpolants L; are defined by the following property:

Li(x;) = 65, V(4, ) € [1,di]*.
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There must be the same number of nodes and polynomials in order to define a complete basis. In
a tetrahedron the number of Lagrande nodes needed to have a polynomial order p is equal to:

(p+1)(p+2)(p+3)

n(p) = G ,

and for each of its faces, it is:

5(p) = (p+ 1)2(19 +2)

We choose to use Lagrange polynomials with equispaced nodes as it allows a simple integration of
the FE matrices on the reference element since the nodes positions are known exactly.

Remark : In the case of an hexahedral cell, the number of Lagrange nodes requires for a polynomial
order q 1is:
n(q) = (¢ +1)° and s(q) = (¢+1).

2.4.7 DG operator spectrum

With DG, the global matrix of the spatial operator can be assemble such as FEM. Compared to
the FEM global matrix, the DG one is of much larger dimension, even for the same number of
cells, and the same interpolation order. This is due to the degree of freedom (d.o.f.) which are
duplicated on the cell’s interfaces. However, unlike the FEM global matrix, local matrices do not
overlap. Indeed, the degrees of freedom exist independently at each cell interfaces on both sides.
Eventually, we can rewrite the semi-discrete DG problem as the following generic form:

oWy,
ot

where By, (t) represents the exterior sources, and the matrix Ay holds all the information relative
to the spatial discretization.

(t) = ApWy(t) + Bh(t), (2.22)

2.5 Time discretization

In section 2.4, the semi-discrete scheme was obtained (2.21) by discretizing the spatial derivat-
ives of Maxwell’s equations. Similarly, the time derivatives need to be considered for the time
discretization. Then, we consider the reduced problem of the 1D Maxwell’s equations:

OH, OF,
Frae = oz
OE.  OH,

o0~ on W

By dropping the spatial subscripts of the unknowns, the semi-discrete formulation associated to
this system becomes:

oH; .
Métraitl =K:E;i + [EJ3 |,
(2.23)
& 6EZ xT;
Mirﬁ =K;H; + [H*]xFl — M, J;,
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with: 1 1
=———({HYE!. Hl. H, =

In the previous equalities, subscript [ designates ¢ — 1 or ¢ + 1. When trying to go from system
(2.23) to system (2.22), a non-symmetric A matrix is obtained in the general case:

| Aar Apg
A_[ A AuE ]

E, ({ZH},; + «[E];).

The off-diagonal blocks represent both the centered part of the flow and the stiffness part, while
the diagonal blocks represent the upwind contribution. Therefore, A is strictly anti-diagonal in
the case of centered flows. Furthermore, the following properties are obtained in the case of a
homogeneous medium (Y; =Y, =Y):

1. Aq g and A, g are equal, e.g. Ay g = A g = Aq;
2. Ay and Ag are multiples of each other, e.g. Ay = %AE = YzﬁAU-

To begin with, we consider the simple case of vacuum (¢, = p, = 1). In this case, one has a
symmetric A matrix and thus a diagonalizable system. Thus, one can just retain the corresponding
formulation in the diagonalized basis, for the study of the time-stepping schemes. This has the
effect of reducing to a system of ODEs of the form:

o¢

S = Ao(t) +b(t) = F(t,6(1)), (2:24)

for each A eigenvalue of A. A number of time-integration techniques from the ODE community are
appropriate to solve (2.24).

We can classified time-stepping methods into two main categories: the explicit time integration
techniques, and the implicit methods. For the first category, the time state ¢(t + At) is computed
explicitly from ¢(t). For the second category, the time-updated solution is obtained by solving
an implicit expression of the form g(¢(t), ¢(t + At)) = 0. It leads to the resolution of a linear
system of equations at each time-step. As expected, the implicit method is more expensive than
explicit technique. But, implicit methods are generally unconditionally stable. This means that
any choice of At leads to a stable algorithm. For explicit methods, a numerical criterion on the
time-step called the Courant—Friedrichs-Lewy (CFL) condition, must be respected. Otherwise, the
resulting algorithm will be unstable and blow up. In conclusion, explicit time-stepping generaly
requires much more time-steps but each time-step is significantly less numerically costly. Hereafter,
solutions are investigated on intervals of the form [0,7] with 7' > 0, discretized in time-steps of
length At. In order to refer the discrete approximation of ¢(t,), with ¢, = nAt, we used the
notation ¢”. A family of DG methods, called space-time DG methods [PFT00| [AAPG14], is
designed to deal with time derivative similarly to space. The main disadvantage of these methods
is that they usually lead to an implicit scheme. In the next part, we present the Runge-Kutta
(RK) and Low- Storage Runge-Kutta (LSRK) schemes.

2.5.1 Classical RK schemes

Runge-Kutta time schemes are a class of multi-stage algorithms based on the multiple evaluations
of the right side of (2.24) to evolve the system in time. Suppose that problem (2.24) is integrated
between t and t + At:

t+At
o(t+ At) = o(t) + /t flu, d(u))du. (2.25)
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We can approximate (2.25) using a quadrature formula with s terms:

Bt + AL) ~ ¢(t) + At Y Bif(t+ 5;AL, ¢t + 6;At))du, (2.26)

Jj=1

where (8;)je[1,s] and (d;)jequ,s] are constants depending of the choice of the quadrature formula.
In order to evaluate the ¢(t + 0;At) values, RK methods use a so-called prediction/correction
technique. It builds on the previous guesses to calculate the next one. The n'* time-step with an
s-stage RK algorithm is can be written as follow:

(bl = f (tn7¢n)

S
b = f|tatORALG"+ ALY ajpg; | for k=2,..s, (2.27)
7j=1

"t = ¢"+At25g‘¢ja

j=1

where we suppose that ¢g = ¢™. The system (2.27) is implicit in the general case. The summation
in each intermediate stage extends to the maximum number of stages. For practical and efficacity
reason, we choose to work with explicit RK schemes (i.e. a1, = 0Vk > j). They can be written
as:

,—( Explicit RK schemes} \
¢1 = f(tna¢n)
k—1
Sk = f|tntOkAt "+ ALY ajpd; | for k=25, (2.28)
j=1
¢n+1 = (an e Atzﬁjd)j'
j=1

For larger number of stages, the principle of a RK algorithm remains similar to the two stages
algorithm. At time-step n, the first stage of the method is:

1= f (t’m ¢n) = ftn7 (229)

and the second stage is:

2 = [ (tn + 62AL, ¢" + Aty 201) . (2.30)

In (2.30), one can recognize ¢™ + Ataja¢i as a forward Euler method, that provides a first-
order approximation of ¢(t, + aq2At) by exploiting the approximate value of the slope at t = t,
calculated during the stage (2.29). One can obtained ¢2 by setting d2 = a1 2. The method is done
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in two stages then, the solution at the next time-step is obtained as:

" = " + At (B1¢1 + B2¢g2)
= ¢" + At (Bifi, + Baf (tn + 6288, 6" + At 261))
= ¢" + At (B1fi, + Baf (tn + a1 2, ¢ + At 261)) .

Using Taylor expansion to the first order in At on the last term gives:

6= 4 A B+ B f + Bana b (G (00" 4 o G 00 0")) +0 (A7),
that can be matched with the Taylor expansion of ¢, which gives:
Ot + At) = ¢(t) + Atfy + Af (g{( )+ i f;( ¢)) +0(Ar%),
where f; = f(t, ¢(t)). In practice we drop the residual O (At3), that leads to the following system:
B+ B2 =1,
Brorrs = % (2.31)

One can see RK schemes as a quadrature rule for which the sum of the weights is one, as recall
in the first equation of (2.31). One also remark that (2.31) is underdetermined, which means that
there is not a unique set of coefficients verifying (2.31). A common choice to satisfy the latter
system is:

arp =1,
1 (2.32)
Bl = 52 = 5
This choice leads to a second-order RK method:
¢1 = f(tn7¢n)
¢2 = flta+ALG" + Atdy) (2.33)

"t = ¢n+%(¢1+¢2)-

Here we summarize the algorithm which is illustrated in figure 2.10. An estimate of %(tn) is given
by fi, during the first step. Then, via a forward Euler step, we obtain a first-order approximation
¢ = @™ + Aty of ¢(t + At). In the second step, ¢7H! is used to estimate 8—‘?( n+1)- Finally, a
second forward Euler step is used to obtain ¢™*1.

Similarly, one can obtained the four-step fourth-order RK algorithm by exploiting the average
of four different evaluation of the slope (figure 2.11). The most classical version of this scheme is:

(bl - f(tnv¢n)A A

6r = f tn+§,¢”+§¢1

¢3 = flta+ %, " + %(bz (2.34)
04 = f(tn + At 9" + Atgs)

"t = "+ AGt (b1 + 202 + 23 + ¢4) .

Remark : Obtaining an RK scheme of order p when p > 4 requires more than p stages ([But87,
Lam91]).
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¢n+1

¢(tn+1)

ot

Figure 2.10 | Steps of the RK2 algorithm. ¢7™! is the estimate obtained by the forward Euler method. The
slope of the solution between ¢, and t, + At is approached by ¢1. The RK2 estimate is obtained by averaging ¢
with a second approximation of the slope obtained from ¢7! in t,, + At. ¢ represents the average of the different
slopes.

d)n+1

tn tn+% tn+1

Figure 2.11 | Steps of the RK4 algorithm. ¢ represents the average of the different slopes.
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| |
tn tn+% tn+1

Figure 2.12 | Steps of the LSRK2 algorithm. Here, (Z)g represents At f (tn + %, 1) with 2 stages.

2.5.2 Low-storage RK schemes

Standard RK schemes can achieve high order accuracy. However, these algorithms needs to store all
the s slope estimations in addition to the usual solutions. If this is not a major constraint for small
problems and/or for a small number of substeps, this storage become a huge limitation for larger
problems. Thus, a specific class of RK algorithms have been developed to overcome this issue.
These algorithms require only two memory registers at every moment. They are called low-storage
RK schemes, and they are usually presented under the Williamson formulation [Wil80]:

,—[ Low-storage RK schemes} \
1 = ¢"
®2 = appo + Atf (tn + dpAt, ¢1), }
for k=1,..., 2.35
o1 = o1+ broo, o i (2:35)
"t = 4.

Remark : The convergence to order p is not anymore ensured in s substeps. At least 5 stages are
necessary to achieve a fourth-order convergence as see in [CK94).

The principle of LSRK schemes is slightly different from RK schemes. The final step is mixed
within the slope estimation steps: starting from the initial point, the slope is approximated (with
¢2), and an Euler step is executed, giving an intermediate value of the solution (¢;) at time station
t,+b1. Then during the second stage, the slope stored in ¢4 receive a weighted average between the
previous estimate and the new one (calculated from ¢, at t,, +b1). This is illustrated in figure 2.12.

2.5.3 Time-step and CFL condition

The main drawback of explicit methods is the CFL condition. This time-step restriction is com-
puted from an energy-based stability study. In this thesis, theoretical results from [FLLPO05| are
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used. Consequently, for a space discretization with polynomial order p, the time-step is chosen as
follows:

.V,
At, = ¢, mnin Ar (2.36)

where V7, is the volume, A7, is the area of cell T}, and ¢, is an order-dependent constant. The
maximal acceptable value for ¢,, can be determined on a basic test case.

2.6 Domain truncation

2.6.1 Boundary conditions

Each computational setup needs to be closed by boundary conditions, which depends on the physics
of the problem. Most of the time, photovoltaic problems are open. The considered physical domain
must be artificially truncate due to the fact that computational domain cannot be infinite. In PV
applications, some problems are peridiodic. This means they can be truncated using the so-called
periodic boundary conditions (PBC). PBCs describe an infinite repetition of the same pattern.
Periodicity can also be represented through symmetric domain, using perfect electric conductor
condition (PEC) and perfect magnetic conductor condition (PMC).

In DGTD methods, the boundary conditions are imposed by adding a layer of cells called ghost
cells’. This layer is outside the computational domain (see figure 2.13). Then, specific values of the
fields are set in these ghost cells. Thus, the behavior of the solution on the boundary is controlled,
without any special treatment, via numerical fluxes. Hereafter, the field inside the ghost cells are
noted Eg. and Hy., while the fields in the boundary cells are denoted Ej. and Hy,.

(Ebm Hbc) N .

Figure 2.13 | Ghost cells layer on the computational domain boundary. Boundary conditions are naturally
handle via numerical fluxes and ghost cells.

Perfect electric conductor condition Perfect electric conductor condition (PEC) is an ideal-
ized material which exhibits infinite electrical conductivity. A zero tangential electric field is
enforced by setting the field values in the ghost cells on a PEC boundary as:

Eyc = —Ep. and Hy. = Hy,.

Perfect magnetic conductor condition Perfect magnetic conductor condition (PMC) repren-
sents the reciprocal of the PEC condition. Most of the time, it is used to impose symmetry planes.
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A zero tangential magnetic field is enforced by setting the field values in the ghost cells on a PMC
boundary as:
Egc = Ebc and ch = _Hbc-

Absorbing boundary condition Absorbing boundary conditions (ABC) allow to partially ab-
sorb fields radiating out from the physical domain. It exists several forms of these conditions. The
first-order Silver-Miiller boundary condition is often used [Mon03]:

Silver-Miiller boundary condition}

nx (E+Z(nxH))

0
nx(H-Y(nxE)=0 (2.37)

Imposing the Silver-Miiller boundary condition is similar to set the incoming flux to zero on
the boundary. For this reason, its expression depends on the upwinding factor a:

YQC = Y, ch = Zbes Egc =0+ (
be be

1_
O‘)anbc and ch:0-< Zo‘>anbC.

Remark : The Silver-Miiller condition perfectly absorbs normally-incident plane waves, when
imposed on the boundary. However, when waves are incident at increasing angles, its performance
decreases.

Periodic boundary condition Periodic boundary conditions (PBC) can be used in order to
simulate infinite mono- or bi-directional arrays, considering one elementary pattern. Cells from a
periodic boundary face are matched with cells on the opposite boundary face of the domain. This
way, every cell has a neighbor which is well-defined, and standard fluxes can be applied.

Remark : A periodic mesh is a prerequisite to use PBC. In other words, opposite faces in the
periodic direction must match.

2.6.2 Perfectly matched layers

A novel numerical concept has been developed in 1994 by Bérenger in order to overcome the
limitations of ABC. The objectives is to absorb the waves radiated from a system. To do so,
Bérenger defined an artificial volume surrounding the physical domain in which a damping should
occur progressively. Those artificial volumes are known as perfectly matched layers (PML). Figure
2.14 illustrates the functioning of PMLs. Outgoing wave propagates in the physical domain toward
the PML, and crosses the interface. No reflection occurs, and the wave is progressively damped
by the artificial medium while it continues to propagate in the PML. At one point, the wave
will encounters the boundary of the computational domain, which is usually PEC or ABC. In
both cases, the remaining of the wave will be totally (PEC) or partially (ABC) reflected toward
the domain. In practice, the wave will travel a second time over the PML length, causing more
damping. In general, when it enters again in the physical domain, the amplitude of the wave is
attenuated by several orders of magnitude. For this reason, the error induced by PMLs is supposed
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Physical domain PML | PEC

Figure 2.14 | General functioning of the PML. Outgoing wave propagates in the physical domain toward the
PML, and crosses the interface. No reflection occurs, and the wave is progressively damped by the artificial medium
and continues to propagate in the PML. At one point, the wave might encounters the edge of the computational
domain, which is usually PEC or ABC. In both cases, the remaining of the wave will be totally (PEC) or partially
(ABC) reflected toward the domain. In practice, the wave will travel a second time over the PML length, causing
more damping. In general, when it enters again in the physical domain, the amplitude of the wave is attenuated by
several orders of magnitude.

to be small enough not to lose the benefits of high-order methods. ABCs can be seen as "geometric"
condition (i.e. it only becomes more efficient with a larger distance from the source), while PMLs
take advantage of the high-order spatial discretization to allow higher levels of damping.

PMLs have evolved since Bérenger’s implementation, and several varieties are now available
[Bér07]. One can cite the uniaxial PML (UPML) [Viq16|, and the complex frequency-shifted PML
(CFS-PML), which are in use for Maxwell’s equations. The last one is used in this work.

CFS-PML The complex frequency-shifted PML (CFS-PML) are based on a complex stretch
of coordinates in the spatial operator. This approach was introduced by Kuzuoglu and Mittra
[KMO96]. However further developments showed that this method was found successful for wrong
reasons [BPGO02|. That being said, since [RG00] the method has been broadly used in the FDTD
community. In 2011, a DGTD implementation of this PML has been proposed by Koénig [Koén11].
The next paragraph is based on this implementation. The following change of variables imposes
the complex stretching:

o Lo o 1 9 0 1 0
0r  sp(w)dz’ dy  sy(w)dy 0z = sy(w)dz’
with:
e — ith
8k<w) = Kk M7 w1 E{ﬂf,y,Z},

where oy, is the loss rate of the PML. Two new parameters are introduced: kj that represents
a real stretching factor, which effect is only to artificially lengthen the PML; «j which is the
actual frequency shift, since it moves the pole of si(w) from w, = 0 to w, = iw. Linearly-growing
instabilities in long-time computations can arise, when «ay = 0 [BPGO02].
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2.7 Sources

One of the major concern to simulate realistic configuration is a good control of the properties of
incident fields. Indeed, the physical response of a nanophotonic system depends mainly on how
it is excited. In this work, only plane waves are considered since they can model the solar light,
even if several sources are available from realistic physical applications as laser beams [NHO07], or
dipoles.

2.7.1 Plane waves

The most simple kind of source are plane waves. Indeed, they are commonly used in numerical
electromagnetics to determine the fundamental properties of a physical system even if these waves
correspond to an asymptotic physical configuration (i.e. any radiating source propagating on a
sufficiently large distance should look like a plane wave). Resonances and modes of a physical
system can be excited depending on the spectral profile of the source. Monochromatic plane wave
is the most basic kind of time dependence. In the temporal domain, its expression is:

E(t) = Eqsin(wot). (2.38)

One can notice that the Fourier transform of (2.38) is proportional to the Dirac function d,,,. This
type of source can be useful in several cases. However, running a whole time-domain simulation
only to obtain the response of the system at one frequency may not be worth it, and a frequency-
domain methods may be more suited for this type of source. In order to obtain a broader frequency
spectrum, one can use:

(t—tg)?

E(t) = Egsin(wo(t —tg)) e 2%, (2.39)

which is a Gaussian function of width ¢ centered around ty, and modulated by a sine function. Its
Fourier transform can be computed as follow:

~ . 0'2(w7w )2 0'2(w w )2
E(w) :Eoz’a,/gewto <e2 T > (2.40)

This means that such a pulse traveling through a structure will excite it on a wideband of
wavelength, and not just on a single one. In our case, the idea is to use a pulse which contains the
whole visible spectrum.

2.7.2 TF/SF formulation

Different possibilities are available in order to impose the plane waves inside the physical domain.
A first simple one is to use the ghost cells on the ABCs. This solution is no longer viable when
PMLs are used (imposing fields in the PMLs will directly damp them). A possible alternative is
to define an additional artificial contour inside the physical domain and between PMLs and the
scatterer, on which the field could be imposed directly. For periodic domains, the artificial contour
can be replaced with infinite artificial surfaces.

First we consider the splitting of the electric field in two parts:

Etot(X7 t) = EinC(X7 t) + Esca(xa t)a (2'41)
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Figure 2.15 | Wideband pulse representation in time-domain and frequency-domain. Parameters are
Eq =20 V.m™ !, wo =3, to = 5. The shorter the time-domain pulse, the wider the frequency-domain spectrum.

where Eiq; is the total field, E;,¢ is the incident field, and Eg., is the scattered field. In our case,
the incident field is a plane wave and it is known since it is imposed analytically. We consider now a
splitting of the computational domain in two regions: the first one which in which the total field is
computed, while in the second region the scattered field is computed. We call the interface between
these two regions the total field /scattered field (TF/SF) interface. The DGTD formulation 2.21 is
still valid in both region, and no modification is required, except for the computation of the fluxes
between both regions. Consider a TF/SF interface between two cells, such that the local cell T;
is in the total field region and its neighbor cell T; is the scattered field region. The upwind flux
calculated for cell T; is:

1
Eitot = ——
,tot Yz- T le
with {YEt}; = YiEitot + YiEitor and [Hiot];; = Hitor — Hitor- However, the field values
corresponding to cell T; are not E; oy and Hj o, but Ejscq and Hj go. Hence, the flux formulation
must be modified to account for this difference. By considering (2.41), one easily shows that the
right flux can be calculated as follows:

({YEtot}; + om x [Heot];) ,

1
Yi+ Y

E*,tot = ({YE}zl +an X [[H]]Zl) + Y Eiy +an x Hinc)v (2'42)

Y, +Y (
E* E*,inc

Symmetrically, the upwind flux for cell T; in the scattered field region is:
E*,sca =E, - E*,inc- (243)

Remark : The fluzes computation at the TF/SF interface can be handled by a separate additional
loop on the TF/SF faces during the fields update. causing a minimal overhead.

The TF/SF decomposition are interesting for several reasons. In the presence of PMLs, they
can be used as an "interior boundary" to impose incident fields. It is possible to observe both the
total field in near of the scatterer and the scattered field far from it in a single computation, and
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it helps to compute relevant scattering quantities, such as reflection, transmission and absorption
(see chapter 4).
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In the previous chapter, we have presented a DG formulation using a uniform polynomial order
across the whole computational domain, coupled with an explicit time-stepping scheme. However,
when dealing with realistic and complex geometries, the resulting mesh can show significant vari-
ations in cell size. In such cases, the time-step is imposed by the smallest cells and depends on the
polynomial order chosen, which can lead to prohibitive computational costs for high polynomial
orders. Indeed, in such a scenario, high-order interpolation is only needed in the coarser cells,
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while both the computational overhead and the smaller time-steps in the finer cells have negative
impacts.

In order to overcome this limitation, several possibilities can be considered. For example, one
can replace the explicit time scheme by an implicit time-stepping algorithm. This results in the
resolution of a large linear system at each (larger) time-step [VB09]. Some hybrid implementations,
called implicit-explicit (IMEX), were also proposed. For instance, in [Verl0] and [Moy13], the
authors consider a hybrid formulation where the smallest cells are treated with an implicit scheme
while using an explicit time integration for the bigger cells, thus limiting the time-step constraint.
However, maintaining high-order time integration has proven to be difficult [Moy13|. Another
possibility is to exploit local time-stepping (LTS). One of the main ideas is to divide the mesh
into regions, which share the same time-step (see [Pip06] and [DGO09]). Moreover, high-order
convergence is preserved by this method as shown in [DGO09).

A complementary strategy, which is naturally suitable to DG methods, relies on the use of
local polynomial orders. The above-mentioned drawbacks can be managed by imposing low orders
in the smaller cells, and high-orders in the coarser cells. Doing so significantly reduces both the
global number of degrees of freedom and the time-step restriction with a minimal impact on the
accuracy of the method. Strategies exploiting locally adaptive (LA) formulations usually combine
both h- and p-adaptivity in order to concentrate the computational effort in the areas of high field
variations. In this chapter, we want to show that, starting from a given mesh with a homogeneous
P, polynomial order, it is possible to exploit the LA strategy with all the polynomial orders P,
(p < k) and obtain a solution of similar accuracy for a reduced computational cost.

PV cells are made of an assembly of layers of materials. The difficulty in discretizing this
type of domain lies in the interface between these layers, where highly detailed nanotextures are
present. This area, which represents around 20 to 30% of the computational domain, is the main
argument in favor of the use of an unstructured mesh. A strategy has already been proposed to
drastically reduce the number of degrees of freedom as well as the computing time, notably for
electromagnetism in [Durl3], and more precisely for nanophotonics in [LVD*14|. This strategy
consists of using a structured hexahedral mesh in the homogeneous parts of the domain while using
an unstructured mesh for the proper representation of geometry in the areas of importance.

In this chapter, we present two numerical strategies to deal with multiscale PV structures. First,
a p-adaptive version of the DGTD method is studied in section 3.1. This is an extension of the
one presented in [VL16]. Several strategies for the distribution of the interpolation orders across
the mesh cells are also proposed. Then, to further extend this method, conforming tetrahedral
meshes are replaced with non-conforming hybrid meshes. A modified DGTD formulation on hybrid
tetrahedral /hexahedral meshes with p-adaptivity is presented in section 3.2. Then, we present the
main details about the generation of hybrid meshes, especially for PV structures. Finally, in section
3.3, we show the impact of the mesh hybridization with p-adaptivity on the convergence of the
scheme and on the computational cost of the simulations.

3.1 Locally adaptive DGTD method

In this section, the DG formulation presented in section 2.4 is modified to account for variable
polynomial orders. Two distribution strategies are presented and compared. Resulting algorithms
are tested for sequential executions, and the CPU and accuracy gains are evaluated on a realistic
configuration relevant to photovoltaics.
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3.1.1 Strategy based on the computed time-step per cell

We recall here the strategy initially introduced in [VL16|, which is our starting and reference point.
Starting with a given mesh, it seems evident that the final repartition of interpolation orders across
the different cells will have a significant impact on the obtained accuracy, as well as on the CPU
time required to obtain the numerical solution. Suppose that the solution is obtained on the given
mesh with a homogeneous polynomial order P,. The point is here to see how, with a proper
distribution of polynomial orders IP; with | < k, a solution with at least, a similar accuracy can
be obtained at a lower computational effort. We start by defining the mesh size heterogeneity
quantity as follow:

7 hmax
h = .

hmin

We also need to define the time-step in each cell T; as At; , which is computed following the formula
given in section 2.5.3, i.e.

while At? represents the effective time-step obtained if cell 7} is discretized with a [P, polynomial
expansion:

At? = CFL (p)At;,
with the second CFL factor CFL equal to:

. CFL(p)
CFL (p) = ——+=
) = Grrn)
with k the initial interpolation order.

We also define the normalized time-step, which includes the computational load induced by the
polynomial order, roughly estimated by the number of degrees of freedom (d.o.f.):

At?  CFL (p)At;
np)  n(p)

P _
P =

9

where n(p) is the number of d.o.f. in a P, cell. Finally, we define ppin and pmax the minimal
and maximal user-authorized orders. In comparison with what was done in [VL16|, we do not
restrict the order jump between two adjacent cells (in [VL16], a P, — IP; interface needs to fulfill
the condition |k — [| = 1), even if it means that we should store more matrices in memory.

The first step of the repartition procedure consists of computing all the local At;, and sorting
them by ascending order. The cell with a lower time-step receives the minimal order ppi,, and
we compute its normalized time-step th“‘““. We define two temporary variables, pioc and At oc,
which are respectively the current order assigned to elements and the current normalized time-
step. For a given cell, the normalized time step for increased order pjo. + 1 is compared to the
current limiting normalized time-step Atic. In the case where the first is higher than the second,
switching to higher order is assumed to have a limited impact on the final time-step. Hence, pjo.
is increased by one, and Aty is updated. The procedure is summarized in the algorithm 1.
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Algorithm 1 Polynomial order distribution with the time-step strategy

1: for i + 1,n; do > Compute time-step for each cell
2: Compute At;

3: end for

4: Sort cells by ascending At;

5: ]&) — Pmin_

6: Al < Athmn

7: Ploc <= Pmin

8: for i + 2,n; do > Go over cells by ascending order of At;
9: if ploc + 1 > pmax then > Check that we do not exceed pmax
10: P(i) < Pmax

11: else

12: Compute th“’c“

13: if Ef'““ > At then > Check if it is worth changing order
14: At 1oc Ef‘““ > Update the limiting time-step
15: p(i) < Ploc + 1

16: Ploc < Ploc + 1 > Update the current order
17: else

18: p(Z) < Dloc

19: end if
20: end if
21: end for

3.1.2 Strategy based on the number of points per wavelength

It is well known that a proper numerical approximation of waves by a numerical method is related
to the number of points per wavelength. It is generally accepted that 6 to 10 points per wavelength
are usually sufficient to reach an acceptable accuracy.

In the context of this thesis, the main application is PV and, in general, simulations consist
of the illumination of a device by a polychromatic plane wave over the whole visible spectrum
[300 nm, 1000 nm|. In addition to this broad spectrum, the heterogeneity of solar cells, coupled
with the complexity of the material used plays an essential role in the light propagation. Of course,
when light travels from one medium to another, its speed changes, and so does its wavelength. In
order to obtain accurate results and capture all the resonances, some physical conditions have to
be fulfilled.

We start by defining in each cell T;, the metric ddOf(z'), which represents the maximum distance
between two consecutive degrees of freedom. Then for the particular material in T;, the minimum
effective wavelength A(4) is computed. This is done by computing the wave’s speed inside the
material for all the wavelengths in the spectrum of interest. From there, it is possible to compute
the minimum number of points per wavelength inside the tetrahedron 7; as:

A(2)

Nppw (i) = qdof(7)" (3.1)
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Then, given pmin and pmax the minimal and maximal user-authorized orders, and 7,y the
minimum number of points per wavelength required, we are able to distribute the polynomial
orders accross Ty, We start by setting puy in all cell T;. Then we compute d9°f(i) and nppy (). If
Nppw (1) < M ppw(i) and p(i) < pmax, We increase p;. The procedure is summarized in algorithm 2.

Algorithm 2 Polynomial order distribution with the Points per wavelength strategy

L p(:) < Pmin > Each cell receives the minimal order
2: for ¢ < 1,n; do > Compute maximal distance between two d.o.f. for each cell
3: Compute d4°f(q)

4: Compute nppw (%)

5: if nppw(i) > T ppw then

6: Exit > One can take a coarser mesh in this area
7 end if

8: if nppw(i) < T ppw then

9: if p(i) + 1 < pmax then

10: p(i) < p(i) +1

11: Cycle

12: else

13: Exit > One should refine the mesh here or increase pmax
14: end if

15: end if

16: end for

In the next part, we show on one example, the behavior of each strategy, and in particular that
the second one performs better in the context of numerical simulation of PV cells.

3.1.3 Performance assessment

The first algorithm has been assessed on several nanophotonic cases in [VL16]|. In this work, we
want to highlight the main differences between the two strategies, and especially the configurations
in which the second one is more suitable. As a reminder, it is shown in [VL16] that for a similar
accuracy, a computational speedup of 6.15 for a locally refined cubic cavity, 2.60 for a metallic
nanolens, and 2.19 for a bowtie nanoantenna is achieved when using local order polynomials. The
second strategy is more based on physics than on numerics. Of course, in the end, the objective
is still the same, .e. making the numerical simulation cheaper, both in terms of memory and of
computational time. However, this should be done such that the obtained results are accurate
enough. For example, we consider a nanostructured PV cell composed of two gratings [WYL™12].
This structure is studied in details in section 4.5.1 of chapter 4. The structured layer is shown in
figure 3.1 with colors representing a metric based on the volume of each cell (blue cells are the
largest ones; red cells are the smallest ones).

As one can see, some areas are critical, mostly at the top and bottom of the cones. The
repartition of the 34544 cells is shown in figure 3.2(b), for the strategy based on the time-step and
for the strategy based on the number of points per wavelength with 7, = 6. We see that the first
strategy in 3.2(a) is mostly leading to a Py interpolation everywhere, with a few elements using
P, and Pj3 interpolations. Regarding the second strategy, the repartition is shown in 3.2(b) for
N ppw = 6. We note that the repartition is not exactly as shown, ¢.e. proportions are correct, but
elements with IP; interpolation are not only the smallest ones. Of course, the interpolation order
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Figure 3.1 | Nanostructured mesh of the double grating solar cell: the color corresponds to the cell size.

assigned to a cell depends on the size of the cell, but also on the material and on the considered
physical problem. We observe that most of the elements are rather using P; and P4 interpolations.
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(a) Time-step strategy (b) Pts/wavelength strategy (7 ppw = 6)

Figure 3.2 | Comparison between the two locally adaptative strategies for P; — P4 case. The repartition
in the right figure shows the amount of cell per order, which is not directly related to hmin.

In figure 3.3, we compare both strategies on the computation of one important quantity of
interest in the PV field: the reflection (noted R and defined in chapter 4). Both strategies are
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plotted against a converged DGTD-P,4 simulation. In figure 3.3(a), we observe a notable difference
between DGTD-P4 and DGTD-P; — P4 (actually DGTD-P; —P3), especially on the first part of the
spectrum [200 nm, 320 nm|, which corresponds to the shortest wavelength. The results of the second
strategy are shown in figure 3.3(b). Three different values of 7 ppy are tested: 7o ppw = {4,5,6}.
We observe a better behavior than the first strategy, even for 4 points per wavelength.

0.3 \
—— DGTD-P4
—— DGTD-P; — P4
0.2 |- |
0.1 |
T~ | — \ | | | | | | | | I

0
200 220 240 260 280 300 320 340 360 380 400 420 440 460 480 500
A(nm)

(a) Time-step strategy

0.3 I \

—— DGTD-P4

—— DGTD-P; — Py Mippw =4
—— DGTD-P; — P4 Tippw =5

02 L —— DGTD-P; — P4 N ppw = 6 i

0 | | | | | |
200 220 240 260 280 300 320 340 360 380 400 420 440 460 480 500

A(nm)

(b) Pts/wavelength strategy

Figure 3.3 | Reflection coefficient for DGTD-P; (reference) and P, — P4 strategies.

Finally, computation times are given in table 3.1. As expected, the time-step based strategy
outperforms the other ones in terms of computational time, with a speedup of 4. However, the
solution is not good. For the second strategy, the speedup is directly related to the number of
points per wavelength required. We obtained a speedup which goes from 3 for 7 5w = 4 to 1.95
for mppw = 6.
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Computation time Speedup

Py 26 h 00 mn -
Py — Py, At 6 h 24 mn 4.05
P1 — P4, Nppw =4 8 h 36 mn 3.00
Py — P4, Nppw =5 10 h 48 mn 2.40
P1 — P4, Rppw =6 13 h 12 mn 1.95

Table 3.1 | Computation time for each simulation set-up on a Intel(R) Xeon(R) Gold 6154 CPU 3.00GHz
system.

To conclude this section, the strategy to be adopted depends mostly on the accuracy expected.
When speedup is more important than accuracy, the first strategy and the second strategy with a
small number of points per wavelength are preferred. When accuracy is still the main expectation,
the second method with 7 5 > 5 should be preferred.

3.2 DGTD on hybrid meshes

As seen in the previous section, in order to be able to reach a certain accuracy, one should refine
the mesh or increase the polynomial interpolation order in suitable regions of the computational
domain. Each of these possibilities drastically increases the computing resources required for the
simulation. However, it is common knowledge that hexahedral meshes are economical in terms of
space (one hexahedron roughly replaces six tetrahedra) and advantageous in terms of accuracy.
Here, we adapt the strategy presented in [Durl3|, which consists of combining a structured hexa-
hedral mesh for the light propagation in untextured and homogeneous regions (here thick layers)
with a fully unstructured tetrahedral mesh for the propagation in the nanotextured interfaces.
Such meshes can be globally conforming or non-conforming and are naturally handled by a DG
formulation.

3.2.1 Hybrid configuration

For continuous Finite Element Method (FEM), it is mandatory to use conforming meshes because
of the continuity of the functions on the interfaces. Conforming hybrid meshes in 3D can be used
by considering so-called transition elements like prisms or pyramids, which is not obvious from
a meshing point of view. However DG methods, thanks to the absence of continuity of basis
functions at the cells interfaces, can naturally handle hybrid and non-conforming meshes without
a full modification of the core of the formulation presented in chapter 2.

For the sake of simplicity, here, the studied configurations are limited to a particular type
of non-conformity. The use of non-conformal and hybrid faces is restrained to the case where
neighboring hybrid faces match precisely, as shown in figure 3.4. In addition, the polynomial
interpolation order in the parent cell have to be higher than the polynomial interpolation order of
the small cells (see figure 3.5).

3.2.2 DGTD on hybrid meshes

To ease the reading, we consider the non-dispersive time-domain Maxwell equations in this section.
However, the extension of the formulation is presented in equation (3.8) to the case of Maxwell’s
equations for dispersive media.
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Figure 3.4 | Non-conformity considered. The union of hybrid faces from the children cells needs to match
perfectly the face of the parent neighbor.

1. ~ 1’ AR RY
~< ~< ~<

Figure 3.5 | Authorized hybrid interfaces. For the sake of precision, orders have to be higher on the parent
element.

Let Q C R? be a bounded convex domain, and n the unitary outward normal to its boundary
09Q. The continuous, normalized Maxwell problem is: find (E, H) in (L?(Q2))3 x (L%(Q))?)

OH

inalal E
Mrat VX )
N e 1

ot

We consider 2, as a discretization of {2, relying on two quasi-uniform tesselations 7; and Hp,
verifying 7j, = UZ]\L " T; and Hp, = UZ]\Q{ H;, where N¢ € N* is the number of mesh elements in each
part with £ € {H, T}, and (T5),epy vy and (Hi)jep nv,,p the set of simplices. For i € [1, Ne], let
C; be a tetrahedron or a hexahedron of the hybrid mesh. The internal faces of the discretization
are denoted a;;, = C; [ Cy if C; and C}, are neighboring cells, and ny is defined as the unit normal
vector to the face a;;, oriented from C; toward Cj. For each cell C;, V; is the set of indices
{k €[1,N]| C;NCk is a face}.

Let us define V}, as:

Vi, = {v e (LX)’

uir, € (Py(Ty)> VT, € Th}
vim, € (Qu(H:))® Y H; €Hy
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where P, (7;) is the space of polynomials of maximum degree p on T; and Qq(H;) is the space of
polynomials of maximum degree g on H;. The semi-discrete fields, sought in space V},, are hereafter
denoted (Hj,Ep,Jp), and on each cell T; the restrictions (H;, E;, J;) = (Hh\Tth\Tth\Ti) are
defined. A set of scalar basis functions (¢ ), <k<d; 18 defined for each T;, where dZT is the number
of degrees of freedom (d.o.f.) per dimension (respectively (k)< i for each H;). Additionally,

to each scalar basis function, the three vectors ¢y are associated (respectively 1} ):

Dik 0 0 Vik 0 0
0 0 Pik 0 0 Vi

One now seeks the approximations Ej of E in space V}, (respectively Hy, of H). The contribution
of each cell is therefore defined as E; = Ej|7,. Here, one must notice that, for a 3D system, E; is
actually a vector that has 3 components:

EY
E = | EY
E;

each of which is locally expanded on the chosen set of basis functions:

d;
E) =Y Ej¢ij,v € {x,y,2}. (32)
j=1
Therefore, for practical purpose, one defines three vectors of d; components:
Eh
E;}: E 7U€{$7y72}7
By,

as well as the following 3d; components vector:

EQ
<” 1<;j<d;

The same four steps are done for H and for an element H;, even if it is not detailed here.
We consider the weak formulation of Maxwell’s equations without current:

oH . v
/C.'uro”’t. ik‘i‘/CiE‘vxq')ik_ Z/ail(E*Xnil)‘(ﬁika

i lev;
OE /
er— O — | H-V X}, =— /(H*xnﬂ)~¢1-’.
/Ci ot * C; " Z @il *

ley;
We can develop the first volumic integral using the local field expansions (3.2):

OB; . oOE®
g — (e
K;sat ik <1 8t>k

(3.3)
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as well as the curl integral:

H.),

without any changes with respect to the formulation presented in chapter 2.

Indeed, the main changes will appear in the evaluation of the flux integral on hybrid faces.
For the sake of simplicity, we consider the centered flux. The generalization to the upwind flux
is straightforward. Consider a neighbor cell H; of T; with a Q, polynomial expansion. The x-
component of the flux integral on their common face a; from the T; side is:

(H, xng) - ¢ = [ (Hinj — Hiny) dur
J J

[427] 27) (34)

HY + HY _  H7 + H?
:/ < — bnfy — — l”%)@k
a;l

Consider the following expansions for H! and H, ly , and the analogous relations for H? and H;:

p q
=> Hi¢ig and HY =Y Hliy,. (3.5)
q=1 r=1
Plugging (3.5) in (3.4) leads to:
n? p q
[ @) gto= [ 5SS Hhuon+ Y Hpnon
aj ail q=1 r=1

Yy p
n:
—/5l2 %m+2mwm,
ajl q=1
1 p
= 52 <qu Ny — zq zl / ¢zq¢zk
1 q
+ 5 Z (le Ny — Hﬁ“nfl) /a-l T;Z)lr¢ik7
1
=3 ZHiq X Ny /a“ GiqPik

g=1

1 q
+t3 z;le X ny /wl Vir Pk
r K2

(3.6)

= (Su (Hui xma))y + (S (Hoy xma))y.

where, in accordance with the definitions of chapter 2, the flux matrices are:
k= / Gijdi and (Sy),), = / Yy Pik- (3.7)
a;y 27}

To summarize, the flux integrals are cut in two parts: (i) the part corresponding to local
contribution, which is integrated via the "regular" flux matrix, and (ii) the part corresponding to
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the neighbor contribution, which is integrated via non-conforming hybrid matrices. For a P, — Q,
interface, the flux matrix is rectangular, of size s(p) x s(q) (we recall that s(p) = w for a
tetrahedron and s(q) = (g + 1)? for a hexahedron). From this point, the rest of the derivation of
the numerical form of the scheme is similar to the tetrahedral mesh case, and the reader is referred

to section 2.4 for details. The final semi-discrete scheme is:

*uraﬁi

M@' ot :*Kix EZ+Z§” (E*ﬂ'Xnil)#»zgjl(E*JXnil)’
ley; ley;
OE (3.8)
M mz = KixH; =Y Sa(H.ixng)—Y S;(H.xnyg),
levi lev;

where the definition of S} is easily deduced from (3.7) and the analogous definition of S;
given in section 2.4. Time integration still makes use of the schemes presented in section 2.5.

3.2.3 Numerical study of h-convergence

In this section, we study the numerical convergence of the DGTD method on hybrid meshes. For
this purpose, we consider the cubic cavity case with PEC boundaries presented in chapter 2. Four
hybrid meshes with increasing refinement are used. The cubic domain is split into two parts, as
shown in figure 3.6, one for each element type. Upwind fluxes and the optimized 14 stages fourth-
order low-storage Runge-Kutta time scheme developed in [NDB12| are used. The obtained results
are given in table 3.2. As expected for a P, —Qy configuration, the h-convergence rate (r) is limited
by the lowest approximation order which is min(p, q) + 1.
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(a) Test configuration for h- (b) M4
convergence

Figure 3.6 | Element distribution for the h-convergence validation. To test convergence, the domain is
arbitrarily cut in two halves, each part meshed with a different element type.

3.2.4 Numerical study of hybrid interfaces

In a second step, we want to highlight the potential presence of parasitic reflection near the hybrid
interfaces. For this purpose, we consider a cubic domain with absorbing boundary conditions, with
the injection of a polychromatic incident plane wave in the z direction. This choice is motivated by
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M1 M2 M3 M4

[E—Exl r |E—E4 r |E — Ex| r |E — Exl| r
P, —Q 5.05x 1072 — 1.28x 1072 198 3.27x107% 197 147x107® 2.03
Py — Q2 6.90x 1072 — 1.88x 1072 1.87 4.82x107% 1.96 216x107% 2.05
P; — Qs 6.99x 1072 — 1.89x1072 1.89 4.83x107% 197 216x1072 2.06
Py — Qq 6.60 x 1072 — 1.89x 1072 1.89 4.83x107% 197 216x107> 2.06
Py — Qs 726 x107% — 9.82x107% 289 1.26x107* 297 3.74x107° 3.09
Py — Qs 7.07x107% — 9.59x107* 288 1.23x107* 296 3.68x107° 3.08
Py — Qu 704%x107% - 967x107% 286 1.26x107* 294 3.79x107° 3.05
Ps — Q3 6.62x107% — 4.02x107° 404 254x10°¢ 399 513x1077 4.07
P3s — Qq 6.34 x107* — 4.07x107° 396 256x107% 399 518x1077 4.08

Table 3.2 | Error levels and convergence rates of the cubic cavity case for mixed orders of approximation
on hybrid meshes of increasing refinement. All simulations were run with upwind fluxes and LSRK4 time integration.

the simulations of light trapping in PV cells, which in most cases uses this type of source. For the
mesh, we construct a sample of possible non-conformity (see figure 3.7). All meshes are based on a
cartesian grid of 216 hexahedra (6 x 6 x 6). Tetrahedral zones are obtained by splitting hexahedra
in 6 tetrahedra. In figure 3.8(a), we compare the error on a tetrahedral mesh (DGTD-P;), with
the two examples from the first configuration: DGTD-P, — Q, means we inject the plane wave
in the tetrahedral region (P first), while DGTD-Q, — P, means we inject the plane wave in the
hexahedral region (Q first). In figure 3.8(b), we consider the case where the hybrid interface is
splitting the injection surface in half. For both graphs, the error is similar, with a slight increase
for the second configuration.

3.3 Realistic PV cells

PV structures present a large variety of configurations. However, most of them share common
properties. Indeed, they are generally constituted of several stacked layers of materials, and the in-
terface between each of them can be nanostructured for light trapping purposes [Pael2]-[WYL*12].
However, those nanotextures are only present at the junction between two layers and represent a
very thin portion of the solar cell (a few nanometers compared to several hundreds, as shown in
figure 3.9). Therefore, the use of hybrid meshes is relevant in this context.

The generation of hybrid meshes is possible by using the Gmsh meshing software [GRO9]'.
Even if it is not really a proper feature from Gmsh, its ease and modularity make it possible to
generate non-compliant and hybrid meshes of PV stacks quite easily. The main idea is to build
the hybrid interfaces explicitly in the Gmsh script. This means that we must select in advance the
regions that are meshed with hexahedra. This corresponds to having a set of intervals [h? . , ht . ],
1 € N*, which represents the delimitation of each area.

The main restriction with this approach is that each hexahedral zone must have the form of a
block. Our second possibility consists in using an intermediate tool, developed initially to study
the radar cross section (RCS) of aircraft. This tool allows us to take as input a surface or volume,
tetrahedral or hexahedral (or already hybrid) mesh, as well as a domain size (I; x [, X [.), a max
hexahedron size and a minimum hexahedron size. From these information, the software builds the

"http://gmsh.info/
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Figure 3.7 | Hybrid configuration considered. Different hybrid interfaces to illustrate interface interferences.

hybrid interface and the hexahedral zones around it. If the input meshes are surface, the Gmsh
tool is used to fill the gap between interface and surface.

3.3.1 Numerical assessment for a double conical grating cell

We consider the case of the nanostructured PV cell with the two conical gratings again [WYL*12].
The homogeneous regions are removed and replaced with layers of hexahedra. It concerns the
silicon layer surrounded by the gratings, but also the artificial ones (PMLs and SF areas). One can
see the hybrid mesh and its corresponding element’s size in figure 3.10. For this setup, the same
pattern as in section 3.1.3 is observed: the largest elements are hexahedra placed between the two
gratings, while the finest ones are tetrahedra located at the extremity of cones.

Results are shown in figure 3.12. We start from the best working configuration using the point
per wavelength strategy, as shown in part 3.1.3, i.e. using T ppw = 6. The results are matching on
the range [230 nm, 500 nm| for both P; — P4 — Q3 and P; — P4y — Q4 interpolation orders. However,
for the very first wavelengths, there is a lack of reflection when Q3 interpolation is used. We also
plot in figure 3.11 the contour lines of the amplitude of the DFT of E at A = 450 nm.

The computational times are shown in table 3.3. The results for the original DGTD-P4 method
and the improved DGTD-P; —P4 version using local interpolation order with 7w = 6 are recalled,
as well as the two hybrid configurations considered. The speedup in parentheses corresponds to
the speedup from the DGTD-P; — P4 simulation. The DGTD-P; — P4 — Q4, 7 ppw = 6 presents a
speedup of 1.40 as compared to the p-adaptive simulation. We do not see a real overhead due to
the construction and storage of the specific hybrid matrices. In any case, this overhead is mainly
present in the initialization phase, which is of less importance compared to the time loop.
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Figure 3.8 | Analysis of the error (L? in space, L™ in time) for different non conform interfaces (config 1
and config 3).

Computation time Speedup

Py 26 h 00 mn -
Py — Py, N ppw = 6 13 h 12 mn 1.95
P, — Py — Qs, T ppw = 6 4h26mn  5.45 (3.00)
Py — Py — Qu, Tppw =6 9h12mn  2.85 (1.40)

Table 3.3 | Computation time for each simulation set-up on a Intel(R) Xeon(R) Gold 6154 CPU at 3.00GHz.

3.3.2 Numerical assessment for multilayer PV type nanostructures

Here we consider an idealistic PV stack composed of six layers. The interface geometry is manually
defined using a(z,y) = cos \/y?, which gives a bi-periodic domain. We consider five different
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Figure 3.9 | PV stack example with structured interface. The textured part represents a vary small
percentage of the total domain.
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Figure 3.11 | Simulation of light trapping in a solar cell based on nanocone gratings. Simulations using
hybrid mesh: contour lines of the module of the DFT of E for a wavelength A = 450 nm.

configurations: M1 and M2 are hexahedral meshes, M3 and M4 are tetrahedral meshes, and M5
is a hybrid tetrahedral /hexahedral mesh (see the meshes in figure 3.13 and their characteristics in
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Figure 3.12 | Reflection coefficient for DGTD-P, (reference) and two DGTD-P; — P4 — Q; hybrid
simulations.

table 3.4).

Number of cells  Amin (nMm)  hAmax (nm)

M1 24000 hexahedra 40 70
M2 320000 hexahedra 20 20
M3 51816 tetrahedra 11 25
M4 414528 tetrahedra 6 19
M5 5094 hexahedra 6 100

+ 21380 tetrahedra

Table 3.4 | Characteristics of different configuration meshes.

For this problem, the quantity of interest considered is the volumetric absorption (defined in
chapter 4). A convergence analysis based on this quantity is done in figure 3.14. The volumetric
absorption profile obtained with the coarse hexahedral mesh has a general appearance close to the
reference solution. However, resonances near 500 nm are not well captured. On the contrary, the
primary resonance is not in the same place. It is important to note that this anomaly does not
come from a convergence concern but from a geometric representation error due to the staircasing
effect. The refinement of the cartesian grid has been done in such a way as to obtain an equivalent
solution. It results in a hexahedral mesh of 320000 elements. Mostly because of the simplicity of the
textured interfaces, we obtained almost the same results for both tetrahedral meshes. The hybrid
mesh generated is using two levels of hexahedron refinement in order to restrict the tetrahedra
area. Due to the high ratio between the smaller and the lower, we obtained better results using
a Py interpolation for the tetrahedral region while using a mixed Qo — Q3 for the hexahedral one.
Subfigure 3.14(f) show the comparison of each converged results, which are all really close, except
for the coarse hexahedral mesh.

Now that we see that M2, M3, M4 and M5 can achieve the same (good) result, we want to
highlight the computation cost of all of them. The simulations have been performed sequentially
on an Intel(R) E5-465L (2.60 GHz - 8 cores) with 512 go of RAM. We choose this workstation
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(a) M1 (b) M2

(e) M5

Figure 3.13 | Zoom on an interface region for the five considered meshes. Each color represents a specific
material.
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due to its huge memory, which allows us to compute our quantity of interest on M2 and M4. The
computation times are shown in table 3.5.

Number of time-steps Computation time

Ml Qs 16840 1 h 55 mn
M2 Qs 16932 111 h 21 mn
M3 Ps 38678 2h 11 mn
M4 P, 103199 24 h 19 mn
M5 P,—Q:— Qs 18270 5h 11 mn

Table 3.5 | Computation time for each meshes on an Intel(R) E5-465L (2.60 GHz - 8 cores)

3.4 Conclusion

In this part, we have presented two numerical strategies that enable a better resolution of complex
geometrical problems. In the first part, we recalled some preliminary work done by Viquerat et
al in [VL16] about local polynomial approximation. In this work, we extended the latter with a
criterion based on the number of degrees of freedom per wavelength. In comparison with [Vigl16],
this approach allows us to have an a posteriori control of the behavior of the simulation from a
starting mesh. Some interesting results have been shown, with a number of points per wavelength
between 6 and 8. This allows an easier use of very various mesh sizes. In a second time, we presented
the modifications required in the DGTD formulation in order to take into account hybrid meshes.
A convergence analysis has been performed on a basic test case, and we investigated the behavior of
several hybrid interfaces. From our examples, we did not experiment with any notable degradation
with an incident normal polychromatic plane wave. Finally, in the last part, we introduced a
multilayer PV structure. We highlighted the influence of the staircasing effect, which is one of
the major drawbacks of the use of cartesian grids. Then, performances of the previous methods
were compared, with a clear improvement when combining hybrid non conform meshes with local
polynomial interpolation, both in computational time and in number of d.o.f..
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Photovoltaics (PVs) is a very prominent field of research, with widespread awareness of renew-
able energy. One of the leading scientific concerns around PVs lies in the discovery of processes
and strategies to improve the performance of solar cells, in order to enable them to become the
reference green energy. Since the beginning of PVs, silicon has been the primary material used as
an absorber, despite its significant defects. This is majorly caused by its low price. One of the
main way to overcome these failures is to use light trapping to focus the light in the absorber.
Light trapping consists in structuring one (or more) layers so that the light is trapped in the
absorbing material. This structuring is the subject of much research |[WYL™12|,[EJD14[,[Loc12].
Knowing that the costs and time required to manufacture the cell are not negligible, the use of
numerical simulations seems to be an asset and a primary possibility for the testing and calibration
of sophisticated PV devices.

The main criterion to evaluate and sort solar cells is the efficiency. It corresponds to the per-
centage of light received and transformed into electrical power. This transformation involves several
physical processes, including optics and electricity. In the context of this thesis, we only consider
the optical part, which consists in quantifying the proportion of incident solar light absorbed in a
specific material, generally a semiconductor. We will not deal with the generation of electron hole
pairs, recombination, and carrier transport, which are the other fundamental parts of solar cell.

Three possibilities occur when light reaches the solar cell: (i) the incident photons are reflected
at the top surface, (ii) they are absorbed in the material, or (iii) the light is transmitted through
the cell. For most of the PV devices, both reflection and transmission are considered as loss given
that photons are not absorbed, and therefore, do not generate power. Both issues can be taken into
account in different ways. Usually, reflection is handled using anti reflective coating [RGNR11].
This technology is not restrained to PV; it is also used in a wide variety of applications where
low reflection is desired, e.g. on corrective lenses, and camera lens elements. To overcome the
transmission, a mirror is often used at the back of the cell, reflecting the light initially transmitted
and allowing a second pass through the absorber. This allows to exceed the single pass limit
absorption. In recent research, those two strategies have been used in order to improve PV cell
efficiencies. For example, recently in [CCDL"19], Chen et al used a nanostructured back mirror to
reach the efficiency record for ultrathin solar cells (nearly 20%). The simulation of this part can
be done by solving full-wave Maxwell’s equations.

In this chapter, we first review the most commonly used numerical approaches for the simulation
of light trapping in solar cell devices in section 4.1. In section 4.2, we recall the definition of the
figures of merit that we will use for assessing the efficiency of such devices from the point of view of
solar light absorption, such as the reflection and the transmission coefficients, External Quantum
Efficiency (EQE) and the short circuit current density (Jsc). Then we present the similarities
shared by PV geometries that we usually encounter, namely their bi-periodicity. We also present
some methods to manage high definition measured textures data with noise. Those challenging
data are preprocessed to create a good and usable mesh for our DGTD solver. We discuss both
meshing aspects, as well as the observable of interest, specific to PV applications in section 4.3.
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All these elements are illustrated with several realistic test cases from PV literature or studies
undertaken in collaboration with physicists in the PV field in section 4.4, 4.5 and 4.6.

4.1 Numerical modeling of light trapping in PV devices

Solar cell physics is composed of several branches. The two main ones are: (i) optics, which
characterize the interactions between solar light and the solar cell and, (ii) semiconductor physics,
which deals with the generation of electric current from carrier generation and transport. In order
to simulate each of those parts, it is necessary to use different methods, each adapted to model the
physics of interest. For the semiconductor physics, one can solve the drift-diffusion model [ACM].

For the optical part, which is the physics we are considering in this thesis, several methods exist
for the computation of solar cell properties. To cite a few of them, the Ray Tracing method is well
adapted for textures with characteristic sizes that are larger than the relevant wavelength [BFM11].
This method literally consists in tracing a ray of light using simple geometrical optics based on
the refractive index of each material. If layers are thin but still unstructured, it is possible to use
the Transfert Matrix (TM) method. TM method is based on continuity conditions for the electric
field between two media. Knowing the field at one side of a layer allows us to compute the field
at the other side from a simple matrix operation. The Rigorous Coupled-Wave Analysis [MG81]
is suitable for solving scattering from relatively small periodic structures. When texturization
details are smaller or close to the relevant wavelength, it is important to take into account the
optical wave effects. This is possible via discretization methods, that solve electromagnetic waves
equations such as the FDTD [THO5| or the Finite Element Frequency-Domain (FEM) [Mon03]
methods. Recently, some coupling methods have emerged. They proposed to couple different
simulators (usually RCWA| ray tracing, and TM) in order to combine the benefits of each. The
two main methods are OPTOS [TEK™15] and the Coupled Modelling Approach (CMA) [TSL*15].

4.1.1 Rigorous Coupled-Wave Analysis (RCWA)

The Rigorous Coupled-Wave Analysis, introduced in 1981 by Moharam [MG81], is a frequency-
based, semi-analytical optical simulation method. It is mostly used to solve scattering from periodic
dielectric structures. The RCWA method starts by discretizing the domain into layers in the z
direction. Curved gratings need stairstep-approximated layers (see figure 4.1). Electromagnetic
modes are calculated in each layer and then analytically propagated through the layers by matching
boundary conditions at layer interfaces, in the same fashion as TM. These modes are expanded
using Fourier series, which leads to an infinitely large system of Ordinary Diffential Equations
(ODE). A finite-dimensional problem can be reached by truncating the Fourier expansions, at the
cost of the accuracy of the method. RCWA method is very efficient for the calculation of far-field
reflection and transmission coefficients, but the accurate computation of the near field at material
boundaries remains challenging. RCWA has been used for many optical simulation of nanotextured
solar cells [ABK'19],[BEH'16],|]ACM]. The main drawback of the RCWA method is that it is not
suited for non-cartesian geometries (see figure 4.1). Moreover, even if the method is dedicated to
periodic structures, the number of modes necessary can become enormous. Indeed, it is related to
the size of the elementary pattern and of the relevant wavelength. This generally leads to huge
matrices to be inverted.
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(a) Original shape (b) Stratified shape

Figure 4.1 | A very coarse stratification (b) of a cone (a). Non-cartesian geometries in the z-direction are
split in a set of z parallel layers.

4.1.2 Finite Difference Time-domain (FDTD)

The Finite Difference Time-domain (FDTD) method is undoubtedly one of the most popular
methods for time-domain computational nanophotonics. This method is also widely used for the
study of light trapping in solar cell devices. The method relies on two Taylor expansions for
both spatial and temporal derivatives. The popular version presented by K.S. Yee in 1966 [Yee66]
relies on a particular discretization of the computational space. The spatial element used is now
referred to as Yee cells (see figure 4.2(a)). In the original Yee scheme, the spatial derivatives are
discretized using second-order central differences while time integration is achieved with a second-
order leap-frog scheme. As of today, FDTD represents an easy to use and efficient method to solve
electromagnetics problems, combining simple implementation and high computational efficiency.

Ey
E. # B ~ ]
H, wANS A

H, H,y \ < 1
v |

E. E.

H.
(iv J ’ k) E Yy
(a) Yee cell (b) Staircasing effect on a complex

interface

Figure 4.2 | Yee cell and staircasing effect. (a) The H field components are on the center of the faces, while
the E ones are on the center of the edges. (b) Cartesian discretization of a textured interface. The materials are
spread in cells according to the percentage of volume physically above or below the textured surface.

However, the FDTD method also presents some limitations. First, a smooth discretization
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of curved geometries is impossible due to the fixed cartesian grid imposed by the Yee algorithm.
This approximation leads to the well-known staircasing effect (see figure 4.2(b)), which is an
important source of inaccuracy [DDH|. To overcome this pitfall, one can either use an extreme
refinement of the grid, which leads to a drastic rise of the computational cost, or exploit one of
the numerous possible modifications of the FD method that have been proposed for tackling the
staircasing effect [HR98|. However, these modifications represent a tradeoff between the simplicity
of the classical algorithm and the accuracy of the boundary description. An other source of
inaccuracy in the FDTD method is faced when dealing in the case of heterogeneous problems.
Indeed, since the electromagnetic fields are not smooth at the interface of different medium, the
Taylor approximations used are no longer valid. More advanced FDTD methods aim to address
this issue [THO5|. Unfortunately this is once again at the price of an increased complexity of the
algorithm.

4.1.3 Finite Element Method (FEM)

Continuous FEM is used as an alternative method to the FDTD method. The FEM for CEM
was introduced in 1969 by Silvester to solve waveguide problems [Sil69]. Unlike the FDTD, here
the domain tessellation is an unstructured tetrahedral or hexahedral mesh. A discrete variational
formulation is obtained from the continuous Maxwell’s equations by approximating the unknowns
in a finite-dimensional space. Then, the discretization of this weak form leads to a sparse system
of equations in terms of the whole set of d.o.f.. This system is one of the drawbacks of FEM
methods in time-domain since it must be solved at each time-step. Moreover, one should avoid the
use of nodal basis functions as it was proved that they could lead to spurious modes, due to an
ill representation of the curl kernel [SMYC95|. Edge finite elements (also known as Nédélec edge
elements) were introduced in 1986 by Nédélec [N80|. These elements display several interesting
properties: (i) their divergence is zero, and (ii) each basis function associated with an edge has a
constant tangential component on the latter, and a zero tangential component on the others (see
figure 4.3). This leads to a naturally enforced tangential continuity of the electric field across the
edges.

Figure 4.3 | The d.o.f. are associated to the edges of the element to naturally satisfy the continuity
requirements for the approximated vector fields.

In order to adjust the accuracy of the simulation, FE methods can use either (i) a local refine-
ment or coarsening of the mesh, (ii) a local or global increase of the order of the basis functions (if
polynomial, it corresponds to an higher polynomial order), or (iii) a combination of both. However,
these improvements lead to larger linear systems to solve at each time-step, which can make the
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FE method impractical in time-domain simulations for huge systems. For this reason, FE meth-
ods are more often used in frequency-domain. However, a few references can be found exploiting
time-domain FE for nanophotonics applications [HLY13].

4.2 Physical quantities of interest

When assessing the quality of a PV device, some fundamental quantities allow to measure the
performances of different criteria such as its anti-reflection capability or the maximum current
than can be generated from a solar cell. In this section, we introduce the figures of merit that we
will use in our simulations.

4.2.1 Reflection, transmission and absorption

First of all, we need to introduce the Poynting vector. It is an appropriate quantity to describe
the energy flux of a propagating electromagnetic wave. Its definition in time-domain is:

™ (x,t) = E(x,t) x H(x,t). (4.1)

More precisely, we are interested in the time-averaged Poynting vector which is define as:
1/~ N
m(x\) = SR (E (x,\) x H' (x, )\)> : (4.2)

with E and H the Fourier transform of respectively E and H and A the wavelength. Given that
definition, consider the situation of figure 4.4, where the scatterer is enclosed between two TF /SF
surfaces. Between the two surfaces, i.e. in the total field region, the computed fields are Eio; and
H,.; and one as:

Etot = Einc+Esca7
Htot = Hinc+Hsca-

The incident field (Eipc, Hine) is imposed on the TF/SF interface, and the computed fields in the
scattered region are Eg., and Hg.,. Using these fields we can define 7y, and 7rgc, as:

Tine (X, ) = %m (Emo (x,\) x H._ (x, )\)> : (4.3)

mc

e (6, ) = 5 (B (5, 1) x Fl, (3,1)) (14)

which are the key ingredients for the calculation of the physical quantities of interest. Now we can
define the reflection (R) and transmission (7) coefficients, which are two wavelength-dependent
observables. When a scatterer is illuminated by an incident field, R represents the proportion of
energy reflected to the injection plan, while T is the amount of energy that traveled through the

System:
/ Wsca('a )\) ‘n
Sin

= /S Tine(, A) -

, (4.5)
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Figure 4.4 | Periodic array of a textured layer. The TF/SF planes, Si, and Sou:, are respectively above and
below the layer (see the axes). The injection is done in the z direction and PML layers , while it is periodic in the
z and y directions.

and:

/ Tiot(, A) - 1

Sout

/ 71'inc('v)‘) -n
Sin

where S, and S,y are the injection and output planes defined in figure 4.4 and n is the outgoing
normal vector. Additionally, we can define the absorption (A) from R and T as:

T\ = : (4.6)

AN =1-T(O\) —R(\). (4.7)

which represents the amount of energy absorbed by the device. It is one of the most important
quantity in the PV field as it represents the amount of energy absorbed by the cell, and so poten-
tially transformed to electricity. The equation (4.7) point out two primary strategies to optimize
solar cells absorption: (i) one can use an anti-reflection (AR) coating at the front surface of the
cell to reduce R, (ii) or one can use a backside mirror, most of the time made of silver, to minimize
T and lead to light trapping.

Remark : For non-periodic scattering problems, the absorption cross sections (Cgaps) have to be
used in order to compute the absorption [VL16].

In the following, A computed from (4.7) will be noted At since it corresponds to the total
absorption in the PV cell.

4.2.2 Volumetric absorption

Absorption can also be computed with a volumetric method. It is possible to evaluate the Ohmic
losses (W) inside a given material instead of computing the flux of the Poynting vector through
surfaces. It is shown in [LL60] that the power absorbed by the scatterer as Ohmic losses is:

o)

AL = Porn(3) =55 [ (e () [Ee. )

2

2
| (4.8)

s
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where )5 is the volume of the scatterer s. If the domain is composed of only one absorber, one
can choose which quantity to compute, i.e. the volumic or the surfacic absorption. As discussed in
[KM10], the computation of the absorption via the Poynting vector integration shows large errors
when there is a strong scattering and can even produce unphysical negative absorption. These
effects are well explained in the paper mentioned above. However, evaluation of the volumetric
absorption is way more expensive as it requires to compute an integral over a volume rather than
a surface.

4.2.3 Quantum Efficiency

Quantum Efficiency (QE) or Incident Photon to Converted Electron (IPCE) is a frequency-dependent
quantity used to measure the efficiency of a PV device. It is one of the key quantities as it gives in-
formation on the current that a given cell will produce when illuminated by a particular wavelength.
There are two quantum efficiency definitions used for the study of solar cell devices: the EQE, which
is the ratio of the number of electrons generated to the number of incident photons per second and
the Internal Quantum Efficiency (IQE), which is the ratio of the number of electrons generated to
the number of incident photons absorbed by the cell per second as summarized in the following
equations:

electrons/sec
o _ Clectrons /sec 4.9
Q photons/sec ’ )
1QF — electrons/sec (4.10)

absorbed photons/sec’
Considering that the DGTD solver used in this thesis is only dealing with optical effects, we can

assume that all absorbed photons are collected at the junction without recombination. Then, the
EQE is computed as:

o POhm(A) .
= TS = AW, (4.11)

where [j is the intensity of the incident light and Sqom is the surface area of the periodic pattern
perpendicular to the incident light.

EQE()\)

Remark : Unlike the absorption calculated from R and T, volumetric absorption can be calculated
in various materials. However, the volumic absorption in each layer must coincide with Aioy.

4.2.4 Short circuit current and short circuit current density

One other important quantity is the short circuit current (Isc) (mA). It represents the current
through the solar cell when the solar cell is short-circuited. The short-circuit current is due to
light-generated carriers being generated and collected. It is therefore the largest current from the
solar cell that can be drawn. It is more common to use the Jsc (mA / cm?) which is the current
produced per unit cell area, rather than the Isc because it removes the dependence of the solar cell
area. Jsc mostly depends on two ingredients: the incident light spectrum or spectral irradiance,
standardized to the AM1.5G spectrum for most of terrestrial solar cell measurements (see figure
4.5); and the EQE. From those two ingredients we can compute it as:

Jsc = /qEQE(A)AMlﬁg(A)d)\, (4.12)

with ¢ is the elementary electronic charge (C).
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Figure 4.5 | Standardized AM1.5G spectrum. This spectrum is a good representation of the illumination
conditions in the geographical mid-latitudes on a tilted PV flat plate array on a clear day without clouds [GMEOQ2].

Remark : Some of the quantities defined above are sometimes referred to as near-field quantities
and others as far-field quantities. It is important to notice that the numerical convergence of each
field type requires different prerequisites, which will be the topic of a forthcoming part.

4.3 Dealing with random textures

In this section, we explain the different steps required to move from random textures given as
AFM (Atomic Force Microscopy) data, to a geometrical model that can be used for the simulations
with our DGTD solver. Such a geometrical model consists of a fully unstructured tetrahedral or
hexahedral /tetrahedral mesh, which is processed using available mesh generation tools. The two
tools used in this thesis are Gmsh [GR09], a free 3D finite element mesh generator with a built-in
CAD engine, and MeshGems !, a suite of meshing software components, integrated in most of the
CAD vendors.

4.3.1 Texturized structures from AFM

The main tool used to inspect the shape of textured layers is Atomic Force Microscopy (AFM).
It is a very high resolution type microscopy capable of a resolution on the order of fractions of a
nanometer. AFM outputs a discrete planar grid defined such that (x,y) € [0, L]? with & = néh,
y = mdh, 6h the resolution between two measured points and (n,m) € [0, N]2, N = L/6h. For all
grid points, we also have a corresponding altitude noted a(z,y) > 0.

From there, we already have, in some ways, a quadrilateral surfacic mesh of the layer. However,
most of the time, these data present abrupt jumps and spikes, which occur because of the way the
AFM is used. In order to remove these defects, we choose to consider our set of points as an image,
with the altitude a representing the grayscale of each point (z,y). Doing so, we can use image
smoothing techniques coming from the digital image processing field to remove high-frequency

"http:/ /www.meshgems.com/
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content such as noise or edges. Two types of smoothing were tried here. First, we chose to use
a box blur, also known as box linear filter. This method is easy to implement as it is basically a
local average of each point. Mathematically, it consists of convolving the image with a normalized
box filter:

apost(x? y) =K x* a(x, y)a (413)
with apest the filtered image and K the filter kernel used here. The kernel K represents the shape

and the size of the neighborhood taken into account. In this work we choose to take a square
symmetric kernel:

1 1 1
1111 1
K=—1. L : (4.14)
1 - 1
nxn

with n > 0,n € N. For example, we obtain the identity by taking n = 1. An illustration of the
convolution for a 5 x 5 input dataset and a kernel with n = 3 is shown in figure 4.6.
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Figure 4.6 | Convolution of the input topography data with a moving-average filter. Center element of the
kernel is placed over the source data, which is replaced by a average of itself and the nearby values.

By specifying that we only consider kernels with odd n, we can define n = "T_l Then, we can
develop equation (4.13) as:
w n
Apost (T, Y) = K(k+ n,l+ n)a(x 4+ kdh,y + I6h) (4.15)
k=—nl=—n
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Remark : This implementation of discrete convolution requires some adjustment when the kernel
moved to positions where it does not fit entirely within the image, e.q. at the edges and corners. It
is possible to add some "ghost" pizels in order to normally apply the kernel.

The second choice is called the Gaussian smoothing. The changes occurs at the kernel level,
where the values (1/N?) are replaced with Gaussian values. The kernel is now represented as

K = (G(zi,9i)) i j)eq1,...N}25 (4.16)
with ) -
z%+y
p— - o
Gla,y) = 5—e 7, (4.17)

where o represents the standard deviation. The advantage of this strategy, in comparison with
the blur box, is the natural account of the distance between the source and the nearby values.
Indeed, in this case, each pixel is still a weighted average of its neighboring values, but the weight
is decreasing with the distance. The matrix 4.18 is an example of a 5 x 5 Gaussian kernel obtained
using o = 1.0.

1 4 7 4 1
4 16 26 16 4
7 26 41 26 7| . (4.18)
416 26 16 4
1 4 7 4 1

T 213

These filters have been assessed on a noisy set of points representative of PV random textures. We
illustrate in figure 4.7 how Box blur strategy is way more invasive than the Gaussian smoothing.
Of course, even if the blur box has succeeded in removing the unrealistic artefacts, it has also lost
a large amount of geometric details, resulting in a very deep blur in figure 4.7(b). On the other
hand, the Gaussian filter presents results much more consistent to the starting data. It allows us
to remove the majority of defaults while keeping the texture details, as can be seen on the 3D
topographic view in figure 4.8.

a) Original image ) Box blur applied ) Gaussian smoothing applied

Figure 4.7 | Comparison between the box blur and the Gaussian smoothing. The original image (a)
presents some horizontal strips (artifacts caused by the microscope measures), (b) shows a box blur results, using a
5 x 5 kernel. The resulting image is blurry, which means a loss in texture details; Gaussian smoothing (c¢) is much
closer to the original image with an attenuation of the strips.
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(a) Quadrangle mesh from AFM (b) Quadrangle mesh after Gaussian smoothing

Figure 4.8 | Textured surface pre- and post-treatment Realistic texturation of solar cell layer.

Obviously, the smoothing introduces discrepancies between the original model and the obtained
surfacic mesh. It would be essential to check, as a future step, how we can control and minimize
the impact of the smoothing concerning the standard deviation ¢ and the kernel size n. The first
idea is to find a ratio between the resolution of the point cloud and the accuracy needed for the
calculation.

4.3.2 Bi-periodic structures

Once the acquisition of surfacic meshes of each layer is made, we still lack the four lateral faces
to have a closed domain. In particular, we have to impose Periodic Boundary Conditions (PBC)
that allow to simulate artificially infinite mono- or bi-directional structures while considering only
one elementary pattern. This is done by matching cells from a periodic boundary face with their
neighbors on the opposite boundary of the domain. It is evident that the randomly textured nature
of the geometries considered here does not naturally allow this matching to be applied.

In order to apply this principle to our realistic solar cell meshes, we explore two possibilities.
The first one consists of building a mesh by gluing together four meshes obtained by symmetries.
It is done in two steps, as shown in figure 4.9:

1. Considering a domain Q = [Zmin, Tmax] X [Ymins Ymax] X [Zmin, Zmax], discretized in a mesh
containing the vertices v; = (z;,v;,2;) with @ € {1,..., N}. Let P} be the plane defined by
T = Tmax and p(v;) be the orthogonal projection of v; on P;. From here, we can get a new
mesh replacing the points with:

0; = 2p(v;) — vy, ie{l,..,N}. (4.19)
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It should be noted that elements keep the same connectivity, which allows a very fast exe-
cution of the operation. From here we can merge the two meshes, with the only difficulty
being to not duplicate the nodes on P

2. The second step is straightforward. It consists in repeating the same operations from step
1 taking into account all the vertices of Toh, discretization of Qo = [Zmin, 2Zmax — Tmin] X
[Ymin Ymax] X [Zmin, Zmax], With the plane P,f defined by ¥ = ymax-

This method presents two main drawbacks. The first and biggest one is that the obtained
mesh is four times larger than the starting one, both in terms of computational domain size than
in terms of elements. Secondly, one of the layers may present a hole or a bump at the edge of the
domain. Joining both parts at this point can create problematic geometrical singularities, which
can drastically affect the simulation results.

Remark : One should have a look at the mesh to see if it is more interesting to use P} or P, in
(i), respectively P, or P, in (ii).

The second option is more intrusive and needs to be done before the volumic mesh generation.
It uses a so-called Tukey window function on each textured layer to level out each edge, as proposed
in [JLOZ15]. The main idea behind this procedure comes from the evident simplicity of matching
rectangular faces. To obtain such rectangular faces in x and y directions, we apply the Tukey
window function w to all of our point:

atk(x7y) = w(:v) * w(y) * aposta (420)

In what follows, we use the function defined on [0, 1] by:

L +cos[7r(% “) osesl
1 2 2
5{1+COS[7T(7£—;—1)]} 1—%S§§1,

with & € {z,y} and r € [0,1] is a parameter managing how smooth the transition between the
edges and the textures will be. One can see in figure 4.10, an analytical example which shows how
the Tukey window works. We also show the obtained surface starting from a real dataset in figure
4.11.

It is crucial to notice that the value chosen for r impacts the quality of the obtained mesh.
Taking r &~ 0 will restrict the dumping area to a tiny area, creating sharp edges on the border,
similar to the second drawback of the first method. On the other hand, having r ~ 1 will cause
a loss of details on a large area of the domain. In addition to that, the flat areas located at the
boundary can lead to the creation of cavity modes that should usually not exist. Once this is done,
we can build a volumic mesh using a mesh generation tool, taking care to specify the need for
bi-periodicity.

4.4 GaAs benchmark

In order to assess the capabilities of the DGTD method introduced in chapter 2 for the simulation of
light propagation in nanostructured solar cells, we participated in a benchmarking study proposed
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(a) Starting from a given unit cell (b) Merge with its reflection symmetry from z

(c) Merge with its reflection symmetry from y

Figure 4.9 | Symmetric mesh strategy.

by Stéphane Collin at C2N. The main objective of this study is to compare the different numerical
methods for the simulation of light absorption in nanostructured PV cells. Except for the DGTD
method which is provided by us, the three other methods are the ones presented in section 4.1. For
this purpose, a series of solar cell configurations based on Gallium Arsenide (GaAs) material of
increased geometrical complexity has been specifically devised for this study. Solar cells considered
are constituted of multiple slabs, and the silverback reflector is nanotextured with a non-symmetric
pyramidal grating. The horizontal size of the elementary pattern is 600 x 600 nm?. The solar cell
is illuminated from above and a semi-infinite slab of silver is used at the bottom. PMLs are used
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(a) Without periodicity (b) With periodicity

Figure 4.10 | Example of Tukey-window approach. As one can see in (b), the edges are all set-up to the
mean value of a(z,y).

. A 4

a) Original layer b) Layer with PBC after applying Tukey window

Figure 4.11 | Example of Tukey-window approach on a realistic textured layer with » = 0.3.

upstream of the injection surface to reduce parasitic reflection. Periodicity is imposed in = and y
directions as we consider only one elementary pattern.

In order to highlight the difficulties encountered in simulating such a physical problem, five
configurations have been defined. The first structure, referred to as Structure 1 in the following,
does not include the anti-reflective coating layers at the top of the cell, and a rectangular block
replaces the pyramid. Structure 2 includes an anti-reflective coating. Structure 3 is replacing
the stud with a Cartesian staircase version of the pattern. This case triggers the breaking of the
symmetry. Structure 4 introduces the invariance of the pyramid along the propagation direction
z. Finally, Structure 5 uses the pyramid as the texturing pattern. The composition and the
thicknesses of each structures is presented in figure 4.12 and table 4.1.

The geometries and the meshing part are both done with the Gmsh meshing software [GR09]?,
which now includes a CAD engine. The meshes of Structure 1 to Structure 5 are represented in
figure 4.13. Table 4.2 gives the characteristics of the tetrahedral meshes used in the numerical
simulations.

http://gmsh.info/
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Figure 4.12 | Composition of each structure.

Material  Structure 1 Structure 2 & 3  Structure 4 Structure 5

Air semi oo semi 0o semi oo semi oo
SigNy 0 60 60 60
AlGaAs 0 10 10 10
GaAs 100 100 100 100
AlGaAs 0 10 10 10
Al,O3 0 10 10 10
TiO2 (h) 100 100 100 210
Ag semi oo semi 0o semi co semi oo

Table 4.1 | Thicknesses of the different materials for Structure 1 to 5 in nanometers.

Mesh Tetrahedron  hpyin (nm)  Apax (nm) %
Structure 1 (very coarse) 314 100.0 327.7 3.28
Structure 1 (coarse) 3638 31.5 164.5 5.23
Structure 1 (fine) 75135 13.9 572 4.11
Structure 2 95052 10.0 544 543
Structure 3 95062 10.0 54.8  5.48
Structure 4 108102 10.0 57.1  5.71
Structure 5 106656 10.0 79.0 791

Table 4.2 | Characteristics of tetrahedral meshes of Structures 1 to 5.

4.4.1 Material models

The optical properties of the different materials that constitute the considered device structure have
been fitted to the parameters of the generalized dispersion model [Viql8| presented in chapter 2.
Different numbers of first-order poles and second-order poles have been tested in order to obtain
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(a) Structures 1 & 2 (b) Structure 3

(c) Structure 4 (d) Structure 5

Figure 4.13 | Mesh of the textured layer with a complexification: (a) corresponds to the symmetric pattern
(w = 300 nm), (b) is breaking this symmetry (w = 450 nm), (c) is considering an evolution of the pattern in the
z direction (w = 450 nm), and (d) is considering a pyramid (w = 450 nm). The red surface corresponds to PBCs,
the gray is the interface between the Ag nanostructure and the substrate, and the green is the interface between the
GaAs and the Ag.

the best possible results. The fitted models obtained are ranked according to their error on the
real part of the permittivity and on the imaginary part of the permittivity. From there, we choose
a compromise between the number of poles and the accuracy of the model. Indeed, the addition
of a pole is equivalent to adding an ODE (or two for a second-order pole) to the Maxwell-GDM
equations. The obtained permittivity functions are plotted in figure 4.14. As can be seen, they
are relatively well approximated in the wavelength range A = [300,1000] nm. Note that the SiOq
is here modelled with a constant permittivity and without losses, ¢.e €, = 2.1025 and ¢; = 0.
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Figure 4.14 | Real and imaginary parts of the relative permittivity of Ag, GaAs and AlGaAs predicted
by our dispersive model compared to experimental data.

4.4.2 Numerical convergence

Numerical convergence has been assessed for Structure 1 only, although in all cases we performed
simulations with the DGTD method based on P4 interpolation in addition to IP3 ones to ensure
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there were no major variations in the obtained results. As an example, we plot in figure 4.15 the
total absorption obtained for Structure 1, as a function of the polynomial order. As can be seen,
P3 and P4 results are very close, except for some small discrepancies in the high wavelength region
of the spectrum. For the sake of completeness, we also compare the spectra obtained using the
three meshes shown in figure 4.16 for this structure. Results are shown in figure 4.17. As one can
see, the total absorption is relatively well computed even on the coarse mesh.

=
g
<
—— DGTD-P;
02| |—DGTD-P |
—— DGTD-Ps
—— DGTD-P,

0
300 350 400 450 500 550 600 650 700 750 800 850 900 950 1,000
A (nm)

Figure 4.15 | A¢ot for Structure 1 using coarse mesh with polynomial orders ranging from 1 to 4.

A A

a) Very coarse ) Coarse ) Fine

Figure 4.16 | Hierarchy of tetrahedral meshes for Structure 1.

In a second time, the same study has been conducted for the volumetric absorption in the
GaAs. In figure 4.18, the convergence when increasing the polynomial order is shown. As one can
see, the convergence of the volumetric absorption needs to use much higher polynomial order in
order to converge, compared to the total absorption. Those results have a physical explanation.
The volumetric absorption is a quantity computed inside the elements (via volumetric integration),
which makes this observable a "near field" quantity, while on the other hand, the total absorption
(as well as the transmission and the reflection) is computed on a surface (via surfacic integration)
"far" from the nanotextures. This makes the variations in the near field much less impacting. In
figure 4.19, we look at the convergence when refining the mesh. The results are well converged,
even for the coarse mesh. The results on the very coarse mesh are even better than the results on
the coarse mesh with a lower interpolation order.
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Figure 4.17 | Aot for Structure 1 using three gradually refined meshes with P4 interpolation.

Remark : The volumetric absorption is, by nature, more expensive to evaluate than the total
absorption. This is even accentuated with the need for higher polynomial order.
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Figure 4.18 | Agaas for Structure 1 using coarse mesh with polynomial orders ranging from 1 to 4.

4.4.3 Results

All simulations have been run on 128 cores (16 Intel E5-2670 2.6 GHz processors, each with 8 cores).
In figure 4.20, we plot Aot obtained for the DGTD method based on P3 and P4 interpolations
using a coarse mesh. As one can see, Ao is quasi-converged for P3 on every structures. The
same observation is made for the total absorptions in each of the structures, only a few resonances
located near the GaAs bandgap, i.e. after 800 nm, are still presenting discrepancies. Regarding
physics, a considerable improvement is observed between Structure 1 and the 4 others (from 300 nm
to 700 nm). This corresponds to the adding of the anti-reflective coating. Structure 2 presents
some absorption gaps in the upper part of the spectrum, which are gradually filled by breaking the
symmetry (Structure 3) and adding a z-invariance in the nanostructure (Structure 4).
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Figure 4.19 | Agaas for Structure 1 using three gradually refined meshes with P4 interpolation.

In figure 4.21, we plot A for each material, obtained for the DGTD method based on P4
interpolation using a fine mesh. The important physical quantity here is the absorption in the
GaAs. As one can see, the same observation as for the total absorption can be made. However, we
seem to see a decrease in the absorption spectrum of the GaAs between Structure 3 and Structure
4, but an increase of the absorption of the Ag. This is not the desired behavior, and in this case,
we see that the volumetric absorption allows us to determine it, which was hidden by the total
absorption.

Finally in figure 4.22, we compare our result on the total absorption with the other selected
numerical methods, i.e. RCWA (Reticolo), FDTD (Lumerical FDTD) and FEFD. This study is still
ongoing, which explains the absence of some methods for a few structures. The results observed
are generally close. Differences are mainly focused on the upper part of the spectrum, the one
that raised convergence problems for our method. The biggest differences are found in structure 5,
where the two time-domain methods (FDTD and DGTD) are very close in comparison to the FEM.
For this structure, RCWA results were not available due to the complexity of the nanostructure.
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Figure 4.20 | A¢ot for the different structures with P3 and P4 interpolations on the coarse mesh.

4.5 Conical texturation

In this section, we study two solar cell designs, which have been proposed in recent years by
researchers in the field. These solar cell devices exploit gratings with nanocones in order to increase
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their light trapping capability. The first one is a double grating presents in [WYLT12]. The
second one is a conical nanowire presents in [EJD14]. We use our high-order DGTD method, and
the obtained results are also compared with results provided by the most widely used numerical
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in the 5 structures.
methods in the field.
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4.5.1 Double grating

There is a significant recent interest in designing ultra-thin crystalline silicon solar cells with an
active layer thickness of a few micrometers. Efficient light absorption in such thin-films requires
both broadband anti-reflection coatings and effective light trapping techniques, which often have
different design considerations. In [WYL'12|, the authors show that by employing a double-sided
grating design, one can separately optimize the geometries for anti-reflection thanks to the top
conical grating and also light trapping purposes, allowing broadband light absorption enhancement,
thanks to the bottom conical grating. In the present study, we try to reproduce this test case. This
structure contains a crystalline silicon thin-film with two silicon nanocone gratings. The nanocones
form two-dimensional square lattices on both the front and the back surfaces. The film is placed
on a perfect electric conductor (PEC) mirror. The design is introduced in [WYL*12] as an optimal
configuration, for a fixed quantity of absorber (corresponding to an equivalent flat layer of 2 pm
¢-Si). In the latter, the optimization is done using a RCWA solver with the aim of maximizing the
Jsc.

4.5.1.1 Mesh

One can see in figure 4.23 the design of the cell. The two gratings are placed on each side of a large
silicon layer of 1736 nm. The heterogeneity of element sizes can be seen directly. This is mostly
explained by the geometric singularity at the top of the cone. In order to reduce this phenomenon,
we choose to smooth out the extremity of all cones. Since we change the topology of the device,
we readjust the equivalent volume of Si by increasing the size of the central layer according to the
amount of volume truncated. As long as the cones are meshed with linear elements, Gmsh can be
used.

Figure 4.23 | Crystalline silicon structure with the cones extremity truncated.

4.5.1.2 Numerical convergence

We first conduct a series of simulations for the optimized structure obtained in [WYL*12|. For the
top nanocones, the period is 500 nm, the base radius is 250 nm, and the height is 710 nm. For the
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bottom nanocones, the period is 1000 nm, the base radius is 475 nm, and the height is 330 nm. Two
tetrahedral meshes have been constructed using the Gmsh software. Mesh M1 consists of 34,264
cells. The minimal, maximal and average length of a mesh edge in this mesh is respectively equal
to 0.011 pm, 0.210 pgm and 0.101 gm. Mesh M2 consists of 147,508 cells. The minimal, maximal,
and average length of a mesh edge in this mesh is respectively equal to 0.0014 pm, 0.110 pm, and
0.064 pm. Results of simulations with mesh M1 and using the DGTD method with interpolation
order 1 to 4 are shown in figure 4.24 (absorption spectra) and 4.27 (contour lines of the amplitude
of the DFT of E at a particular wavelength). These results shed light on a potential difficulty that
one may face when assessing the numerical convergence of simulations of light trapping in solar
cells, i.e. the convergence of near field quantities.
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Figure 4.24 | Simulation using mesh M1: absorption spectra.
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Figure 4.25 | Simulation using mesh M2: absorption spectrum.

4.5.1.3 Results

In many works, the quantity of interest (Qol) on which the numerical convergence analysis is
based is the total absorption Aist. When the FDTD method is used, the convergence is assessed
by refining the underlying cartesian grid discretizing the solar cell structure. In the case of the
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Figure 4.26 | Comparaison of results using meshes M1 and M2: absorption spectra.

DGTD method, two parameters can be considered separately or together to monitor the accuracy
of a numerical solution: the discretization step referred to as h and taken as the maximum of the
cell-wise sizes; the order of the polynomial interpolation of the components of the electromagnetic
field within each cell referred to as p (we assume here, a uniform interpolation order). In figure
4.24, we fix the mesh and increase the interpolation order. We observe that the DGTD-P5 yields
a converged solution using mesh M1 (DGTD-P3 and DGTD-P4 solutions are indistinguishable).
However, the contour lines of the amplitude of the DFT of E in figure 4.27 clearly lead to a different
picture as the DGTD-P4 solution shows patterns that are not well resolved when using the DGTD-
P3 method. Now, we perform a single simulation with the DGTD-Py method using mesh M2, see
figures 4.25 and 4.28. Whereas the obtained absorption spectrum is almost identical to the one
obtained with the DGTD-P3 method using mesh M1 (see figure 4.26), here again, we observe that
the volumic field is more sensitive to the refinement of the mesh than the total absorption.

We conclude this series of results by assessing the influence of the physical simulation time
t by comparing the absorption spectra obtained with the DGTD-Py method using mesh M2, for
different values of T' (note that 7' = 2.0-107!3 seconds has been used in all the previously discussed
simulations). In order to have a more generic stopping criterion, we numerically evaluate the
residual energy present in the system. This energy £ is calculated every n time-steps, n € N*.
Once the incident field has been fully injected, the maximum energy is recorded. In the course
of the simulation, the energy in the system decreases to zero. We define the threshold for the
absorption computation, which corresponds to a certain percentage of max,~o . For example, we
usually used 0.01% as a suitable starting parameter. It can be noted that decreasing this threshold
is equivalent to increasing T'. The obtained absorption spectra for different values of the threshold
are shown in figure 4.29. The simulation physical and computational times corresponding to the
different energy levels are shown in table 4.3

We also distinguish a very different behavior between the small wavelengths and the large
wavelengths. Even for the largest threshold (1%), the absorption for the lowest wavelength part
is already converged. For the upper part of the spectrum, we observe stronger resonances that
are still appearing when the threshold is strongly reduced (0.001% or a 200 longer physical time).
In figure 4.30, we show the difference between two consecutive absorption spectra, which further
confirms the difference in the behavior of the two parts of the full spectrum. This can be explained
by the large extent of the spectrum of interest (200 nm to 1200 nm) that complicates the setup of
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Figure 4.27 | Simulation of light trapping in a solar cell based on nanocone gratings. Simulations using mesh M1:
contour lines of the module of the DFT of E for a wavelength A = 857 nm.

the simulation. Indeed, it is well known that a good solution to wave problems requires a certain
number of points per wavelength. However, for a time-domain solver, multiple wavelengths are
handled synchronously. Here, the ratio Apax/Amin is 6, which means that we should have roughly
six times more degree of freedom for the lower part than for the upper one.

Therefore, we have taken a "frequency-domain" approach in order to reduce the overall com-
putational time. We choose to split the simulation into two parts, one dealing with the small
wavelengths, i.e. with a refined mesh, and high interpolation order, while the other can run on a
coarser mesh with a lower interpolation order. Indeed, the physical simulation time required to
capture the resonances of the upper part of the spectrum will remain the same, i.e. a threshold
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Figure 4.28 | Simulation using mesh M2 and the DGTD-P; method: contour lines of the module of the
DFT of E for a wavelength A = 857 nm.

P Energy level max |A;4+1 — A;| Physical time T Computation time #Iterations

Py — Py 5% / 3.21e-14 2 h 10 mn 2600
2% 1.28¢-02 4.52¢-14 3 h 03 mn 3660

1% 1.50e-03 6.02e-14 4 h 04 mn 4880

0.5% 3.00e-03 1.00e-13 6 h 45 mn 8100

Py — P 5% / 3.82e-13 7 h 55 mn 28500
2% 5.22e-01 (4.28e-01) 5.23e-13 10 h 50 mn 39000

1% 3.36e-01 (5.82e-02) 6.52e-13 13 h 30 mn 48600

0.5% 1.79e-01 (3.71e-02) 7.93e-13 16 h 25 mn 59100

0.1% 3.94e-01 (4.92e-02) 1.20e-12 24 h 55 mn 89700

0.056% 1.76e-01 (1.016—02) 1.38e-12 28 h 32 mn 102720

0.01% 1.90e-01 (8.25e-03) 1.93e-12 40 h 03 mn 144180

0.005% 1.11e-01 (1.90e-03) 2.31e-12 47 h 56 mn 172560

0.001%  8.69e-02 (1.46e-03) 3.10e-12 64 h 12 mn 231120

Table 4.3 | Correspondance between the energy levels and the physical time for both spectrum area.
The error in the parenthesis is computed on absorption after the moving average.

lower than 0.005%. However, being able to use a much coarser mesh size, with a lower interpolation
order will drastically decrease the computational load as well as increase the stable time-step. Also,
in figures 4.31 and 4.32, we check the coupling between the absorption spectrum of the two simula-
tions, as well as the concordance with the full run on M2. In figure 4.31, we superpose our obtained
absorption spectrum with the single-pass absorption and the Yablonovitch limit, respectively given
by ASingle—pass =1-—¢ and Avablonoviteh = 1 — m-

Finally, we have shown that the use of a time-domain method for "too much" broadband
problems can pose complicated numerical problems. The use of a frequency-based strategy allows
the simulation to be split into two parts, each of them being much cheaper in terms of computation
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Figure 4.29 | Computation of the total absorption for different values of the threshold on the residual
energy. We clearly see that in the lower part of the spectrum, the absorption converges faster than in the upper
part.

cost. The overlapping between the absorption spectrum is almost perfect.

4.5.2 Conical nanowire

In [EJD14| the authors study light trapping in Gallium Arsenide (GaAs) solar cells based on
thin-film photonic crystals using a FDTD method. Indeed, light trapping in thin-film photonic
crystals is capable of surpassing the performance of conventional thick solar cells. This is made
possible by a combination of improved solar absorption and more effective carrier collection on
length scales smaller than the carrier diffusion length. Thus, thin-film photonic crystal active
layers provide a unique opportunity for both photonic and electronic management in solar cells.
The authors present designs that enable a significant increase in solar absorption in ultra-thin layers
of GaAs. In the wavelength range [400 nm, 860 nm|, 90-99.5% solar absorption is demonstrated
depending on the photonic crystal architecture used and the nature of the packaging. It is shown
that using only 200 nm equivalent bulk thickness of GaAs, forming a conical-pore photonic crystal
(lattice constant 550 nm, pore diameter 600 nm and pore depth 290 nm) packaged with SiO2 and
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Figure 4.30 | Differences between two consecutive outputs of the absorption. One can see the two
behaviors of the error in those graphs. In (a), three consecutive errors are plotted on the entire spectrum. In (b)
and (c), we rescale the errors for the intervals [200 nm,650 nm| and [650 nm,1200 nm]|, respectively. There is three
levels of magnitude between each.

deposited on a silver back-reflector, one can achieve 90% absorption of all available solar light in
the wavelength range [400 nm, 860 nm|. We consider here the optimized setting studied by the
authors, which is characterized by a 200 nm equivalent bulk thickness of GaAs (which represents a
height of 4770 nm), a cone base radius of 100 nm, and a lattice constant of 500 nm. Such geometry
is complicated to represent with structured mesh. In this part, we want to show the advantages of
our DGTD method for simulating light absorption in such PV cell. One mesh of the structure is
shown in figure 4.33.

4.5.2.1 Numerical convergence

The device geometry presents real challenges. Indeed, the combination of a high height (h =
4.77 pm) and a small basis radius (r = 100 nm) for the GaAs cone requires the use of very
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from literature.
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Figure 4.32 | Absorption obtained by two simulations and compared with the single run solution. One can
see in (b) that the connection of the two simulations is almost perfect.

small element at the top (hmin = 2nm). Mainly due to meshing issues, we choose to simplify the
extremity of the cone by truncating it. (see figure 4.34).

The convergence was tested on both fine and coarse meshes. The characteristics regarding the
meshes are in table 4.4. We plot in figure 4.35 and 4.36 the total absorption spectrum obtained
for polynomial orders going from 1 to 4 for the coarse and the fine mesh, respectively. As can be
seen, for Ao, P3 and P4 simulations are really close.

Mesh  Tetrahedron Ay, (nm)  hpax (nm) 2""7”‘

Coarse 8914 3.86 500 129.53
Fine 57883 2.21 200 90.50

Table 4.4 | Characteristics of tetrahedral meshes of the conical nanowire .
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Figure 4.33 | mesh of the GaAs cone with the injection region at the top and the PEC boundary at the
bottom.

2
K
2

Figure 4.34 | Zoom on cone extremity. Here the extremity of the cone was truncated. It is represented by a
disk of radius r = 5nm.

4.5.2.2 Results

We first discuss the numerical treatment of the optical characteristics of GaAs. This material
exhibits a zero absorption above its bandgap which is around 870 nm. While this zero absorption
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Figure 4.36 | Aot in the GaAs photonic crystal on fine mesh with polynomial orders from 1 to 4.

feature is easily accounted for in the frequency-domain modeling setting by simply taking £;(A) = 0
for A > 870 nm, it represents a more challenging task in the time-domain case. The generalized
dispersion model presented in details in [Viql8| involves several parameters. The process of fitting
experimental optical data yields numerical values for these parameters through the resolution of an
optimization problem. Simulated annealing is an appealing algorithm in this context, in particular,
because it is a global optimization method. However, this algorithm works with several parameters,
such as the number of neighbors used, the neighborhood size, or the temperatures, whose optimal
values for a given problem and a target accuracy requirement in the solution of this problem,
are in general difficult to infer. We have considered two parameter configurations (referred to as
original and new in the following) and run the simulated annealing algorithm for fitting the real and
imaginary parts of the electric permittivity of GaAs. The solution with our initial guess (option
original), which works well for many other materials, is shown in figure 4.37. At first glance, the
obtained result seems satisfactory, although, by zooming in the bandgap region, we clearly observe
a mismatch in the fitting of the imaginary part. The left plot of figure 4.40 shows the result of a
simulation with the DGTD-P, method in terms of the total absorption spectrum. We note that the
time-domain simulation fails to accurately model the zero absorption above 870 nm, which fits with
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the mismatch of ¢;. Indeed, the accuracy of the simulation of light absorption in the studied GaAs
solar cell appears to be highly sensitive to the quality of the fitting, especially near the bandgap.
We tried to tune the simulated annealing algorithm in order to improve the quality of the fitting,
by adding some constraints on the bandgap region in the optimization part. One can see the clear
improvement in figure 4.38. We can see a comparison in log-scale in figure 4.39, which clearly
highlights the fitting issue. The simulation performed with the second fit confirms the importance
of the modelization of the imaginary part of the permittivity, which produced almost three times
more unphysical absorption (see figure 4.40).
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Figure 4.37 | Original fitting of imaginary part of the GaAs electric permittivity.
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Figure 4.38 | Optimized fitting of imaginary part of the GaAs electric permittivity. We observe a clear
improvement near the band gap region.

In this section we have shown the importance of the material model used, which has a huge
influence on the final results. The bandgap’s fit problem is a known problem in the time-domain
field: in [EJD14], the absorption is plotted from 400 nm to 860 nm.

4.6 Thin-film solar cells

In this part, we present a joint work realized in interaction with physicists from IEK-5 Photo-
voltaic, Forschungszentrum Julich (FZJ). This work is part of the EoCoE project [LGAB18]. We
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Figure 4.40 | Simulation using DGTD-P; method. (Left) is based on the original fit while (Right) is based
on the optimal fit. The obtained non physical absorption is divided by almost 3.
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Figure 4.41 | Simulations using DGTD-P; method and second option for the fitting: contour lines of
the module of the DFT of E (top) and real part of E, (bottom) for a wavelength A = 800 nm.

108



study light trapping in a silicon-based thin-film solar cell setup that consists of several randomly
textured layers (see figure 4.42). The focus is on amorphous and microcrystalline silicon (a-Si:H
and pe-Si:H), which belong to the family of disordered semiconductors. The main characteristics
of those materials is the structural disorder, which affects the optical and electronic properties
significantly.
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Figure 4.42 | Composition of the thin-film solar cell device.

4.6.1 Geometrical models

Researchers from FZJ provide us with topographic data of each layer obtained from AFM. In order
to generate a geometrical model, we apply the different strategies presented in section 4.3. Partial
views of generated tetrahedral meshes are shown in figure 4.43. These meshes correspond to a
subset of the full model, which has been used for preliminary tests and comparison of the different
strategies for periodic boundaries. It is obtained by taking only 1 x 1 pum? subset of each layer
data instead of the full 10 x 10 um? points. The mesh in figure 4.44 is obtained for the full model
using the Tukey window approach. Indeed, it is way too costly to use the alternative method for
imposing periodicity as it yields a tetrahedral mesh with 5 million elements.

4.6.2 Material models

The optical properties of the different materials that constitute the considered solar cell structure
have been fitted to the parameters of our generalized dispersion model, which was originally in-
tended for metals. The obtained permittivity functions are plotted in figure 4.45. As can be seen,
all materials are relatively well approximated in the range A = [300,1000] nm. Regarding glass, a
constant permittivity e, = 2.25 is used.
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(a) Modified mesh using Tukey window (b) Modified mesh using symmetric mesh
approach

Figure 4.43 | Submodel meshes obtained with the two different strategies for imposing periodicity.
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Figure 4.44 | Full cell using the Tukey window approach with r = 0.3.

4.6.3 Numerical convergence

Numerical convergence has been assessed by considering the small submodel of the solar cell struc-
ture on the one hand, and the full-size model, on the other hand. The first mesh (M1) is used
as a reference: the nanotextures are removed and the interfaces are flattened. Two tetrahedral
meshes (M2 and M3) have been constructed on the realistic topography data, using the procedure
described in section 4.3. The characteristics of the meshes used in this study are summarized in
table 4.5. In this table, hyin and hmax respectively stand for the minimum and maximum length
of a mesh edge. We plot in figure 4.46 to 4.48 the EQE, for both materials, obtained for poly-
nomial orders ranging from 1 to 4 in the DGTD method. As can be seen, the DGTD-P3 and
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Figure 4.45 | Real and imaginary parts of the relative permittivity of front TCO, a-Si:H, uc-Si:H and
back TCO predicted by our dispersive model compared to experimental data.

DGTD-P4 methods yield almost identical results when considering the submodel for the a-Si:H
layer. Moreover, we observe a smoothing of the plots from M1 to M3. Indeed in figure 4.46, the
EQE on M1 presents some resonances for both the puc-S:H (between 600 nm and 800 nm), and for
a-Si:H (at 430 nm and 500 nm). We seem to be observing some residuals of this with the submodel
in figure 4.47, while the EQE profiles in figure 4.48 are smoothed. From those statements, we can
say that flat interfaces cause those resonances. It is also visible on the submodel results because
of the Tukey window, which is flattening a large portion of the surface.

Mesh # Tetrahedra  hmin (nm)  Amay (nm)  famax
MI1: 1 x 1 pum? 29.2 465.7  15.9
M2: 1 x 1 pym? 9.9 482.6  48.7
M3: 10 x 10 pm? 1151793 6.7 917.8 137.0

Table 4.5 | Characteristics of the tetrahedral meshes for the 1 x 1 #m? and 10 x 10 zm? models.
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Figure 4.46 | EQE for 1 x 1 um? flat submodel (mesh M1) with polynomial orders from 1 to 4.

1 1

T T
DGTD-P, DGTD-P,
—— DGTD-P, —— DGTD-P,
0.8 - —— DGTD-P; || 0.8 - —— DGTD-P; ||
—— DGTD-P, —— DGTD-P,
0.6 | . 0.6 | .
= =
< <
0.4 - 0.4 -
0.2} . 0.2} .
0 L Il L 0 1 |
400 600 800 1,000 400 600 800 1,000
A (nm) A (nm)
(a) pc-Si:H (b) a-Si:H

Figure 4.47 | EQE for 1 x 1 um? submodel (mesh M2) with polynomial orders from 1 to 4.

4.6.4 Comparison with FDTD simulations

A comparison with results from FDTD simulations performed at IEK-5 is shown in figure 4.49. As
can be seen, the results are in relatively good agreement, especially for the a-Si:H. The observed
discrepancies can be attributed to two causes: (i) the use of a Cartesian grid in the FDTD method
and (ii) the number of frequency points for the evaluation of the observable. Concerning the first
point, the results of the FDTD simulations presented here have been obtained for a Cartesian grid
that is refined in order to minimize the staircasing effect inherent to this type of discretization,
while keeping the simulation time to a reasonable level. A more accurate comparison would require
to refine the underlying Cartesian grid further, therefore, increasing the FDTD simulation time.
Regarding the second point, the FDTD results have been obtained by considering a monochromatic
plane wave for the incident field and sweeping over the target frequency range. Because of the
computational overhead, the number of FDTD simulations has been kept low, as can be seen in
figure 4.49.
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Figure 4.48 | EQE for 10 x 10 um? model (mesh M3) with polynomial orders from 1 to 4.
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Figure 4.49 | Comparison of EQE from simulations with the FDTD and DGTD solvers, for microcrys-
talline silicon (uc-Si:H) and amorphous silicon (a-Si:H) using the full model (mesh M2).

Shannon theorem for frequency-dependent observables Since we are considering a time-
domain modeling setting, the computation of the observable quantities discussed previously requires
to perform a discrete Fourier transform of the electromagnetic field on the fly. Therefore, in order
to reduce the computational overhead of computing the volumetric absorption, we have exploited
Shannon’s theorem for sampling of frequency-dependent quantities. In fact, setting:

1

Alohs = 57—
o 2fmax

allows to perfectly sample the spectrum of the Aj,yer operator, by evaluating equation (4.11) at
certain Atqps time-steps. By doing so, we can reduce the CPU time up to 400% for the full model

as one can see in table 4.6. These simulations have been performed on an in-house cluster system
with 128 cores (16 Intel E5-2670 @ 2.6 GHz nodes each with 8 cores).
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Mesh Order  Improved time Original time Gain (%)

1 x 1 pm? P, 12 mn 38 s 13 mn 58 s 10.6
Py 19 mn 01 s 23 mn 39 s 24.4
P 46 mn 58 s 1 h 01 mn 08 s 30.2
Py 3h 25 mn 34 s 3h 45 mn 06 s 9.5
10 x 10 ygm? Py 3h02mnl6s 15h54mnl14ds 423.5
Py 9h29mnb52s 49 h 46 mn 51 s 424.1
P3 32h 43 mn 57s 126 h 12 mn 00 s 285.5

Table 4.6 | CPU times with and without applying Shannon theorem (full model, mesh M2).

4.7 Conclusion

In this chapter, we started by reviewing the three major numerical methods used in the PV field
to deal with the optical part of PV problems. Then, we have presented the main quantities of
interest used when accessing the quality of solar devices, precisely the external quantum efficiency
(EQE) and the short circuit current (Jsc). The procedure to build a realistic mesh starting from a
topography measured, generally obtained by atomic force microscopy (AFM), has been presented.
Some geometry processing has been explained, in order to get usable meshes, mostly in terms of
periodicity. Then we showed different realistic solar cells simulation, from several collaborations
with physicists. We provided convergence analysis for all the cases, and we compared our results
with the state of art solvers. Our methods obtained relevant results that are close to the other
methods. In future work, it would be interesting to validate our results with experimental results.
Also, a comparison in terms of computation time is mandatory in order to highlight which methods
are the most profitable depending on the considered case.
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Optimization is an essential tool for making decisions. It focuses on finding the best solution
among the set of all feasible solutions. It is used in many science and engineering fields. When
coupled with numerical solvers, it allows prototyping at virtually no cost. For this reason, optimiz-
ation is widely used in photovoltaics. Most of the time, the quantity to maximize is the absorption
of solar light by the cell. One of the main challenges and research axis consists in increasing the
light trapping in the absorber to exceed the best possible efficiency [GY10]. In [GMY13], Ganapati
et al use optimization in order to design nanoscale textures for light trapping in subwavelength
thin-films. The optimization is based on an adjoint gradient method to search for a local optimum,
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and is coupled with FDTD optical simulations. The authors represent the surface texture as a
truncated Fourier series, and the optimization parameters are the Fourier coefficients. In [DS13],
Diiring et al use topological optimization on the geometry of the surface structuring for both plas-
monic and dielectric devices. The merit function is the extraordinary optical absorption (EOA) at
one specific wavelength. They show that the topological optimization can propose non-intuitive
surface designs. In [LYET17], Lee et al study the quasi-random features that can be imposed on
an amorphous silicon surface by wrinkle lithography. They use Fourier-based inverse design and
show an enhancement of light trapping capability by a factor of five over the [400 nm, 1200 nm)]
region. In [ACM], Anderson et al are optimizing the efficiency of thin-film PV solar cells. The
optimization algorithm is based on a gradient-free optimization algorithm, which is well suited for
maximizing an objective function over a high-dimensional parameter space, coupling with an HDG
optoelectric solver.

Most of the optimization problems in science and engineering are black box optimization prob-
lems, and are characterized by an objective function f(x) € R that does not have an analytic
expression. The function f is depending on the parameter x, which is searched in a space called
the admissible design space, denoted by W C R%. Evaluating f can be cheap, which allows a
sampling of many points in W, e.g. , via random search, or it can be expensive, such as when it
requires the simulation of a complex physical problem in three space dimensions, or when the data
required to evaluate the objective function come from laboratory experiments. In such situations,
one has to select an optimization technique that minimizes the number of evaluations of the object-
ive function. Moreover, the problem at hand may exhibit several local minima, thus motivating the
use of a technique that can deal efficiently with this issue and provide a global optimal solution. In
this context, Bayesian Global Optimization (BGO) techniques are particularly relevant [JSW98].

In this chapter, we consider an optimization strategy based on an adaptive statistical learning
approach. The method used is called Efficient Global Optimization (EGO). It was initially intro-
duced in [JSW98|, and it is now one of the most popular BGO techniques. This method relies on
the construction of metamodels or surrogate models. Historically, linear regressions were used as
metamodels, while today Gaussian Process (GP) models are used. It has been initially developed
for optimization studies concerning fluid flow problems [DC12, DLG16]| and fluid-structure interac-
tion problems [SHD*17]. We briefly review the design and working principles of this optimization
approach. GP based optimization methods have become very popular in recent years for the global
optimization of complex systems characterized by high computational costs in the evaluation of
the objective function. GP models have also been found especially interesting for optimization,
particularly in the framework of the EGO method. One of the main ideas of the EGO is to rely on
an acquisition function, usually, the Expected Improvement (EI) [Moc89|, to find new promising
designs. During the iterative process, the new point obtained is tested in the objective function,
and its result is used to update and improve the accuracy of the metamodel.

The chapter starts with a presentation of the EGO algorithm in section 5.1. The optimization
notations are explained, and a simple example is provided to illustrate the method. Section 5.2
deals with the study of a textured PV glass. The main objective is to reduce the reddish reflection
caused by the silicon while enhancing the total absorption. To do so, we optimize the pyramidal
elementary pattern, which is replicated into all layers. Section 5.3 deals with a hot carrier solar
cell. It is using a thin layer of indium gallium arsenide (InGaAs). The main idea is to work on
the nanostructured back mirror to increase light trapping. This case is optimized using a parallel
EGO (also named ¢-EGO), which allows to accelerate the iterative part of the EGO algorithm by
evaluating multiple objective functions in parallel.
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5.1 Efficient Global Optimization (EGO)

Bayesian Global Optimization (BGO) provides efficient and effective techniques based on Bayes
Theorem to direct the search of a global optimization problem. To do so, it starts by building
a probabilistic model of the objective function, called the metamodel or surrogate model. The
specific BGO technique used in this work is called Efficient Global Optimization (EGO). EGO is
used when the evaluation of the objective function is an expensive task, which is precisely the case
in our context in which we resort to a full-wave electromagnetic solver in three space dimensions
for each cost function evaluation. EGO consists of two steps. The first one is called the learning
step. It relies on a set of values of the objective function at several points in the parameter space.
Those values are used to build a surrogate model. It is usually called the Design of Experiments

(DoE).

5.1.1 Design of Experiments

The initial metamodel is constructed from a design of experiment (DoE) denoted by Xpog =
{x!,...,x"} € (W)", where n € N, n. > 0 is the number of points in the DoE. Usually, W = R¢,
The set Xpog must be chosen depending on the complexity of both f and W as the accuracy of
the resulting metamodel depends on it. Different possibilities are available to construct the design,
such as uniform sampling, random sampling, orthogonal sampling, or the reference method, which
is used in this work, the Latin Hypercube Sampling (LHS) [SWMW89|. LHS works as follows: it
positions each design in the DoE database such that it does not have common coordinates with
the other previously positioned designs, as illustrated in figure 5.1. The main advantage of this
strategy is the minimization of the interaction of the variables, as shown in [Ste87]. Then, one

Figure 5.1 | Illustration of LHS sampling for 2 discrete parameters with n = 20.

evaluates the objective function for each x’ € Xp.g to get the set of data (Xpog, f(Xpor)). This
allows to construct a surrogate model that aims at mimicking precisely the behavior of f while
being computationally cheaper to evaluate.

5.1.2 Surrogate model

A popular surrogate model for Bayesian optimization is a Gaussian process (GP). GP modeling is
a statistical method to approximate functions from a finite set of possibly noisy observations at ar-
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bitrary points. An initial surrogate is constructed using the dataset from the DoE. This metamodel
is then used to predict at any promising design x’ where t, ¢t > n represents the index of the design.
Then one evaluates f(x!), which is added to the dataset X = {(XpoE, f(Xpor), (X', f(x!)}, and
used again to update the surrogate model. GPs are used for both their cheap evaluations and
their interesting statistical information. Indeed, one can predict the objective function at points
x! thanks to the GP model mean, as well as an estimation of the error in terms of the GP model
variance.

5.1.3 Acquisition functions

The new designs used to update the surrogate are obtained via an acquisition function, which
must be defined in such a way that it allows both exploitation and exploration. Exploitation
uses the predictions of the surrogate model to propose a new design maximizing or minimizing
the objective function, while exploration proposes a new design in the area of the design space
where the uncertainty of the model is high. More formally, the new design x! is defined by x! =
argmax,cw 9(x|X1.—1) where g is the acquisition function and Xy.;—1 = {(x!, f(x!)), ..., (x71, f(x71))}
are the ¢ — 1 samples, computed from f so far with ¢ > n. The most commonly used acquisi-
tion function, and also the one considered in this work, is the Expected Improvement (EI). To
give an idea of what is the expected improvement, we place ourselves in the case where we have
evaluated ¢t — 1 designs. The goal is to maximize f on W, and our current largest evaluation is
fit_1 = maxxex,, , f(x). We suppose that we have one additional evaluation x! to perform. After
this evaluation, the new optimum will either be fif, | if fif, | > f(x!), or f(x!) if f;f, | < f(x).
One can quantify the improvement over this additional evaluation as max(f(x) — fi;,_1,0). As
f(x) is unknown until its evaluation, one can take its prediction from the surrogate model and so
choose x!. More formally, the EI is defined as

El(x) = Emax(f(x) — ffftfl),O), (5.1)

which can be evaluated analytically under the GP model as

El(x) = { émx) — fi1)®(2) + 0(x)6(2) ! 28 >0 5.2
where () - £+
px) = fry1 =€
7 ) if o(x) >0, (5.3)
0 if o(x) =0,

with p(x) and o(x) are respectively the mean and the standard deviation of the GP prediction at
x. The functions ® and ¢ are respectively, the cumulative distribution function (CDF) and the
probability density function (PDF) of the standard normal distribution. The first term in equation
(5.2) is the exploitation term, and the second term is the exploration term.

5.1.4 EGO workflow and illustrative example

The DoE phase is carried out to construct an initial model. Then, an iterative and adaptive
strategy is used to enrich the model and locate the most interesting values of the cost functional.
In this perspective, an internal optimization problem is solved to determine a set of new promising
designs to be evaluated. The new cost functional evaluations are then employed to update the

118



model. This iterative enrichment step is conducted until a stopping criterion is verified. It can be
an a priori number of iterations IV, a budget time constraint e.g. the optimization should take less
than 10 hours, or even a convergence threshold, e.g. based on the merit function as EI < €. We
illustrate in figure 5.2 the main steps of EGO.

Construct initial
surrogate model

Choice of DoE Evaluate f(X)

e Optimize f(x) for x € W
e f is an expensive black-box

Find x’ = argmax EI(x)
xeW

Update surrogate model

o]

Stopping
criterion

Stop Evaluate f(x")

yes

Figure 5.2 | EGO optimization flow diagram. The orange part represents the iterative part of the EGO.

The operation of the EGO algorithm is now illustrated using a 1D example, which consists of
maximizing an analytic objective function given by

72

f(z) = —cos3z cos2(x + 1) — 3 7 €[-2.2,2.2]. (5.4)

Let us choose a DoE composed of two points, i.e. Xpogp = {—1.6,1.6}. We represent four steps
of the EGO procedure in figure 5.3. On the left column, one can see the objective function
(dashed blue line), the measures (black dots), and the surrogate model represented by its mean
(orange curve) and its confidence interval (light orange surface). In the right column, one can see
the expected improvement in orange along with x*. We represent in figure 5.4 (a) the distance
between two consecutive points predicted from EI, and in figure 5.4 (b), the current maximum
value. It is interesting to see how the surrogate is evolving: at first, it seeks and searches in
uncertain regions (from iteration 1 to 5), and then it starts focusing the refinement close to the
actual maximum. This is one of the very interesting property of EGO, which allows to reach global
optimums without being stuck in a local one.
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Figure 5.3 | Simple 1D example of the EGO. Superposition of the analytical objective function with the
surrogate for several iterations of the EGO algorithm (Left). Plot of the expected improvement in orange and of

the future sampling point (Right).
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Figure 5.4 | Simple 1D example of the EGO. In the left we can see the distance between two consecutive x ™.

The iterations 1 to 5 correspond to the exploration part. In the right we plot the current maximum.

In the following, we apply the EGO method to the design of nanostructured solar cells for
optimizing their light trapping properties. We consider two solar cell configurations corresponding
to two different forms of nanostructure. Moreover, we consider EGO implementations from two
different software frameworks: the FAMOSA software suite and the DiceOptim package for R.

FAMOSA The Full and Adaptive Multi-Level Optimum-Shape Algorithm! (FAMOSA) is an
optimization platform developed at Inria Sophia Antipolis - Méditerranée by the Acumes project
team. It is devoted to multidisciplinary design optimization. This software must be coupled to a
solver that provides a merit function. FAMOSA can be coupled to any solver and, therefore, can

"http:/ /famosa.gforge.inria.fr/
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be used for several purposes, ranging from numerical to multidisciplinary design optimization. It
has been developed initially for aerodynamic design.

DiceOptim DiceKriging and DiceOptim? are R packages available on the official R(CRAN)
repository. They have been developed in the frame of the DICE (Deep Inside Computer Experi-
ments) consortium. DICE gathered major French companies and public institutions, having a high
research and development interest in computer experiments. The main objective was to put in
common industrial and academic problems in order to foster research and transfer in the field of
design and analysis of computer experiments.

5.2 Surface texturing for enhanced color rendering

This study has been done in collaboration with Sunpartner Technologies, a company designing
and manufacturing PV cells embedded in mainstream technologies. In this context, we consider a
silicon based PV glass. This glass is actually a multilayered structure in which each layer of material
contributes to the efficiency of the whole device. This effectiveness is assessed as the capacity of the
structure to reflect specific colors of the visible spectrum in variable ambient lighting conditions,
and to absorb further colors that affect user comfort. A difficulty that Sunpartner Technologies
is currently facing in the development of its PV glass is the inadequate absorption of red tints,
as shown in figure 5.5 left, which cause visible red reflections. Those reflections come from the
absorption coefficient of the silicon. Indeed, it is significantly higher in the blue part than in
the red part, which results in a significant penetration depth of nearly fifty microns. Minimizing
the reflection of the red part of the spectrum and, at the same time, improving the absorption
properties of the device is achievable from two main strategies. The first one is to increase the
thickness of the silicon layer to reach its penetration depth. The second one consists of embedding
the cell with anti-reflection coating and light trapping textures, which are reducing reflections, and
increasing light trapping, respectively. From an industrial point of view, the first option may not
necessarily be economically viable. The alternative option is to use thin layers. However, when
the PV cell structure consists of an association of thin-films of some hundreds of nanometer for the
thickest, there may be creation of colors by constructive interference during the light propagation
in the multilayer structure.

The surface texturing is the most promising solution to deal with both issues: it can limit the
effects of these interference phenomena on one hand, and increase the poor absorption of predom-
inantly red colors on the other hand. Figure 5.5 right illustrates three strategies for texturing a
typical structure, representative of a PV glass. This structure is made of three materials (glass, sil-
icon (Si) and Transparent conductive oxid (TCO)), possibly with an anti-reflective gel coating. In
the following, we propose to study the impact of textures by modeling and numerically simulating
the propagation of solar light in this type of PV glass.

5.2.1 Objectives of the study

In this study, we limit ourselves to an idealized PV glass structure based on an average topography
of the nanotexturing of the different layers, as shown in figure 5.6 for a classical solar cell stack. For
the PV glass structure considered in this study, Sunpartner Technologies has provided an average
topography representative of actual built structures, with three examples shown in figure 5.7. The

https://cran.r-project.org/web /packages/DiceOptim /index.html
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Figure 5.5 | Illustration of the problem of poor absorption of red tints (Left). Examples of texturations
of a PV glass structure (Right) - Gray: back refelector (metal) - Brown: TCO (Transparent Conducting Oxide)
- Green: glass - Dark blue: anti-reflective gel coating - Light blue: ambient medium.

SILVER SILVER

Figure 5.6 | Structure of a classical solar cell stack: top and transverse views.

use of a PV glass structure based on an average topography allows us to apply a hypothesis of
periodicity more conveniently, as shown in chapter 4, reducing the size of geometric models and,
thus, the computation cost of the full-wave solver. In section 5.2.4, a parametric study is first
carried out in order to obtain a preliminary picture of the role of the texturing on the absorption of
red tints and the creation of colors by constructive interference in the layers. Then, in section 5.2.5,
an inverse design analysis is conducted using EGO in order to obtain the optimal nanotexturing
for a given objective.

5.2.2 Cell composition

We consider a PV structure made of 7 layers (see figure 5.8). Layers characteristics are summarized
in table 5.1. We can see that this cell is alterning very thick layers of hundreds of nanometers with
very thin layers of few nanometers.
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Figure 5.7 | Several nanostructurations of a ZnO layer surface (top view).
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a-Si:H (n)
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a-SiCx:H (p)
ne-Si:H (p+)
AZO

Glass (TF, SF and PML)

Figure 5.8 | Composition of the PV cell stack.

5.2.3 Construction of geometrical models

In this study, instead of considering realistic texturing of the PV layers as depicted in figure 5.7,
we adopt a homogenized texturing. An analysis of the texturing of several tens of cells allowed
to choose the pattern used, which is a periodic pyramidal PV pattern. Pyramid parameters such
as heights and bases, are deduced from surface roughness data given by Atomic Force Microscopy
(AFM) (defined in chapter 4). A geometrical model of this structure is shown in figure 5.9. Such
simplified textures are useful for numerical simulations because they naturally allow the use of PBC,
thus reducing the size of the computational domain drastically. To do so, we need to construct
the elementary pattern of the structure, as shown in figure 5.10(a). It is also possible to reduce
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Material Thickness (nm)

AZO 800
nc-Si:H(p+) 8
a-SiCx:H(p) 12
a-Si:H(i) 400
a-Si:H(n) 12
a-Si:H(n+) 12
Al 500

Table 5.1 | Layers thicknesses. Glass thickness is 500 pm.

N
N
e

Figure 5.9 | Geometrical model of the PV stack with a texturing of the layers based on a pyramidal grating.
This corresponds to a 5 x 4 pyramidal array. For the computation, we consider one pyramid with PBCs.

even more the size of the computational domain to one-quarter of the elementary pattern if normal
incidence is assumed, see figure 5.10(b).

Remark : Those geometrical simplifications are possible since we are not considering the realistic
topography, as in figure 5.7. However, it would be interesting to wvalidate the reliability of the
simplified model with the realistic one, which will be the subject of a future study.

Meshes are obtained using the Gmsh® CAD modeler and mesh generator. The elementary pattern
that we consider in this study is modeled as the union of five pyramids.

Remark : Such a geometrical model is not trivial to create, especially when the Computer-Aided
Design (CAD) has to be modified and rebuilt in the framework of an optimization process. Indeed, in
this context, the parameters are supposed to change almost freely. However here, if pyramid height
parameters are bigger than the upper layer starting altitude, pyramids can intersect pyramids from
the upper one, changing most of the underlying geometrical topology. Such issues are generally hard
to handle and often require manual modifications.

Shttp://gmsh.info/
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Figure 5.10 | Unit pattern with an isolation of the very thin Si-based layers.

5.2.4 Influence of the geometry of the pyramids

Based on the results of a preliminary study made by Sunpartner Technologies, which was concerned
with the measurement of texture roughness of the PV glass samples, a particular texture has been
selected for the purpose of this study (see figure 5.11). The characteristics of this texture are:

e Ra (nm): 47.8 &+ 3.7 (average roughness);
e Rq (nm): 63.6 £ 8.4 (average quadratic roughness);
e Sal (nm): 165.1 (auto-correlation length).

The parameter Sal corresponds to the distance over the surface such that two points have minimal
correlation. This value is used to set the periodicity of the simplified geometry. The parameters Ra
and Rq correspond to the roughness of the texture. Those three parameters are used to determine
the general texture specification (see table 5.2). In term of numerical and geometrical model,

400.0 nm

N[ 2224 400.0 nm

NIEH (212 2%
v

NS w00
3 ’

Figure 5.11 | Images of the nanotexturing of a AZO layer surface (top view) used in the definition of the
selected texture.

we use a layer of Perfect Match Layer (PML) at the bottom of the cell to remove the parasitic
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Material A (nm) r (nm)
AZO 47.8 165.1

Table 5.2 | Texturation of the AZO layer: geometrical characteristics of pyramids.

reflection. The incident light is propagating from the bottom to the top. In case of the periodic
set-up, PBCs are used in both  — y directions. For the quarter domain, PEC and PMC are used,
with PEC in the polarization direction. The top of the cell corresponds to the Al back reflector,
which is completed with a PEC boundary.

We first demonstrate the influence of the interpolation order in the DGTD method on the con-
vergence of the absorption spectrum on a chosen geometry (h and r are fixed). For this purpose,
we use a coarse tetrahedral mesh with only 1001 cells, and we consider the geometrical character-
istics of pyramids given in table 5.2. The absorption spectra resulting from simulations with the
DGTD-Py and DGTD-P3 methods are shown in figure 5.12. Simulations have been performed on a
multi-core server equipped with Intel Xeon Gold 6154 CPU@3.0 GHz. Using four cores the simu-
lation time is respectively equal to 385 sec (DGTD-Ps method) and 1181 sec (DGTD-P3 method).
We see that the solution resulting from the DGTD-P, run is already sufficiently converged every-
where. An absorption above 60% is observed from 300 nm to 650 nm. The problem concerning
the red part is clearly illustrated here: the absorption drops below 40% around 700 nm to 750 nm.
Nevertheless, we choose to adopt the DGTD-P3 method in the sequel in order to be more confident
with the convergence of our results.

In a second step, we perform a preliminary parametric study in order to assess the influence of the
geometrical parameters h and r. Various configurations have been tested and are summarized in
table 5.3. The corresponding absorption spectra are plotted in figure 5.13, 5.14 and 5.15. From
figure 5.13, we restrict the modification to the pyramid radius. We observe a small improvement
for the absorption around 650 nm. It even fills a gap at 670 nm. However, it did not bring any
improvement in the upper part of the spectrum. In figure 5.14, we do the counterpart by changing
only the height of the pyramid. We see some interesting improvement on the upper region of the
spectrum with a slightly decay for the lower part. For the results in figure 5.15, we take two other
couples of (h,r), both higher than the starting ones. Combining the two options seems to further
increase the absorption in the upper red part, with again, a small decay for the resonances before
600 nm. From those statements, we are confident with the obtained results which confirm the
effectiveness of the optimization strategy.

h (nm) 7 (nm) # elem  hmax/hyin

47.8 214.6 1053 19.4
47.8 165.1 1001 18.3
47.8 82.5 790 25.1
95.6 198.1 1236 24.6
95.6 165.1 1129 24.6
115.6 165.1 1091 26.1
119.5 198.1 1253 26.8
125.6 165.1 1149 27.0
125.6 185.1 1198 27.0

Table 5.3 | Mesh characteristics. Here hmax/ hmin is the ratio between the maximal and minimal length of
mesh edges.
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Figure 5.12 | Absorption coefficient convergence for the starting-point texture with h=47.8 nm and
r=165.1 nm.

1F 7
0.8 N
5 0.6 [ =
3
< 04} \!d .
0.2 || — h=47.8 nm, r=165.1 nm 1
—— h=47.8 nm, r=82.5 nm
—— h=47.8 nm, r=214.6 nm
0k I I I I | | =
300 400 500 600 700 800 900 1,000

A (nm)

Figure 5.13 | Absorption coefficient for various textures obtained with DGTD-P; method. Computation
times for each configuration are respectively 1181 sec, 1360 sec and 1356 sec.

5.2.5 Optimization of the geometry of the pyramids

Now that we have a preliminary picture of the influence of the two parameters A (nm) and r (nm)
on the absorption profile, we realize an inverse design analysis. In this part, we make use of the
EGO method from the Famosa library. Starting from the geometrical characteristics of the average
pyramidal grating given in table 5.2, we investigate here the possibility of improving further the
performance of the PV glass structure by using a numerical optimization strategy. In order to
reduce the red reflections while increasing the total absorption, we choose to minimize the total
reflectance over the spectrum of interest, i.e. A € [300 nm, 1000 nm], i.e.

1000 nm
max / A(N)dA (5.5)
he[40 nm,180 nM] /300 nm

rel120 NnimM,300 nm)j
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Figure 5.14 | Absorption coefficient for various textures with DGTD-P3; method. Computation times
for each configuration are respectively 1181 sec, 1693 sec, 2017 sec.
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Figure 5.15 | Absorption coefficient for various textures with DGTD-P3; method. Computation times
for each configuration are respectively 1181 sec, 3062 sec and 2572 sec.

More precisely, we minimize the Euclidean norm of 500 equally spaced discrete values of the
absorption in this wavelength range. The inverse design analysis has been conducted on a server
equipped with 8 Intel Xeon Gold 6154 CPUs running at 3.00 GHz. The DGTD-P3 method has
been used for all the simulations. Given the number of parameters (two), and the size of the spaces
for these two parameters, the DoE database is made of 20 points. For the same reasons, the EGO
algorithm is set up for 20 iterations. Three optimization scenarios are considered, each with its
own accessible design spaces. We have the scenario V1 with & € [40 nm , 80 nm| and r € [120 nm
, 200 nm|, scenario V2 with h € [40 nm , 120 nm| and = € [120 nm , 300 nm| and scenario V3
with A € [40 nm , 180 nm| and r € [120 nm , 300 nm|. The parameter ranges are considered as
constraints in the EGO algorithm. The results of these three optimization scenarios are shown in
figure 5.16 (a) to 5.16 (c). For scenario V3, the simulation time for the DoE phase is 5 h 24 mn,
while for the EGO phase, it is equal to 6 h 36 mn.
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Remark : The DoFE phase is computed sequentially, which is not the optimal way. Indeed, one can
compute all the DoE points in parallel, and then start the iterative part of the EGO. However, in
our case, since the full optimization (DoE + iterations) is submitted entirely on 8 cores, it is easier
to have the same behavior for the two parts, i.e. a sequential optimization process, while fullwave
DGTD simulations are distributed on 8 cores.
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Figure 5.16 | Absorption coefficient for the starting-point texture with h=47.8 nm and r=165.1 nm, and the
3 optimized textures for DGTD-Ps method.

For V2 and V3, we observe a significant improvement for the absorption of the red color
(= 700 nm). In the range [700 nm, 1000 nm]|, an improvement of almost 60% is noticed. In
addition, there are no more wavelengths for which the absorption is lower than 50%. The contour
lines of the amplitude of the DFT of E at two particular wavelengths are shown in figure 5.17. We
clearly see what range of frequency each layer is targeting.

In conclusion of this study, using the EGO method from the FAMOSA library has allowed us to
find better configurations both to reduce the reflection in the [700 nm, 900 nm| range and increase
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Figure 5.17 | Simulations using DGTD-P; method on the optimal configuration: contour lines of the
real part of E, for a wavelength A = 850 nm (top) and A = 400 nm (bottom).

the overall absorption of the glass. Indeed, our figure of merit was not actually focusing on the
reduction of the reflection. It could be interesting to consider this problem as a multi-objective
optimization, with the second objective being the reduction of R in the range [700 nm, 800 nm].
Besides, a validation of the obtained optimal configuration is necessary. As we did in chapter 4 with
the thin-film tandem solar cell, we could consider the exact topography for each layer, which would
drastically increase the size and the complexity of the resulting geometric model. However, this
comparison is necessary in order to show the reliability of the pyramidal-based simplified model.

5.3 Hot carrier pyramidal nanostructured solar cell

In the field of PV solar cells, many strategies are investigated for overcoming the Shockley-Queisser
limit (defined in chapter 4). Multijunction solar cells are intensively studied for their capability
of each individual junction to convert a fraction of the solar spectrum and give the record power
conversion efficiency of 46%. However, producing cells reaching such values is extremely expensive,
mainly due to the use of III-V materials. To reduce this cost, many studies have been performed
on tandem solar cells. Hot carrier solar cell is an advanced concept which aims at overcoming the
Shockley-Queisser limit with a single junction device where dissipation of the carrier energy via
heat is avoided.

In this section, we consider a hot carrier solar cell proposed by researchers at C2N. The PV
nanostructure considered is composed of several layers. From top to bottom: we have a 90 nm
layer of Magnesium Fluoride (MgF2), then a 40 nm Zinc Sulfide (ZnS) layer. Just below, we have
a 10 nm layer of constant refractive index n = 3.3, then the absorber layer of Indium Gallium
Arsenide (InGaAs) of thickness 50 nm, another 10 nm layer of constant index. Below, we found
pyramidal nanostructure, with a constant index n = 1.5. These pyramids are in a matrix of
constant refractive index n = 3.3, and finally, we have a semi-infinite Ag layer at the bottom. A
sketch of the cell structure is shown in figure 5.18.

Particularly in this structure, the thickness of the absorber plays a decisive role in the mech-
anism of the solar cell. Indeed, in order to avoid the thermalization rate, which reduces the cell
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Figure 5.18 | Composition of the PV cell. Gray area corresponds to artificial volumes (PML and SF region).
Orange area corresponds to both the absorber (InGaAs layer) and the nanotexture (SiO2 pyramid).

efficiency, and improve the fast carrier collection rate, which increases the cell efficiency, it is neces-
sary to use an ultra-thin absorber layer (less than 100 nm thick). In comparison, the previous cells
(section 5.2) was composed by, at least, 400 nm absorber. However, such a thin layer drastically
decreases the absorption of the cell. The main direction for overcoming this issue is to rely on an
efficient light trapping strategy. In this work, we consider a back mirror nanotextured made of
pyramids. This geometric model was chosen for its asymmetry, which promotes the light trapping.
Indeed, in [CH15], it is proven that both the level of absorption and the number of resonances
increase by symmetry breaking. The goal here is to find the perfect pyramidal configuration, such
that it increases the Jsc of the solar cell. To do so, we optimize the design of pyramid’s grating,
which is characterized by three parameters: the height of the pyramids h, the diameter d, and
the gap between two elementary patterns g. The parameters are represented in figure 5.19. In
comparison with the previous study, here the asymmetry of the pattern requires the use of PBC.

5.3.1 Material models

Concerning the optical characteristics of the constituting materials, for simplicity, we only consider
the absorption in the InGaAs and the parasitic absorption in Ag. The absorption in the MgF'9 and
the ZnS are neglected. All the fits are represented in figure 5.20. Concerning the imaginary part of
the permittivity function of the InGaAs, we can see in figure 5.21, which represents the imaginary
part of the permittivity in log-scale, that the representation of the bangap is problematic. As the
fitting of silicium in the previous chapter, we tried to work on the simulated annealing algorithm
to improve the accuracy near the bandgap. However for this one, it was not possible to improve
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Figure 5.19 | Illustration of the three design parameters. The gap is the smallest distance between two
successive pyramids.

it. It is certainly due to the very large spectrum of interest [300 nm,1600 nm|, which is harder to
take completely into account.

5.3.2 Comparison with FDTD results

Thanks to a preliminary multi-parametric study using a FDTD fullwave solver (Lumerical FDTD4),
our physicist partners have proposed two potential designs: (D1) A = 390 nm, d = 690 nm and
g = 0 nm; (D2) h =390 nm, d = 690 nm and g = 8 nm. D1 and D2 correspond to the best designs
obtained via the multi-parametric study.

In a first step, we reproduce the FDTD results for configurations D1 and D2 with our DGTD
method. We performed a convergence analysis for both configurations (see figure 5.22).

The overall absorption profile obtained with both methods matches. However, the FDTD
solution is closer to the DGTD-Py simulation, which is not converged. The difference between
the short circuit current density (Jsc) computed with DGTD-Py and DGTD-P3 is 12% (from 39.8
mA / cm? to 34.3 mA / cm?). The other computed Jsc are in the table 5.4. We also plot two
theoretical limits, the single-pass absorption and the Yablonovitch limit (defined in chapter 2) in
figure 5.23.

5.3.3 Parallel EGO

From now on, we only consider the PV cell geometry without a gap. One limitation of the EGO
from the computational efficiency perspective is the sequential evaluation of f in the optimization
step, caused by the single points given by the EI figure of merit. Ginsbourger et al proposed in
[GLRCO8| a generalized acquisition function well-suited for parallel computing. This generalization
is called multi-points expected improvement, or g-EI, as it generates g design points at each iteration
of the EGO algorithm. This acquisition function allows us to perform the most expensive steps of
the EGO, which is the objective function evaluation in a parallel way. Assuming that a minimum
number of designs are necessary to converge towards the global optimum, the use of ¢-EI allows
us to treat ¢ points in parallel, and thus, to update the Gaussian model with ¢ observations rather
than one. Doing so, we can speedup the enrichment phases by evaluating multiple good candidates
at once, and thus significantly improve the model in one iteration. An EGO diagram with ¢-EI is
illustrated in figure 5.24.

“https://www.lumerical.com/products/fdtd/
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Figure 5.20 | Real and imaginary parts of the relative permittivity of Ag, InGaAs, MgF,; and ZnS
predicted by our dispersive model compared to experimental data.

We have done the optimization of the pyramidal grating again, this time using the ¢-EI, also
available in the DiceOptim library. The difficulty in this situation is the wrapper around the DGTD
solver runs. Indeed, launching several instances of the DGTD solver in parallel, knowing that the
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Figure 5.21 | Real and imaginary parts of the relative permittivity predicted by our dispersive model
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Figure 5.22 | Convergence study on configurations D1 and D2 compared with FDTD.

solver is itself parallel, requires a careful management and distribution of computational resources.

The following test was performed on a cluster of Intel Xeon Gold 6154 CPUs running at
3.00 GHz. We start from a DoE database with 16 points, and we choose to predict and evaluate
four points per iteration, over five iterations. As a comparison point, we also perform a sequential
optimization in order to compare the obtained results for both methods. In order to also compare
the optimization time, we take the same computation power per DGTD solver run (32 cores).

The results of different steps of the parallel EGO are shown in figure 5.25. Those maps represent
the prediction of the metamodel at different updates of the model. For this structure, the maximum
Jsc obtained for the optimized parameters d = 943 nm and h = 877 nm is 42.43 mA / cm? compared
to 34.32 mA / cm? for the initial configuration. It corresponds to an improvement of 23%, as seen
in the absorption spectra in figure 5.26. We also plot the contour lines of the amplitude of the
DFT of E at wavelength A = 1060 nm in figure 5.27. However, we note a nice improvement in
the higher part of the spectra, which corresponds to the lack of accuracy of our InGaAs dispersion
model.
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Figure 5.24 | g-EGO optimization flow diagram. The orange part represent the iterative iterative portion of
the EGO method.

5.3.4 Performance

A comparison has been made between parallel and sequential optimization workflows. As we
use four times more resources, we expect to have a computation time four times less important,
assuming that there is no extra cost on the metamodelization side. We obtain a CPU time of
21 hours for the parallel version and 62 hours for the sequential one, which corresponds to a
speedup of almost 3. We can explain this lower acceleration by a load balancing issue between
concurrent evaluations of the solver. Indeed, designs produced by ¢-EI at each iteration can show
substantial differences, resulting in entirely different computational domain sizes. The space of
accessible designs being large, there can be a factor of 1000 between the volume of two structures
proposed, i.e. (hpyr, dpyr) = (100,100) and (hpyr, dpyr) = (1000,1000). We show in figure 5.28
two designs evaluated during the last iteration. Design (a) corresponds to an exploration where
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of the parallel EGO algorithm. Squares represents the DoE samples and the circles are the point selectionned by
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Case Solver Jsc (mA / cm?)

Single-pass 16.86
Yablonovitch 47.99
Total 55.57

D1 FDTD 39.20
DGTD-P, 40.30

DGTD-Ps 35.87

DGTD-Py 34.80

D2 FDTD 38.94
DGTD-P, 39.79

DGTD-Ps 35.46

DGTD-Py 34.32

Table 5.4 | Computed Jsc over [320-1600] nm.
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Figure 5.26 | Comparison of the initial design and the optimal one.

there has not been much research, while design (b) exploits the metamodel by searching in a
potentially interesting area. The two simulation times associated with these problems are 33 sec
and 11783 sec, respectively. An intelligent way to manage these problems would be to allocate
computational resources not uniformly across simulations, but rather according to the complexity
of the corresponding problem. Another way would be to use an asynchronous EGO algorithm,
which updates the metamodel each time an evaluation of the cost function is completed.

5.4 Conclusion
In this chapter, we have presented an optimization method particularly well adapted to the typical

objective function obtained by solving long simulations of DIOGENeS-DGTD. We processed two
realistic PV cases with two different software environments (Famosa and DiceOptim). The first
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Figure 5.27 | Simulations using DGTD-Ps method on the optimal configuration: contour lines of the
real part of E, (bottom) for a wavelength A = 1290 nm.
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Figure 5.28 | Two designs proposed at one iteration. Design 1: hpyr = 100 nm, dpyr = 100 nm, 299 cells,
CPU time: 31 sec. Design 2: hpyr = 679 nm, dpyr = 1000 nm, 14867 cells, CPU time: 11783 sec.

case consisted of a PV glass. Such technology requires a good efficiency with good aesthetic
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properties. That is why it is crucial to reduce the parasitic and reddish reflections. Using the
Euclidean standard as a merit function, we observed a significant improvement in the red part
of the absorption spectrum. Furthermore, the general aspect of the absorption was smoother,
which corresponds to an attenuation of parasitic reflections. The second case consisted of a hot
carrier solar cell. To increase the absorption of the cell with respect to the Jsc, a nanotexturing
tetrahedral pyramid grating was placed at the bottom of the cell for light trapping purposes. A
parallel EGO method was then used to optimize the grating. This parallel method, contrary to
the sequential version presented, allowed updating the metamodel through multiple evaluations at
each iteration. A sub-optimal scalability was observed, which can be explained by the couples of
design given by the acquisition function. One way to overcome this can be to use an asynchronous
EGO algorithm or to modify the distribution of computing resources by performing a prior analysis
of the complexity of the design to be simulated, for example, by looking at the number of cells for
the given mesh.
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A recurrent concern with the numerical simulation of realistic 3D problems is the time to
solution, necessary to obtain sufficiently accurate results. In many cases, the time required to obtain
these solutions is not problematic. In other cases, a budget of time and computing resources can
be assigned to the simulation, thereby limiting the simulation parameters (mesh size, interpolation
order, physical simulation time) in order to match the budget. For example, optimization problems
(as those discussed in chapter 5) need multiple full-wave solver evaluations, therefore, increasing
further the wasted time in case of poor solver performances.

The aspect related to the study of the performances of numerical software, as well as its
modification to improve its computational efficiency, is part of what is called high performance
computing (HPC). HPC stands at the crossroads of different scientific disciplines and skillsets.
For example, the discretization of a PDE system by FEM yields the resolution of linear systems.
Developing efficient and scalable linear system solvers requires ingredients from numerical analysis,
linear algebra, and computer science.

In general, a numerical solver is evaluated by its efficiency. There are two types of efficiencies:
the first one is whether the obtained solution is accurate enough, which is most of the time, the
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principal (and only) concern for scientists; the second one is the computation time required to
obtain the solution, which can be utterly prohibitive in some cases. Using poorly adapted methods
and very low-performance software can make some problems almost unsolvable.

Parallel computing is nowadays ubiquitous in large-scale numerical simulations of complex
physical problems. As its name suggests, a parallel software is able to run on many processors
in parallel. This makes it possible to use the largest and most powerful computers, often called
supercomputers. These are usually based on a cluster of computing nodes, which are basically
multiple computers connected together. Those machines can make their Central Processing Units
(CPUs) work on the same problem at the same time. Multiple forms of parallelism exist in a modern
supercomputer, which materialize at different levels of the software. The latter are implemented
by different parallelism protocols, the most renown being MPI (for Message Passing Interface),
which was intended to distributed memory systems, and OpenMP for multithreading and shared
memory programming. One other benefit of MPI programming is to remove the impossibility to
run an application on one system because of the memory limitation by splitting this memory across
several CPUs. For instance, this can be very helpful when large linear systems of equations have
to be solved.

Parallel softwares introduce a new criterion to measure software performances. Indeed, a good
parallelization should, in theory, make it possible to reduce the computation time proportionally
to the number of tasks used. The main issue that can appear is referred to as load imbalance. A
proper load balancing consists of distributing approximately equal amounts of work among tasks
so that all tasks are kept busy at the same moment. It is primordial for parallel programs when
synchronization is needed. Of course, if all tasks need to communicate at one point, this operation
will be performed when every task is ready, i.e. when the slowest one has finished its assigned work.
As a result, having a perfect speedup is not straightforward, and some implementation adjustments
are required to balance the computational load between each CPU. Besides, we should not neg-
lect the overhead introduced with the parallelism, e.g. the communications introduced by MPI.
Two types of parallelism regions can be defined depending on the ratio between communication
operations and local computation: the fine grain parallelism, which corresponds to piece of codes
doing small amounts of computation between communication operations, and the coarse grain par-
allelism, which represents part of code where the computational work is significant compared to
communications.

In this chapter, we focus on the performance of the DGTD solver developed in this thesis,
called DIOGENeS-DGTD, which is a component of the DIOGENeS software suite '. In section
6.1, we study the parallel performances of the coarse grain parallelization of DIOGENeS-DGTD,
which is based on SPMD strategy combining a partitioning of the underlying mesh and a message
passing programming with MPI. We highlight some load balancing issues in the DGTD time loop
in the case of a realistic solar cell simulation. We also show that those load balancing issues are
even more prominent for simulations on hybrid meshes. We propose a strategy to reduce these load
balancing issues, which consists in an effective partitioning method based on an iterative algorithm
over simulations. This allows us to find the most expensive area without any a priori knowledge.
In the second part of this chapter, we present a modification of the DIOGENeS-DGTD solver to
include hybrid parallelization in order to relax the constraint on the mesh partitioning when using
a large number of tasks.

"https://diogenes.inria.fr/
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6.1 Coarse grain parallelism

In the vast majority of realistic studies of light trapping in solar cells, numerical simulations cannot
be performed in a reasonable time sequentially. This is due to the geometric complexity yielding
computational meshes with many cells on the one hand, and to a large number of resonant modes
in the structure requiring a very long physical time in order for their accurate resolution on the
other hand. One efficient parallelism paradigm for discontinuous Galerkin methods is built on top
of graph theory. Indeed, in order to distribute the problem on several computational nodes, the
involved data structures, which are typically restrained to the mesh 75 for DG methods, need to be
dispatched across the available resources. This is possible thanks to the partitioning of the mesh.
DG discretization is known for being particularly well suited for distributed memory parallelism.
This is due to the compactness of the discretization, which produces a limited amount of inform-
ation exchanged between mesh partitions. Of course, the only information to be communicated
between neighboring partitions is linked to the d.o.f. of the boundary cells.

6.1.1 Mesh partitioning

We start with some notations. As in all the previous chapters, we denote the considered mesh by
Th. Then, this mesh is split into n, € N,n > 1 submeshes, denoted by T, i € {1,....,n}. In the
parallel computing context, n also represents the number of cores. The number of neighbors of each

hi, i € {1,...,n} corresponds to the amount of inter-partition communications required to share
information from one submesh to another. So it makes sense to try to get partitions that are almost
equally weighted (i.e. with the same number of cells) while minimizing the number of neighbors.
It is also important to minimize the size of the neighborhood region (which represents the memory
size of the communication). Of course, an MPI parallelization is, by nature, artificially increasing
the amount of d.o.f. of the problem due to more ghost cells at the inter subdomain boundaries.
So minimizing the number of partition cuts is essential in order to have good performances. The
main metric of parallel efficiency is the speedup. It defines how the computational time is reduced
with the number of CPUs, for a fixed total problem size, i.e. the ratio %

To do so, we start by representing 7, as a graph, with its elements K being the graph nodes
while the faces of K are graph edges. This graph needs to be optimally partitioned, that is with an
equal number of nodes within each subgraph and minimum number of partition cuts. In order to do
so, we interface DIOGENeS with the MeTiS library [ARKO06|, which is a collection of programs that
can be used for partitioning unstructured graphs both on serial as well as on parallel computers.
The partitioning workflow is represented in figure 6.1.

6.1.2 Parallel load balancing

One major issue faced while dealing with realistic problems is the complexity and heterogeneity
of the domain. Additionally, one simulation may involve various modeling and numerical fea-
tures (e.g. hybrid cells, locally adapted interpolation order, PML, dispersive materials) and may
also need additional computations (quantity of interests, injection of sources). Each of these in-
gredients represents a specific computational cost, both in terms of memory consumption and in
arithmetic operations. Considering the aforementioned possible peculiarities, the risk of having
some load unbalancing in the computation is high. Different strategies are possible to handle the
load imbalance. The first one considered here consists of adapting the partitioning strategy. In
this section, we profile DIOGENeS-DGTD on several test cases presented in chapter 4.
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Figure 6.1 | Mesh partitioning workflow. Starting from a mesh (a), its corresponding dual graph is computed.
Then some partitioning algorithms are used to obtain partitions of this dual graph (c). From here, the submeshes
are recovered.

We first illustrate a typical load balancing problem in our applications. In order to approach
a realistic situation, we enable the computation of the reflection coefficient using the Shannon-
Nyquist sampling theorem. The simulation is run for 100 iterations using a DGTD method with a
P4 interpolation. The mesh is made of 2976 elements. It is partitioned into eight subdomains using
a uniform distribution of weights associated with the nodes of the graph. The partitioned mesh
is represented in figure 6.2. The subdomains have from 1 to 4 neighbors, and the number of cells
deviation from the bigger submesh to the smaller submesh is 1.02. Those statistics are convincing
at first.

The profiling of DIOGENeS-DGTD is done using two tools developed at the Barcelona Super-
computing Center (BSC). The first one, Extrae?, generates traces of the execution of the program.
Tracing allows us to collect low-level information, directly on the execution of functions and also
communications and idle times. The other tool is Paraver?, which is used to analyze these traces.

We focus on the time loop, which is the outer iterative part of the solver. In a realistic
simulation, this loop represents 90% of the running time. We represent on figure 6.3 the 14 steps

Zhttps:/ /tools.bsc.es/extrae
3https://tools.bsc.es/paraver
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present in an iteration of the LSRK 14-5 scheme, presented in [NDB12|. The iteration considered
is an iteration for which the observed quantity is updated. As explained in chapter 4, this quantity
is computed on the TF/SF interface, i.e. in the 6th subdomain. Since R is a frequency-dependent
quantity, it does not need to be updated at each time-step according to Shannon-Nyquist sampling
theorem, which states that a broadband time signal can be sampled and entirely reconstructed
from its samples if the wave is sampled at least twice as fast as its highest frequency component
[Sha49].
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Figure 6.2 | View of partitions of the PV glass presented in secion 5.2.
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Figure 6.3 | DIOGENeS-DGTD traces: focus on the main time loop. Isolation of one iteration of
DIOGENeS-DGTD with LRSK-14-5 time scheme on 8 cores. The highlighted iteration corresponds to the update
of the reflection observable.

We purposely removed the communications between cores while keeping the gap between each
step, which is representative of the idle time. We clearly see the synchronization at each step. We
observe an imbalance in the computational time for the 6th CPU, at the last step. This is relevant
to the placement of the TF/SF interface, knowing that the observable is updated on this surface
in the mesh. Furthermore, we see that the iteration responsible for the observable updates (blue)
is even more imbalanced.

Those load balancing issues are even more problematic when dealing with hybrid meshes.
We remind some results from chapter 3, where we have shown a gain of almost 40% for the
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computational time using hybrid meshes in sequential execution mode. Here we consider a smaller
example from chapter 4. We consider a solar cell with the back and front texturing. In figure 6.4,
we show the two meshes used to compare the scaling of DIOGENeS-DGTD on tetrahedral and on
hybrid meshes. The two meshes are constituted of 33200 cells and 23000 cells, respectively.

The partitions are here built without any constraint. The parallel speedups plotted in figure
6.5 are satisfying at the beginning, with a downfall for the hybrid case. We even see that at some
point, the DGTD solver on hybrid meshes is less effective than on tetrahedral meshes. Two main
reasons are explaining this behavior. First, the tetrahedral mesh involves twice as many degrees
of freedom as the hybrid mesh, thus improving the ratio of computing time to communication
time. Secondly, communications and computations caused by hybrid faces are considerably more
expensive. If the partitioning is done in this region, those heavy computations are distributed over
the cores, causing a significant overhead.

It is relevant that the hybrid interfaces introduce extra computations. As seen in chapter 3, the
elementary matrices must be computed on all the hybrid cells (a hybrid cell has at least one hybrid
face; a hybrid face is shared by two cells from a different type). In the case of some hybrid artificial
interface, extra information needs to be communicated, resulting in an extended buffer. In figure
6.6, we present performance figures for simulations based on constrained partitions, which have
been obtained by setting a high penalty for the hybrid faces weights. In this way, configurations
with cutting on non-conforming faces are prevented. We observe a clear improvement of the scaling,
which keeps more advantageous the use of a hybrid mesh than the tetrahedral mesh.
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Figure 6.4 | Tetrahedral (left) and hybrid cubic-tetrahedral (right) meshes of a nanostructured solar
cell.

In summary, we have shown that, first, the use of hybrid meshes offers a practical interest
as it allows us to accurately solve the neighborhood of the scattering objects while reducing the
number of degrees of freedom in the rest of the domain, thus saving computational resources
without sacrificing numerical precision. Second, the use of a non-conforming multi-element mesh
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Figure 6.5 | Weak scalability comparison between a DGTD simulation using the hybrid mesh M1 and the
tetrahedral mesh M2. The sequential simulation is 60% faster with the hybrid mesh, however, the parallel speedup
is much worse to the point of being less interesting when the number of subdomains exceeds 4.

1,600 ; - 1,600 [ : -
Hybrid Hybrid opti
Hybrid opti Tetra
800 = 800 =
400 |- | 400 |
®
E
200 < A 200 *
100 = 100 - =
| | | | | | | |
1 2 4 8 16 32 1 2 4 8 16 32
# cores # cores
(a) Comparison of hybrid partitions, (b) Comparison hybrid optimized and tetra-
hedal

Figure 6.6 | Weak scalability comparison between a DGTD simulation using the hybrid mesh M1 and the
tetrahedral mesh M2. Impact of the optimization of the mesh partitioning.

does yield a notable degradation of the parallel performances as compared to a fully tetrahedral
mesh methodology. However, the addition of a constraint at the partitioner level allows us to limit
this degradation and to take advantage of the hybrid gains on parallel runs.
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6.1.3 Iterative approach with advanced weighting

In the previous section, we have shown that the modification of node and edge weights can lead
to improved partitions and better parallel performances. Of course, it seems logical to attach to
each mesh cell a metric of computational cost, which depends on the considered physical setting.
Having the perfect weight of each cell, which leads to an almost perfectly balanced partition, is
not realistic. This problem can be seen as an optimization problem, with as many parameters as
the mesh cells.

In this section, we focus on reducing the computational load imbalance of a DIOGENeS-DGTD
simulation by modifying the cell’s weight. To do so, we present an iterative approach that can
enhance the repartition of weights. At first, all cells and all faces are receiving a weight. This
weight can be the same everywhere, or it is possible to set an a priori weight value depending
on the simulation settings, as seen in [Viql6|. From here, the mesh is transcripted to its dual
graph, as explained in section 6.1.1, and partitioned using MeTiS. Then DIOGENeS-DGTD is run
for a few iterations in order to get information concerning the time loop. Local timers are set
to recover the computational time of each MPI process. From those times, we can calculate an
average simulation time, as well as the deviation from the mean of each process. This allows us to
highlight which processes were the most expensive and, as a result, in which subdomain the costly
cells are located. This deviation is the key ingredient in the optimization process here. Each node
of the graph, representing each element 7T;, is provided with a weight noted w;. In the partitioning
step, the weights are taken into account such that the total weight of the different subdomains are
as close as possible. We propose the following weight, which is compatible with any initial weight:

with = w} +m}, (6.1)

where m7 € R is a metric representing the time deviation in the subdomain s at the iteration n.
The methodology is illustrated in figures 6.7 and 6.8.

e Hybrid mesh, TF/SF, PMLs
e Local h — p refinement
e Surfacic/volumic observables

Starting mesh Dual graph
+ Simulation settings with apriori weight
Dual graph Graph partitioning
with homogeneous weight | | =il e s — Run DIOGENeS-DGTD

Update weights Stop criteria

e Update dual graph weight o Based on DIOGENeS timers
from timers information i.e. Minimizing the CPU gap

Figure 6.7 | Workflow of the iterative partitioning method.

We have applied this weighting strategy to the DIOGENeS-DGTD simulation for the solar
cell with the back and front texturing, using the hybrid mesh M2 and running the solver for 100
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Figure 6.8 | Illustration of the iterative partition steps. The gradient of blue represent the weight associate

to the underlying element.
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Figure 6.9 | Correction of the load imbalance using the iterative partitioning approach. Each bar
corresponds to the relative imbalance of a single CPU to the average value computed over all processors. As can be
seen, the balance of the CPU loads is restore over iterations, with at the end a maximum imbalance of 3%.

time iterations. We consider the case of 8 partitions. For a simpler comparison of the different
partitions, we are using the relative deviation to the mean CPU time A (in %) on each process.
The effect of weighting is assessed by analyzing the evolution of the relative deviations from the
first iteration to the tenth. The results are shown in figure 6.9. As can be seen, the load balancing
is improving (from 15% to 2%).

Then, we have used this strategy on the case shown in section 4.5.1, which exhibits notable
load imbalance caused by the TF/SF interface included in one subdomain. Using this strategy
over 20 time iterations allows us to restore an acceptable level of load imbalance. As one can see in
figure 6.10, the new partition is splitting the TF/SF interface. The function traces in figure 6.11
highlight the better overall load balancing, even if the two aforementioned partitions are still the
most expensive ones. An improvement of 10% is observed for this problem.

Submesh 6 Submesh 1 Submesh 2 Submesh 4 Submesh 7

Submesh 3 Submesh 5 Submesh 8

Figure 6.10 | Exploded view of partitionss of the PV glass presented in section 5.2.
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Figure 6.11 | DIOGENeS-DGTD traces: focus on the main time loop. Isolation of one iteration of
DIOGENeS-DGTD with LRSK-14-5 time scheme on 8 cores. The highlighted iteration corresponds to the update
of the reflection observable.

6.1.4 Strong scalability assessment

We have also performed a strong scalability analysis of the realistic thin-film solar cell presented
in chapter 4 by applying the proposed DGTD solver with a tetrahedral mesh of the full solar cell
model. This mesh is composed of 1,689,764 elements. This performance analysis is conducted on
the Occigen PRACE system hosted by CINES in Montpellier. Each node of this system consists of
two Intel Haswell E5-2690@2.6 GHz CPU, each with 12 cores. The parallel speed-up is evaluated
for 1000 time iterations of the DGTD-Pj solver using a fourth-order low-storage Runge-Kutta
time scheme. Performance results are presented in table 6.1 and 6.2. where "Elapsed" is the
elapsed time, which is used for the evaluation of the parallel speed-up relatively to the first figure
given for each configuration of the DGTD-Pk method. In the first table, the timings include the
calculation of an important observable quantity for the considered problem, which is the volumic
absorption. The computation of this quantity requires sweep over frequencies in a target spectrum
and compute on the fly during the time evolution a discrete Fourier transform of the electrical
field, i.e. for each degree of freedom of the DG approximation of the electrical field. The later
computation can be performed in a fully parallel way for each element of the mesh. However,
the evaluation of the volume absorption is limited to a subvolume, i.e. a layer of the multilayer
solar cell model; in the present case, the a-Si:H layer is selected. In figure 6.1, we have used mesh
partitions with a uniform weight attached to graph nodes. Thus, we do not take into account the
computational load balancing issues raised by this localization of the computation of the volume
absorption. Then, the obtained parallel speed-up in table 6.1 is suboptimal and degrades when
the interpolation degree k is increased. In table 6.3, we used the iterative partitioning strategy
with 20 iterations. The parallel speed-up performed way better, with an improvement from 3.30
to 3.90 for the Py interpolation. In addition, the overall computation time is 30% reduced. On the
contrary, when the evaluation of the volume absorption is deactivated, the parallel performances
are quasi-optimal, i.e. a linear speed-up is observed (see table 6.2). It is interesting to see how the
computation of this figure of merit makes the computation way more expensive.

151



Solver # cores Elapsed Speedup

DGTD-P, 96 2681 sec  1.00 (1.0)
192 1365 sec  1.95 (2.0)
384 768 sec  3.50 (4.0)
DGTD-P, 96 4364 sec  1.00 (1.0)
192 2254 sec  1.95 (2.0)
384 1332 sec  3.30 (4.0)
DGTD-Ps 192 3678 sec  1.00 (1.0)
384 2232 sec  1.65 (2.0)

Table 6.1 | Strong scalability analysis of the DGTD-P;, solver on the Occigen system. Tetrahedral mesh with
305,265 vertices and 1,689,764 elements. Timings for 1000 time iterations including the evaluation of the volume
absorption in the Silicon layer. Execution mode: 1 MPI process per core.

Solver # cores Elapsed Speedup
DGTD-P, 96 584 sec  1.00 (1.0)
192 292 sec  2.00 (2.0)
384 146 sec  4.00 (4.0)
DGTD-P, 96 974 sec  1.00 (1.0)
192 490 sec  2.00 (2.0)
384 246 sec  3.95 (4.0)
DGTD-Ps 192 808 sec  1.00 (1.0)
384 418 sec  1.95 (2.0)

Table 6.2 | Strong scalability analysis of the DGTD-P, solver on the Occigen system. Mesh M1 (full model)
with 305,265 vertices and 1,689,764 elements. Timings for 1000 time iterations excluding the evaluation of the
volume absorption in the Silicon layer. Execution mode: 1 MPI process per core.

Solver # cores Elapsed Speedup
DGTD-P, 96 2217 sec  1.00 (1.0)
192 1114 sec  2.00 (2.0)
384 559 sec  3.95 (4.0)
DGTD-P, 96 3836 sec  1.00 (1.0)
192 1880 sec  1.95 (2.0)
384 937 sec  3.90 (4.0)

Table 6.3 | Strong scalability analysis of the DGTD-P, solver with an optimized partition. Tetrahedral
mesh with 305,265 vertices and 1,689,764 elements. Timings for 1000 time iterations including the evaluation of the
volume absorption in the Silicon layer. Execution mode: 1 MPI process per core.

6.2 Hybrid parallelization

Nowadays, modern computers and clusters are based on multi-core CPUs and/or on multi CPU
architecture. Such computing node are not totally suited to message passing, as they work on
a shared memory. Using MPI to distribute a problem on those cores adds an overhead, mainly
due to inter core communications. Such architecture is way more suited to a shared-memory
parallelism, which is generally implemented using the OpenMP standard. OpenMP is limited to
shared memory systems. However, it offers some advantages. The main one is the incremental
programming approach. Indeed, a first parallel version can be obtained by using a few OpenMP
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directives in the most expensive kernels of the solver. Then, this preliminary parallelization can be
incrementally extended to the remaining parts of the solver. Secondly, no communication is done at
a multi-core level. Combining OpenMP with MPI can remove both the non-optimal communication
on multi-core nodes, and reduce the number of mesh partitions, which naturally mitigate the risk
of load imbalance.

In this section, we present preliminary results of such a hybrid parallelization, exploiting both
MPI and OpenMP. Our shared memory parallelization within a multi-core node exploits OpenMP
tasking, and we have decided to focus on the use of the TASKLOOP construct. OpenMP tasking
constructs have been inserted in the most time consuming numerical kernels of the DIOGENeS-
DGTD solver. These numerical kernels are concerned with:

e The computation of the right-hand side (RHS) of the system of ordinary differential equations
resulting from the DG discretization in the space of system (equation (2.14));

e The update of the physical fields through time-stepping with a Low Storage Runge-Kutta
(LSRK) scheme.

The corresponding module components, i.e. subroutines or functions, implement loops over mesh
cells with a lot of local matrix-vector products.

Besides the numerical kernels for the computation of the RHS terms and the update of the
physical fields through time-stepping with a LSRK scheme, the central computing loop of the
DIOGENeS-DGTD solver also involves several auxiliary kernels that may account for a non-
negligible part of the overall computing time of a simulation. Those kernels are concerned with
the on-the-fly computation of physical observables and other figures of merit that are required for
assessing the results of the simulation. They do not influence the numerical solution, but they can-
not be considered as post-processing operations, as most of them need to be updated through the
whole simulation. For example, although the DGTD solver computes time-varying distributions of
the EM field, most of the physical observables are based on frequency-domain data. Therefore, one
needs to compute a discrete Fourier transform of the EM field and related quantities. More import-
antly, these physical observables are most often associated with particular subvolumes or internal
surfaces of the computational domain 2. Therefore, their computation inherently introduces load
balancing issues. All these auxiliary kernels have also been adapted to allow for OpenMP task
parallelization.

6.2.1 Performance results

For validating and assessing the performances of the OpenMP-enabled version of the DIOGENeS-
DGTD solver, we have selected two test problems of increasing size and complexity: a basic vacuum
filled cubic cavity, and a thin-film solar cell. In the following tables, "DGTD-P." stands for the
DGTD solver relying on a uniform polynomial order of degree k. All the numerical experiments
reported here have been performed on a single compute node of MareNostrum4*, which is equipped
with two sockets Intel Xeon Platinum 8160 CPU with 24 cores, each is running at 2.1 GHz. As a
general rule, the number of OpenMP tasks is set to be equal to the number of threads, i.e., of the
number of cores since we provide timing measures for runs using between 1 to 32 cores. Our first
goal is to assess the achievable scalability with our task-based parallelization of DIOGENeS-DGTD
using the OpenMP TASKLOOP construct.

“Main supercomputer in the BSC
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6.2.1.1 Vacuum-filled cubic cavity.

We make use of a tetrahedral mesh with 20,500 cells. The simulated physical time is set to 10~ sec.
We recall that for a given mesh when the polynomial interpolation order in the DG formulation
is increased, the allowable time-step size, which is subjected to a CFL-like stability condition,
decreases. This is why in table 6.4, the number of time-steps increases with the interpolation
order. For this model test problem, we obtain speed-up figures that are almost linear up to 16
tasks. As can be expected from the socket architecture of a compute node, the speed-up is lower
when we use 32 cores.

Method # time-steps # OpenMP tasks Wall time (sec) Speedup

DGTD-P, 129 1 312.0 1.00
- - 4 79.2 3.94
- - 8 42.4 7.36
- - 16 234 13.34
- - 32 13.9 22.45
DGTD-Ps 170 1 763.0 1.00
- - 4 196.8 3.88
- - 8 97.3 7.84
- - 16 50.7 15.05
- - 32 30.3 25.18
DGTD-Py 246 1 2135.0 1.00
- - 4 041.8 3.94
- - 8 274.1 7.79
- - 16 141.3 15.10
- - 32 84.3 25.32

Table 6.4 | Performance results for the vacuum-filled cubic cavity test problem.

6.2.1.2 Light trapping in a solar cell device.

We make use of a tetrahedral mesh with 41,387 cells. The simulated physical time is set to 10715 sec.
For this test problem, the computation of the volumic absorption in two of the six constituting
material layers of the structure is impacting the achievable speed-up negatively, although the
obtained figures are almost perfect up to 8 tasks, as seen in 6.5.

6.3 Conclusion

In this chapter, we have presented some profiling of the solver used in this thesis, and some improve-
ments techniques concerning the partitions of the mesh. First, we have shown some imbalances
caused by the highly longitudinal aspects of the considered mesh. The extensively expensive sur-
faces are usually regrouped in the same subdomains due to the common mesh partitioning strategy.
This can be improved using weighted graphs, however, this results in a longer global time because
of the more expensive communication. The case of hybrid meshes was also considered as it is a
complexification, specifically at the non-conforming interfaces. Very bad performances were shown
on parallel run with usual partitions. We showed that by avoiding a hybrid interface, splitting
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Method # time-steps  # OpenMP tasks Wall time (sec) Speedup
DGTD-P, 80 1 412.0 1.00
- - 4 107.0 3.85
DGTD-P, 110 1 936.0 1.00
- - 4 235.5 3.98
- - 8 122.1 7.67
- - 16 69.5 13.47
DGTD-P3 138 4 483.8 1.00
- - 8 253.2 1.91
- - 16 143.0 3.38
DGTD-P, 179 4 1124.5 1.00
- - 8 568.1 1.98
- - 16 323.5 3.48
- - 32 221.0 5.10

Table 6.5 | Performance results for the solar cell device test problem.

results in an almost perfect speed-up. We also gave some information about the simulation of the
realistic PV case from chapter 4, and in particular, times of each simulation. In the last part, we
showed some results using a hybrid parallelization. This allowed to reduce the stress of the mesh
due to much partition. Some tests need to be done for more complex cases, with hybrid meshes and
p adaptivity. This work was granted access to the HPC resources of CINES under the allocation

2019-A0060610263 attributed by GENCI (Grand Equipement National de Calcul Intensif)
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7.5 Conclusion . . . . . ¢ i i i i i i e e e e e e e e e e e e e e e e e e e 183

Most of the cases considered in nanophotonics and photovoltaics involve highly heterogeneous
materials, with very fine geometric details compared to the size of the domain of interest. Such
real-life configurations represent a big challenge for numerical methods because of computational
simulations. In a broad sense, discretization methods have to use very fine meshes to represent the
smallest geometric details. Moreover, very localized phenomena can lead to high-frequency field
distribution which requires the use of refined meshes with also high-order approximation.

In recent years, discretization methods suitable for multiscale problems have been studied
extensively. As we have shown in chapter 2 and 3, DG methods are flexible, both from the
meshing and from the high-order approximation point of view. It makes it possible to take into
account strong heterogeneity of the physical parameters (classically the permittivity ), as well as
very small and curved geometries [VL16|. From the same family of methods, there is the Hybrid
Discontinuous Galerkin (HDG) method presented in [CDL]| for Maxwell. One of the key specificity
of the HDG method is the splitting of the problem into a global-local formulation. The reason to
do so is to make the method globally less expensive by decoupling the volumic degrees of freedom.
The counterpart to this is that it requires to solve a linear system at each time-step. Other methods
built on top of homogenization techniques such as HMM [HOV16| can solve complex heterogeneous
problems on coarse meshes. We can also refer to the HHO method [DPT17], which shares much
similitude in the construction phase with the MHM method studied in the following.

In this chapter, we focus on the MHM method, first presented in [AHPV13] for an elliptic model
and extented for Darcy’s equation in [HMV16|. It was recently proposed for Maxwell equations
in time-domain in [LPSV18]|. The fundamental idea of the MHM is to find a way to recover
information lost through a rough meshing of the domain. The key ingredients to do so are: (i)
the splitting of the initial problem into a global-local formulation; (ii) the construction of the so-
called multiscale basis functions that upscale the information from a fine-scale to a coarse scale.
Those ingredients together make the MHM method effective, easily parallelizable, and robust since
everything is established on a coarse partition.

The efficiency of explicit methods is always suffering when the geometry of the structures
requires a high mesh refinement. One possibility is to use local time-step (LTS) methods to split
our problems in different regions, each of them using its ideal time-step. The MHM naturally
handles this decomposition step. To benefit from it, we develop a new formulation of the MHM
method for Maxwell’s equation that incorporates the possibility of multiscale time-step (MTS).
We extend the results presented in [LPSV18]. In the first part, we present the model and the
formulation with a MTS scheme. Then we establish and study energy preservation. Finally, we
made two-dimensional numerical tests with comparisons to a standard DGTD method.

7.1 Model and preliminaries

In this chapter, we are still considering the system of Maxwell’s equations in 3D introduced in
chapter 1. We will now start by defining the notations, some of which are specific to the MHM
method.

7.1.1 Spatial discretization

The MHM method starts from a discretization of the given spatial domain 2. We denote by Ty
the partition of 2, formed by elements K of maximal size H > 0. From now on, we will denote by
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Tr the coarse mesh or first level mesh and the elements K are denoted by macro element. This
subtlety will be important in the second part of this chapter. We also note by 07g the skeleton of
Tr. One can find an illustration of those definitions in figure 7.1.

Ta

Figure 7.1 | Space discretization. First level space discretization. The domain 2 is split into coarse macroele-
ments K.

Remark : This partition does not need to fit the geometric details present in Q.

7.1.2 Time discretization

The second step consists of the coarse time discretization of the time interval [0,7]. For that we
define Ta; the partition made of the N intervals I,, with I, := [t,—1,t,] € TAt, where N € N*
and n € {1,..., N}. We also define the coarse time-step associated to the interval I,, as At" =
tn, —tn_1 > 0.

Remark : This partition may be non-uniform, that is why we keep the exponent n on the time-step
At™.

One can find an illustration of those definitions in figure 7.2

]{1

time | At

I
\

space

Figure 7.2 | Time discretization. First level time discretization. The time interval [0,7] is split in several
timeslab I,,. The blue H is the maximum size of K7, the orange H is the maximum size of Ko.

We denote by V the broken H' space defined as

V= {veLl*):v|x € H(K)for al K € Ty} (7.1)
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with the following scalar product

(u,v)y = Z (u,v)g + Z (Vu, Vv)g (7.2)

KeTy KeTy

From here we can write the classical system of Maxwell’s equations in a local weak formulation as
follows.
For each n € {1,..., N}, find (E",H") € C!(I,,, V) x C!(I,, V) such that Vt € I,:

(cOE" V) = (VxH" V), =J,V)g, VveV

(WoH"™ ,w) ;e + (VX E" )W), =0, Yw eV (73)
E"(tp-1) =E""(tp-1) '
H"(t,_1) =H""(t,_1)

with the initial conditions (E°(0), H°(0)) = (E°, H°). We refer to [LPSV18] for the motivation of
the use of this space V.

Remark : Please note that ¥Yn € {1,...,N}, (E", H") defined in (7.3) are smooth functions of

time.

7.1.3 Hybridization and global-local formulation

Next, the continuity of the variables (E, H) is relaxed on the set of boundaries 0K for all K € Ty.
Instead, a weak continuity of the tangential component of the electric field E is imposed on 97.
We propose the following hybrid weak formulation, originally proposed by Raviart and Thomas in
[RT77] and already used in [LPSV18|.
Here we define A as the space of the restriction of the tangential component of functions in
H(curl; ) to the boundaries 0K i.e.

A= {V x nf | € H_%(E)K) for all K € Ty : v € H(curl; Q)} (7.4)

with n® the outward normal vector to K. For each I,, € Ta¢, n € {1,..., N}, find (E",H", \") €
C (I; V) x CYH(I,;; V) x C°(I,; A) such that Vt € I,,:

(€OE" V) —H"VxV)r =T, V)g—A",V)yg, WeV
(poH" ;W) + (VX E" W), =0, Vw eV (7.5)

with the strong continuity in time E"(¢,,—1) = E”_l(tn_l) and H" (t,—1) = H”_l(tn_l). We call
A" the hybrid variable on I,,. We see that the first two equations of (7.5) are defined locally on
each macro element K while the third one is defined on the entire mesh skeleton 97g.

Remark : This separation into the global part, and the local part is one of the key aspects of the
MHM method. The computational benefits of the method result from this step.

7.1.4 Splitting of electromagnetics fields

We use the linearity of Maxwell’s operator to decompose the electromagnetic field (E, H) in two
parts: one coming from the external current J, and the other one from the hybrid variable A\. We
thus write for all n € {1,..., N}
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E"=E" +E"* and H"=H" +H™ (7.6)

where, (E™J,H"J) and (E™* H"?) are respectively solutions of the following local Maxwell
problems Vt € I,,:

(&tatE"’J,v)K—(H"’J,VXV) V), WevV

(,@H”J ,w)K i (v <EY w) =0, Yw eV (77
En,J (tn—l) — Enfl(tn_l)

Hn,J (tn—l) — Hn—l (tn—l)

with E™ (t,,_1) = E" (t,_1) and H"? (t,,_1) = H""'(t,,_1) and

(88tE”’)‘,V>K7 <H”’)‘,V><v> =—(A",V)yp, VWeV

(noH™ W) +(Vx B w) =0, Yw eV (7.8)
E™"(t, 1) =0

H" (t,_1) =0

With respectively the following initial conditions:

E*J(0)=E®° and H"J(0)=H°
0. 0. : (7.9)

E"*0) =0 and H>*(0)=0

Remark : We note that the choice of putting all the contributions from the previous I, in the J

part as seen in equation (7.9) will have a significant impact on the computational efficiency of the

method as it allows to compute problem (7.8) once for all.

Owing to this splitting, the third equation becomes a one-field face formulation for the Lagrange
multiplier A as follows:
For each I,, € Tat, n € {1,..., N}, find A" € A such that Vt € I,

(U,E”)‘)aT — (y,E”’J>8T . WweA, (7.10)
H H

We precise that when X is used in the exponent of E™*, one should see E»*". The additional
exponent is omitted here for the sake of readability.

7.2 One-level MHM discretization

We start with the space-time discretization of the Lagrange multiplier A. We called this step the
one-level or first-level discretization.

7.2.1 Discretization of the hybrid variable

We choose a finite dimensional space to approximate the variables in C%(I,; A). We are especially
looking for A (t) in such a space satisfying (7.10). In this work, we choose to take the Lagrange
multipliers Ay constant in time per time-slab I, i.e. Ag € Py(I,),n € {1,..., N} and polynomial
on Ty, t.e. Ag € Po(I,) ® Ag with:
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A = {VH €EAN:vy|r € Pm(F)?’ for all F' € (97}1} , meEN, (7.11)
and look for A}, in Ag. Similarly, equation (7.6) becomes a discrete decomposition as:
EY =E™ + E"  and %=H" A (7.12)

From here equation (7.8) becomes: Find (E™*H H™ A7) n € {1,..,N} in (V,V,Ap) such
that Vt € I,

(eatE”’AH ,v)K - (H”)‘H LV x v) = (Al )k, WVEV
n,)\H TL,AH _
(noH™ w) +(VxE ,w?K —0, Vw eV (7.13)
E™ M (t,_1) =0
HnV)\H (tnfl =0

with the initial conditions:
E* =0 and H" =0 (7.14)

and the global problem: For each I, € Tas, n € {1,..., N}, find A" € A such that Vt € I,,:

(V,E”’}‘H) —_ (V,E”’J> . YweAp, (7.15)
Ty Ty

7.2.2 Introduction of the multiscale basis functions

Let 4;, with i € {1,...,dim Ay}, be a basis for Ay. Let 8 € R, n € {1,..., N} are the degrees of

freedom associated to A% in Ay, i.e.:

dimA gy

Xy = S B (7.16)
=1

Now we replace A%, with 4;, withi € {1, ...,dim Ay} in (7.13) and we define the set (7", n/"™), n e
{1,..., N}, for all K x I,, € Ty X Tas, as the solution of the following problem:

(eamf’E ,v)K — <n?’H,V X v) = — (¢n-n V) YV EV(K)
n,H n,E _
(,uc‘)mz- W) + (V X W K = 0, Yw € V(K) (7.17)
n,E
n; (tn-1) =0
U?VH(tn—l) 0

with V(K) the space of functions in V restricted to K. These functions are called the multiscale
basis function. They serve as a basis to reconstruct E»* and H™ H |
Multiplying each equation by 3;*, we obtain:

(sﬁf@tnz-n’E,v)K — (Bfnan ,V x v) = — (BMpin-n" v), . VveEV(K)
n n,H n.n,E o
(Mii om;" W P + (V X pim; ", W K = 0, Vw e V(K) (7.18)
"7?7 (tn—l) =0
n?’H@n—l) =0
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and we sum for each 7 in {1,...,dim Ag}:

dimA g dimA g dimA g
(e > ﬂ?é’m?’E,V> - ( R K v) = —( > ﬂmn-nK,v) . YveV(K)
i=1 K i=1 K i=1 oK
dimA g dimA g
(u > Waﬂﬁ’HaW) +<V>< > gt w =0, VYw € V(K)
E =1 K =1 K
n;" (tn—1) =0
"7?’H (tn-1) =0
(7.19)
From here and using equations (7.16) and (7.13) we can identify V¢ € I,,:
dimA g dimA g
E™ = N gig®oand H™MW = Y gt (7.20)
i=1 i=1

with the initial conditions n?’E(tnfl) =0 and n?’H(tnfl) =0.
Using equation (7.20) in (7.12), we obtain V¢ € I,,:

Ey =E""+ > gg®  and  Hy=H"T4+ > gt (7.21)
=1 =1

From there we note the set of (n?’E,'n?’H) with ¢ € {1,...,dim Ay}, the multiscale basis
functions. They are upscaling local information from the problems (7.17) to the coarse mesh. One
can see an example in figure 7.3. Let us point out that the set of 3;' is a fundamental part of the
resulting algorithm. Indeed, (8*) are the only globally coupled d.o.f. in the MHM method and are
solution of a linear system defined on the coarse mesh skeleton 07. This linear system results
from (7.10) and decomposition (7.20) as for each n € {1, ..., N} find " such that Vt € I,,:

<VH7 Z ann?’E> = (VH )En,J>8T 5 VVH S AH7 (722)
=1 OTw "

given nf’E and E™J.

A

A <7
y TS
SEETS

Figure 7.3 | Multiscale basis function. Example of ;" "E basis function on a given macroelement K.
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If one assumes that close analytical formula are available for all n € {1,..., N} for (n™® n

and (E"’J, H"’J), it is still necessary to obtain the d.o.f. ' to compute the solution from system
(7.22). However, for real application test case, we do not have access to analytical formulas,
meaning a second level of discretization is necessary to make the method practical. This is the
subject of the next section.

n,H)

7.3 Two-level MHM method

As stated at the end of the first section, analytical formulas for both n™¢ and £€™J, ¢ ¢ {E, H}
are not available for realistic cases. In order to solve the second level problems defined in (7.7) and
(7.13), we choose to use a spatially centered DG scheme coupled with a second order Leap-Frog
(LF) time scheme.

7.3.1 DG on each macro element K

The second level of space discretization will be called local mesh or fine mesh, unlike the global
mesh or coarse mesh Tgy. More precisely, in each macro element K of Ty we build a fine partition
noted T,%, formed by elements  of characteristic length A > 0. We precise that when h is used
in the indices of 'EK , one should see 7;§< The additional exponent is omitted here for the sake of
readability. One can find an illustration of this definition in figure 7.4. We also define the set of
faces of the local mesh ’EK by ]-}{( as well as the set of faces on the boundary of K as ]-"(f( .

Remark : It is important to notice that no continuity at the junction between macro elements is
mandatory, as illustrated in figure 7.4.

[\'|
7;,[\]
Ta

Figure 7.4 | Space discretization. Second level space discretization. Each macroelement K are discretized in
submeshes T}ff(

We discretize local problems equations (7.7) and (7.17) with respect to the space variable by
selecting a local finite dimensional space V,(K) whose functions are defined over {7;X},~0. The
two discrete problems read as follows:

1. Find for n € {1,..., N}, (EPY H"?) in V},(K) x V,,(K) such that Vt € I,:
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<€8tEZ’J ,vh>K - (HZ’J |V x vh> = IV, Vv € Vi(K)

(u@tHZ’J ,Wh>K + <V X EZ’J W) o = 0, Ywh € Vi (K) (7.23)
By (1) ~ B ()
HZ7 (tnfl) = Hzil(tnfl)’

with )"’ = E® and H)” = H.

2. Find for n € {1, ..., N}, (nZ;IE,nZ}IH) in V;,(K) x Vi (K), such that for all i € {1,...,dimAg}
such that V¢t € I,,:

<€8t’l’[irf}1E s Vh)K - (n:}lH , V X Vh) = — (’(pzn .nf ’Vh)BK’ Vv, € Vh(K)
(MatTIZ}lH » Wh K + <V X nZ}lE , Wh K =0, Vwy, € Vi (K)
WZ}LE(tnq) =0
nZ}LH(tn—l) = 0.

(7.24)

3. With the global problem which links the two aforementioned ones: Find for n € {1,..., N},
", such that for all ¢ € {1,...,dim Ay} such that Vt € I,,:

<uh, > 5%;;5) _ (Vh,EZJ)aTH? Yuy, € Ag, (7.25)
1=1 Ty

From here we can reconstruct our fields:

n n,J n. n,E n _ pynd n_n,H
mn=E," + Z Bin; and o =H," + Z Bin; (7.26)
i=1 =1

7.3.2 LF2 time integration on each time-slab I,

In this part, we devise the fully discrete two-level MHM method by setting up a time-marching
scheme for the local problems equations (7.23) and (7.24). A second-order Leap-Frog scheme with
a multiscale time-stepping (MTS) strategy is proposed.

The second level time discretization comes from a decomposition of each I™ in a uniform partition
of time-step A% > 0 on each K € Ty, ie. t" = t™0 < ™! < . < g MmE "1 with
M™E € N, where t"F = t"0 + kATE | € {1,..., M”K} In the same way we call micro time-slab

or fine time-slab the interval I™™ = [t"™ ™ +1] and Ar™X the micro time-step associated to
mm.

Remark : Note that this partition can be different in each element K € Tp. Strictly speaking,
we should have one more exponent related to the macro element since the fine discretizations are
independent from one K to another.

Next, we focus on the intrinsic MTS of the MHM method within a simple framework by assum-
ing that Ta¢ is uniform with characteristic length At"™ = At, n € {1,..., N}. We choose to divide
each I"™ € Ta; of each K into MX intervals t" = t"0 < ¢! < .. < MR =1 M "t so
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that we can omit the time exponent from A7™¥ d.e. A7™% = A7 n e {1,..,N}. On K, we de-
note by E?{’TZ (resp. H%TZ) the fi