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Résumé

Cette thèse vise à améliorer la modélisation des Réacteurs à Eau Pressurisée (REPs). Les réacteurs

nucléaires en général peuvent être considérés comme des systèmes multiphysiques : leur modélisation

nécessite la prise en compte de la neutronique, de la thermohydraulique, de l’évolution isotopique

et de la physique du combustible. Ces travaux concernent le développement d’un schéma de calcul

d’évolution de type multiphysique avec maillage raffiné (échelle cellule du combustible) et son op-

timisation numérique. La démarche classique est basée sur l’utilisation de solveurs spécialisés sur

un sous-ensemble des physiques combinée avec des modèles simplifiés pour les autres disciplines.

Grâce à la disponibilité croissante de ressources de calcul et à la grande flexibilité des langages de

programmation modernes, des outils de simulation s’appuyant moins sur des modèles simplifiés sont

en cours de développement. Un schéma de calcul a ainsi été implementé pendant cette thèse en

exploitant les outils de la plateforme SALOME et des solveurs développés au CEA. APOLLO3®

est utilisé pour la neutronique, FLICA4 ou THEDI pour la thermohydraulique et la conduction de

chaleur et MENDEL pour le calcul d’évolution. La neutronique est traitée avec une approche en

deux étapes avec homogénéisation à l’échelle de la cellule de combustible. La thermohydraulique

est traitée avec FLICA4 à l’échelle sous-canal. La conduction de chaleur est résolue, par FLICA4

également, explicitement dans tous les crayons du coeur. Un algorithme de couplage définit donc

les échanges entre le modèle de neutronique cœur et ceux de thermohydraulique et conduction de

chaleur. Cette approche demande moins de puissance de calcul que les schémas high-fidelity basés

sur un calcul direct (i.e. sans homogénéisation sous conditions limites simplifiées) et il fait moins

d’hypothèses que les schémas basés sur une technique de reconstruction de la forme de puissance

fine.

Les calculs d’évolution sont modélisés comme une séquence d’états permanents. Pour cela, une

partie conséquente de la thèse est dédiée à l’optimisation du schéma de calcul en permanent. Un cas

d’étude simple (mini-cœur : 5x5 assemblages REPs plus réflecteur) est défini pour pouvoir exécuter

un grand nombre de simulations dans un temps acceptable. Sur ce cas test, la meilleure approche

pour la résolution du couplage est sélectionnée d’après une analyse de performance basée sur les

écarts avec la référence et les coûts de calcul. Par rapport à l’optimisation numérique, deux des

méthodes les plus utilisées, le point-fixe et Anderson, sont testées en confirmant la supériorité de cette

dernière. Une généralisation du point-fixe basée sur les convergences partielles, largement utilisée

dans l’industrie mais peu référencée dans la littérature, est étudiée en détails. Bien que l’efficacité de

cette technique dépende des solveurs considérés, elle résout, dans notre cas, les problèmes de stabilité

du point fixe et offre une meilleure efficacité que la méthode d’Anderson. Alors qu’il est difficile

d’utiliser directement la méthode d’Anderson avec les convergences partielles, une version modifiée

est proposée. Des tests préliminaires donnent des résultats prometteurs en termes d’efficacité.

Afin de prendre en compte l’évolution des propriétés thermomécaniques du combustible, un
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modèle simplifié pour le coefficient d’échange thermique dans le jeu pastille-gaine est inclus dans le

schéma. Les premiers tests confirment l’importance de ce modèle. La recherche de la concentra-

tion de bore ciblé est implémentée. Pour obtenir la compatibilité avec le point-fixe généralisé aux

convergences partielles, une méthode de Newton est adaptée. Tous les éléments mentionnés jusqu’à

maintenant sont combinés ensemble pour produire un schéma de calcul d’évolution multiphysique,

qui est appliqué avec succès sur un scénario d’irradiation à puissance constante.

Mots clés: Multiphysique, Maillage-Raffiné, Méthodes-Numériques, Calcul-d’Évolution, REP,

Convergences-Partielles.
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Abstract

This thesis aims at improving the modelling of Pressurized Water Reactors (PWRs). Nuclear re-

actors in general can be considered as multiphysic systems, as their accurate representation often

requires to account for neutronics, thermal-hydraulics, isotopic evolution and fuel performance. In

particular, this work concerns the development of a multiphysic calculation scheme for fine mesh

(pin cell resolution) depletion calculations and its numerical optimization. Conventional approaches

generally employ solvers specialised on a subset of the relevant physics, while resorting to simpli-

fied models for the rest. Thanks to the increasing availability of computational resources and to

the greater flexibility of modern programming languages, many research groups are working on the

development of simulation tools that rely less on the use of simplified models. A general coupling

scheme is developed exploiting the tools from the SALOME platform. It ensures the compatibility

with a set of the CEA solvers, including APOLLO3® for the neutronics, FLICA4 or THEDI for the

thermal-hydraulics and heat conduction and MENDEL for the depletion calculations. Through the

coupling of an APOLLO3® core solver with FLICA4, it is possible to combine two-steps neutronic

simulations based on pin-cell homogenization with subchannel thermal-hydraulics and heat conduc-

tion on every fuel rod. This approach requires less computing power than the high-fidelity direct

calculations (i.e. with no a priori homogenization) and it makes fewer assumptions than the faster

running schemes based on the pin-power-reconstruction technique (i.e. the combination of coarse

mesh calculations with form functions for the local refining of the results).

Following a widespread approach, the depletion calculations are modelled as a sequence of steady-

states. For this reason, a large part of the thesis is devoted to the optimization of the steady-state

scheme. A simple case study (mini-core: 5x5 PWR fuel assemblies plus reflector) is defined in order

to allow to perform a large number of simulations in an acceptable time. Based on this test, the

best combination of models is selected by analysing the performance in terms of discrepancies with

respect to the reference and computational cost. As regards the numerical optimization, two of the

most common iterative methods found in literature, the fixed-point and the Anderson algorithms, are

tested confirming the superiority of the latter both in terms of robustness and efficiency. A variant of

the fixed-point method, here referred to as generalised fixed-point with partial-convergences, which

is widespread in the nuclear industry, but rarely mentioned in publications, is studied in detail.

Although the effectiveness of this technique depends on the considered solvers, for the cases studied

in the context of the thesis, this method solves the major robustness problems of the fixed-point

method and offers a higher efficiency than the Anderson method. Afterwards, a modified Anderson

algorithm that adopts the core principle of the partial-convergences is proposed. Preliminary tests

lead to promising results in terms of efficiency improvement.

In order to account for the evolution of the fuel thermal-mechanical properties during irradia-

tion, a simplified fuel gap heat transfer model is included in the scheme. The first tests confirm
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the importance of including this model. For the depletion scheme, the research of the target boron

concentration is implemented. To do so, an approximated Newton method is developed to be com-

patible with the generalised fixed-point with partial-convergences. All the elements mentioned so far

are combined together to produce a multiphysic depletion calculation scheme, which is successfully

tested on a constant power irradiation scenario.

Keywords: Multiphysics, Fine-Mesh, Numerics, Depletion, PWR, Partial-Convergences.
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Chapter 1

Introduction

Independently from any political discussion about nuclear, Pressurized Water Reactor (PWR), as

the most widespread nuclear reactor type in the world, is a crucial component of the economy, the

environment and the security of France and of the entire world. Given the cost and the complex-

ity of building experimental nuclear reactors and the increasing computational power available to

researchers and industries, modelling covers a very important role in the economy and the safety

of the reactors. This PhD thesis is about the multiphysic modelling of a PWR core along irra-

diation. Hence, its general aim is the improvement modelling capabilities and the increase in the

understanding of reactor physics.

This introduction chapter is structured in three sections aiming at giving the context of the

PhD studies, the definition and the nature of the target problem and a description of the adopted

methodology.

1.1 Nuclear Reactor Core as a Multiphysic System

In this section, the concept of multiphysics of nuclear reactor cores is introduced from a physics-

based point of view. In the first part, some general examples are provided for other multiphysic

systems and for nuclear reactors in general. In the second one, a more detailed analysis is done for

the PhD thesis context: a PWR core along irradiation. The fundamental elements that define this

system are reported for every concerned discipline and the main interdependencies among physics

are introduced.
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1.1.1 Introduction to Multiphysic Issues

Multiphysic Issues in General

The most characterizing keyword of this PhD thesis is multiphysics, which in this context refers

to multiphysic modelling. The general definition of such a word is quite intuitive, as it simply

corresponds to any model accounting for multiple physics. However, the actual meaning in the

context of reactor physic simulations is something more specific that needs several concepts to be

defined beforehand, hence, a more precise definition is given later in the introduction. The majority

of engineering problems could suite the wide definition of multiphyisic problem. For instance, let us

consider an electric cable: the electromagnetic field and the heat transfer are largely influencing each

other. Therefore, both these physical phenomena have to be addressed in order to find an accurate

solution of the problem. In this example, the transport of electrons through the wire implies a certain

heat generation according to the electrical resistance of the cable. On the other hand, the electrical

resistance itself depends on the heat conduction, as the resistivity of the materials is determined by

the local temperature. Some examples of modelling strategies for this problem are given in [15, 16].

Another typical illustration is the simulation of the wing of an aeroplane, where fluid and structural

dynamics are strongly coupled. To accurately model the fluid dynamics, the temperature and the

deformations fields of the wing are needed. At the same time, the structure dynamics compute

these quantities using the pressure field and the heat transfer coefficient as input. Hence, in many

aerospace applications these disciplines are treated together, for instance as in [17]. One further

example is the multiphysic modelling of the cardiac function, like in [18, 19]. In this case, in order to

reproduce the heart’s behaviour under given conditions, the biomedical branches of fluid mechanics,

solid mechanics and electromagnetism are combined together.

Multiphysic Issues in Nuclear Reactor

Nuclear reactors are intrinsically multiphysic systems. Indeed, in most of the power reactors, the

neutron transport is exploited to generate heat, which for the majority is generated in the solid fuel,

is transmitted to the coolant by conduction and is removed by the latter through forced convection.

The heat generation naturally affects the temperature and density fields of the materials. In turn,

the different neutron reactions probabilities depend on both these quantities. This is a crucial aspect

of nuclear reactors, which has been exploited to obtain a system that is self-stabilizing in most of

the scenarios. In the sense that a power excursion would reduce the probability for neutrons to

undergo fission, hence, the power would receive a negative feedback intrinsically opposing to any

divergent behaviour. Moreover, depending on the time scale, the effect of neutron transport can be

also measured in terms of isotopic change mostly in the fuel, i.e. neutron transmutation. At the

start-up of a reactor, effects can be seen already on a small time scale, in the order of minutes. This
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is linked to the intrinsic nature of fission, a heavy element (like uranium-235) is split into (in most of

the cases) two fission products. These fission products can be or rapidly become neutron poison, in

the sense that elements like xenon-135 and and samarium-149 are characterized by extremely high

capture cross-sections1 that have a measurable impact on the reactivity (this quantity is mentioned

as 𝜌 := 𝑘𝑒𝑓𝑓−1
𝑘𝑒𝑓𝑓

) of the core even for small variations in their concentrations. On a longer time

scale, the reduction in the content of uranium-235 due to neutron absorption (i.e. capture + fission)

and the production of new fissile isotopes like plutonium-239 and 241 consequently to multiple

neutron captures on uranium-238 have to be considered. Furthermore, the neutron transport and the

operating conditions impact also the chemistry and the mechanics of the fuel, leading to variations in

the geometry and thermal-mechanical properties. These changes in turn may affect the neutronics.

Therefore, depending on the scenario to be modelled, the neutronic modelling may require to address

also isotopic depletion, themal-hydraulics, heat conduction, thermal-mechanics and eventually other

disciplines related to the fuel modelling.

1.1.2 Multiphysics of PWRs along Irradiation

In this sub-section, the multiphysic modelling of PWR along irradiation is introduced. To do that,

some of the most fundamental elements of PWR modelling of the core are introduced from a single-

physic perspective and finally an overview of their interactions focusing on the neutronics is given.

Introduction to PWRs

This PhD thesis focuses on the modelling of the nuclear reactor core of the PWR type. This reactor

design is largely the most widespread one for energy production. According to [20], in 2016, 289

of the 448 operational nuclear power reactors are PWRs. Nowadays, nuclear energy represents the

second-largest source of low-carbon electricity after hydroelectric [21, 22]. By producing about 10

% of the total electricity generation, corresponding to 2700 TWh (data for 2018 [21]), it is one of

the main actors in the fight against climate change. However, nuclear is facing a strong decline

in western countries, where the number of operational reactors is decreasing. The steep raise in

renewable power has been just sufficient to replace nuclear: the low-carbon share in the total energy

production has not increased in the last two decades (36 % both in 1998 and 2018[21]). In France,

this is even more a crucial topic, since about 79.6 % of the energy production is from nuclear reactors

[23] and all of them are PWRs [24]. Only one reactor is under construction in France, the EPR

of Flamanville. Designed and developed by Framatome (ex Areva-NP) and Électricité de France

(EDF), it is considered as a third generation PWR.

1The cross-section quantifies the probability of a given reaction (in this case radiative capture) among neutrons
and the nucleus of the considered isotope.
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Neutronics of PWRs

As the majority of the operating reactor designs, PWRs are thermal reactors using low-enriched

uranium dioxide as fuel, which means that each uranium isotope is bounded to two oxygen-16 atoms

(UO2). By low-enrichment, it is meant that, in the fresh fuel, uranium-235 represents from 2 to 5

% of the total uranium nuclei, while the rest is mainly uranium-238. The fundamental principles,

on which thermal reactors are based, are described by the simple tough very popular Fermi’s four-

factors formula, which is reported in Eq. (1.1). It was firstly used to predict the critical mass of the

famous first atomic pile, while, in this paragraph, this formula is just used to introduce the main

stages of neutron’s life in a thermal reactor.

𝑘∞ = 𝜖 * 𝑝 * 𝑓 * 𝜂 (1.1)

• 𝑘∞ is the infinite multiplication factor.

• 𝜖 is the fast fission factor.

• 𝑝 is the resonance escape probability.

• 𝑓 is the thermal utilization factor.

• 𝜂 is the reproduction factor.

The main principle behind thermal reactors is indeed the thermalization, which is the process

of slowing the neutron down to thermal energy, which is about 0.025 eV and corresponds to the

equilibrium speed of the medium, which is defined by the temperature. This slowing down is

obtained through the use of a moderating material. In PWRs, this material is the water, the very

low mass of hydrogen nuclei allows to absorb large portions of the neutron kinetic energy at every

scattering collision. This property is one of the reasons that makes the water a good moderator even

if its capture cross-section is not so small. Each fission produces on average 2.5 new neutrons which

could be classified as fast, as their average kinetic energy is about 2 MeV.

In Eq. (1.1), the infinite multiplication factor (𝑘∞) represents the global neutron balance (defined

as the ratio of the neutron population over two consecutive generations) without accounting for the

neutron leakages. The fast fission factor (𝜖) is the number of neutrons slowing down below 1 MeV per

each neutron produced by thermal fission. Its main role is to account for the portion of neutrons that

may cause fission before slowing down to 1 MeV. The neutron slowing down needs to happen with

the lowest number of collisions in order to avoid the so-called resonances. The resonances are energy

intervals in which the capture probability increases sharply. For simple isotopes, the presence of

these peaks of the interaction probability can be explained by the minimization of the kinetic energy

of the products of the considered reaction. For this reason, they occur at slightly higher energies
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than the excited levels of the target nucleus. The fission and radiative capture cross-sections of

uranium-235, which is the main fissile isotope in fresh fuel, are available in Fig. 1-1. Since the

resonances constitute a major filter in neutron slowing down, their presence is accounted by 𝑝, the

probability to escape the resonances.
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Figure 1-1: Radiative capture (n,𝛾) and fission (n,fission) cross-sections of uranium-235, source [1].
The purpose is to show the competing reactions in the main fissile isotope of the fresh fuel and
to underline the presence of the resonances. Above few keV resonances do not disappear, they
just become too close to each other for the resolution, for this reason they are called unresolved
resonances.

Once the neutrons are thermalized, the main turning point is whether they are absorbed in the

fuel or in other materials, this is represented by 𝑓 , the thermal utilization factor. The reproduction

factor (𝜂) is the average number of fission neutrons produced per neutron absorbed in the fuel. With

𝜂 the neutron’s life-cycle in an infinite thermal reactor is closed. To account for the finiteness of the

reactor’s size, the escape probability should be added for fast and thermal neutrons.

A confirmation that this formula captures the essential physics of PWRs is given by the typical

neutron spectrum found in this reactor type, this quantity is available in Fig. 1-2. Indeed, it

is possible to observe two peaks in neutron population at thermal and fast energies. Moreover,

the neutron populations around these peaks rather accurately reproduce the Maxwell distributions

respectively centred in 0.1 eV and 1.3 MeV.

Basic Design Elements of PWR Cores

Before introducing the multiphysic nature of PWRs, some fundamental design elements have to be

illustrated. First of all, the fuel rods of a PWR are composed of hundreds of fuel pellets axially

piled up and immobilized by a spring. The spring has also the role of keeping a free volume to

accommodate the gas produced in the fuel (mainly gaseous fission products and helium), which is
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Figure 1-2: Typical PWR neutron energy spectrum [2]. Attention is posed on the peaks at thermal
and fast energies.

partially released within the fuel rod during operation. A fuel rod’s representation is given in Fig.

1-3.

Figure 1-3: Description of the typical fuel rod design for PWRs, courtesy of [3], page 10.

Each pellet has a diameter roughly of 1 cm and a similar height, so the fuel rod is very thin and

tall (approximately 1 cm of diameter and 4 m of height). The fuel is contained in a cladding often

made of zirconium alloys, this material is chosen for its low capture cross-section and good thermal-

mechanical properties. In Fig. 1-3, it is also possible to notice that the fresh fuel pellets are not

exactly cylindrical after their fabrication. To avoid the contact among them, which may be caused

by their expansion, some material is removed from the pellet extremities, obtaining their typical

diabolo shape. Furthermore, fresh fuel rods are charged with helium at 2.5 MPa, with the aim of
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(a) PWR fuel assembly [25].

(b) Radial and axial sections of a PWR [26].

(c) Fuel pellets, courtesy of Framatome [27].

Figure 1-4: Hierarchical overview of the core. The core radius is about 2 m, the axial height is
roughly 4 m. Depending on the design, core is made of 200 fuel assemblies, each of them is about
the same height of the core and is around 20 cm large. Every assembly is made of 265 fuel rods and
24 guide tubes. Every fuel rod is made of cylindrical fuel pellets with both diameter and height in
the order of 1 cm.

partially compensating the pressure outside the cladding and of improving the heat conduction in

the gap between the fuel and the cladding [3], pages 9 and 10.

The fuel rods are kept together in square fuel assemblies, with a size of about 20 cm, which

usually contain 265 of them and 24 thimble tubes, which are vacant tubes mostly used to insert the

control rods within the reactor. The core is composed of roughly 200 fuel assemblies approximating a

cylindrical shape with a diameter between 3 and 4 meters and slightly larger height. This description

can be visualized in Fig. 1-4.

In this figure, it is also possible to visualize that the core is contained in the reactor pressure

vessel, which is generally considered as the second barrier between the radioactive materials and the

biosphere. All the material that is in between the core and the vessel, both radially and axially, is

referred to as reflector, as from the neutronic point of view it aims at reflecting the escaping neutrons

again into the core. In reality, some of the materials composing the reflector have also other functions

like reinforcing structural integrity or shielding the reactor pressure vessel from neutrons. Generally,

an important part of the reflector is constituted by water for both its shielding, reflecting and cooling

capabilities.

Thermal-Hydraulics of PWRs

In PWRs, the water plays both the role of moderator and coolant. These reactors, for how advanced

they could be, just convert the heat generated by fissions into electricity through a Rankine cycle.
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However, the heat generating system of the Rankine loop is not the reactor itself. In fact, the

Rankine loop constitutes a secondary circuit, while the core power of the reactor is extracted by

a primary loop that transfer it to the secondary one through the steam generator. In this way,

eventual radioactive leakages from the fuel rods would be kept in the primary circuit, resulting in

several design simplifications for the secondary loop. The core power is removed by a mostly vertical

water flow through the fuel rods, directly cooling the cladding outer surface. As anticipated by the

name of the reactor type, this water flow is highly pressurized, at about 15.5 MPa and 300 oC.

The water mass flow rate through the core is very large, several millions of kilograms per hour in

standard operation. Such a flow rate at this high pressure requires pumps consuming few Megawatts

of electricity, but it allows the extraction of few thousands of Megawatts of heat. In this way, all

the power can be removed with a small temperature increase of the water across the core, about

30 K. Such a low temperature increase contributes to making the reactor more homogeneous and

maximize the thermodynamical efficiency.

Under nominal conditions, the water of the primary circuit stays close to saturating conditions

but always below. Just some subcooled boiling may locally happen due to the temperature gradient

caused by the heat flux. This phenomenon affects just a small portion of the water, where the

steam may reach few per mille in volume, while the channel average temperature is well below

saturation. Nevertheless, as stated in [28], it is important to model this void formation also during

normal operation as it heavily affects the heat transfer coefficient. Indeed, the subcooled boiling

is a very effective heat transfer mechanism, but pushing the thermal-hydraulic conditions too far,

boiling crisis may occur. When this happen, the heat transfer rapidly and strongly deteriorates and

the cladding temperature may overcome the one imposed by safety limits. This problem is quite

typical of nuclear power plant as the heat removal mechanism is power dominated, in the sense that

the heat source is controlled and the cladding temperature depends on the cooling capability. In

combustion plants instead, the maximum temperature is controlled, as it is determined by the flue

gas and the heat removed depends on the efficiency of the process.

A simple model to interpret this phenomenon is given for the pool boiling by the famous ex-

periment of Nukiyama [29]. Pool boiling occurs when the fluid is globally at rest, even if natural

convection may induce some local movements. In PWRs, the mechanism is rather flow or forced-

convective boiling, in the sense that the boiling happens with the fluid circulating through the core.

However, this experiment has been central in the qualitative description of the boiling crisis in

general, the main plot is reported in Fig. 1-5.

The main outcome of this study is that, when controlling the heat flux as in the figure, a

sudden temperature increase of the cladding outer surface is expected above a certain power level.

The quantity on the x-axis is the wall superheat temperature, which corresponds to the difference

between the wall temperature and the saturation temperature of the water. The wall temperature
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Figure 1-5: Nukiyama curve describing the boiling crisis as a transition from different heat transfer
mode. It should be noticed that PWRs heat removal mechanism is power controlled (instead of
temperature controlled as in most of the conventional plants). The boiling crisis happens when
moving from the 𝐹 to the 𝐻 point: for a given heat flux, the wall superheat temperature suddenly
increases. Source [4].

is the temperature at the interface between the water and the solid material, which in PWRs

corresponds to the temperature of the cladding outer surface. In this plot, this sudden increase

happens when moving from the 𝐹 point to the 𝐻 one and the temperature increase is very large

even on a logarithmic scale. Although this curve describes a boiling crisis happening while leaving

the saturated boiling condition (i.e. when the average water temperature is above saturation),

such a crisis may happen also during subcooled nucleate boiling under PWR’s operating thermal-

hydraulic conditions. In PWRs this phenomenon is called Departure from Nucleate Boiling (DNB),

as it happens when leaving the nucleate boiling.

Fuel Performance of PWRs

The integrity of the cladding of the fuel rods is very important for the safety and the economy of

reactors. The age of fuel rods is generally measured with the burnup. This quantity is also called

fuel utilization as it quantifies the energy that is extracted per unit mass of heavy metal, which

in case of uranium dioxide, is the mass of uranium. The typical burnup range found in reactors is

from 0 to 60 MWd/kg. Below 30 MWd/kg, the fuel pellets are capable of preventing the release

of the majority of the radioactive fission products. The main leakage mechanism for low exposures

is the “knockout”, which corresponds to the release of gaseous fission products close to the outer

fuel surfaces as a consequence of collisions with other elements. The expelled elements reach the

allocated free space, called plenum. Beyond 30 MWd/kg other mechanisms become predominant

and cause releases up to the 5 % of the total fission products, as described in [3], pages 17 to 19. The

radioactive elements accumulated in the plenum are kept within the fuel rod by the cladding, which

can consequently be considered as the first barrier between the radioactivity and the biosphere. Even
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if several other barriers are present, like the reactor pressure vessel and the containment building,

cladding failure may imply the sharp increase of the radioactivity level in the primary circuit and

the reactor shutdown, which entails considerable economic losses.

Fuel rods mechanical integrity is a limiting factor in terms of plant’s power uprate, speed in

reactor start-up and maximum achievable burnup. Therefore, a lot of attention is put into its

modelling, which is often referred to as fuel performance or fuel behaviour. The fuel performance is

a multiphysic problem in itself, because ideally it requires the full solution of neutronics, thermal-

hydraulics, heat conduction, fuel chemistry, fuel mechanics and fuel transmutation. Fortunately, not

every single aspect of fuel performance has an important influence on neutronics. What matters

the most is the estimation of the temperature distribution, which may be strongly affected by the

change of fuel thermodynamic properties. Hence, to improve the prediction of neutronic quantities

it is important to model the behaviour of the fuel-cladding heat transfer coefficient along exposure.

Even if the fuel and the cladding are separated just by a thin layer (a maximum of 80 𝜇m) of

helium, which has a relatively high conductivity for a gas, this layer accounts for a big portion of

the total thermal resistance, hence, it has a big influence on the fuel temperature. A typical radial

temperature profile in a fuel rod at 200 W/cm is reported in Fig. 1-6.

Figure 1-6: Typical temperature profile assuming 280 oC of water bulk temperature, 200 W/cm of
linear power and typical PWR thermodynamic properties. Courtesy of [5].

During a fuel rod lifetime, the fuel-clad heat transfer coefficient may vary from 5’000 W/m2/K to

200’000 W/m2/K, as confirmed by [10], pages 7 and 8. The peak value corresponds to the moment

when the fuel and the cladding begin the mechanical contact. The main phenomena driving the

gap size are described in [30]. Basically, at the very beginning of the power ramp, the fuel expands

due to instantaneous thermal expansion. The same mechanism summed to the increase in the rod

pressure, which derives from the raising temperature, make the cladding displace outwards. In

early irradiation, the fuel volume decreases due to the densification: the higher temperature reduces
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the concentration of fuel structural defects. After this short phase, which lasts few MWd/kg, the

cladding starts to creep inward (it reduces its radius at constant load due to stressful environment)

and the fuel volume increase due to swelling. This latter consists in the accumulation of fission

products which occupy a larger volume than the fissile elements and it is largely due to the noble

gaseous fission products that may even cluster in bubbles. A contribution to swelling is also given

by the 𝛼-decay of transuranic elements, that similarly forms helium clusters (called helium bubbles).

Due to these two phenomena, the gap width constantly decreases until mechanical contact is reached.

For this reason the gap heat transfer coefficient consistently increases until about 30 MWd/kg. The

only opposed process is the release of gaseous fission products with lower conductivity like xenon

and krypton.

Once the gap is closed, the heat conduction is dominated by the fuel conductivity which degrades

significantly due to the increase of structural defects. This process that begins when the fuel and

the cladding enter in contact is called Pellet Cladding Interaction (PCI). It is an important safety

concern as it endangers the cladding integrity and it is an important limiting factor to the speed

of power ramps and to plants uprate. In France, many nuclear reactors perform the load following,

which consists in slowly changing the power level to adapt to the grid needs. For this reason, in this

country, the study of PCI is a key research topic.

PWRs along Irradiation

Modelling PWR along irradiation means to reproduce the reactor’s behaviour under normal op-

erating conditions over long time intervals that require to account for the isotopic transmutation.

This type of simulations is also called depletion calculations as they also address the consumption

of fissile material. Under the typical operating conditions, the reactor power ramp is sufficiently

slow to allow to model the scenario as a sequence of steady-states characterized by evolving isotopic

concentrations and power levels. Therefore, the fundamental mode of the neutron flux is researched,

i.e. the flux that perfectly satisfies the steady-state equation. In respect of the thermal-hydraulics

and of the heat conduction, the steady-state conditions define a state in which the energy is not

accumulated in any material, hence, all the power generated in the core is removed by the coolant.

In PWRs, this balance is obtained by keeping the reactor almost always under critical conditions

(effective multiplication factor equal one, 𝑘𝑒𝑓𝑓 = 1) by adjusting the boron concentration or the

control rod insertion for the fuel depletion, for the different operating conditions (e.g. power level)

and for the varying thermal-mechanical properties (e.g. fuel temperature). Boron-10 is a thermal

neutron poison and its presence in the water is regulated by changing the boric acid concentration.

Adjusting the boron concentration allows to change the core reactivity in a rather homogeneous

way, as its concentration is almost constant over the core, but it is a slow process. For quicker

reactivity changes, the control rods are deployed. They are commonly assembled into blocks of rods

11



activated together, each block has a specific purpose. The safety blocks are devoted to the core

rapid shutdown. The shim blocks are used for large reactivity changes. The regulating rods are

used to perform fine manoeuvres and reactivity control. The neutron absorber is generally boron or

cadmium. Due to the fact that they are inserted into the core through the guide tubes, generally

from above, and to their strong absorption cross-section they heterogeneously affect the neutron flux

distribution in the core.

Multiphysics of PWRs

Depending on the phenomena to be modelled, the variables to be predicted and the considered

scenario, different subsets of physics may be considered. In this paragraph, without descending into

the modelling details, a coupling scheme for the modelling of PWRs along irradiation is introduced

with the aim of showing the main interdependencies among the selected physics. The scheme is

depicted in Fig. 1-7. Several schemes exchanging more variables could be conceived, but they would

go beyond this introductory purpose, further analyses of additional variables to be exchanged are

reported in Chapter 4.

Figure 1-7: Introductory multiphysic coupling scheme aiming at underlining the main variables that
are shared among physics. 𝜑 is the neutron flux, 𝐶𝑖 is the concentration of the 𝑖-isotope, 𝑇𝑓 is the
fuel temperature, 𝑞𝑓 is heat generated in the fuel, 𝑞𝑤 is heat generated in the water, 𝜌𝑤 is the water
density, 𝑇𝑤𝑎𝑙𝑙 is the wall temperature (clad outer surface) and 𝑞′′𝑤𝑎𝑙𝑙 the wall heat flux.

The neutronics and the isotopic evolution are naturally coupled as the isotopic evolution is mainly

caused by the neutron interactions with the matter and the isotopic composition is a key factor for the

neutron transport. However, making abstraction, even with no neutron flux the isotopic composition

of the reactor would still change due to radioactive decays, especially if Mixed Oxide Fuel (MOX)

fuel is considered. By MOX, it is meant that also several plutonium isotopes are included before

irradiation. Hence, they might be formalized as two different physics.

In the case of thermal-hydraulics, even if the water flow rate is very high, the heat flux deriving

from the conduction through the fuel pellet and the power directly generated in the water have

a significant effect on the density profiles along the channels. The water direct heating is caused

by the neutrons slowing down that releases a non-negligible amount of energy. Other particles like

electrons of the beta decays and photons may contribute as well as their energy may not be entirely
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deposited in the fuel.

In respect to neutronics, the moderator density impacts mainly two of the four factors. A density

increase would imply a larger probability to escape the resonances as on average neutrons would

undergo more scattering collisions before reaching again the fuel, but at the same time it would

lower the fuel thermal utilization factor as more neutrons would be captured in water. Moreover,

a density increase would also raise the non-leakage probability as all the collisions would become

more likely. In Fig. 1-8, the two factors are reported as a function of the moderator to fuel ratio,

which corresponds to the fraction of the atomic number densities (i.e. the number of atoms per

unit volume) of the moderator over the fuel isotopes. These curves can be drawn asymptotically for

any reactor, considering that with no moderator the probability to escape the resonances would be

virtually zero, while with only moderator it would be one. The same for the fuel thermal utilization

factor, which with no water it is one, while with no fuel it is zero. A maximum reactivity is found

for a given moderator to fuel ratio. This point would move to higher moderator quantities if the

leakage probability is included. An other perturbation is introduced if considering a varying boron

concentration in the moderator, as the fuel thermal utilization factor would decrease more rapidly

moving the maximum to lower ratios. Reactors with moderator to fuel ratio higher than the one

that maximizes the reactivity are called over-moderated, if the contrary is true they are under-

moderated. PWRs are under-moderated by design, for several reasons, mainly the following two.

Under-moderation contributes to a negative power feedback, as a power increase implies a moderator

density reduction that reduces the multiplication factor with a stabilizing effect opposed to power

excursions. The under-moderation helps also to face Loss Of Coolant Accident (LOCA), as for the

same principle the reduction in moderator density has a negative impact on reactivity. It should

be noticed that, as boron concentration increases, the reactor could become over-moderated, hence,

limits are imposed on the maximum levels.

Figure 1-8: Impact of density variations on the neutronics interpreted with the four-factors formula.
This plot, source [6], is also used to introduce the concept of under vs over-moderation.
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The power generated in the fuel, about 97 % of the total, which is mostly coming from the kinetic

energy of the fission fragments, is transferred to the cladding and finally removed by heat convection

of the coolant. The remaining 3 % directly heats up the moderator as it is carried by neutral particles

(a more detailed analysis is given in sub-section 4.2.1). Considering the geometry of the fuel rods,

the heat is conducted to the cladding outer surface predominantly through the radial direction. As in

steady state conditions all the power reaches the moderator, the cladding outer surface temperature,

called wall temperature, can be determined independently from the fuel temperature profile. The

direct water heating, therefore, is just affecting the heat conduction as lesser power is generated

in the fuel and the wall heat flux is lower. In this context, the fuel performance has the role of

modelling the evolution of the fuel geometry. In particular, it is important to forecast when there is

contact between the fuel and the cladding as this has a major impact on the heat conduction.

Every cross-sections depends on the temperature. In fact, if in Fig. 1-7, the thermal-hydraulics

shares only the water density with the neutronics, it is because under nominal conditions, the water

pressure is constant enough to approximately associate every density to a temperature value. The

reason for this simplification will become clearer when speaking about the modelling approach.

Anyway, it should be considered that, for the moderator, a relative density variation has a larger

impact on the neutronics than the equivalent temperature one. For the fuel, the opposite is true,

because it is a solid material, hence, under normal operating conditions, density variations happen on

a lower scale, but also because of the Doppler effect. This phenomenon is another negative feedback,

like the moderator one, and it is of crucial importance for safety concerns. In many scenarios the

fuel warms-up more rapidly than the moderator, hence, the Doppler feedback intervenes faster than

the one linked to the moderator. The Doppler effect is strongly connected to the resonances, which

are not so important in water cross-sections, while they are abundant in the heavy isotopes of the

fuel. The global outcome of this phenomenon is that, as temperature raises, the resonant isotopes

absorb more neutrons and since uranium-238 is way more abundant than uranium-235 the number

of radiative captures increases much more than the one of fission events. Similarly to the famous

Doppler effect of wave physics, in nuclear reactors it is driven by particles relative speed. At 0 K,

the resonances appear as very sharp peaks of the absorption cross-section, few eV thick, that, as

mentioned before, correspond to the small intervals of velocities that would lead the target nucleus

to one of its excited levels while minimizing the kinetic energy of the products. The temperature

increase flattens these peaks out, reducing the maximum values whilst preserving the integral below

the curve. This flattening corresponds to an enlargement of the range of speeds that implies resonant

absorptions. In theory, if the neutron flux were constant in energy within a resonance, the absorption

rate would stay rigorously constant. On the contrary, the probability to be absorbed for neutrons

interacting at energies close to the resonance peaks is so high that the neutron flux is strongly

perturbed spatially and energetically. The sharp decrease of the neutron flux within the resonance
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energy intervals within the resonant media is what makes the Doppler broadening increase the

absorption probability. In fact, the broadening increases the cross-section’s value where the neutron

flux is higher and reduces it where it is lower. Therefore, the global outcome is a lower probability

to escape the resonances, which is equivalent to a reactivity decrease. It should be noticed that the

lower the kinetic energy of the incoming neutron, the more important is the nucleus speed on the

relative velocity, hence the greater is the Doppler broadening. For this reason, a very important role

is played by two resonances of uranium-238, which are respectively centred at 20.87 and 6.67 eV.

All this analysis is based on a sort of global approach, however, most of these quantities are in

reality multidimensional fields. Therefore, the actual problem is more complex, but these elements

can still help to make a simplified analysis and understand local flux variations linked to changes in

other variables.

1.2 Main Issues of Multiphysic Modelling of a PWR along

Irradiation

In this section, the focus is on the main issues of the multiphysic modelling of the considered type

of scenario. In the first part, this is done focusing on the individual physics, while introducing

the fundamental governing equations and the complexities they may hide. In the second one, the

specific meaning of multiphysic modelling is given and some general issues of such an approach are

introduced. Since the modelling choices are not presented yet at this stage, this part is intended to

be very introductory.

1.2.1 Single-physic Problems

Deterministic Neutronics

The deterministic approach for neutronic modelling is to solve the neutron transport equation, also

called Boltzmann equation through the discretization of the phase space. On the contrary, Monte

Carlo methods solve the same equation but following a probabilistic approach. While for steady

state calculations at fixed conditions the Monte Carlo methods are considered the reference in terms

of accuracy of the results, their application to depletion simulations and to multiphysic modelling is

still under exploration. Monte Carlo methods are generally more computationally expensive than the

deterministic alternative and their coupling with other solvers entails a certain number of additional

complexities.

The integro-differential formalism is available in Eq. (1.2) and (1.3). The first term represents

the neutron density variation per unit time, in steady-state it is null. The second one accounts for

the streaming of neutrons outside the considered volume. The third is the total reaction rate, that
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basically is composed of the scattering to another energy and any type of absorption. The variables

are defined as it follows: 𝜓 is the angular flux, 𝑉𝑛 the neutron velocity module, the phase-space

is composed by (𝑟, 𝐸,Ω, 𝑡), respectively the location, neutron’s kinetic energy, the unitary vector

representing the direction of the neutron and the time, Σ is the total macroscopic cross-section (i.e.

the sum of the number densities of each isotope multiplied by their microscopic cross-section) and

Q is the neutron source, the terms that gathers every positive contribution to the neutron balance

for that energy, that place and that time: the fission rate, the scattering from other energies to the

considered one and eventually an external neutron source.

1/𝑉𝑛
𝜕𝜓(𝑟, 𝐸,Ω, 𝑡)

𝜕𝑡
+ Ω∇𝜓(𝑟, 𝐸,Ω, 𝑡) + Σ(𝑟, 𝐸, 𝑡)𝜓(𝑟, 𝐸,Ω, 𝑡) = 𝑄(𝑟, 𝐸,Ω, 𝑡) (1.2)

𝑄(𝑟, 𝐸,Ω, 𝑡) =
∫︀∞

0 𝑑𝐸′
∫︀

4𝜋
𝑑2Ω′𝜓(𝑟, 𝐸′,Ω′, 𝑡)Σ𝑠(𝑟, 𝐸′ → 𝐸,Ω′ → Ω, 𝑡)+

+ 𝜒𝑖

4𝜋

∫︀∞
0 𝑑𝐸′

∫︀
4𝜋
𝑑2Ω′𝜓(𝑟, 𝐸′,Ω′, 𝑡)Σ𝑓 (𝑟, 𝐸′, 𝑡)𝜐(𝐸′) + 𝑆(𝑟, 𝐸,Ω, 𝑡)

(1.3)

The neutron transport equation is in reality a specific case of the Boltzmann equation for a given

gas (neutrons) moving within another one (nuclides). The hypotheses behind this model are widely

explained in [31], pages 43 to 47 and they are listed here:

• The neutron mean free path (i.e. the average distance before the following collision, order of

millimetre to centimetre) is much larger than the distance at which the particles may begin to

interact (order of femtometres).

• As in most of the applications about 108 𝑛/𝑐𝑚3 are measured, the number of neutrons is

sufficiently high to justify a statistical treatment, hence to define a neutron density function.

• Since the density of nuclei of the underlying medium is about 1015 times larger than the

neutrons one, the neutron-neutron interaction is neglected. Which is important for making

the neutron transport a linear partial differential equation.

• Gravity impact is neglected because of the speed and the lifetime, 10 𝑚/𝑠2 against speed of

larger than 2000 𝑚/𝑠 and lifetime comprised between 10-5 and 10-3 seconds.

• Neutron decay is neglected due to the large doubling time (11 minutes) as compared to the

neutron lifetime.

• Relativistic effects are neglected as the maximum kinetic energy 20 MeV is only 2 % of the

rest mass.

• As classical neutral particles, neutrons travel in straight lines and are fully described by their

position and their velocity vectors.
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If the heterogeneity of a problem is generally what dictates the mesh refinement, from the point

of view of neutrons, nuclear reactors are very heterogeneous systems. Considering the variables of

the phase space it is possible to obtain an order of magnitude of the problem’s dimension. As already

introduced, the cross-sections of the heavy isotopes are characterized by a stiff energy dependency.

For instance, above all, it is important to account for the uranium-238 as the most abundant uranium

isotope in the fuel of PWRs. Its cross-section is given in Fig. 1-9, in order to address its resonances,

hundreds of energy meshes are required. The typical size of the material heterogeneity in a PWR

is given by the thickness of the cladding, which is in the order of the millimetres. This is also about

the mesh dimension required to adequately capture the stiff gradients of the neutron flux in the

fuel. Therefore, considering that commercial reactors size is typically in the order of meters, about

a thousand meshes per Cartesian coordinate are required ((103)3 = 109 spatial regions are needed).

So for the purely neutronic problem, considering that few hundreds of angular directions have to be

used, the global problem is a linear system with about 1013 (109 * 102 * 102) degrees of freedom per

time step. Similar back-of-the-envelope calculations can be found in [31], pages 61 to 63.
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Figure 1-9: Total cross section of uranium-238, it is used to justify the need of a fine energy mesh
to capture the stiff energy dependency of the most abundant isotope of uranium; source [1].

A further reason for the mesh refinement is the Self-Shielding (SSH), a physical phenomenon

that needs to be addressed with a special treatment. It deals with the fact that in some energy and

space meshes the neutron flux variation is extremely abrupt. The not entirely thermalized neutrons

going back from the moderator to the fuel, with an energy close to the resonances, encounter a very

large absorption cross-section. The absorption probability is so large that it significantly affects

this portion of the neutron flux. While crossing a small region of several tens of micrometers in the

outermost ring of the fuel pellet, the neutron flux in these energy intervals decreases of several orders

of magnitude. This happens also in the cladding due to its interface position and the resonances of
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zirconium-90. It is useful to reason in terms of reaction rate, which is defined as the product of the

scalar flux (see Eq. 1.4) and the macroscopic cross-section (Σ(𝑟, 𝐸, 𝑡)).

𝜑(𝑟, 𝐸, 𝑡) :=
∫︁

4𝜋

𝑑2Ω 𝜓(𝑟, 𝐸,Ω, 𝑡) (1.4)

The name Self-Shielding derives from the fact that the neutron flux ends up to decrease so

much in those regions (like if the outermost region is shielding the interior of the pellet) that the

absorption reaction rate is not as stiff as the cross-sections or the flux. The consequence of this are

largely impacting the fuel performance. This outermost ring, called rim region, becomes richer in

plutonium (due to capture on uranium-238 and following isotopes), it achieves higher burnup, UO2

grains are strongly restructured and dispersed micrometer-size porosity is formed [32].

Thermal-Hydraulics

The derivation of the fundamental equations of thermal-hydraulics is rather straightforward, as they

correspond to the physical principles of mass, momentum and energy conservation. However, the

so formulated problem can be extremely complicated or even impossible to solve. In Eq. (1.5), the

general formulation, called Cauchy formulation, of the momentum conservation is given. Where 𝑢

is the flow velocity, 𝜌 is the density, 𝑡 is the time, 𝑔 is the body acceleration (e.g. gravity), ¯̄𝜎 is the

Cauchy stress tensor defined as the sum of the pressure and the viscosity terms (¯̄𝜎 = −𝑝 ¯̄𝐼+¯̄𝜏) and ⊗ is

the outer product. By making the hypotheses that the stress linearly depends only on the gradient of

the velocity and that the fluid is assumed to be isotropic, the famous Navier-Stokes equation may be

derived from Eq. (1.5). It is reported in Eq. (1.6), where 𝜇 is the dynamic viscosity, 𝑝 := 𝑝−𝜁∇·(𝑢)

and 𝜁 is the volume viscosity. Together with the classical mass and energy balance equation, Eq.

(1.6) form the Navier-Stokes equations, which belong to class of nonlinear differential equations.

Even if they are widely used in many engineering problems, they hide significant complexities. The

demonstration of whether solutions always exist and whether they would be infinitely differentiable

in the entire domain is considered as one of the seven most important open problems in mathematics

and 1 million dollar prize is available for any demonstration or counterexample [33].

𝜕

𝜕𝑡
(𝜌𝑢) + ∇ · (𝜌𝑢 ⊗ 𝑢) = ∇¯̄𝜎 + 𝜌𝑔 (1.5)

𝜕

𝜕𝑡
(𝜌𝑢) + ∇ · (𝜌𝑢 ⊗ 𝑢) = −∇𝑝+ 𝜇∇2𝑢 + 1

3𝜇∇(∇ · 𝑢) + 𝜌𝑔 (1.6)

By neglecting the viscous term (¯̄𝜎 = −𝑝 ¯̄𝐼), it is possible to obtain the simpler Euler form of the

momentum conservation, reported in Eq. (1.7).
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𝜕

𝜕𝑡
(𝜌𝑢) + ∇ · (𝜌𝑢 ⊗ 𝑢) = −∇𝑝+ 𝜌𝑔 (1.7)

Another complexity derives from the fact that these equations account for one single flow field,

while multiple may be required in case of multi-component or multiphase flows. As stated before in

the introduction, in PWRs multiple biphasic flow might occur locally. The most rigorous approach

would be to solve the previously mentioned balance equations for each phase, or even dividing each

phase in multiple fields characterized by similar properties. In addition, new conservation equations

should be formulated for the fields interfaces, the jump conditions.

Under the interpenetrating continua hypothesis, the generic local and instantaneous conservation

for the phase 𝑘 field is given in (1.8). The continuum approximation is at the base of the vast majority

of engineering models and deals with the treatment of a discrete and eventually heterogeneous field

as it was point-wise defined over the entire domain. This approximation is accurate for almost

any thermal-hydraulic problem as the modelling scale is much larger than the one where molecular

motion become significant. This equation ensures that the generic quantity Ψ𝑘 is conserved as net

balance of the efflux term 𝐽𝑘 and the body source term 𝜑𝑘. Conveniently substituting the quantities

of Table 1.1, the mass, momentum and energy conservation are written for each phase, in complete

analogy with the Cauchy formulation. In the energy conservation, 𝑒𝑘 is the internal energy, 𝑞′′𝑘 is

the heat flux vector field and 𝑞′′′𝑘 is the body source of energy, for instance due to neutron scattering.

𝜕

𝜕𝑡
(𝜌𝑘Ψ𝑘) + ∇ · (𝜌𝑘𝑢𝑘Ψ𝑘) = −∇ · 𝐽𝑘 + 𝜌𝑘𝜑𝑘 (1.8)

Table 1.1: Different meanings of the generic local and instantaneous conservation law.

Conservation Law Ψ𝑘 𝐽𝑘 𝜑𝑘

Mass 1 0 0
Momentum 𝑢𝑘 𝑝𝑘

¯̄𝐼 − ¯̄𝜏𝑘 𝑔

Energy 𝑒𝑘 + 𝑢2
𝑘/2 𝑞′′𝑘 + (𝑝𝑘

¯̄𝐼 − ¯̄𝜏𝑘)𝑢𝑘 𝑢𝑘𝑔 + 𝑞′′′𝑘

The jump conditions can be derived imposing the mass, momentum and energy conservation

through the phases interfaces, by performing volume and ensemble averaging and eventually ne-

glecting the surface tension as done for the Eq. (1.9), (1.10) and (1.11). Where, 𝑎𝑖 represents the

interfacial area, 𝑉 is the volume and 𝑝𝑘,𝑖, ¯̄𝜏𝑘,𝑖 are respectively the interfacial pressure and the shear

stress tensor.

∑︁
𝑘

Γ𝑘 =
∑︁

𝑘

1
𝑉

∫︁
𝑎𝑖

𝜌𝑘𝑛𝑘 · (𝑢𝑘 − 𝑢𝑖)𝑑𝑆 = 0 (1.9)

∑︁
𝑘

𝑀𝑘 =
∑︁

𝑘

1
𝑉

∫︁
𝑎𝑖

𝑛𝑘[𝜌𝑘(𝑢𝑘 − 𝑢𝑖)𝑢𝑘 + 𝑝𝑘,𝑖
¯̄𝐼 − ¯̄𝜏𝑘,𝑖]𝑑𝑆 = 0 (1.10)
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∑︁
𝑘

𝐸𝑘 =
∑︁

𝑘

1
𝑉

∫︁
𝑎𝑖

𝑛𝑘[𝜌𝑘(𝑢𝑘 − 𝑢𝑖)(𝑒𝑘 + 𝑢2
𝑘/2) + 𝑞′′𝑘 + (𝑝𝑘,𝑖

¯̄𝐼 − ¯̄𝜏𝑘,𝑖)𝑢𝑘]𝑑𝑆 = 0 (1.11)

Fuel Performance

As specified in the introduction, the complexity in the fuel performance modelling stems from the

fact that it deals with a multiphysic problem, as it requires the coupled resolution of neutronics,

thermal-hydraulics, heat conduction, fuel chemistry, fuel mechanics and fuel transmutation. The

stability of the global algorithm often requires the use of advanced numerical methods, as in the

case of [34]. The focus of this paragraph is on the heat conduction problem as it is what affects the

most the neutronics.

As the fuel and the cladding are solid, the heat is transferred through them by conduction. This

is true under good approximation also for the fuel-clad gap. This simply derives from geometrical

reasons that make convective movements negligible. On the other hand, mostly in accidental sce-

narios where the temperature raises significantly, the radiation heat transfer may be accounted for

accurate calculations as it depends on (𝑇 4
𝑓𝑜 − 𝑇 4

𝑐𝑖), respectively being the temperature of the fuel

outer surface and the cladding inner surface. The heat conduction is based on the heat equation,

which is available in Eq. (1.12). Where 𝑟 is the location, 𝑡 is the time, 𝜌 is the density, 𝑇 is the

temperature, 𝑐𝑝 is the specific heat capacity at constant pressure, 𝑘(𝑟, 𝑇, 𝑡) is the conductivity and

𝑞′′′ is the volumetric heat generation term. The latter being the consequence of fission reaction rate

and other radiation interaction rates. Basically, this equation has to be solved using the clad wall

temperature as boundary condition, the heat generation term from the neutronics, the geometry

as computed by the other physics and the conductivity and the specific heat capacity at constant

pressure corresponding to the chemical evolution of the materials. It should be noticed that every

term depends on the time as the burnup affects all these quantities and the power generation may

follow a precise ramp. However, under normal operation, the time scale of the power variations and

of the burnup effects is generally large enough to decouple these problems from the heat conduction.

−𝑘(𝑟, 𝑇, 𝑡)∇𝑇 (𝑟, 𝑡)) is the conduction term describing how the heat flows through the media. It

derives from the Fourier law, which available in Eq. (1.13).

𝜌(𝑟, 𝑡)𝑐𝑝(𝑟, 𝑇, 𝑡)𝜕𝑇 (𝑟, 𝑡)
𝜕𝑡

− ∇ · (𝑘(𝑟, 𝑇, 𝑡)∇𝑇 (𝑟, 𝑡)) = 𝑞′′′(𝑟, 𝑡) (1.12)

𝑞′′ = −𝑘(𝑟, 𝑇, 𝑡)∇𝑇 (𝑟, 𝑡)) (1.13)

Isotopic Evolution

The isotopic evolution models the variation of the nuclide concentrations following radioactive de-

cays and the particles reaction rates. In this context, as previously specified, only neutron-nuclei
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interactions are considered and neutron radioactive decays are totally neglected. The set of ordi-

nary differential equations describing this phenomenon is called Bateman equations in honour of

the mathematician who firstly derived them [35]. The generalised version that includes the effects

of neutron transport is reported in Eq. (1.14). Where 𝑁𝑖(𝑟, 𝑡) is the concentration of the nuclide

𝑖, 𝜍(𝑟, 𝑡) is the microscopic reaction rate and 𝜆 is the total decay constant accounting for all the

radioactive decays. On the left-hand side of the equation, there is the variation of the concentration

of the nucleus 𝑖 per unit of time. On the right of the equation, there are four terms. The first one

is the production of the considered isotope through reaction rate of neutrons on other nuclei (e.g.

radiative capture or fission). The second one is the production rate consequent through the decays

of other nuclei yielding the considered isotope. The third one accounts for the removals by any

radioactive decay changing the nucleus composition of the considered isotope. The fourth term is

the disappearance of the nuclei 𝑖 through any neutron interaction.

𝜕𝑁𝑖(𝑟, 𝑡)
𝜕𝑡

=
∑︁
𝑚 ̸=𝑖

𝜍𝑖←𝑚(𝑟, 𝑡)𝑁𝑚(𝑟, 𝑡) +
∑︁
�̸�=𝑖

(𝜆𝑖←𝑚𝑁𝑚(𝑟, 𝑡)) − 𝜆𝑖𝑁𝑖(𝑟, 𝑡) − 𝜍𝑖(𝑟, 𝑡)𝑁𝑖(𝑟, 𝑡) (1.14)

• 𝜕𝑁𝑖(𝑟,𝑡)
𝜕𝑡 is the variation in time of the 𝑖-nuclide’s number density field.

•
∑︀

�̸�=𝑖 𝜍𝑖←𝑚(𝑟, 𝑡)𝑁𝑚(𝑟, 𝑡) is the production of 𝑁𝑖(𝑟, 𝑡) through nuclear reactions on other iso-

topes.

•
∑︀

�̸�=𝑖(𝜆𝑖←𝑚𝑁𝑚(𝑟, 𝑡)) is the production of 𝑁𝑖(𝑟, 𝑡) due to the radioactive decays of other

isotopes.

• 𝜆𝑖𝑁𝑖(𝑟, 𝑡) is the removal of 𝑁𝑖(𝑟, 𝑡) caused by its radioactive decay (which may lead to different

nuclides).

• 𝜍𝑖(𝑟, 𝑡)𝑁𝑖(𝑟, 𝑡) is the disappearance of 𝑁𝑖(𝑟, 𝑡) following nuclear reactions on this type of iso-

tope.

1.2.2 Coupled Problem

Specific Definition of Multiphysics Modelling in Reactor Physics

Since the beginning of reactor physics modelling, unless for zero power experimental reactors or for

the monitoring of zero power configurations of commercial reactors, realistic neutronic simulations

have always included the coupling with a thermal-hydraulic module. However, reactor physicists

focusing on neutronics have often treated the thermal-hydraulics as a secondary physics in service of

the neutronics. Generally, a coarse meshing has been adopted, discretizing the core in radial meshes
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representing one fuel assembly or a quarter of it for both neutronics and thermal-hydraulics. More-

over, frequently, the thermal-hydraulic simulations have been modelled with a 1D-axial approach,

which neglects the exchanges of mass, momentum and energy among the fuel assemblies. Thanks to

this coarse spatial discretization, such a simplified approach has often lead to sufficiently accurate

results. However, the analysis of some safety and design parameters, like for instance the maximum

linear power, may require a higher resolution. The conventional approach has been to derive them

through the use of conservative assumptions.

In the last decade, thanks to the increasing computing power and to the bigger role played by

the simulations in reactor design and safety assessment, many research groups have started to target

higher-fidelity simulations that allow to directly retrieve variables at a finer scale, typically at the

fuel pin cell level. In this way, more physical insight can be achieved and the safety and design phases

can be supported with more accurate data. On the other hand, this intrinsically means to solve

problems of bigger dimension and, most of the times, it requires the deployment of more advanced

models in every physics. The enhancement of the modelling accuracy by replacing the simplified

modules and assumptions by a more complete treatment of the coupled problem is the essence of

multiphysic modelling.

Intrinsic Complexities of the Coupled Problem

In general, the coupling problems are both theoretical and very practical. For instance for the

neutronics, since the cross-sections depend on the temperature and the density of the media, as shown

in Eq. (1.15) (which is the steady-state version of Eq. (1.2)) and Eq. (1.16) (which simply derives

from the definitions of macroscopic cross-section and number density), in coupled simulations, they

are not fixed parameters. In fact, they depend on the thermal-hydraulic results, which are determined

by the heat generation, which in turn is mainly function of the neutron flux. For this reason, in this

kind of multiphysic problems, the neutronics is not linear anymore (Σ𝑗(𝑇, 𝜌) = Σ𝑗(𝑇 (𝜓), 𝜌(𝜓)). Like

in this example, in many applications, the interdependencies may change the nature of the problem,

hence, it is important to treat the problem accordingly.

Ω∇𝜓 + Σ(𝑇, 𝜌)𝜓 =
∫︁ ∞

0
𝑑𝐸′

∫︁
4𝜋

𝑑2Ω′𝜓Σ𝑠(𝑇, 𝜌) + 𝜒𝑖

4𝜋

∫︁ ∞
0

𝑑𝐸′
∫︁

4𝜋

𝑑2Ω′𝜓Σ𝑓 (𝑇, 𝜌)𝜐 + 𝑆 (1.15)

Σ𝑗(𝑇, 𝜌) =
∑︁

𝑖

𝑁𝑖 * 𝜎𝑖,𝑗(𝑇 ) =
∑︁

𝑖

𝜌𝑖 *𝑁𝐴𝑉

𝑀𝑖
* 𝜎𝑖,𝑗(𝑇 ) (1.16)

Very often, some physical phenomena may require different modelling scales. For this reason,

strategies for the condensation of quantities computed on a finer scale and for the reconstruction of

the missing information have to be developed. Moreover, the domains of each physics may completely
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or partially overlap or even just communicate through an interface, hence, the compatibility among

different models should be studied case by case.

Many questions rise about the structure of a multiphysic simulation tool, it may be composed of

a set of single-physics solvers or be built monolithically since the beginning, accounting for all the

physics of interest. In the first case, a great advantage is the possibility of using pre-existing codes

that would also facilitate the modularity of the calculation scheme. The most frequent problems

may be linked to the data exchanges, to the compatibility among solvers potentially written in

different programming languages, to the supervision strategy and to the numerical problems. By

numerical problems, it is meant that stability, accuracy and robustness are endangered by the use of

pre-existing solvers with different internal precisions and discretization techniques. For this reason,

especially in this case, the numerical optimization of the multiphysic coupling scheme is a crucial

step of multiphysic modelling. The second approach would require very large efforts in order to

achieve the capability of treating realistic full-scale problems. Furthermore, it would suffer the risk

of being too application dependent.

Finally, while developing a coupling scheme it is important to have an idea of the sensitivity of

each physics to another specifically for the particular modelling scenario. Given a set of targeted

variables, it would be beneficial to have an idea about the order of magnitude of the cost and the

benefits of adding a new model or removing simplifying hypotheses. Therefore, another issue of

multiphysic modelling is that it often requires multi-disciplinary competences and a broad vision of

the problem.

1.3 Strategies for the Multiphysic Modelling of a PWR along

Irradiation

In this section, the fundamental modelling strategies adopted in the thesis are described. Firstly,

the general approach behind the single-physics resolution is introduced to provide the main concepts

and nomenclatures. In the second part, a general outline of the thesis is given.

1.3.1 Fundamental Elements on Single-Physics Modelling

Deterministic Neutronics

In respect of deterministic neutronic modelling, in order to handle a problem with so many degrees

of freedom, mainly two different strategies are found in literature: dimensionality reduction and

massive parallelism.

The first one is the classic and most widespread approach. It consists of two steps, a homogeniza-

tion process, dealing with space homogenization and energy condensation, and the actual resolution
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of the problem in its integrity, for this reason it takes the name of two-steps calculations. Given

the general design of PWR cores, the main idea behind the homogenization is to exploit the fact

that the reactor core may be considered as composed by the repetition of few fundamental domains,

the characteristic assembly types. For this reason, during the first step, called lattice calculations

(or spectra calculations), several 2D fuel assemblies are finely computed under simplified boundary

conditions and for a set of possible core parameters. In this way, homogenized cross-sections are

computed preserving the reaction rates so that an equivalent problem is defined on coarser energy

and spatial meshes. In most of the cases, the parameters used in depletion calculations are burnup,

fuel temperature, boron concentration and moderator density. Via this parametrization it is possi-

ble to synthesize, under simplifying hypotheses, how the neutronic cross-sections are influenced by

the other physics. Most often, this homogenization is carried out independently from the coupling

scheme and it could be seen as a preparation phase. The second step of the neutronic calculations,

referred to as core calculations, deals with the computation of the entire domain defined by the

homogenized cross-sections.

With respect to the massive parallelism, in the last decade some direct calculation schemes have

been conceived relying on the use of very large computing power and thanks to efficient acceleration

techniques. By direct simulations it is meant the resolution of the heterogeneous problem in its

integrity without the homogenization under simplified boundary conditions. Many examples of

both two-steps and direct calculations are given in the Chapter 2. For instance, [36, 37] belong to

the first kind and [38, 39] follow the second one.

Thermal-Hydraulics

In a very similar way, the thermal-hydraulic modelling also deals with a necessary averaging in space

and time of the equations, which, to some extent, is essential for the mathematical treatment of the

governing equations. While for the neutronics the link between the low-dimensions problem and

the reference one is done by the homogenization, for the thermal-hydraulics the information loss is

resupplied under the form of closure laws. These equations are needed to bring information from

the microscopic scale to the coarser one, in other words, to sum up the global effect of the neglected

microscopic phenomena. For example, while modelling molecular motion, thanks to the averaging,

it is possible to model the effects related to the global speed of the molecules, their macroscopic

motion, i.e. the convection mechanism. However, in order to account for the diffusive component,

which consists of the fluctuations of the speed around the average value, a closure law is needed.

For the species mass flux it is the Fick’s law and, while, in an extremely similar way, for the heat

transfer, the conduction is represented by the Fourier’s law.

As previously described in the introduction, some subcooled boiling may occur in PWRs, locally

creating a biphasic flow. This type of flow may be modelled by considering a single field, which
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corresponds to considering the flow as an undistinguished mixture of steam and liquid water. More

advanced techniques use the multifield approach, which consists in the decomposition of the flow into

portions characterized by a similar thermal-hydraulic behaviour. In the case of subcooled boiling,

the flow regime is called bubbly flow, because it is characterized by steam bubbles created on the

cladding wall and eventually detaching and disappearing in the main liquid bulk. Therefore, it might

be worth consideration to consider two fields, one for the liquid bulk and the other for the steam

bubbles.

Coming back to the closure laws, they are in general needed for inter-field or boundary interac-

tions or, like in the single-field approach, to synthesize the lack of a multifield treatment. In most

of the practical applications, on top of the closure laws, empirical or semi-empirical correlation may

be included to simplify the treatment of complex terms. One simple example is the friction law for

single-phase flow in a channel given by Darcy and Weisbach [40]. It reintegrates the microscopic

effect of the pressure loss that occurs in pipes due to the fluid’s viscosity along the surface of the

pipe. The modelling of the momentum exchange between the wall and the fluid due to viscosity is

substituted by a semi-empirical relation. Macroscopic variables like section’s average velocity and

the pipe’s diameter are combined with an empirical friction factor based on the roughness of the

surface and a dimensionless number characterizing the fluid motion in terms of its inertial force over

the viscous one, the Reynold’s number. Indeed, when it comes to hydraulic modelling, engineers of-

ten resort to dimensionless numbers in order to generalise the validity of correlations and properties

found for specific experiments to wide class of problems.

Another key issue in fluid dynamics is the turbulence modelling. In fact, in most of the practical

applications the flow is in the turbulent regime, which means that its motion is characterized by

chaotic changes in pressure and speed. The opposite flow regime is the laminar one, which is

characterized by a smooth behaviour. The motion type radically influences the modelling choices

and the correlations to be used. A practical way to establish whether a flow is turbulent is to compare

the Reynold’s number to the reference value relative to the considered application (the higher this

number the more turbulent is the flow). A common modelling approach is to average the Navier-

Stokes equations in time in order to obtain a formulation in which most of the time-fluctuating

components of the velocity disappear. However, one term describing the convective acceleration

cannot be rigorously eliminated. In the context of Computational Fluid Dynamics (CFD), this

term may substituted by a closure law (specifically called turbulence model) like for instance the

famous 𝑘 − 𝜖 model [41].

Fuel Performance

For the reasons introduced before, the fuel performance is clearly an example of modelling strategy

for complex multiphysic systems. Depending on the importance of each physics on the key target
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variables, simplified models may be used. For instance, the neutron transport may be reproduced by

a model based on one group diffusion and the thermal-hydraulics, may be addressed using the 1D-

axial Euler equation. Many models rely on empirical and semi-empirical models, often specifically

working for some fuel rod types. Another important simplification that is often made is to have

separate models depending on the scenario to be treated. A typical example are the twin fuel

performance codes FRAPCON [42] and FRAPTRAN [43]. FRAPCON deals with steady-state fuel

behaviour at high burnup (normal operating conditions). FRAPTRAN treats reactivity and Loss

Of Coolant Accident. Both codes have been developed for the U.S. Nuclear Regulatory Commission

by the Pacific Northwest National Laboratory, but because of the different targeted scenarios, two

separated tools have been created.

Given the different sensitivities and interdependencies among physics, complex numerical algo-

rithms are often involved. Nested iteration loops are frequently deployed in order to divide the

convergence in subsets of the global problem. In many cases nonlinear solvers are implemented to

face robustness and stability issues.

Isotopic Evolution

The strategy for the depletion simulations depends on the neutronic approach, direct versus two-

steps, few examples are reported in Section 2.1. A crucial parameter in depletion calculations is the

number of nuclides contained in the libraries. In case of industrial depletion calculations, few tens

of isotopes may be considered [44], for referential calculations generally several hundreds of them

are included, whilst in extreme cases two thousands different nuclides have been tested [38]. The

associated memory cost depending on the resolution strategies may increase more than linearly and

become a significant part of the total memory requirement.

Within a neutronic two-steps approach, the depletion calculations are performed at both stages.

During the first step generally a large number of nuclides is considered, but generally, to reduce the

memory footprint, the homogenized cross-sections are stored assembling a certain number of isotopes

together into a fictitious one. Under this approach, the concentration of the fictitious isotope has

no physical meaning, the macroscopic cross-section (Σ = 𝑁𝜎) condenses the contribution of all

the isotopes for every combination of burnup and core parameters. Hence, in the second step, the

Bateman equations are actually solved just for the isotopes that have not been assembled in the

fictitious one, the particularized ones. In the second step, the depletion calculations compute only

the concentration of the particularized nuclides, while the burnup dependence of their microscopic

cross-sections is just pre-tabulated during the lattice calculations.

Generally, the Bateman equations are solved combining an iterative method, like Runge-Kutta,

and a variant of the predictor-corrector approach. For instance, in [45], a polynomial extrapolation

of the neutron flux and of the reaction rates within the time step are combined with a predictor-

26



corrector method. The order of the polynomial is arbitrary and just limited by the number of

previously computed time steps. In this case, the predictor calculation consists of three points.

Using the extrapolated neutron flux and reaction rates together with the isotopic concentrations at

the beginning of the time step, the Bateman equations are solved to obtain the number densities at

the end of the time step. In the second point, a flux calculation is performed with these number

densities in order to obtain the new neutron flux and reaction rates. Finally, these quantities are

compared to the extrapolated values and if the discrepancy is lower than a criterion the calculations

proceeds to the next time step. On the contrary, if the test fails the corrector step has to be carried

out. This procedure corresponds to repeating the predictor calculations using the last flux and

reaction rates for the time interpolation. In case of failure the corrector step is iteratively repeated

using the last computed flux.

1.3.2 Layout of the Thesis

The thesis is divided into nine chapters (introduction included). The second chapter deals with

a review of the state of the art of the multiphysic coupling schemes. This survey addresses both

the modelling choices and implementation details and the numerical methods adopted in the most

relevant simulation tools. The third chapter introduces the codes available for this work and some

examples of previously realized coupling schemes. An overview on the development of the general

structure of the coupling scheme realized in the thesis is given in the fourth chapter. Starting

from the formalization of the problem, the main modelling choices are discussed and, finally, some

details are given about the implementation details. In the fifth chapter, the multiphysic coupling

scheme is applied on a steady-state case study, a simple numerical algorithm is implemented and

the best combination of models is selected from a set of suitable solutions. A major role of the

thesis is to test the deployment of advanced models that allow to estimate a set of variables at the

fuel pin scale. Given the problems of robustness and efficiency of this initial numerical method,

in chapter six, a range of alternative solutions is explored and a customization of a widespread

algorithm is proposed. The generalization of the coupling scheme for the modelling of PWRs along

irradiation is described in chapter seven. In particular, models accounting for the evolution of

thermodynamic properties of the fuel during the exposure and an algorithm for the research of a

target boron concentration are included in the coupling scheme. Afterwards, a simple method for

depletion calculations is implemented. In the last part of this chapter, the global scheme including

all the previously mentioned features and exploiting the optimized numerical algorithm is tested on

a constant power irradiation scenario. Finally, the discussion and the conclusions are respectively

given in chapters eight and nine.
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Chapter 2

State of the Art

The multiphysic modelling has increasingly attracted the interest of the nuclear reactor physicists

world wide. Recently, a large number of projects has started. Most of them approach the problem

combining pre-existing specialised solvers that treat only a subset of the physics. In particular, if it

is chosen to avoid intrusive modifications of the solvers, the technique takes the name of black-box

coupling [46]. The advantages in terms of simplicity and modularity are clear. Whilst, the main

inherent disadvantage is that, in this way, it is possible to access only to a limited set of variables.

Hence, some advanced algorithms conceived specifically for a given multiphysic coupling scheme may

not be viable because of the need for unavailable internal quantities (an example is given in [47]).

This could constitute a limit in terms of stability and robustness for very strongly coupled problems,

but many successful works of this type have been published. As a matter of fact, in literature there

are few examples of solver directly dealing with the multiphysic problem in its integrity, hence, using

the so-called monolithic approach. Most of the fuel performance codes are in some sense using a

monolithic approach, but as stated in the introduction they extensively rely on strongly simplified

models for neutronics and thermal-hydraulics. One example of solver simultaneously dealing with

neutron diffusion and thermal-mechanics is given in [48].

Once the adopted models are identified and it is defined how the data is exchanged among them,

it still needs to be defined the numerical method to be used to ensure the convergence. The coupled

neutronic, isotopic depletion, thermal-hydraulic and fuel performance problem falls under the class of

large nonlinear system of equations. Given the increase in both the problem size and the complexity

of the models, the numerical algorithm is very important to ensure a stable and efficient resolution

of the problem. In literature, a wide range of solutions specific to this kind of problems is available.

The state of the art is divided in two parts: the first focuses on the modelling choices and the data

exchange, while the second deals with the most common numerical solutions.
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2.1 Modelling Choices and Data Exchange

In this section, a variety of coupling schemes is considered. All of them rely on the use of specialised

solvers. Only coupling schemes including at least neutronics, thermal-hydraulics and heat conduction

for the modelling of PWRs are considered. Applications referring to steady-state and depletion

simulations are preferred, but also few examples of coupling schemes conceived for the modelling of

fast transient scenarios are reported, as some of the techniques they adopt could be implemented

in this work. The coupling schemes are divided into three groups following the conventional, the

best-estimate or the high-fidelity approach. High-fidelity being the most accurate level of modelling,

while the best-estimate one generally refers to simulation schemes that aim at approaching such

a precision, while reducing the computing cost. For a more detailed description of some specific

single-solver methods please refer to Chapter 3.

As explained in the introduction, the level of homogenization is a crucial factor as it determines

the problem dimension, its complexity and also the scale at which variables are exchanged. For

this reason, the level of fidelity is often directly associated to the homogenization level. For the

conventional approach, coarse mesh homogenization is considered together with low order transport

approximation. The reported best-estimate deal either with a hybrid approach, coarse mesh homog-

enization plus pin power reconstruction, or with pin-cell homogenization. Clearly, especially, when

choosing to have the different physics on different scales also condensation techniques have to be

considered, as for example in the case of sub-pin temperature radial distribution and coarse mesh

neutronic homogenization. In respect of the high-fidelity approach direct heterogeneous calculations

are reported. Few examples of Monte Carlo are reported as the problematic encountered may be

quite different.

A similar classification applies for the thermal-hydraulics. For the conventional approach, quan-

tities are averaged at the assembly level. In this case, the flow can be assumed as prevalently axial,

hence, unless the radial power distribution is very heterogeneous, 1D models are sufficient and each

channel is considered as completely isolated from the others. The intermediate level of refinement

deals with radial meshes of the subchannel type (i.e. the space included at the centre of four fuel

rods). At this scale 3D models are required, especially considering the intrinsic heterogeneities of

fuel assemblies (guide tube, fuel with burnable poison, etc.). Both best-estimate and high-fidelity

schemes often include subchannel thermal-hydraulics, but eventually the high-fidelity ones may use

multi-field modelling. Beyond this discretization level, CFD is required, but it is still too expensive

for full core calculations. Its application is generally limited to a small portions of the domain.

With respect to the fuel performance, it is generally included just in the most advanced schemes.

In the case of conventional ones, a simple heat conduction may be performed by the thermal-

hydraulic solver using fuel properties averaged over the irradiation cycle and therefore, burnup

independent geometry, conductivity laws and chemical compositions. In alternative, in some cases,
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simplified correlations to include the burnup dependency of the conductivity and the fuel-clad heat

transfer coefficient may be used. For the best-estimate approach, empirical laws accounting for the

burnup effects may be used. Metamodels and pre-calculated lookup tables are often found in both

best-estimate and high-fidelity coupling schemes. Finally, for the most referential calculations the

specialised fuel performance solver may be included.

For the depletion calculations, attention is given to the number of tracked nuclides. Innovative

strategies are reported for the high-fidelity schemes, as the computing cost of solving each steady-

state becomes prohibitive.

For the conventional schemes, a sort of generic approach is described, the considered sources

are reactor physics manuals, in particular [31], but also some publications of industrial calculation

schemes are reported. In the other sub-sections, the attention is centred on two among the largest

projects worldwide. The first one is NURESIM European Platform and following projects [49] as

rich in best-estimate applications. The second one is VERA-CS [38, 50] which is a reference for high-

fidelity modelling. Another example is added for each group, due to its remarkable performance,

respectively CASMO/SIMULATE[36] and NNR [51]. Confirming the large interest in multiphysics,

many other projects are found in literature. Among the most famous ones that are missing, there are

GeN-Foam [52], MAMMOTH [53], NUMPS [54] and SHARP [55] (mostly for Sodium Fast Reactor

(SFR)).

2.1.1 Conventional Approach

In this section, the industrial approach for multiphysic depletion calculation schemes is globally

described without entering into details that may be specific to a given company. As mentioned

before, such an approach naturally gives more attention to the neutronics. For industrial calculations,

almost in any case, the neutronics is performed following the two-steps calculations; a description of

this process can be found in [31], pages 196 to 199. The raw input is a set of referential multi-group

neutron cross-section, characterized by about three hundred energy groups. These cross-sections

have been previously computed directly from experimental data using reference calculations made

once and for all and they are valid for almost any deterministic modelling of Light Water Reactor

(LWR). The multigroup cross-sections depend on the isotope, the reaction, the energy group and

the temperature. As specified in the introduction of this section, the first step aims at creating

an equivalent problem of lower dimension. Ideally, a set of cross-sections depending on few energy

groups and describing the average response of a coarse mesh, should aim at preserving the reaction

rates of the reference problem. However, to do so the multi-group neutron flux should be known,

since different neutron flux would lead to different homogenized cross-sections. On the other hand,

the real neutron flux is the ultimate unknown of the problem, hence, an approximated one is used in

the homogenization phase. Exploiting the fact that the core is made out of the repetition of several
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type of fuel assembly, each different type of assembly is used for the homogenization. The reactor

under nominal conditions is almost always critical, therefore every assembly in it is critical too. For

this reason, the assembly is considered under reflective conditions and a homogeneous leakage term

is iteratively researched until the critical state is found. In order to cope with the abrupt variation

of the flux due to the resonances, before that the flux and leakage calculations are performed, the

SSH calculations have to be done for the main resonant isotopes. Exploiting the fact that most of

the heterogeneity is in the radial plane, in order to reduce the computing time, just 2D transport

calculations are done.

Figure 2-1: Depletion calculations (within lattice calculations) scheme under nominal conditions used
to produce homogenized cross-sections (XS) for the nominal conditions and the isotopic composition
of the assembly at every burnup step. SSH stands for Self-Shielding calculations. The nomenclature
of the variables is the same used in sub-section 1.1.2. The subscript n stands for nominal value,
while N represents the number density fields that are produced for each burnup step and can be
used for the perturbation calculations.

The few-groups homogenized cross-sections should also contain how the cross-sections of each

medium vary for a combination of independent parameters. These parameters are normally the

burnup, the fuel temperature, the moderator density and temperature, the boron concentration

and eventually the presence of a control rod. In order to reduce the number of calculations to be

performed to compute the associated homogenized cross-sections, a depletion calculation is done for

each assembly type under the guessed nominal conditions, as described in Fig. 2-1. Afterwards, for

a subset of the evolution steps, using the stored isotopic number densities, each assembly problem is

solved for every possible combination of the other parameters, as synthesized in Fig. 2-2. In this way,

few groups cross-sections are stored for every possible combination of the parameters, depending on

the specific medium, the considered reaction and for few energy groups. Therefore, even if this

process is performed in a fully decoupled way, it produces cross-sections capable of modelling how a

medium behave under a range of possible multiphysic states.

It should be noticed that for every medium the homogenized cross-sections include the contribu-

tion of all the isotopes contained in it. However, the distinction between microscopic cross-sections

and isotopic concentration is kept just for few isotopes, while a fictitious isotope assembles the con-

tribution of all the others. This distinction is made just to reduce the memory footprint. For this

fictitious isotope the burnup becomes just a parameter that affects the homogenized macroscopic

cross-section. While, for the isotopes that are tracked separately, the actual isotopic concentrations
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Figure 2-2: Scheme of branch calculations. This step of the lattice calculations is needed to compute
the homogenized cross-sections for a subset of the burnup steps and for core conditions different
from the nominal ones. SSH stands for Self-Shielding calculations.

are available and can be used for depletion calculations and their microscopic cross-sections are

parametrized in burnup. Generally, at least the most important fission products (the ones that

have directly or through their descendants the biggest impact on the reactivity) are kept separately

because of their rapidly changing concentrations. A global scheme of the homogenization is reported

in Fig. 2-3.

Figure 2-3: Global scheme of the cross-section (XS) homogenization process. The general purpose
is to underline that the target is to produce equivalent homogeneous cross-sections for few energy
groups.

A different treatment is needed for the homogenization of the reflector. Since no fissile material

is contained in the reflector structures, the neutron flux spectrum is mostly dictated by the neigh-

bouring fuel assemblies. One of the simplest approach, commonly used in the french industry, is the

1D traverses homogenization technique [56]. This method consists in performing source calculations

through the reflector on one characteristic neutrons direction, considering a system that includes

also a set of adjacent assemblies. In this way, the homogenised cross-section are computed so that

the proportion of neutrons reflected back to the core along the considered direction is kept equal

to the heterogeneous case. In most of the cases, zero flux on the outer surface of the reflector is

used as boundary condition. Also in this case, the calculations may be performed for a combination

of parameters, which normally are the boron concentration, the burnup of the neighbouring fuel

assembly, its temperature, the density and the temperature of the coolant that passes through the

reflector and temperature of the structures. Nevertheless, the dependence on these parameter is

milder.

The last step before the core calculations is the equivalence problem, a description is given in
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[31], pages 53 and 54. The cross-sections were produced imposing the conservation of quantities

between a heterogeneous and a homogeneous calculations performed by a lattice solver. The equiv-

alence is needed to account for the fact that the core solver is different from the lattice one. A

similar equivalence process is also performed when replacing the heterogeneous problem with the

homogeneous one. Multiple strategies exist, a different approach is used for the fuel and for the

reflector assemblies. A further differentiation is made depending on the chosen spatial discretization

technique: nodal expansion against finite element or finite difference methods. These methods are

a crucial step in the resolution of the problem since they transform the differential equations into a

system of algebraic equations, some insight is given in [57, 58].

After the equivalence process, the focus finally returns to the entire domain. As mentioned

in the introduction of this sub-section, the reactor is modelled by the coupling of the core solver

to a thermal-hydraulic model. In industrial applications this is often a module integrated in the

neutronic core, like in the case of CRONOS [59, 60], but coupling schemes with a specialised solver

are becoming more and more common. An example of how these schemes are realized can be found

in [31], pages 215 to 217. The core solver often relies on 3D nodal diffusion methods with few

energy groups and coarse radial meshing (assembly-wise). This approximation has demonstrated

great robustness and time efficiency. This scale of modelling matches very well also the needs of

a simplified thermal-hydraulic module. Indeed, as mentioned in the introduction, under nominal

conditions the effects of the transversal flow are quite negligible in case of coarse mesh. Moreover,

the prediction of the power distribution is simplified by two elements. The first is that the mean free

path of the particles is sufficiently small as compared to the assembly size that it is quite accurate

to assume that all the energy produced by fission is released within the mesh. While, on finer

scales, the photons transport and the neutron scattering might significantly change the balance.

The second consideration is that with this meshing, it is easier to estimate the heat generation

directly in water, because at the subchannel scale the fuel to moderator ratio varies among channels.

A global repartition constant might be effectively used to reproduce the average heat generation in

water. For steady-state conditions, all the power produced in the fuel is removed by the coolant,

therefore, the direct water heating is only needed to compute the cladding wall heat flux and for

the heat conduction in general. In fact, the heat conduction is performed using one average fuel rod

per fuel assembly. In some cases, the evolution of the conductivity and of the gap width are taken

into account via parametric tables. Local variables like the maximum fuel centreline temperature

are obtained through post-processing by the use of conservative factors that overestimate the local

peaking factor. The radial discretization for the three physics is represented Fig. 2-4. Further in

this sub-section and in Chapter 4, it is possible to appreciate some of the challenges associated to a

further radial mesh refinement.

The depletion calculations are normally treated as a sequence of steady-state calculation. Every
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Figure 2-4: Typical radial discretizations according to the conventional multiphysic modelling, a
system of 2x2 assemblies is reported in this example. For the heat conduction, an equivalent fuel
rod is considered for each fuel assembly. The reported heat conduction mesh describes the resolution
of the results (assembly-wise), while the sub-pin radial discretization used for the simulation of each
equivalent fuel rod is not displayed. Assembly homogenized variables are exchanged among the three
physics.

steady-state simulation includes the resolution of the coupled neutronics and thermal-hydraulics

problem plus the research of the boron concentration and of the control rods that make the reactor

critical. Different time step management strategies are adopted, one of the most widespread is

the predictor-corrector. Finally, the easiest way of validating such a scheme is to compare the

predicted Critical Boron Concentration (CBC) to the measured one in actual reactor, when this

data is available. An example is given by the code ARTEMIS produced by Framatome [61], which

has demonstrated to be able to predict the CBC over five cycle of a commercial PWR within a

maximum error of 40 ppm.

2.1.2 Best-Estimate

NURESIM Platform

NURESIM is the European platform for best-estimate simulations in support to the safety and the

design of LWRs. In past years, a lot of effort has been put into multiphysic modelling. A set of

neutronic, thermal-hydraulic and fuel performance codes produced by several European organiza-

tions have been integrated in an environment derived by the open-source software SALOME [62].

SALOME provides tools for data manipulation, exchange and storage. The fields and the meshes

of the variables of every physics are exchanged under the MED (Modèle d’Echange des Données)

format, which is a specification of the HDF5 format [63]. In the last fifteen years, this platform has
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been continuously extended thanks to the European projects NURESIM, NURISP, NURESAFE

[49] and more recently to HPMC and McSAFE [64, 65]. The first three projects have focused on

design basis accidents. In particular, in terms of PWR multiphysic modelling, some of the tran-

sients that have been treated are the boron dilution accident, the rod ejection accident, the main

steam line break and the Loss Of Coolant Accident. The most recent projects, High Performance

Monte Carlo Methods for Core Analysis (HPMC) and McSAFE focus also on the pin-by-pin mul-

tiphysic depletion calculations. However, as the acronym says, Monte Carlo codes are deployed in

this project. NURESIM includes the open-source software for uncertainty quantifications URANIE

[66]. Overall, none of these projects exactly matches the simulation type that is targeted in this

PhD thesis. Nevertheless, the works published in this context are rich of interesting techniques that

may be transposed to the multiphysic pin-by-pin modelling along irradiation.

In NURESIM several fast running calculation schemes able to locally predict the pin power

distribution are implemented. These methods are based on the pin-power-reconstruction method

[67, 68]. This technique deals with the combination of a coarse mesh calculation of the entire

domain, generally assembly homogenized and with two energy groups, and a local heterogeneous

form function to access approximated local safety variables. Two neutronic codes implemented in

NURESIM are able to perform the pin power reconstruction. Both of them have given the flexibility

to the user to arbitrary choose in which meshes perform the pin-power-reconstruction, thanks to a

non-conform definition of the geometry. In [69], the implementation of the pin power reconstruction

in the reactor dynamics code DYN3D [70] is described. In this case, assembly homogenization is

done and the heterogeneities within the node are taken into account through the combination of a

semi-analytical and form functions. The semi-analytical one is derived from the homogeneous cross-

sections, through the resolution of the two groups diffusion with the boundary conditions given by

the core solver and under the hypothesis of exponential variation in time. The form function derives

from the necessity to account for the heterogeneities that are always present within a fuel assembly

(guide tubes, control rods, poisoned fuels). It is computed as the normalized fission rates per pin

cell, which are computed by a lattice solver in a decoupled way for a set of burnup states [69].

An application of this method within a multiphysic coupling scheme for transient calculations

is available in [37]. In this application, DYN3D is coupled to the thermal-hydraulic code COBRA-

TF [71], which is shortly described in the following section. Also CTF allows to use non-conform

meshes, hence, it is possible to obtain a consistently hybrid approach with local refinement only where

necessary. The radial discretization is depicted in Fig. 2-5. In this example, the thermal-hydraulic

channels are defined rod centred, instead of the classic coolant centred approach. A limitation of this

pin power reconstruction is that, while the refined power distribution is used by CTF, DYN3D only

receives the thermal-hydraulic variables averaged over the coarse mesh (assembly-wise). Indeed, the

thermal-hydraulic feedback is integrated via the semi-analytical function, which only deals with the
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assembly homogenized cross-sections. However, it should be noticed that this function also accounts

for the variation of the parameters in the neighbouring assemblies via the boundary conditions. The

results obtained with this technique are compared to the standard assembly-wise approach on a 3x3

PWR MOX/UO2 mini-core with radial reflector derived by the transient OECD/NEA benchmark

[72]. During the peak, the hybrid approach allows to predict a 0.7 % higher total power and 35

K (+3.1 %) higher maximum fuel temperature. At the end of the transient, the assembly-wise

model stabilizes at a power 6.7 % higher and an average fuel temperature 10 K larger (+1.5 %). As

stated by the authors, due to the lack of local thermal-hydraulic feedback, the prediction of the pin-

wise quantities during the peak of the transient can be considered as systematically overestimated.

Overall, the hybrid model is giving an inexpensive and conservative estimate of local quantities,

more representative than just applying a form factor based post-processing.

Figure 2-5: Hybrid approach used in some DYN3D/CTF coupling schemes to predict variables at
the pin-cell scale only in a subset of the assemblies. In this example, the meshes are reported for
a 2x2 assemblies system. For the heat conduction, in case of coarse discretization, an equivalent
fuel rod is considered for each fuel assembly. The reported heat conduction mesh describes the
resolution of the results (assembly-wise or pin-wise), while the sub-pin radial discretization used for
the simulation of each equivalent fuel rod is not displayed. The thermal-hydraulic feedback is always
integrated on the coarse mesh.

DYNSUB [73], another coupling scheme based on DYN3D and SUBCHANFLOW has been re-

alized outside the perimeter of the European project. It has been successfully applied for a full

core rod ejection accident with one eight symmetry [73, 74] and good results emerged from a val-

idation process [75] against experimental results on the Special Power Excursion Reactor Test III

[76, 77]. The main difference with what has been done in NURISP is that DYNSUB performs full-
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core pin-cell homogenized calculations using the simplified spherical harmonics of order three (SP3).

Therefore, the computing cost is much higher, but the accuracy is significantly improved thanks

to the avoidance of reconstruction techniques and the integration of a pin-by-pin thermal-hydraulic

feedback.

The other neutronic code that allows to perform the pin power reconstruction is COBAYA3

[78, 79]. In this case, the pin power reconstruction is obtained through an iterative process between

ANDES (Analytic Nodal Diffusion Equation Solver) [80] and COBAYA3-PBP, the pin-by-pin solver

of COBAYA3. ANDES is used for the 3D resolution of the whole domain with a quarter of assem-

bly homogenization. From its results, the boundary conditions are updated for the sub-domains

to be more accurately calculated by COBAYA3-PBP. This lattice solver computes the fine power

distribution, update the nodal cross-sections and set the new boundary conditions for ANDES. This

process is iteratively repeated until local convergence criteria are satisfied both for the nodal and the

pin-by-pin solutions. This pin power reconstruction technique requires more computing power than

the one presented for DYN3D/CTF since several lattice and core calculations have to be performed

before convergence. On the other hand, the subchannel feedback can be accurately integrated at

the local scale and even the quality of the homogenized cross-sections is improved thanks to the

integration of the more accurate boundary conditions.

This power reconstruction technique has been applied in [81]. For this application, COBAYA3 is

coupled to the thermal-hydraulic code SUBCHANFLOW [82, 83] in a hybrid approach similar to the

one just mentioned for DYN3D/CTF [37]. A coupling scheme COBAYA3/SUBCHANFLOW was al-

ready realized in [84]. SUBCHANFLOW is based on a two phase, single field, three-equations model.

The three conservation equations are the mass, momentum and energy balance for the mixture. The

main simplifying hypothesis of the model is zero convective transport of lateral momentum due to

the dominant friction term. In the last section of [81], a code-to-code validation of this hybrid scheme

against the reference COBAYA3-PBP/CTF whole core pin-by-pin and the standard nodal approach

coupled to CTF is presented. The selected case study corresponds to the steady-state conditions

obtained at the end of the rod ejection accident described in the OECD/NEA PWR MOX/UO2

benchmark [72] (the same benchmark used by CTF/DYN3D). The considered core configuration is

very asymmetrical and permits to fully test the capabilities of the hybrid scheme. Nevertheless, the

power level is 16.2 % of the nominal power, hence the global thermal-hydraulic coupling is expected

to be weak, at least outside the assembly where the control rod has been ejected. The main result is

that the hybrid scheme allows to access to local safety parameters of the targeted assembly with a

computing time eight times lower than the reference(4.8 h vs 37.3 h) and using only one processor,

instead of the 113 CPUs exploited for the reference simulation. The obtained power distributions

on the coarse nodes are axially integrated to be compared over a 2D plane. The maximum observed

relative discrepancy is in the refined assembly, the hybrid approach under-predicts the power of
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the 4.24 %. The hottest fuel centreline temperature predicted by the hybrid model is 1441.2K, to

be compared to 1238.4 K as computed by the reference and 1090.2 K according to the standard

approach (without power reconstruction). It should be considered that the standard approach can

only calculate an average value for the quarter of assembly, hence, it is necessarily underestimating

the pick temperature. As suggested by the authors, probably a big part of the discrepancies is

deriving from the different thermal-hydraulic solver and the different treatment of the transversal

flows. Nevertheless, the results cannot be judged as totally satisfactory.

In respect of the fuel performance modelling, the codes SCANAIR [85] and DRACCAR [86, 87]

have been implemented in NURISP [49]. Both of them mainly target accidental scenarios. SCANAIR

treats Reactivity Insertion Accidents (RIAs), its validation is based on the Cabri International Pro-

gram [88], the NSRR [89] and other experiments. In order to better reproduce this type of tran-

sient, its thermal-hydraulic module may be substituted by the coupling with the thermal-hydraulic

subchannel code FLICA4 [90] (its description is given in sub-section 3.2.1), as specified in [49].

DRACCAR aims at reproducing Loss Of Coolant Accidents, for this purpose, it is coupled to the

thermal-hydraulic system code CATHARE [91]. Both SCANAIR and DRACCAR need to perform

fuel performance calculations in order to provide the initial conditions for the transient. This task

is handled by FRAPCON [42], as explained in [92] and [93] for SCANAIR and the same approach

is planned in [94] for DRACCAR 1. FRAPCON is one of the reference codes for the fuel behaviour

modelling of the type considered in the thesis. Indeed, it is specialised in the simulation of the fuel

rods under steady-state conditions along one or more irradiation cycles. Its application in NURESIM

has only the role of preparing the initial conditions for the transient calculations of the other two

fuel performance codes. In a similar way, TRANSURANUS [96] is coupled to DYN3D in [97], but

this is done outside the NURESIM platform. Anyway, also in this case, even if TRANSURANUS is

capable of modelling fuel under normal operation, it is used only to model accidental scenario like

boron dilution [98].

In the context of HPMC and McSAFE the selected neutronic Monte Carlo codes are : MCNP [99],

MONK [100], SERPENT [101] and TRIPOLI [102]. These solvers are coupled to SUBCHANFLOW

or FLICA4 and it is planned to include also TRANSURANUS in the scheme in order to account

for the evolution of the fuel thermal properties. Many interesting neutronics-thermal-hydraulics

coupling schemes have been realized. Some of them were already built during the NURISP project

and have been compared on a single pin benchmark [103]. SERPENT/SUBCHANFLOW has been

tested on a single fuel assembly benchmark [104] and its capability to scale to a full VVER (water-

water energetic reactor) core is shown in [105]. At the LPEC laboratory a PhD thesis has been done,

within McSAFE cooperation, on the coupling of Tripoli-4® and SUBCHANFLOW for the modelling

of a RIA [106]. Nevertheless, all these works mostly focus on the problems specific to the coupling
1It is unclear whether these applications are part of the NURISP platform: in [95] it is specified that the APIs

will be based on what has been done in NURESIM, but [92, 93, 94] do not mention anything about it.
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of Monte Carlo codes.

A very interesting coupling scheme, SERPENT/TRANSURANUS, is implemented in [107]. This

is among the first coupled burnup calculation schemes for normal operation in NURISP. The mod-

elling capability is demonstrated on a case derived from the burnable absorber rod benchmark

[108]. The domain is a 3x3 rods lattice, the central one contains Gd2O3 doped UO2 and it is

surrounded by others made out of fresh UO2. The rods containing burnable poisons, especially

gadolinium, are the most difficult to be computed by simplified neutronic modules like the one

present in TRANSURANUS. For this reason, this benchmark offers the possibility to measure the

need for a more accurate neutronic model by comparing the results produced by the stand-alone

TRANSURANUS and those computed by the coupling scheme. To simplify the comparison, the

thermal-hydraulic conditions are pre-calculated and imposed in a decoupled way to both the calcu-

lations schemes. SERPENT computes the radial power distribution at the sub-pin level, under the

hypothesis that it is entirely deposited where the fission events occur. Since TRANSURANUS uses

an even finer radial mesh, a piecewise linear fit that conserves the total power of the axial slice is used

in order to convert the power distribution to the fuel performance mesh. For the exchange of the fuel

temperature profile, values per node are provided to SERPENT and in this case a simple volume

averaging is needed. Both these data exchanges are not done in memory, they require creations

and manipulations of files. The isotopic depletion is done using 14th order Chebyshev Rational Ap-

proximation Method (CRAM) [109] and the linear extrapolation time integration method with 10

sub-steps. CRAM can be considered as a less expensive alternative to the classic predictor-corrector

scheme. The results show that the neutronic module of TRANSURANUS may predict a local power

up to −60% or +80% different from the coupled model at 0.21 MWd/kgU. The discrepancies de-

crease significantly with the exposure. At 12.6 MWd/kgU the error is still comprised between −28%

and +18%. Nevertheless, as found in [110] and in previous studies of the PhD student [111], this

large difference in the local power has a mild effect on the fuel performance. The maximum local

temperature difference is 56 ∘C at 0.21 MWd/kgU and 23 ∘C at 12.6 MWd/kgU. Hence, as stated

also by the author, there is not a big impact on the prediction of safety parameters. For the coupled

simulation, the total simulation time is 24.5 days with 144 processor, hence 9.7 CPU years 2. In

respect to the small domain and the relatively high computing time, it should be considered that

SERPENT is a Monte Carlo code and that the power distribution is computed on a extremely fine

scale.

CASMO/SIMULATE

CASMO and SIMULATE are two deterministic neutronic codes developed by Studsvik AB Swedish

company. CASMO is the component for lattice calculations, while SIMULATE targets core simu-
2The machine utilized consists of one high-memory node consisting of four Intel Xeon E7-8890 v3 processors with

72 physical cores sharing 2 TB of RAM.
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lation, for this reason, they are often mentioned together (CASMO/SIMULATE), referring to the

two-steps scheme they are combined in. CASMO/SIMULATE has been used in LWR analysis for

more than thirty years. Essentially, it exploits coarse mesh nodal calculation combined to a pin

power reconstruction technique [67]. Already in 2009, this code has shown excellent multiphysic

modelling capabilities while coupled to COBRA IIIC for thermal-hydraulic 3D simulations. The

robustness and the quality of this simulation tool has been proven on international benchmarks

and experiments [36, 67, 112]. Moreover, sensitivity and uncertainty analysis capabilities have been

implemented and verified on the UAM benchmark [113].

In particular, in [112], CASMO-5/SIMULATE-5 and its new thermal-hydraulic module and

its newly implemented hybrid depletion strategy are tested on the Benchmark for Evaluation and

Validation of Reactor Simulations (BEAVRS) [26]. This benchmark may be considered as a world

wide reference, also because it is very difficult to access to operational data during normal operation

for an entire PWR core. Moreover, the measurements are highly detailed and permit to asses the

capability of predicting local variables. The considered thermal-hydraulic module has a 1D model

and is used with an assembly-wise radial discretization. The hybrid depletion strategy is very similar

to the one described in the previous sub-section. The actual number densities of some isotopes

are computed during the core calculations, while for the others the number densities predicted by

the lattice simulations are used. The results reported in [112] show a reduction in the prediction

capability of this calculation scheme (CASMO-5/SIMULATE-5) as compared to the measured data

and the previous version CASMO-4/SIMULATE-3. At the beginning of the first cycle, the CBC is

over-predicted of a maximum of about 150 ppm by both the calculation schemes. During the rest

of the cycle, it is within a range of 50 ppm for both the simulation schemes. In the second cycle

the discrepancy is steadily decreasing with burnup, starting from a value of -115 ppm that becomes

about -75 ppm at the end of the cycle. A similar trend is observed for CASMO-4/SIMULATE-3,

starting from about -80 ppm and ending at about -20 ppm. These results are summed up in Table

2.1.

Table 2.1: The difference between the CBC as predicted by the CASMO/SIMULATE calculation
schemes and the measured values provided by the BEAVRS benchmark for the first two cycles.

ΔCBC [ppm] 1st Cycle 2nd Cycle
CASMO-5/SIMULATE-5 +150 -115
CASMO-4/SIMULATE-3 +150 -85

Further comparisons have been performed on the power distribution as measured by the fis-

sion chambers and as predicted by the virtual fission chamber detectors modelled by CASMO-

5/SIMULATE-5 (assembly-wise). The results are available for three burnup states Beginning Of

Cycle (BOC), Middle Of Cycle (MOC) and End Of Cycle (EOC), respectively corresponding to 0,

6.112 and 12.519 MWd/kg, they are reported in Table 2.2 in terms of Root Mean Square (RMS)
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and maximum absolute value (MAX(ABS())).

Table 2.2: The relative difference between the assembly-wise and axially collapsed power distribu-
tions as predicted by CASMO-5/SIMULATE-5 and the measured values for three burnup steps.

Δ𝑟𝑒𝑙𝑞 [%] BOC MOC EOC
RMS() 6.89 2.62 3.52
MAX(ABS()) +16.5 +6.1 -6.5

2.1.3 High-Fidelity and Massive Parallelization

CASL-VERA

The Consortium for Advanced Simulation of Light Water Reactors (CASL) [114] has developed

VERA-CS, the Virtual Environment for Reactor Applications Core Simulator [38, 50, 115]. The aim

of VERA-CS is to perform high-fidelity simulations of PWRs following the standards required by the

U.S. Department of Energy Nuclear Reactor Simulation Hub. VERA-CS is a real reference for this

PhD thesis, since it contains several coupling schemes dedicated to the modelling of the same type

of scenario. The key target variables are local parameters like the pin-resolved power distributions,

moderator density and fuel temperature and global ones like the boron letdown along irradiation.

However, this project gathers among the most advanced calculation schemes and often the most high-

fidelity models are deployed. The capability of performing full core depletion calculations at very

fine scale has been demonstrated on multiple applications and validated on international benchmarks

and against published data of commercial reactors. Neutronic codes among the most advanced have

been coupled to referential thermal-hydraulic subchannel and fuel performance ones, creating a state

of the art modelling environment. Also VERA-CS has included a dedicated toolkit for uncertainty

and sensitivity analysis: VERA-CS Uncertainty and Sensitivity Analysis Toolkit (VUSAT)[116].

One key feature of VERA-CS, which exceeds the perimeter of this PhD thesis, is the fully

coupled modelling capability of some phenomena related to the Chalk River Unidentified Deposit

(CRUD)[117, 118]. The CRUD is a porous material accumulating on the outer surface of the

cladding, which can trap the water in the proximity of the cladding. It can be an important safety

concern in both nominal and accidental conditions. In nominal conditions it may cause power shifts

due to the boron accumulation, it can enhance the localized corrosion due to the degradation of the

heat transfer coefficient and it can increase the radioactivity of the fuel rods as the trapped elements

may be activated by neutron capture.

With respect to the trade-off precision versus computing cost, referential simulations are provided,

but the required computing power is enormous. Reasonable calculation times are achieved mainly

thanks to the massive parallelization. Normally the simulations are performed on platforms with a

prohibitive number of cores, up to more than 300’000. Practical example of their performance are
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available in many publications. For instance, the depletion calculation of the first cycle of Watt Bar

Unit 1, which is presented in [115], is performed on a powerful cluster 3, using 4088 processors and

obtaining a total computing time of 22 hours and 45 minutes, corresponding to 254.8 CPU years.

In terms of precision, they have showed to be able to predict along the cycle the CBC within 16

ppm and the 3D neutron pin cell flux with a RMS inferior to 4.6 %.

In VERA-CS, one of the most famous coupling scheme is based on MPACT [119], which is coupled

to CTF for the thermal-hydraulics and to ORIGEN [120] for the isotopic transmutation. The

characteristic radial discretization of this coupling scheme is depicted in Fig. 2-6. The main whole-

core calculation methodology of MPACT is based on the 2D/1D fusion technique [121], which was

previously explored by [122] and [123]. In MPACT, the homogenization under simplified boundary

conditions is not performed at all and there is no energy condensation, the number of groups present

in the library is kept through the entire simulation. This number is at least 23, most often 51

energy groups are used. The only homogenization is a dynamic one performed for the Coarse Mesh

Finite Difference (CMFD). This technique is used to accelerate the convergence and stabilize the

2D/1D coupling. Within this approach, the 2D and the 1D problems are coupled by the transversal

leakage terms. The SPN solver is used for the axial direction where the anisotropy is generally lower,

except in the proximity of the control rods, of the reflector or of the mixing grids. The Method Of

Characteristics (MOC) is used for the 2D calculations in order to access the power distribution

at the sub-pin level. Even if this method does not converge to the 3D MOC calculations, as it

introduces approximations, it often offers very accurate radial calculations at a significantly lower

cost.

With respect to the thermal-hydraulics, CTF uses a two fluids, three fields model. Two fluids

refers to liquid water and vapour. Three fields refers to the individual treatments of the fluid film,

the fluid drops and the vapour. The choice of modelling the three fields is rather advanced for LWR

applications. Its full potential is expressed for the flow regimes in which these three phases have

very different speeds. For PWR in nominal conditions, where the vapour is present in very small

volumes, such an approach should not add much in terms of precision. The model consists of nine

equations, the phasic mass, momentum and energy conservations for each of the fields. CTF offers

both the 3D Cartesian and the sub-channel models, within VERA-CS, most of the applications are

at the sub-channel level.

The depletion scheme used by ORIGEN is described in [12]. In ORIGEN, the same space

discretization of MPACT may be used, but the calculation is done over regions that, within the pin,

are only radially dependent. During the cycle calculation, xenon equilibrium is assumed. The flux is

assumed constant within each time step, but the predictor-corrector and the sub-step methods are

used. The sub-step method consists of making multiple depletion calculations within two consecutive
3SGI® ICETM X cluster with 684 physical nodes, where each node contains two 12-core 2.5-GHz Intel Xeon

E5-2680 processors with available hyperthreading and 128 GB of RAM
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Figure 2-6: Typical modelling scale for the depletion calculations performed by VERA-CS. In this
example, a 2x2 fuel rods system is represented. The neutronics is computed by MPACT, the thermal-
hydraulics and the heat conduction are performed by CTF.

transport resolutions. This is done by renormalizing the flux to account for the variation of the

particle number densities in order to keep the same total power. The depletion can be done using

the latest release of MPACT multi-group library which contains 295 isotopes, in alternative the full

ORIGEN chain containing about 2300 isotopes can be used. However, the authors themselves state

that the full chain is typically not needed for most of the applications [38].

Two ways of accounting for the evolution of the fuel thermal properties have been implemented.

The most accurate one deals with a direct coupling with BISON [30, 124], the fuel performance

code built on the Multiphysics Object-Oriented Simulation Environment MOOSE [34], in this case

the coupling environment takes the name of TIAMAT [125]. The second approach deals with the

generation of fuel temperature tables parametrized on local linear power and burnup [115]. BISON

offers the possibility to model UO2 fuel with zirconium based cladding both along irradiation and in

accidental scenarios. It offers the possibility of performing both 2D (radial and axial or radial and

azimuthal) and 3D (xyz) unstructured mesh calculations using finite-elements. In some cases, fuel

performance calculations may be substituted by the simple heat conduction at constant fuel thermal

properties performed by CTF.

More than the use of the state of the art solvers, the solidity of the coupling schemes implemented

in VERA-CS is built on its validation process. A series of ten benchmarks ranging from pin scale

under steady-state conditions to full commercial reactor refuelling [8] has been published. The

data of these benchmarks are publicly available as well as the referential results produced with
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continuous energy Monte Carlo methods like KENO [126]. The Watts Bar Nuclear Plant unit 1 is

a PWR designed by Westinghouse, which was completed in 1996. Most of the experimental data

is coming from this reactor. Furthermore, VERA-CS has been also tested over the first depletion

cycle of the BEAVRS benchmark [127].

Among the other neutronic solvers that have been implemented in VERA-CS, there is also Insilico

[128], which gathers a deterministic and a Monte Carlo solvers. The deterministic one is Denovo

[129], it allows for SN and SPN core simulations. While the Monte Carlo solver for neutron and

photon transport is SHIFT [130]. Two other peculiar solvers that have been implemented in VERA-

CS are HYDRA-TH [131] and MAMBA [117, 132]. HYDRA-TH is a CFD code using a hybrid

finite-element/finite-volume incompressible/low-Mach flow Navier-Stokes equation solver. MAMBA

(MPO Advanced Model for Boron Analysis) contains BMD (Boron Deposition Model), which is

essential to reproduce the main CRUD related phenomena.

NNR

NNR (Numerical Nuclear Reactor) is a joint Korean and American project for multiphysic referential

calculations. It deals with coupled calculation schemes with direct core neutronic calculations (1

step approach) using nTRACER [39] and subchannel thermal-hydraulics simulated by MATRA

(Multichannel Analyzer for steady states and Transients in Rod Arrays) [133]. The NNR has been

tested on the BEAVRS benchmark both for Hot Zero Power (HZP) conditions against measurements

and a Monte Carlo reference and along a simplified depletion cycle only against the measured data

[134]. The maximum discrepancies found for several core configurations in HZP conditions are

reported in Table 2.3 in terms of effective multiplication factor and Control Rod Worth (CRW). In

terms of predicted CBC along the cycle, the maximum difference is of 25 ppm.

Table 2.3: Maximum discrepancies in term of effective multiplication factor and CRW over a set of
core configurations for HZP conditions. Values expressed in pcm. The standard deviation for the
Monte Carlo calculations is 5pcm.

HZP max(Δ𝑘𝑒𝑓𝑓) max(Δ CRW)
Measured 180 59
Monte Carlo 95 33

A further comparison has been done on the prediction of the 2D assembly-wise detector signals

at HZP conditions. The RMS over the quarter of core is 4.3 % and the maximum discrepancy is

+12.2 % in an assembly next to the reflector.

2.1.4 Main Conclusions

A large number of research groups has shown its interest in the multiphysic modelling of PWRs. The

vast majority of the coupling schemes are realized through the combination of specialised solvers,
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apart from the case of fuel performance codes that are often not included in the coupling scheme

or substituted by simplified models. Furthermore, while, for instance, for the Sodium Fast Reactors

it is important to account for fuel geometrical deformations [135], for PWRs, at least in normal

operating conditions, they are always neglected.

CASMO/SIMULATE[36], NNR [51] and VERA-CS [38, 50] have shown the capability of perform-

ing simulations exactly matching the objective of this PhD thesis. All of them have used the BEAVRS

as reference benchmark [127] to test the quality of their modelling. While CASMO/SIMULATE uti-

lizes assembly-wise radial discretization plus pin-power-reconstruction, NNR and VERA-CS do not

use any a priori homogenization. With respect to the thermal-hydraulics, a subchannel code is

selected in the vast majority of the best-estimate and high-fidelity calculation schemes. Of these

three examples, only VERA-CS has been directly coupled with a fuel performance code.

For these reasons, it seems attractive to implement a coupling scheme for multiphysic depletion

calculations of PWRs that relies on pin-cell homogenization, subchannel thermal-hydraulics and

addressing the fuel performance with simplified models. The pin-cell homogenization combined

with subchannel thermal-hydraulics may lead to a more accurate prediction of local variables than

the coarse mesh approach and it should ask for significantly lower computing resources than the

direct calculations. Finally, as described in [10] and [30], an accurate prediction of the width of

the fuel-cladding gap along irradiation could lead to an important improvement in the prediction of

local quantities. A simplified approach might be sufficient to capture the essential of this behaviour

as it is reported in [115].

2.2 Numerical Methods

The general approach for multiphysic depletion simulations is to solve the problem as a series of

steady-state calculations linked by the depletion iterations algorithm. Hence, it is often possible to

treat the iteration scheme for the resolution of the steady-states independently from the depletion

algorithm. For this reason, in this section most of the focus is given to the numerical methods used

in reactor physics for the resolution of the steady-state problem, which carries a big part of the

numerical complexity and is getting the attention of a large number of research groups. Neverthe-

less, these methods might be generalised to solve the depletion calculations or simply integrated in

standard nested depletion iteration schemes.

As stated in the introduction, the multiphysic problem can be seen as a large nonlinear system

of equations. The solution is characterized by a state, in which, all the physics are coherent to each

others. For instance, the power distribution as computed by the neutronic solver corresponds to a

given field of moderator density, hence, the density calculated by the thermal-hydraulic solver using

this power profile should be close enough to the one used to compute the power. This should be true
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for the entire list of considered variables, which normally may include also the fuel temperature,

cladding heat flux, cladding outer temperature, the nuclide concentrations, the multi-group neutron

scalar flux, the CBC and the control rod insertion. Since most of the solvers has been conceived for

solving just a subset of the physics, normally they only compute the previously mentioned variables

and not their partial derivatives with respect to each others. Moreover, these function evaluations

rely on iterative processes, hence, these variables contain different levels of numerical noise. For

these reasons, the implementation of methods requiring an accurate estimation of the derivatives do

not appear competitive. There is therefore a rich literature in terms of numerical methods that only

require function evaluations, for example [136].

In this framework, the fixed-point with relaxation (or damped fixed-point) has been widely used

in reactor physics simulations, for instance in [137, 138]. Also many coupling schemes using DYN3D

are based on the fixed-point: [74, 97, 37].

Given the high cost needed for the evaluation of the multiphysic function, it is important to

try to exploit to the greatest extent the information produced during iterations. For this reason,

many works focus on more advanced methods that often fall in the class of quasi-Newton methods;

the most widespread are Anderson acceleration [139] and Jacobian-free Newton-Krylov (JFNK)

[140]. CASL has published an analysis on the application of the Anderson method to a simplified

neutronic/thermal-hydraulic system, which reveals promising results [141]. Moreover, the same

research group has also published a comparison of Anderson and JFNK to the damped fixed-point

iterations [142]. In this context, the neutronics is modelled with Denovo using a SP3 solver coupled

to the Advanced Multi-Physics (AMP) package [143] for subchannel thermal-hydraulics and fuel

performance. The problem deals with the steady-state multiphysic solving of a single fuel assembly.

These tests have been done for a rather special coupling scheme in which the lattice calculations

are not decoupled from the rest of the scheme. The results show that in this particular scheme,

using these more advanced methods lead just to modest efficiency gains. The preconditioning is a

technique used to transform the treated problem into another one easier to solve from the numerical

point of view, it is very often used in methods like the JFNK. An interesting comparison between

preconditioning strategies for JFNK in multiphysic modelling of transient simulations is given in

[47]. Another famous acceleration algorithm for the fixed-point iterations is the Aitken technique

[144]. This method has been also successfully applied to a similar multiphysics problem by [145],

but, currently, in reactor physics, it is just not as popular as the other two considered techniques.

This section is divided in four parts, the first three aiming at introducing the damped fixed-point,

Anderson’s acceleration and the JFNK and the last one giving the conclusions for this section.

These methods are intentionally treated from a slightly more general perspective than the one of

multiphysic simulations.
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2.2.1 Damped Fixed-Point

The fixed-point algorithm is one of the simplest and most common methods and it is used for a wide

range of applications. In fact, it is sufficient to formalize the problem in the form 𝐺(𝑥) = 𝑥, under

which it often naturally falls, to create a sequence of the type of Eq. (2.1). Nevertheless, multiple

ways exist to define 𝐺, corresponding to different numerical methods. In the multiphysic context,

𝑥 is the vector of all the variables, for instance any sub-set of multi-groups neutron scalar flux, heat

sources, water density, fuel temperature and nuclide number densities. The solution of the problem

is 𝑥*, respecting 𝐺(𝑥*) = 𝑥*.

𝑥𝑘+1 = 𝐺(𝑥𝑘) (2.1)

A sufficient condition for local convergence of the fixed-point method is given by the following

statement. This notation is adopted for the Jacobian matrix of 𝐺, J𝐺 = 𝜕𝐺
𝜕𝑥 and for its spectral

radius (i.e. the maximum in module of the eigenvalues of the matrix), 𝜌(J𝐺(𝑥)). If 𝐺 has a

fixed-point, 𝐺 ∈ 𝐶1 in its proximity and 𝜌(J𝐺(𝑥*)) < 1 then there exists a neighbourhood of the

solution in which any initial guess makes the sequence converge [146], page 297. Moreover, all the

values of the sequence stay within this interval. In respect of the speed of convergence, it could be

demonstrated (e.g. [146], page 262 for the scalar case) that, except in case of null spectral radius, the

fixed point converges linearly 4 and its rate of convergence is equal to the spectral radius, following

Eq. (2.2). Such a variable is almost never computed in practical applications, because to derive it,

the solution of the problem should be known and even to compute the Jacobian in a given point

is generally prohibitive. However, this analysis is important to better understand the fixed-point

method and the relaxation (or dumping) technique.

lim
𝑘→∞

‖𝑥𝑘+1 − 𝑥*‖
‖𝑥𝑘 − 𝑥*‖

= 𝜌(J𝐺(𝑥*)) (2.2)

As stated before there is not a unique way of writing 𝐺. Starting from the problem in the

residual form (𝐹 (𝑥) = 0), any formulation of the type of Eq. (2.3) would be valid under the

condition that 𝐻 is a homogeneous and continuous operator. Homogeneous meaning that 𝐻 respects

𝐻(𝑡 * 𝑥, 𝑡 * 𝑦) = 𝑡𝑛 * 𝐻(𝑥, 𝑦) for a constant 𝑛.

𝐺𝐻(𝑥) = 𝑥 − 𝐻(𝐹 (𝑥)) (2.3)

For this reason, a simple choice of 𝐻 would be a multiplicative constant, which is referred to as

the relaxation factor (𝛼). In this way, a new sequence 𝐺𝛼 is built, whose relation with 𝐺 (𝐺 ≡ 𝐺I)

4The order of converge is defined as the value 𝑞 respecting the following relation lim𝑘→∞
‖𝑥𝑘+1−𝑥*‖
‖𝑥𝑘−𝑥*‖𝑞 < 𝑀 . Linear

convergence means 𝑞 = 1, while quadratic 𝑞 = 2.
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is specified in Eq. (2.4).

𝑥𝑘+1 = 𝐺𝛼(𝑥𝑘) = 𝑥𝑘 − 𝛼 * 𝐹 (𝑥𝑘) = 𝛼 * 𝐺I(𝑥𝑘) + (1 − 𝛼) * 𝑥𝑘 (2.4)

It is easy to demonstrate that the eigenvalues of 𝐺𝛼 are linearly related to those of 𝐺, as written

in Eq. (2.5).

𝜆𝑖(𝛼) = 𝛼 * (𝜆𝑖 − 1) + 1 (2.5)

Hence, such a simple approach can transform a non convergent sequence into a convergent one,

as shown by Eq. (2.6).

𝑚𝑎𝑥(𝜆𝑖) < 1 ⇒ ∃ 𝛼 > 0 : |𝜆𝑖(𝛼)| < 1,∀𝑖 (2.6)

Moreover, it can also accelerate its convergence by reducing the spectral radius, as suggested by

Eq. (2.2). The relaxation does not impact all the eigenvalues in the same way. Considering non-

relaxed eigenvalues smaller than one, in order to nullify a positive eigenvalue, 𝛼 should be greater

than the unity, while for any negative eigenvalue 𝛼 should be comprised between zero and one.

The more the maximum and the minimum eigenvalues are distant, which can be expressed by the

dominance ratio, the less room for optimization there is. In particular, to minimize the spectral

radius, it appears that the optimal 𝛼 is where |𝜆𝑀 (𝛼)| = |𝜆𝑚(𝛼)|, respectively being the minimum

and the maximum, which brings to Eq. (2.7). The entire derivation of these equations and a wider

analysis of numerical methods for multiphysic coupling can be found in [147].

𝛼𝑜𝑝𝑡 = 1
1 − 𝜆𝑀 +𝜆𝑚

2
(2.7)

In Fig. 2-7, it is possible to visualize an example of this optimization process for arbitrary

eigenvalues.

The fixed-point method can be justified by the zeroth order Taylor expansion of the residual

problem, the following methods belong to the quasi-Newton class. Hence, they could be seen as a

fixed-point plus a correction term accounting for some estimations of the Jacobian matrix.
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Figure 2-7: Effect of the relaxation factor over the modules of the eigenvalues |𝜆𝑖|. |𝜆(𝛼)| > 1
means divergent behaviour, the limit is underlined by the horizontal solid red line (Max_conv).
The original eigenvalues correspond to relaxation factor equals to one, put in evidence by the dash-
dot blue line (Undamped). 𝜆 tending to zero means optimal rate of convergence, signalled by the
horizontal dashed blue line (Opt_abs), but, it is not possible to reach this value for all the eigenvalues
if the undamped ones have different values. In order to minimize the spectral radius the optimum
relaxation factor is where the maximum and minimum eigenvalues are equal in modules. In the
example it is 0.77 and it is indicated by the green dash-dot line (Opt_rel).

2.2.2 Anderson Acceleration

The Anderson algorithm [139] is a low-degree generalised secant method, which could also be seen

as an acceleration technique for the fixed-point. Indeed, it aims at exploiting to a greater extent the

results obtained during the previous iterations in order to create a faster converging sequence. More

in details, this acceleration is based on the linear combination of the latest 𝑀 (arbitrary parameter)

iterations, using weights obtained from the minimization of a quadratic residual. As demonstrated

by [148], this process actually corresponds to the formation of a rank-𝑀 approximation of the inverse

Jacobian of residual function 𝐹 (𝑥). There are multiple good reasons to prefer, among the quasi-

Newton methods, a low order one. Since the evaluation of 𝐹 (𝑥) is very expensive and its solution

has a precision limited by the internal solvers iterative processes, all the finite differences schemes,

like JFNK, may appear less competitive because of their lower tolerance to the numerical noise. A

more detailed analysis is available in [149]. In the works presented by [139] and [148], it is argued

that, approaching convergence, linear dependencies arise among the iterates, implying an increasing

ill-conditioning of the matrix that has to be solved to obtain the 𝑀 weights. This can be seen as

another pros for the low-order methods, since they suffer less of this ill-conditioning.

In place of the vector of unknowns 𝑥 appearing previously in the text, in the Anderson algorithm
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�̂� is used. This notation change is motivated by the willing to have an unknown vector containing

homogeneous quantities with the same order of magnitude in order to avoid a decoupling of the

algorithm. In his original paper [139], Anderson suggested to normalize the residual by “some

measure of the local “size” of the solution vector”. For the same reason, also 𝐹 is modified into

𝐹 in order to accept and return normalized quantities. The weights 𝜃𝑘
𝑗 are determined from the

minimization of the residual as defined in Eq. (2.10). This minimization constitutes a linear system

of dimension 𝑀 , hence generally trivial to solve. Adapting the formalism given by [148], Algorithm 1

is built. The intermediate variables ^̄𝑥𝑘 and ^̄𝐹
𝑘

are defined in Eqs. (2.8) and (2.9). In the algorithm

appear again 𝛼 which is the relaxation factor in analogy to the one of the damped fixed-point. In

fact, even in the original paper it is suggested not to apply the relaxation unless empirical experience

is available. Several convergence tests may be selected, for instance, the absolute or relative step size

(Δ�̂�𝑘 := �̂�𝑘+1 − �̂�𝑘), or the residual at the current iteration may be checked (𝐹 (�̂�𝑘+1)), in absolute

or relative value. Even a combination of them is allowed.

^̄𝑥𝑘 := �̂�𝑘 +
𝑀𝑘∑︁
𝑗=1

𝜃𝑘
𝑗 * (�̂�𝑘−𝑗 − �̂�𝑘) (2.8)

^̄𝐹
𝑘

:= 𝐹 (�̂�𝑘) +
𝑀𝑘∑︁
𝑗=1

𝜃𝑘
𝑗 * (𝐹 (�̂�𝑘−𝑗) − 𝐹 (�̂�𝑘)) (2.9)

𝑅𝑘 = 1
2( ^̄𝐹

𝑘

)𝑇 · ^̄𝐹
𝑘

(2.10)

Algorithm 1 Anderson acceleration.

�̂�1 = �̂�(�̂�0)
𝑘 = 1
while ‖Δ�̂�𝑘‖ > Δ𝑐𝑜𝑛𝑣 do
𝑀𝑘 = 𝑚𝑖𝑛(𝑀,𝑘)
minimize 𝑅𝑘 for 𝜃𝑘

𝑗 :∑︀𝑀𝑘

𝑗=1(𝐹 (�̂�)𝑘 − 𝐹 (�̂�)𝑘−𝑙)𝑇 · (𝐹 (�̂�)𝑘 − 𝐹 (�̂�)𝑘−𝑗)𝜃𝑘
𝑗

= (𝐹 (�̂�)𝑘 − 𝐹 (�̂�)𝑘−𝑙)𝑇 · (𝐹 (�̂�)𝑘) ∀𝑙=1,...,𝑀𝑘

�̂�𝑘+1 = ^̄𝑥𝑘 + 𝛼 * ^̄𝐹
𝑘

𝑘 = 𝑘 + 1
end while

2.2.3 Jacobian-free Newton-Krylov

The Jacobian-free Newton-Krylov method has recently become very popular in many scientific re-

search areas [150] and many innovative multiphysic coupling schemes are based on it (e.g. [151, 152,

153]). The Newton iterations, Eq. (2.12), are derived approximating 𝐹 at the first order, as in Eq.

(2.11), and searching its zero.
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𝐹 (𝑥𝑘+1) = 𝐹 (𝑥𝑘) + 𝐹 ′(𝑥𝑘) · (𝑥𝑘+1 − 𝑥𝑘) + 𝑜(‖(𝑥𝑘+1 − 𝑥𝑘‖) (2.11)

J(𝑥𝑘) · 𝛿𝑥𝑘 = −𝐹 (𝑥𝑘), 𝑥𝑘+1 = 𝑥𝑘 + 𝛿𝑥𝑘 (2.12)

Even if the Newton iterations may lead to quadratic convergence, their applicability to engi-

neering problems is severely limited by the cost of computing the Jacobian matrix. The main idea

behind JFNK is to perform Newton iterations without computing nor storing the Jacobian matrix.

This is possible combining the Newton iterations with a Krylov subspace method. Indeed, this type

of methods allows to solve the linear problem of Eq. (2.12) without ever computing the Jacobian.

The only information required by Krylov subspace methods is the repeated product of the consid-

ered matrix, which in this case is the Jacobian one, and the guess vector, which in this case is the

residual. In this way the Krylov subspace is formed as in Eq. (2.14), using the initial guess of the

residual 𝑟0 as defined in Eq. (2.13).

𝑟0 = −𝐹 (𝑥𝑘) − J(𝑥𝑘) · 𝛿𝑥𝑘 (2.13)

𝐾𝑗 = 𝑠𝑝𝑎𝑛(𝑟0, (J(𝑥𝑘) · 𝑟0), (J(𝑥𝑘) · (J(𝑥𝑘) · 𝑟0)), ..., ((J(𝑥𝑘))𝑗−1 · 𝑟0)) (2.14)

Finally, this series of products is carried out using the first order approximation of the product of

the Jacobian times a vector as in Eq. (2.15), hence avoiding any direct computation of the Jacobian

matrix.

J(𝑥) · 𝑣 ≈ [𝐹 (𝑥 + 𝜀 * 𝑣) − 𝐹 (𝑥)]/𝜀 (2.15)

The choice of the perturbation parameter (𝜀) is based on the expected level of precision on each

component of the vector. This parameter should be as low as possible in order to have a good

approximation of the Taylor expansion, whose error is proportional to 𝜀. But at the same time,

too small values have to be avoided due to the numerical noise. Various strategies to select 𝜀 are

reported in [150]. One of the most advanced technique is given in the article where the JFNK was

firstly introduced [140]. It is reported in Eq. (2.16), where 𝑏 := √
𝜀𝑟𝑒𝑙 and 𝑥_𝑠𝑖𝑧𝑒 is a user given

typical size of 𝑥. 𝜀𝑟𝑒𝑙 refers to the machine epsilon, but often it is substituted by the maximum

reachable precision in the evaluation of 𝐹 .

𝜀 = 𝑏

‖𝑣‖2
*𝑚𝑎𝑥(|𝑥𝑇 · 𝑣|,𝑥_𝑠𝑖𝑧𝑒 * |𝑣|) * 𝑠𝑖𝑔𝑛(𝑥𝑇 · 𝑣) (2.16)

Some of the best known Krylov methods used in this context are the Generalized Minimal RESid-

ual (GMRES) [154], the Bi-Conjugate Gradient STABilized (BiCGSTAB) [155] and the Transpose-
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free Quasi Minimal Residual (TFQMR) [156]. In Algorithm 2, the GMRES based JFNK is described.

Algorithm 2 Jacobian-free Newton-Krylov based on GMRES.
given 𝑥0

𝑘 = 0
while ‖𝛿𝑥𝑘‖ > Δ𝑐𝑜𝑛𝑣,𝑁 do

J(𝑥𝑘) · 𝛿𝑥𝑘 = −𝐹 (𝑥𝑘) → 𝑥𝑘+1 = 𝑥𝑘 + 𝛿𝑥𝑘

𝑗 = 0
while ‖J(𝑥𝑘) · 𝛿𝑥𝑗 + 𝐹 (𝑥𝑘)‖2 > Δ𝑐𝑜𝑛𝑣,𝐾 do

𝑟0 = −𝐹 (𝑥𝑘) − J(𝑥𝑘) · 𝛿𝑥𝑘

𝛿𝑥𝑗 = 𝛿𝑥0 +
∑︀𝑗−1

𝑖=0 𝛽𝑖 * (J(𝑥𝑘))𝑖 · 𝑟0
𝑗 = 𝑗 + 1

end while
𝑘 = 𝑘 + 1

end while

The 𝛽𝑖 coefficient are derived by the minimization of the euclidean norm of the residual over a

space of dimension much smaller than the real problem. To be coherent with the notation adopted

previously, the superscript 𝑘 corresponds to the outer iterations (the Newton ones), the subscript

𝑗 relates to the GMRES iterations. In particular, the Newton update (𝛿𝑥𝑘) is the converged 𝛿𝑥𝑗

from the GMRES iterations (the full notation would be 𝛿𝑥𝑘
𝑗=∞). It should be notice that the

superscript 𝑖 in (J(𝑥𝑘))𝑖 is the power to which the Jacobian matrix is raised. The initial guess

for the GMRES iteration, is to set 𝛿𝑥0 to zero, as this is the value that should be reached when

approaching the convergence of the Newton iterations. The convergence test of the Newton iterations

can be performed on the norm of the Newton update (‖𝛿𝑥𝑘‖), on its relative value (‖𝛿𝑥𝑘‖
‖𝑥𝑘‖ ), on the

norm of the residual (‖𝐹 (𝑥𝑘)‖), on its relative drop (‖𝐹 (𝑥𝑘)‖
‖𝐹 (𝑥0)‖ ) or in any combination of them.

Very often the simple JFNK algorithm, as presented here, is extended by a globalization method

for the Newton iterations and by the introduction of a preconditioner for the linear iterations. The

preconditioner is a key element for the global efficiency of the method, in practice it can drastically

reduce the number of GMRES iterations. In fact, it has been demonstrated that GMRES may offer

a slow convergence at the beginning of the iterative process.

2.2.4 Main Conclusions

Given the development of increasingly complex multiphysic calculation schemes, many research

groups have shown a lot of interest in the deployment of advanced numerical methods. In fact, the

numerical optimization of the global calculation scheme is crucial to increase its robustness and to

enhance its efficiency.

Three methods have been considered, the damped fixed-point iterations, the Anderson accelera-

tion and the Jacobian-free Newton-Krylov (JFNK). It has been found that the vast majority of the

best-estimate calculation schemes just relies on the damped fixed-point iterations, while the reported

high-fidelity examples often focus on the JFNK. In respect of the fixed-point algorithm, although,
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often, the damping technique accelerates and stabilizes the iterations in a very simple and effective

way, optimal values of this parameter are case dependent and difficult to determine, most of the

times they are derived empirically. The strong dependency on the relaxation factor is one of the

major problems of the fixed-point method. Moreover, part of the interest to the Anderson method

and the JFNK stems from the objective of further exploiting the results expensively obtained in the

previous iterations.

CASL has shown that, on a simplified case, the Anderson method has revealed greater robustness

and faster convergence than the damped fixed-point iterations, without adding much complexity

[141]. Even if the JFNK is attracting most of the attention, as described in [149] and [157], lower

order methods (like Anderson) might be preferable in many contexts due to their higher tolerance

to the numerical noise. Furthermore, the implementation of an efficient JFNK is complexified by

the necessity of studying its preconditioning. For these reasons, it seems particularly interesting to

apply the Anderson acceleration on a best-estimate multiphysic calculation scheme.
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Chapter 3

Available Tools

In this chapter, a brief overview is given about some of the specialised solvers available during the

PhD thesis. After that, the essential tools in support of the development of a coupling scheme

are described. Finally, examples of multiphysic coupling schemes previously realized within the

CORPUS project are reported.

3.1 Neutronic Models

Most of the codes for neutronic simulations developed at Commissariat à l’énergie atomique et

aux énergies alternatives (CEA) have been conceived, maintained and expanded at the Service d’

Études des Réacteurs et de Mathématiques Appliquées (SERMA), the department where the PhD

thesis is held. The first CEA neutron transport code is APOLLO [158]. Currently it is used in

its newer versions APOLLO2 [159, 160] and APOLLO3® [161]. APOLLO2 is a deterministic code

used for lattice calculations of thermal reactors, it has been realized also with the financial support

of EDF and Framatome. It is still deployed in various two-steps calculation schemes for industrial

applications. At CEA, it is most often combined with CRONOS2 [59] for the 3D core calculations.

APOLLO3® is a common project of CEA with Framatome and EDF and it includes both lattice

and core solvers.

The same companies have also developed the TRIPOLI-4® [102] Monte Carlo code for the trans-

port of both neutron and photons. TRIPOLI-4® is capable of performing both criticality and source

calculations. As discussed in the state of the art, this code is also involved in projects aiming at

performing multiphysic simulations [162, 64, 106]. Its capability of performing depletion calculations

has been verified against the results of APOLLO2 and the measured data of an experimental reactor

[163, 164].

Another example of neutronic two-steps calculation scheme is given by ECCO [165]/ERANOS
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[166]1. ECCO is the lattice code and ERANOS the core one, both of them are specialised on the

modelling of fast reactors.

In this section, APOLLO2 and APOLLO3® are described, as they are the neutronic codes used

in the PhD thesis.

3.1.1 APOLLO2

The most important components of APOLLO2 are the Self-Shielding (SSH) module and the flux

solvers. The SSH technique is a crucial step needed to adjust the reference many groups cross-

sections to address the SSH phenomenon. It should be noticed that this process is required for

both homogeneous and heterogeneous calculations and it is highly influenced by the temperature

of the media. The cross-sections produced through this process are commonly called self-shielded

cross-sections.

The flux solvers are based on three methods for the resolution of the transport equation. Two

of them deal with the integral form of the transport equation: the Collision Probabilities and the

Method Of Characteristics (MOC). The other one solves the integro-differential form combining

the Discrete Ordinates (SN) for the angular discretization and a nodal method for the spatial one.

The Collision Probabilities and the MOC share many similarities. Their main advantage is the

capability of using unstructured meshes to describe the exact core geometry. This is not possible

with the nodal methods and is extremely important for practical applications. For the 2D resolution,

the main difference among them stems from the treatment of the angular variable. The Collision

Probabilities uses special functions for the integration of the dependency on the polar angle, while

the MOC relies on a SN based numerical integration [31], page 84. Even if these special functions

allow to very accurately integrate over the polar angle, the Collision Probabilities method is strictly

valid only in case of isotropic scattering, while the MOC is capable of treating an arbitrary order

of anisotropy. Although transport corrections are available, they imply an overall approximation

which is difficult to control. For this reason and more practical ones, the MOC is the main flux

solver of APOLLO2 [160]. In this sub-section, a brief description of the Self-Shielding Technique,

the Discrete Ordinates and the MOC is given.

Self-Shielding Technique

The following description has been realized mainly thanks to [167]. Both APOLLO2 and 3 include

a Self-Shielding module based on the Livolant-Jeanpierre model [168]. This model is based on the

slowing-down equation for an infinite and homogeneous mixture reported in Eq. 3.1. It should be

noticed that under the approximation of infinite and homogeneous mixture the angular dependency
1These codes have been developed and are maintained and expanded by Service de Physique des Réacteurs et du

Cycle (SPRC).
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is completely removed.

[Σ𝑎𝑏𝑠(𝐸) + Σ𝑚𝑜𝑑(𝐸)]𝜓(𝐸) = 𝑅𝑎𝑏𝑠𝜓(𝐸) +𝑅𝑚𝑜𝑑𝜓(𝐸) (3.1)

In Eq. 3.1, the homogeneous medium is decomposed in moderating and absorbing materials.

The cross-sections are identified by their superscripts, while the slowing-down operators by their

subscripts: 𝑅𝑖 =
∫︀ 𝐸/𝛼𝑖

𝐸
𝑑𝐸′Σ𝑖

𝑠(𝐸′ → 𝐸)𝜓(𝐸′). The essence of the Livolant-Jeanpierre model is the

factorization of the flux (𝜓 = Φ*𝜑), which is represented as the product of a slowly varying function

(Φ) representing the macroscopic slowing-down of the neutrons and another one (𝜑), whose value

is one outside the resonances, while it quickly decreases approaching the peaks in order to capture

the local behaviour. The first term is called asymptotic flux and it is defined as the solution of

the slowing-down equation inside the moderator. The second one is referred to as the self-shielded

factor or the fine-structure flux and is obtained through the fine-structure equation. This equation is

reached in few steps. The first one is substituting the definition of Φ (Σ𝑚𝑜𝑑(𝐸)Φ(𝐸) = 𝑅𝑚𝑜𝑑𝜓(𝐸)) in

Eq. 3.1. The second step derives from the hypothesis that the asymptotic flux varies slowly enough

to be considered constant in the slowing-down operator of the absorbing medium in the resonance

interval (𝑅𝑎𝑏𝑠Φ(𝐸)𝜑(𝐸) ∼= Φ(𝐸)𝑅𝑎𝑏𝑠𝜑(𝐸)). Finally, dividing all the terms for the number density

of the absorbing material the Eq. (3.2) is obtained. Where 𝑟𝑎𝑏𝑠𝜑 = 𝑅𝑎𝑏𝑠𝜑
𝑁𝑎𝑏𝑠

=
∫︀ 𝐸/𝛼𝑖

𝐸
𝑑𝐸′𝜎𝑖

𝑠(𝐸′ →

𝐸)𝜑(𝐸′) is the new slowing-down operator and 𝜎𝑑 = Σ𝑚𝑜𝑑
𝑠

𝑁𝑎𝑏𝑠
is the dilution cross section. This equation

can be obtained

(𝜎𝑎𝑏𝑠 + 𝜎𝑑)𝜑 = 𝑟𝑎𝑏𝑠𝜑+ 𝜎𝑑 (3.2)

The fine-structure equation could be solved numerically for each resonance of each isotope and

tabulated as a function of the dilution cross-section and temperature once and for all.

Having this model in mind, the heterogeneous flux needed to compute the self-shielded hetero-

geneous cross-sections is obtained through a double equivalence process for space and energy. The

space equivalence is done using pre-tabulated reference reaction rates for the infinite and homo-

geneous media and solving the heterogeneous version of the fine-structure equation. To solve this

equation the Collision Probability is often the preferred method. Once the heterogeneous reaction

rates are found, the multi-group fine-structure equation is iteratively solved to find the self-shielded

cross-sections that preserve the reaction rates.

A particularly valuable aspect of the SSH module of APOLLO2 and 3 is the capability to

simultaneously perform the SSH calculation for an ensemble of resonant isotopes (called the resonant

mixture) [169]. The possibility to address the overlapping of the resonance of the different values

has shown to strongly contribute to the accuracy of the simulations [31], page 65 to 72.
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Discrete Ordinates

The Discrete Ordinates (SN) method deals only with the angular discretization, the main idea is to

transform an integro-differential equation into a set of differential ones by substituting the integral

term with a quadrature formula. Such a formula, in the case of 3D angular integration, assumes

the form reported in Eq. (3.3), 𝑓 being a generic function depending on the direction Ω and 𝑤𝑛

the weight associated to each direction Ω𝑛. Many valid choices for the set of directions and their

weights are present in literature, for instance in APOLLO2 the product and the level-symmetric

angular quadrature formulas are deployed [45, 170].

∫︁
4𝜋

𝑑2Ω𝑓(Ω) =
𝑁∑︁

𝑛=1
𝑤𝑛𝑓(Ω𝑛) (3.3)

The accuracy of the method is affected by the choice and the number of the directions. In the

acronym SN, the index 𝑁 represents the order of the method. This parameter is not strictly equal

to the number of the directions (appearing as 𝑁 in Eq. (3.3)). However, the more it increases,

depending on the considered quadrature formula, the higher is the number of associated directions.

In case of strongly anisotropic sources or little diffusive media, the set of directions might not be

sufficient to capture phenomena happening on small angular portions and eventually lead to nearly

zero fluxes, the so called ray effect.

Method Of Characteristics

This description is mostly based on [31], pages 82 to 86. The Method Of Characteristics (MOC)

is one of the most widespread technique for industrial calculations. The reason for such a wide

utilization relies on its capacity of treating complex geometry, arbitrarily high scattering anisotropy

orders and general boundary conditions with a high level of accuracy. A part of its advantage

over other methods stems from the possibility to effectively use unstructured meshes. This type of

mesh is particularly needed for the typical reactor geometries in order to accurately model it with a

relatively low number of meshes.

In principle, the MOC could be used for any hyperbolic partial differential equation, but it is

typically applied to the first order ones. Its name derives from the resolution of a partial differential

equation over the characteristic curves, on which the problem can be expressed as an ordinary

differential equation. This is particularly simple to visualize for the neutron transport, in fact in

this case, the characteristic curves are just straight lines parallel to the considered neutron velocity.

This is due to the fact that before a collision, the neutrons are supposed to travel in straight lines,

as opposed, for instance, to the charged particles that continuously interact with the medium.

In APOLLO2 the MOC is essentially used for 2D (radial) flux calculations, while in APOLLO3®,

even if 2D calculations are still central, the extension to 3D ones is under development [171]. The
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following brief description is pertinent for 2D calculations assuming constant cross-sections and

source in each region.

Considering the neutron transport equation, as introduced in Eq. (1.2), it is possible to derive

the steady-state and multi-group equivalent. Within a given group this equation can be expressed

as in Eq. (3.4), where the group index is dropped to simplify the notation.

Ω∇𝜓(𝑟,Ω) + Σ(𝑟)𝜓(𝑟,Ω) = 𝑄(𝑟,Ω) (3.4)

In this optic, the neutron position can be expressed as 𝑟 = 𝑠*Ω+𝑠⊥*Ω⊥, where Ω is the neutron

direction, Ω⊥ is the perpendicular direction and 𝑠𝑖 are the modules of the components as projected

on these two directions. By applying this change of notation into Eq. (3.4) and considering the

equation over a line defined by a constant 𝑠⊥ and constant direction Ω (i.e. a characteristic line), it

is possible to obtain Eq. (3.5). From this equation, it is clear that over this line the phase-space is

reduced to 𝑠, hence, the problem becomes an ordinary differential equation.

𝑑𝜓(𝑠⊥,𝑘 * Ω⊥ + 𝑠 * Ω,Ω)
𝑑𝑠

+Σ(𝑠⊥,𝑘*Ω⊥+𝑠*Ω)𝜓(𝑠⊥,𝑘*Ω⊥+𝑠*Ω,Ω) = 𝑄(𝑠⊥,𝑘*Ω⊥+𝑠*Ω,Ω) (3.5)

Basing on this equation, it is possible to derive the transmission and the balance equations. The

transmission equation describes the relation between the flux entering in a portion of the domain

(𝐷𝑖) and the flux exiting 𝐷𝑖 through a characteristic line. The balance equation, instead, provides

insight of the averaged value of the flux over the piece of characteristic line contained in 𝐷𝑖, while

guaranteeing the conservation of the exact number of neutrons.

In order to reconstruct the 2D-averaged flux, it is needed to integrate orthogonally to Ω (i.e. over

Ω⊥). In this way, the contributions of the 1D-averaged value corresponding to a set of characteristic

lines is gathered in each volume 𝑉𝑖 corresponding to the previously mentioned region 𝐷𝑖.

3.1.2 APOLLO3®

APOLLO3® is a multi-purpose deterministic neutronic code capable of performing both lattice

and core calculations and applicable for both thermal and fast reactors. The core of the code is

mainly written in C++ and FORTRAN 90 with the aim of enhancing the flexibility of the software

architecture and of reaching high computation performances.

The Self-Shielding module for thermal reactors derives from the one of APOLLO2. One of

the main extensions that have been implemented deals with the capability to account for the up-

scattering phenomenon [172]. The flux solvers for lattice or direct calculations are based on the

Collision Probabilities, short and long Method Of Characteristics, respectively IDT [173, 174] and

TDT [175, 176]. These solvers are the result of the incorporation and the extension of the corre-
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sponding solvers of APOLLO2. In APOLLO3®, both IDT and TDT have been further developed to

perform also 3D calculations [173, 177, 178, 171].

APOLLO3® provides an equivalence module for the SuPer-Homogenization (SPH) technique

[179]. This module can be seen as an intermediate step between lattice and core calculations, which

mainly aims at improving the capacity of a specific core model to reproduce the reference results set

by the lattice solver during the production of homogenized cross-sections.

Two core solvers for the computation of thermal reactors are available in APOLLO3®: MINOS

[180] and MINARET [181, 182]. Both of them offer the possibility of performing steady-state,

kinetics or perturbation calculations. Within MINOS, which is the descendant of CRONOS2, the

flux may be computed under the diffusion approximation or by using the Simplified-PN (SPN)

method. With respect to the spatial discretization, the Raviart-Thomas-Nédélec finite elements

[183, 184, 185] are used, which belong to the class of the mixed dual finite elements. MINOS is

applicable on both cartesian and hexagonal 3D geometries. In respect of MINARET, this solver

computes the flux using the Simplified-PN (SPN) and Discrete Ordinates (SN) methods. Both 2D

and 3D calculations are possible respectively with unstructured and semi-unstructured (cylindrical)

meshes. The spatial discretization relies on the discontinuous Galerkin finite element method. For

the SN computations, parallelism is obtained using Message Passing Interface (MPI) to distribute

the SN directions over the available processors. Finally, the simulations are accelerated using the

Diffusion Synthetic Acceleration (DSA) [186] adjusted according to [187].

As the main concepts underlying the SN method have been described in the the previous sub-

section, here, the focus is given to the SPH equivalence technique, the diffusion approximation and

the SPN method.

SuPer-Homogenization Equivalence Technique

The SuPer-Homogenization (SPH) deals with the research of a set of factors that applied to the

homogenized cross-sections make the core solver reproduce the average reaction rates obtained in

the lattice calculations. By reaction rates, it is meant the homogenized ones, hence defined over

macro-regions (for instance pin-cell or quarter of assembly) and for few energy groups. This sort

of calibration is performed under the same simplified boundary condition used during the homog-

enization phase. These factors are called SPH factors or Equivalence Coefficients (ECs), in Eq.

(3.6) they appear as 𝜇𝑚,𝑔,𝑠, where 𝑚 is the macro-region index, 𝑔 is the energy group and 𝑠 is

the state-point defined by the combination of assembly parameters (for instance fuel temperature,

moderator density, burnup and boron concentration). The term Σ𝑙𝑎𝑡𝑡𝑖𝑐𝑒
𝑚,𝑔,𝑠 represents the homogenized

cross-sections as produced by the lattice solver, prior to the application of the ECs, while, Σ𝑐𝑜𝑟𝑒
𝑚,𝑔,𝑠

is the unknown of the problem as it depends on 𝜇𝑚,𝑔,𝑠. It should be noticed that the EC is only

applied to the total cross-section, no difference is made for the reaction types.
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Σ𝑐𝑜𝑟𝑒
𝑚,𝑔,𝑠 = Σ𝑙𝑎𝑡𝑡𝑖𝑐𝑒

𝑚,𝑔,𝑠 * 𝜇𝑚,𝑔,𝑠 (3.6)

The reaction rate balance is defined in Eq. (3.7).

Σ𝑐𝑜𝑟𝑒
𝑚,𝑔,𝑠 * 𝜑𝑐𝑜𝑟𝑒

𝑚,𝑔,𝑠 = Σ𝑙𝑎𝑡𝑡𝑖𝑐𝑒
𝑚,𝑔,𝑠 * 𝜑𝑙𝑎𝑡𝑡𝑖𝑐𝑒

𝑚,𝑔,𝑠 (3.7)

Manipulating this equation it is possible to form Eq. (3.8), which underlines the non-linearity of

the problem.

𝜇𝑚,𝑔,𝑠 =
𝜑𝑙𝑎𝑡𝑡𝑖𝑐𝑒

𝑚,𝑔,𝑠

𝜑𝑐𝑜𝑟𝑒
𝑚,𝑔,𝑠(𝜇𝑚,𝑔,𝑠) (3.8)

Furthermore, this problem does not impose any constraint on the norm of the solution. For a

given solution field of ECs, any multiplication by a constant would lead to another valid solution,

as at convergence it cancels out as shown in Eq. (3.9).

Σ𝑐𝑜𝑟𝑒
𝑚,𝑔,𝑠 * 𝜑𝑐𝑜𝑟𝑒

𝑚,𝑔,𝑠 = Σ𝑙𝑎𝑡𝑡𝑖𝑐𝑒
𝑚,𝑔,𝑠 * 𝜇𝑚,𝑔,𝑠 * 𝜑𝑙𝑎𝑡𝑡𝑖𝑐𝑒

𝑚,𝑔,𝑠 * 1
𝜇𝑚,𝑔,𝑠

= Σ𝑙𝑎𝑡𝑡𝑖𝑐𝑒
𝑚,𝑔,𝑠 * 𝜑𝑙𝑎𝑡𝑡𝑖𝑐𝑒

𝑚,𝑔,𝑠 (3.9)

For this reason several normalization techniques have been developed. In APOLLO3®, the flux-

volume [188] and the Selengut [189] ones are available. The flux-volume simply consists of normal-

izing the factors to the assembly volume integrated flux as computed by the lattice solver. The

Selengut one is more advanced, but requires also informations about the neutron currents. Unfor-

tunately, in APOLLO3®, the Selengut normalization is not available for pin-by-pin homogenization.

In APOLLO3®, the SPH problem with flux-volume normalization is solved using the fixed-point

iterations as presented in Algorithm 3. Where, 𝑞(Σ, 𝜑) is the function that computes 𝑄, the neutron

source as defined in the neutron transport equation, and 𝑓(𝑄) is the function that computes the flux

associated to the neutron source according to the specific core solver. It should be noticed that this

process could be carried out independently for each state-point (𝑠). 𝜑𝑠𝑜𝑙𝑣𝑖
𝑔,𝑠 represents the neutron

scalar flux integrated over all the 𝑚 macro-regions of the assembly. Σ𝑐𝑜𝑟𝑒,𝑘+1
𝑠 and 𝜑𝑐𝑜𝑟𝑒,𝑘

𝑠 correspond

to the entire fields for that state-point (including all the regions and energy groups).

Diffusion Approximation

The diffusion equation can be derived from any of the following hypotheses: the angular flux is

linearly dependent on the angle, the scalar flux is linearly dependent on the space variable or con-

sidering the absorption term much smaller than the leakage one and the latter much smaller than

the scattering one. All these hypothesis bring to the same result, all of them in fact imply the same

thing, the prevailing scattering term makes smoother the dependency of the angular flux on the

angle and space variables. The coarser the spatial and energy meshes are, the higher the average
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Algorithm 3 Fixed-point resolution of the SPH equivalence problem.
for Every state-point 𝑠 do
𝜇0 = 1
while ∀𝑚, 𝑔 : |𝜇

𝑘+1
𝑚,𝑔,𝑠−𝜇𝑘

𝑚,𝑔,𝑠|
𝜇𝑘

𝑚,𝑔,𝑠
< 𝜖 do

∀𝑚, 𝑔 : Σ𝑐𝑜𝑟𝑒,𝑘+1
𝑚,𝑔,𝑠 = Σ𝑐𝑜𝑟𝑒,𝑘

𝑚,𝑔,𝑠 * 𝜇𝑘
𝑚,𝑔,𝑠

𝑄𝑘+1 = 𝑞(Σ𝑐𝑜𝑟𝑒,𝑘+1
𝑠 , 𝜑𝑐𝑜𝑟𝑒,𝑘

𝑠 )
𝜑𝑐𝑜𝑟𝑒,𝑘+1

𝑠 = 𝑓(𝑄𝑘+1)
∀𝑚, 𝑔 : 𝜇𝑘+1

𝑚,𝑔,𝑠 = 𝜑𝑙𝑎𝑡𝑡𝑖𝑐𝑒
𝑚,𝑔,𝑠

𝜑𝑐𝑜𝑟𝑒,𝑘+1
𝑚,𝑔,𝑠

∀𝑚, 𝑔 : 𝜇𝑘+1
𝑚,𝑔,𝑠 = 𝜇𝑘+1

𝑚,𝑔,𝑠 * 𝜑𝑐𝑜𝑟𝑒
𝑔,𝑠

𝜑𝑙𝑎𝑡𝑡𝑖𝑐𝑒
𝑔,𝑠

𝑘 = 𝑘 + 1
end while

end for

number of scattering collisions the neutrons undergo within a given mesh. Hence, the fundamental

hypotheses are generally easier to be fulfilled in case of coarse homogenization. This is one of the

reasons that have contributed to make the diffusion approximation so popular in industrial calcula-

tion. Other reasons may be found in the fact that it generally brings to extremely low computing

time and memory footprint and because that, from the mathematical point of view, it is a robust

approximation. Nevertheless, for the same observations, it is clear that the accuracy of this ap-

proach is degraded in case of highly absorbing media (for instance control rods or burnable poisons),

heterogeneous systems (different assembly types), close to the boundary layers or to strong localized

neutron sources.

Integrating every term over Ω under the hypothesis of linear dependency of the angular flux on

this variable, it is possible to obtain the Fick’s law for neutrons. This law associates the neutron

current (definition recalled in Eq. (3.10)) to the scalar flux; it is reported in Eq. (3.11).

𝐽(𝑟, 𝐸, 𝑡) :=
∫︁

4𝜋

𝑑2Ω Ω𝜓(𝑟, 𝐸,Ω, 𝑡) (3.10)

𝐽(𝑟, 𝐸, 𝑡) ≈ −𝐷∇𝜑(𝑟, 𝐸, 𝑡) (3.11)

Integrating the transport equation (given in Eq. (1.2)) over Ω and substituting the current with

the diffusion term of the fix law it is possible to obtain the diffusion equation, available in Eq. (3.12).

1/𝑉𝑛
𝜕𝜑(𝑟, 𝐸, 𝑡)

𝜕𝑡
− ∇ ·𝐷∇𝜑(𝑟, 𝐸, 𝑡) + Σ(𝑟, 𝐸, 𝑡)𝜑(𝑟, 𝐸, 𝑡) = 𝑄(𝑟, 𝐸, 𝑡) (3.12)

The diffusion equation allows to reduce the problem’s dimension by removing the angular variable

and from the numerical point of view is much simpler to treat. As mentioned in the introduction,

in MINOS the diffusion equation is solved with the Raviart-Thomas-Nédélec finite elements.
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Simplified-PN

As anticipated by the name, this method is a simplified version of the Spherical Harmonics (PN).

The PN-method is based on the decomposition of the angular flux in a series of orthogonal functions

called, spherical harmonics. This method has been deployed in many fields of physics, as for instance

for the modelling of electron orbitals and for the gravitational field. A generic definition of the

spherical harmonics is given in Eq. (3.13). Where 𝑌 𝑙
𝑚(Ω) are the real spherical harmonics satisfying

the Laplace equation and 𝜙𝑙
𝑚(𝑟) are the coefficients that become the unknowns of the equation.

𝜓(𝑟,Ω) =
∞∑︁

𝑚=0

+𝑚∑︁
𝑙=−𝑚

𝜙𝑙
𝑚(𝑟)𝑌 𝑙

𝑚(Ω) (3.13)

As for the SN, this method does not introduce any approximation but the truncation to a finite

order 𝑁 . While the Spherical Harmonics method does not suffer of the ray effect, it is rather complex

and computationally expensive to use this decomposition for the 3D resolution. For this reason such

a method is hardly ever used in industrial calculation schemes. In APOLLO3®, one solver using the

PN-method has been implemented especially for the simulations of SFRs: PASTIS [161, 190].

As reported in [31], pages 74 and 75, the Simplified-PN were firstly introduced by E. M. Gel-

bard [191]. His aim was to generalise and improve the diffusion operator. His main intuition was

that, locally, the transport solution could be simplified assuming an infinite plane geometry, hence,

requiring only the 1D Spherical Harmonics. At that time, the required computing power was still

prohibitive and the justification of this approach was mainly based on empirical results. For these

reasons, this method became popular only after that several theoretical justifications were pub-

lished [192, 193, 194] demonstrating its asymptotic validity. Two variants of the SPN-method are

implemented in APOLLO3®, one in MINOS [180] and the other in MINARET [195].

3.2 Thermal-Hydraulic Models

As stated in the introduction, the thermal-hydraulic codes may be classified by their targeted mod-

elling scale and if they focus on the reactor core only or they model also other reactor components

(thermal-hydraulic system codes). System codes are typically needed to model transient scenarios

like Loss Of Coolant Accidents, for this purpose, CEA has developed CATHARE3 [196] together

with EDF and with the financial support of Framatome and IRSN. This code enjoys a wide range

of applications ranging from various reactor types (with all sort of coolant: water, sodium, helium

and others) to rocket cryogenic engines [91].

Several simplified thermal-hydraulic models have been integrated in CEA neutronic codes. The

most recent one is THEDI [197] (THErmohydraulique DIphasique, which in English translates to

diphasic thermal-hydraulics), which is implemented in APOLLO3®. Contrary to most of the sim-
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plified codes, it offers also the possibility to perform system calculations, but it is limited to a 1D

resolution. For the 3D subchannel modelling, CEA has created FLICA4. For even more refined

modelling scales, CEA relies on the TrioCFD [198], which became open-source in 2015. This section

focuses on FLICA4 and THEDI.

3.2.1 FLICA4

FLICA4 [90, 199] is based on a 3D, biphasic flow code allowing to perform subchannel simulations.

The adopted spatial discretization method is based on the finite volumes. The two phases are dealt

with a single field model using the mixture mass (Eq. (3.15)), momentum (Eq. (3.16)) and balance

conservation (Eq. (3.17)) equations together with the steam mass balance (Eq. (3.18)). In these

equations, variables with no index refer to the mixture field and they are obtained following Eq.

(3.14), where 𝜒 is a generic variable.

𝜒 = (
∑︁

𝑘=𝑙,𝑣

𝛼𝑘𝜌𝑘𝜒𝑘)/𝜌 (3.14)

The index 𝑘 represents the phase index (𝑙 for the liquid water and 𝑣 for the steam). 𝛼𝑣 is the void

fraction, the volume fraction of the vapour phase within the mixture (𝛼𝑙 +𝛼𝑣 = 1). With respect to

the equations presented in the introduction, the other new variables are ¯̄Π the viscous stress tensor,

𝜏 the wall drag force, 𝑞 heat flux accounting for molecular and turbulent conductivity, 𝐸 is the total

energy (kinetic plus internal energy), 𝑀𝑣 is the steam mass diffusion term accounting for mixture

turbulence and Γ represents the mass exchanges between phases. This last term is modelled as the

sum of Γ𝑤, which is the steam generation on the wall (cladding outer surface) and Γ𝑙,𝑣, which is the

evaporation/condensation rate in the bulk of the mixture.

𝜕

𝜕𝑡
(𝜌) + ∇ · (𝜌𝑢) = 0 (3.15)

𝜕

𝜕𝑡
(𝜌𝑢) + ∇ · (

∑︁
𝑘=𝑙,𝑣

𝜌𝑘𝛼𝑘𝑢𝑘 ⊗ 𝑢𝑘 + 𝛼𝑘
¯̄Π𝑘) = 𝜌𝑔 + 𝜏 (3.16)

𝜕

𝜕𝑡
(𝜌𝐸) + ∇ · (

∑︁
𝑘=𝑙,𝑣

(𝜌𝑘𝛼𝑘𝑢𝑘𝐸𝑘 + 𝛼𝑘
¯̄Π𝑘 · 𝑢𝑘) − 𝑞) = 𝜌𝑢 · 𝑔 + 𝑞′′′ (3.17)

𝜕

𝜕𝑡
(𝜌𝑣𝛼𝑣) + ∇ · (𝛼𝑣𝜌𝑣𝑢𝑣 + 𝛼𝑣𝑀𝑣) = Γ (3.18)

Both the Zuber and Findlay [200] (1965) and the Ishii [201] (1977) drift-flux models can be

used to estimate the relative velocity between phases. These models can be seen as semi-empirical

closure laws used to replace a multi-field treatment. Nevertheless, these relations have shown to
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simplify the problem while being very accurate when the motions of the two phases are strongly

coupled. The generic form of this closure equation is given in Eq. (3.19). In this equation, 𝐽 is the

volumetric velocity defined by 𝐽 = 𝛼𝑣 * 𝑢𝑣 + 𝛼𝑙 * 𝑢𝑙. 𝐶0 is the drift flux distribution parameter,

which accounts for the local velocity distribution before the averaging process and its computation

is based on correlations. 𝑢𝑣,𝑙𝑖𝑚 is also given by semi-empirical correlations, its physical meaning

corresponds to the speed the steam would have in case of static bulk.

𝑢𝑣 = 𝐶0𝐽 + 𝑢𝑣,𝑙𝑖𝑚 (3.19)

FLICA4 is also able to perform 1D radial heat conduction in the fuel. For transients calculation,

given the interdependencies among the wall heat flux and wall temperature, these variables are

solved implicitly.

3.2.2 THEDI

THEDI has been conceived as C++ dynamic library in order to enhance its flexibility and facilitate

its integration in neutronic codes. Even if it could be considered as a simplified thermal-hydraulic

code, it enjoys a wide range of applications as it is capable of biphasic flow modelling of steady-state

and transients and it allows to perform system thermal-hydraulic simulations. Indeed, it treats the

combination of multiple reactor components modelled as channels connected to each other, either

in series or in parallel. The fundamental physical model is based on four equations, similar to the

ones presented for FLICA4. One small difference is in the energy balance, which does not treat the

conservation of the total energy but only of the internal one. This does not constitute any physical

approximation, it is just a reformulation of the same system of equations. The correlations used

to close the systems are also mainly derived from the ones used in FLICA4, the drift-flux model is

chosen also in this case.

The main simplification of this code is the 1D (axial) thermal-hydraulic modelling. This assump-

tion is found to be very accurate when assuming typical radial meshes as big as one fuel assembly

or a quarter of it. On the other hand, at the subchannel scale, the radial heat gradient generally

necessitates a 3D modelling. In fact, the radial motion of the water and the heat transfer among

channels can effectively improve the heat removal. This is especially true, when considering that

the heat source for a given channel may significantly differ from the heat generated in the adjacent

one. Like in the case of guide tubes or fuel rods with burnable poison next to fresh fuel. The 1D

treatment is also crucial for parallel computing, as parallel channels may be effectively distributed

over different processors.

THEDI also computes the heat conduction in the solid, which in this case may be the fuel or

another reactor component, like a heat exchanger. Due to these different applications, the solid

65



object may be coupled to other channels dealing with different fluids and flow directions.

3.3 Isotopic Evolution Model

The isotopic evolution codes produced at the CEA are mainly two, DARWIN-2 [202] and its successor

MENDEL [203]. In this section, a description of the latter is given as it is the current depletion

solver for APOLLO3® and TRIPOLI-4®.

3.3.1 MENDEL

The main goal of this code is to compute the time-evolution of a set of interest isotopes. Generally, it

is used to follow the fuel isotopic concentrations, along the entire fuel cycle, both inside and outside

the reactor. Other quantities related to the radioactive decay may be computed as the mass content

of each isotope, the residual power, the energy spectrum of emitted radiations, the neutron source

and the radiotoxicity. The main targeted isotopes are heavy nuclei, fission products, activation

products. Outside commercial nuclear fission reactors, another important application is represented

by the accelerators, in particular to track spallation products, but it targets also fusion reactors and

nuclear medicine.

As described in the introduction, the isotopic depletion is modelled by the Bateman equations.

In MENDEL, these equations are solved using Runge-Kutta time step method.

3.4 Fuel Performance Models

The main CEA fuel performance code for PWRs is ALCYONE [204] and it has been developed

in cooperation with Framatome and EDF. Its thermal-mechanic module is directly derived by the

CEA code CAST3M [205, 206]. In particular ALCYONE has been integrated in the PLEIADES

[207, 208] platform for fuel performance codes. This integration aims at exploiting synergies among

the integrated solvers and at sharing a set of pre and post-processing tools, as well as a database

containing the physical properties, experimental results and validation tests.

In this section, a simplified modelling for the gap heat transfer coefficient along irradiation is

also briefly described. This model has been realized during an internship held at CEA-SERMA

under the direction of Dr. K. Ammar and Ing. N.-G. Castaing.

3.4.1 ALCYONE

ALCYONE is able to model the fuel behaviour under normal operating conditions, power ramps

and accidental scenarios (RIA and LOCA). Like in most of the fuel performance codes, ALCYONE

treats each fuel rod separately, as its simplified models do not account for the environment. In
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other words, the thermal hydraulic channel is considered isolated from the rest of the core and the

neutronics simplified models are derived by full reflection boundary conditions. For this reason, many

multiphysic coupling schemes have been realized to asses the interest of integrating the environment

effect on the fuel behaviour. In the typical fuel performance modelling of ALCYONE, the fuel rod

is divided in about 30 axial slices, which interact with each other mainly through global quantities

like the pressure in the fuel-cladding gap. An exemplification of the multi-1D modelling is given in

Fig. 3-1.

Figure 3-1: Typical discretization used in ALCYONE simulations of fuel performance under normal
operating conditions. A typical PWR fuel rod is constituted of about 200 fuel pellets, while in this
meshing the fuel rod is divided in around 30 axial slices. In the multi-1D modelling, each slice is
only radially discretized in about 40 volumes.

As introduced in sub-section 1.1.2, the fuel performance is a multiphysic problem in itself. For

this reason the resolution scheme of the global problem may become rather complex. In ALCYONE,

for each time step, a three-level nested fixed-point iteration scheme is solved. The outermost loop

deals with the computation of variables for the entire fuel rod, while, in the intermediate one, the

convergence is researched for each axial slice. The innermost loop deals with most of the multiphysic

problem, as the treated physics are particularly strongly coupled to each other. A simplified version

of the iteration scheme is reported in Fig. 3-2, the convergence is tested at each iteration of the

multiphysic and the rod integral loops.

It should be noticed that the neutronics is outside the multiphysic iteration loop because the

considered simplified model uses one group cross-sections only tabulated in burnup. This is due

to the fact that the temperature dependency is not directly addressed by this simplified model.

However, it has been found that the exact radial sub-pin shape of the neutron flux may not have a

strong impact on the other physics [110, 111].
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Figure 3-2: Simplified iteration loop used in ALCYONE. For each time step, a three level nested
fixed-point iteration scheme has to be solved. Convergence criteria have to be met for both the
multiphysic and the rod integral loops.

3.4.2 Simplified Gap Heat Transfer Coefficient Model

Referring to what has been introduced in sub-section 1.1.2, the gap thickness strongly affects the heat

conduction in the fuel rods. Since fuel performance simulations of many fuel rods generally require

a lot of computing power, simplified models approximating the evolution of the gap heat transfer

coefficient are becoming more and more frequent (e.g. [115]). In particular in [209], a methodology

to calibrate a simplified model for the Rod Ejection Accident (REA) and to quantify its uncertainty

is presented. This is especially true for complex multiphysic schemes aiming at computing variables

at the pin-cell scale, as they require a higher number of fuel rods to be modelled and they benefit

more from an increase in accuracy on the local temperature field.

The specific model produced in the context of this internship deals with the calibration of an

analytical function that approximates a database of fuel irradiation scenarios under a set of different

operating conditions, which has been produced with ALCYONE. From experimental data and from

FRAPCON simulations [10], pages 7 and 8, it has been observed that the gap heat transfer coefficient

exhibit an abrupt variation at the moment of contact between fuel and cladding. For this reason, in

this simplified model, two separate calibrations are effectuated: one for the burnup interval before

the beginning of the contact and the one after this moment. The variables used for the calibration

refer to average quantities of the considered slice: burnup, linear power and water bulk temperature.
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This model implicitly neglects the dependency on the irradiation history: whether the burnup value

has been reached with a high power level for long time or the opposite, whether the power has been

constant or many or significant variations occurred. Moreover, integral quantities like the pressure

inside the cladding are also not included in the calibration procedure. However, this model has

shown good agreement with the database and has demonstrated the importance of passing from a

constant value to more accurate models. The structure of this analytical representation of the gap

heat transfer coefficient is given in Eq. (3.20), where 𝑝𝑖 is the vector of calibrated parameter for that

burnup interval and 𝐵𝑈𝑐𝑙𝑜𝑠𝑢𝑟𝑒 is an estimated burnup at which the fuel-cladding contact starts.

⎧⎪⎨⎪⎩𝐻 = ℎ(𝐵𝑈, 𝑞′, 𝑇𝑏𝑢𝑙𝑘,𝑝1) 𝑖𝑓𝐵𝑈 < 𝐵𝑈𝑐𝑙𝑜𝑠𝑢𝑟𝑒

𝐻 = ℎ(𝐵𝑈, 𝑞′, 𝑇𝑏𝑢𝑙𝑘,𝑝2) 𝑒𝑙𝑠𝑒

(3.20)

3.5 Coupling Tools

This section is about the informatic tools that have been created to facilitate the realization of

multiphysic coupling schemes. For what concerns CEA, a central role is played by the SALOME

platform [62], which has been jointly developed by CEA, EDF and Open Cascade. SALOME

platform is a generic tool for a wide list of applications, which is particularly useful when commu-

nications among solvers and manipulation of large fields of data are required. With respect to the

multiphysic coupling scheme for the reactor core simulations using specialised solvers, more specific

projects have been carried out at CEA. The most recent one is CORPUS [210], the successor of

HEMERA[211, 212]. In this section, SALOME and CORPUS are shortly outlined.

3.5.1 SALOME Coupling Platform

One of the most important functions of SALOME is to offer a standardised solution for field repre-

sentation. This apparently simple task hides many complexities and plays an essential role in the

development of a multiphysic coupling scheme. Since each solver involved in a coupling scheme rep-

resents variables from its own perspective and in its own programming language, SALOME gives one

standard definition of field that has to be respected by every solver interface. This constraint helps

to increase the modularity and the generality of the coupling schemes. The fields are represented

under the MED format, a specification of the HDF5 format [63]. The MED library is written in C

and C++, while its Application Programming Interface is available in C, FORTRAN and Python.

Conforming to this standard means to access to a long list of tools for the field manipulation

that simplifies and makes more efficient the calculation scheme in all of its phases. For instance,

for the pre-processing, the mesh creation is optionally helped by a Computer-Aided Design (CAD)

interface. Inside the calculation scheme, several modules contribute to efficiently and easily perform
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data manipulation and field interpolations. Moreover, even if the MED format does not require file

creations, as it allows direct data exchanges in memory, it also provides efficient solutions for perma-

nent data storage. In respect of the post-processing, many tools are provided for the visualization

and elaboration of the results, which may be crucial in case of complex variables. Finally, several

modules are available to foster the statistical data analysis and the evaluation of uncertainties.

3.5.2 CORPUS

CORPUS has been developed with the aim of creating and maintaining a set of multiphysic cal-

culation schemes. A broad range of scenarios is treated and the simulations are generally realized

through the combination of existing specialised codes. Each of this code has to be initially inte-

grated in the CORPUS platform as a component. This process is based on the Interface for Code

Coupling (ICoCo). Basically, all the codes are supervised under the format of shared library, which

has been previously created by the compiling of the given solver wrapped within the standardized

ICoCo interface. This process is mainly required to supervise solvers eventually written in different

programming languages and to make uniform the solvers interfaces.

Some of the coupling schemes realized within this framework are reported in the next section.

3.6 Pre-Existing Coupling Schemes

Specifically at SERMA department, several coupling schemes for the multiphysic modelling of

PWRs have been carried out within the CORPUS project. During the PhD thesis of A. Targa

[7], coupled simulations of the Rod Ejection Accident (REA) have been realized. In [210], this

accident scenario is modelled with a coupling scheme based on APOLLO3® for performing two-

groups diffusion calculations and ALCYONE for the fuel performance. For the thermal-hydraulics,

ALCYONE’s simplified module is used. The diffusion solver is used with a quarter of assembly radial

discretization and one equivalent fuel rod is modelled for each of these radial meshes. The results

found for a 3x3 mini-core plus reflector are satisfactorily compared to the ones obtained with an

adiabatic model. In [213], the same transient is modelled and the impact of replacing the simplified

thermal-hydraulic module by FLICA4 is assessed. Another development studied during this PhD

thesis deals with a pin-power-reconstruction obtained from the combination of MINARET-SN and

MINOS-SPN [214], but the results have been judged only partially satisfactory.

In the PhD thesis of G.-K. Delipei [209], the uncertainty quantification associated to multiphysic

calculation schemes like the just mentioned ones is studied [215, 216]. In the post-doc of D. Caron,

the quasi-static method has been used to perform multiphysic transient calculations [217]. This

technique allows to exploit the different characteristic time scales of the intervening phenomena to

improve the efficiency of the coupling scheme. During her PhD thesis, M. Faucher [106] studied the
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integration of TRIPOLI-4® in a multiphysic coupling scheme for RIAs 2. Finally, a wide list of

numerical methods for multiphysic coupling schemes has been reviewed during the PhD thesis of C.

Patricot [147].

3.7 Conclusion

CEA provides a large set of specialised solvers and coupling tools that could be used for the re-

alization of a multiphysic coupling scheme for the modelling of PWR cores along irradiation. In

particular, with these tools it is in theory possible to achieve the target fixed in sub-section 2.1.4.

Both APOLLO2 and APOLLO3® can produce pin-cell homogenized cross-sections and APOLLO3®

provides multiple solvers that could effectively use them for core calculations. Even if, for indus-

trial calculations, FLICA4 has been mainly deployed with coarse radial mesh discretizations and

eventually only local refining in one assembly, it is also capable of performing full 3D subchannel

simulations over larger domains. With respect to fuel performance, both a specialised solver and a

simplified model are available.

Even if many works have been carried out on the development of multiphysic calculation schemes,

almost none of them has been centred on fine scale resolution of the coupled system (pin-cell neu-

tronics and subchannel thermal-hydraulics). Moreover, most of the studies have been centred on

accidental scenarios, whilst most of the time the depletion calculations have been treated with a

more conventional approach. For these reasons, the multiphysic fine-scale depletion calculations are

rather unexplored and the literature review suggests that it could be an interesting topic to focus

on. Finally, the flexibility of the codes may allow to effectively test some of the numerical methods

found in sub-section 2.2.4.

2This PhD work has been carried out within the McSAFE project.
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Chapter 4

Development of the Multiphysic

Coupling Scheme for Steady-State

Calculations

This chapter deals with the realization of a first version of the multiphysic coupling scheme aiming

at the resolution of steady-state problems. As specified in paragraph 1.1.2, the steady-state problem

constitutes an essential part of the depletion calculations. The very first step of this chapter deals

with the interpretation and formalization of the problem and its decomposition in a set of sub-

problems. In the second section, the physical models are implemented using specialised solvers. In

the third section, the structure for data exchanges among the solvers is implemented.

4.1 Problem Formalization

For this initial step, the fuel performance is neglected. Under this simplification, the problem can be

modelled using just a power generation, a thermal-hydraulic and a depletion models, as exemplified

in Fig. 4-1 or equivalently represented by the system of equations (4.1). The resolution of the

problem consists of the research of a set of variables that is simultaneously satisfying all the models.

At this stage, the variables are still rather abstract, in the sense that their exact definition depends

on the choice of the models and on the modelling scales. The nomenclature used is the same as for

Fig. 1-7.
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Figure 4-1: Multiphysic coupling scheme for steady-state calculations without a fuel performance
solver.

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(𝜌𝑤,𝑇𝑓 ) = 𝑇𝐻(𝑞𝑤, 𝑞𝑓 )

(𝜏 , 𝑞𝑤, 𝑞𝑓 ) = 𝑁(𝜌𝑤,𝑇𝑓 ,𝐶𝑖)

𝐶𝐹 𝑃 = 𝐹𝑃 (𝜏 )

(4.1)

In this context, the 𝑇𝐻 operator solves both the thermal-hydraulics and the heat conduction in

the fuel. For this reason it needs to receive two separates power distributions, one for the direct heat

generation in the water and one for the power deposited in the fuel. The considered thermal-hydraulic

solvers to be deployed in this model are FLICA4 and THEDI. They both consider a user-given

constant fuel-gap heat transfer coefficient. Even if the steady state problem is chosen, this simplifying

hypothesis may lead to strong approximations as this coefficient also depends on parameters others

than the burnup (for instance instantaneous thermal expansion due to temperature gradient) and a

heterogeneous burnup distribution might be considered. For instance, even at Beginning Of Cycle,

the reactor core could be loaded with assemblies at different burnup. However, for simplicity this

problem will not be addressed until Chapter 7. The output of this operator is the volume averaged

density in each thermal-hydraulic mesh and the temperature profile in every axial slice of fuel.

The 𝑁 function aims at calculating the power distribution corresponding to the density, tem-

perature and isotopic concentrations fields. The choice of the name for this operator derives from

neutronics, as it is the main source of heat generation. However, neutrons are not the only parti-

cles depositing energy in the reactor; this point is briefly described in the following section. Both

APOLLO2-APOLLO3® and APOLLO3®-APOLLO3® two-steps schemes are suitable choices for the

modelling of heat generation consequent to the neutron transport. Instead of the multigroup scalar

flux 𝜑, in this scheme, the reaction rates 𝜏 are transferred to the depletion model, because they are

required by MENDEL. There is no substantial difference between these two quantities as the macro-

scopic cross-sections can be regarded as a parameter within a given neutronic calculation (𝜏 = 𝜑Σ).

The dependency of macroscopic cross-sections on temperature, density and isotopic number densi-

ties has to be addressed in both lattice and core calculations. Nevertheless, as described in Section

2.1, at least for coarse radial discretization, it is a current practice to account for these parameters

during two-step neutronic simulations.
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The 𝐹𝑃 operator calculates the equilibrium concentration of fission products. It is considered

also for these steady-state calculations because the fission products concentrations may evolve on a

time scale much lower than that of the fuel depletion and isotopes like xenon-135 and samarium-149

have a strong influence over the power distribution and the total reactivity balance. The chosen

solver for this model is MENDEL.

In the following section, the implementation choices for each operator are described, whilst

Section 4.3 focuses on the data exchanges among each model. The coupling scheme is implemented

to deal with both coarse (quarter of assembly) and fine (pin-cell scale) radial discretizations.

4.2 Modelling Choices

4.2.1 Power Generation Model

Figure 4-2: Generic power generation model.

As introduced in the previous section, the power generation model, whose scheme is reported in

Fig. 4-2, may require more than just solving the neutron transport. In fissile media, the approxima-

tion that the heat generation is just proportional to the fission rate is commonly accepted. However,

even if during normal operation the vast majority of the power generation derives from the fission

events, a small part of this energy is not deposited “locally”. Considering about 202.7 MeV of energy

produced by a fission event on uranium-235, about 82 % is kinetic energy of the fission fragments,

but the rest is carried by photons, neutrons, betas (electrons and positrons) and antineutrinos [218].

Since the fission fragments are heavy and charged particles, they strongly interact with the matter

and release all their energy within few microns, which compared to the typical mesh characteristic

length (>1 mm) means “locally”. In respect of the beta particles, they account for about the 3.5 %

of the fission energy and, as charged particles, they also release most of their energy within the fuel.

The kinetic energy of antineutrinos is around the 4.7 % of the total and under good approximation it

is totally released outside the reactor (cross-section inferior to 10-19 b for proton rich material). For

what concerns neutrons, they carry 2.4 % of the total kinetic energy and they release a big portion

of it via the scattering in the water. Finally, the photons are responsible for the 7.5 % of the energy

and they may deposit a significant part of it outside of the given fuel pin. Their interaction with a

nucleus depends on their energy and it is proportional to the atomic number squared, cubic or even

to the power of four depending on the reaction. For this reason, the heat generation due to photon

interactions may require the photon transport to be modelled.

75



Following this analysis, it is clear that having just the fission rate means to have only a part

of the total information. In fact, part of the power consequent to the fission rate in a given mesh

might be shared with neighbouring meshes and even within a given mesh, distinction should be

made between the power deposited directly in the water and that generated in the fuel. As briefly

discussed in the introduction, in steady-state conditions and neglecting axial heat conduction, all

the power generated in the fuel is transferred to the coolant. However, it is important to distinguish

how much is directly heating the water as this portion of energy does not contribute to the heat

conduction. For this reason, accounting for direct heating means reducing the wall heat flux and

often the fuel centreline temperature.

With respect to quarter of assembly radial discretization, as described in sub-section 2.1.1, the

conventional method is just to assume all the power to be distributed within the mesh and distribute

the heat generation between the fuel ad the water with a simple constant factor. Basically, the power

profile corresponds to the fission rate multiplied by the average fission energy of the medium and

normalized to the total power. After that, the heat generation in a medium (water or fuel) is

obtained scaling by the constant factor. The value of the repartition constant is often set around

2.6 % in the water and 97.4 % in the fuel. The mesh size contributes to the problem simplification

also in terms of computation of the heat generation. Indeed, the size of the fuel assembly is about

20 cm, which is greater than the average range of photons in the reactor. Hence, accounting for the

power deposition in meshes others than the one where the fission event occurs does not contribute

much to the shape of the heat generation distribution. Furthermore, the coarse mesh simplifies also

the fuel-water power repartition as local heterogeneities (as thimble tubes, control rods or burnable

poison) are less important at this scale. Nevertheless, for some specific applications, like simulation

of the reflector heating and measurement on irradiation devices in experimental reactors, industrial

calculation schemes may include photon transport as in [219].

A different analysis has to be made for pin-cell homogenization. Two calculation schemes that

could be used to account for photon transport are described in [220]. Rigorously, neutron-photon

transport should be treated as a coupled problem as also photons interaction with nuclei may be a

neutron source. Anyway, even a decoupled treatment, in which, from the neutron transport a photon

source is defined, could significantly increase the computing time. Moreover, some developments may

be required to effectively include photon transport in APOLLO3® core calculations.

In [220], the impact of neglecting the photon contribution to the heat generation is assessed on

several benchmarks and against TRIPOLI-4® (which can provide a reference solution for the steady-

state problem). It is found that photons can significantly change, up to the 30 %, the power in the

fuel rods with gadolinium as burnable poison, while in normal fuel rods the impact is assessed to be

about 1 %. As expected, in non-fissile media, like the structures and the moderator, the impact is

even larger.
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Since the effect of photons on power distribution seems to be rather important at the pin-

cell scale, several options to include it are considered during this PhD thesis. The basic one is

to keep the repartition constant used for the coarse discretization. The conventional alternative

would be to create an energy deposition cross-section during the lattice calculations by performing

coupled neutron-photon transport. This option may more than double the calculation time and

require several developments. A third, innovative approach was also considered. It deals with

the calibration of a sort of pin-by-pin assembly power repartition map based on 2D TRIPOLI-4®

calculations. The dependency of this repartition map on the core parameters would define the

number of maps to be computed, hence, the efficiency of the method. Even if these developments

were judged interesting, as they may require an important portion of the PhD thesis, they have been

left for future improvements. The power generation model under this simplification can be seen as

the combination of a neutronic model and a repartition module as in Fig. 4-3. Anyhow, even the

state of the art deterministic multiphysic core depletion coupling schemes generally do not account

for photon transport [51, 115].

Figure 4-3: Power generation model based on a neutronic model and a repartition module (simple
constant).

Neutronic Model

As described in sub-section 2.1.4, the pin-cell homogenization constitutes an interesting trade-off

between time and accuracy, as compared to the referential direct calculations and the fast-running

coarse homogenization plus pin-power-reconstruction. In the context of multiphysic simulations,

two-steps calculations offer several advantages. Once the lattice calculations are performed, the

parametrized homogenized cross-sections contain already the information of how the neutronics

responds to other physics. Therefore, solving neutronics for different thermal-hydraulic conditions

just means to interpolate cross-sections for a new combination of parameters.

Apart from what concerns the pin-cell homogenization, the rest of the lattice calculations for the

fuel assemblies are chosen to be performed with a conventional MOC calculation scheme. The chosen

parameters are fuel temperature, moderator density, boron concentration and burnup. In order to

simplify the task, control rods are not taken into account during this PhD thesis as their treatment

would make the problem significantly more complex and it is not a central topic in multiphysic

simulations. The moderator temperature is treated as a dependent parameter of moderator density.

In fact, in nominal conditions, the relative variation of pressure is rather small, hence, assuming a
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constant pressure it is possible to use the water tables to approximate the temperature corresponding

to a given density. This is done also because the neutronics depends much more on the water density

than on the water temperature (non-resonant medium).

Even in the definition of the parameters of lattice calculations, refining the homogenization scale

may lead to a certain number of complications. With respect to assembly or quarter of assembly

homogenization, the homogeneous cross-section for a given fuel temperature is computed from its

corresponding heterogeneous eight of assembly (due to general symmetry and simplified boundary

conditions) in which all the fuel regions are at this given temperature. A similar approach is followed

for the moderator density (and temperature). While considering a pin-cell homogenization, the same

heterogeneous calculations are used, but in the moment of core calculations, different temperature

or density values may be imposed on every pin cell. For instance in the case of fuel temperature,

this implicitly means that the cross-section used for a given pin cell corresponds to a heterogeneous

calculation in which all the fuel contained in the assembly is at the same temperature, irrespectively

of the considered temperature field. For what concerns the boron, its concentration is assumed to be

homogeneous throughout all the core, hence, no difference is made in this case. The burnup is the

parameter hiding the greatest complexity. During the depletion lattice calculations under nominal

conditions, the cross-sections are stored for a set of target burnup values, which correspond to the

assembly average burnup, also called global burnup. For each global value, every pin cell achieves a

given local burnup depending on the integrated local fission reaction rate multiplied by the average

fission energy of the medium as computed by the lattice solver. During core calculations, a new

depletion history is constructed, but also in this case each pin cell cross-section actually corresponds

to a flux calculation with the local burnup distribution as computed during the lattice calculations.

For this reason, the local burnup distribution “seen” from each pin cell may actually significantly

differ from the one found in core calculations. Even if a potential alternative to this approach has

been discussed, the homogenization process as described is kept and its limitations are the object of

further studies. The alternative approach is described in the following sub-section.

In respect of the reflector homogenization, this is not considered as a central topic of the PhD

thesis, as its dependency on other physics is much weaker than in the rest of the core. Therefore,

a simplified modelling based on 1D traverses is used in a similar manner to what presented in sub-

section 2.1.1. The choice of the core solver is not made at this stage, as it might be interesting

to compare different core models for the pin-cell homogenization and on a multiphysic case study.

For what concerns the SPH technique, its effectiveness on the pin-by-pin homogenization has been

widely tested and it is found to be particularly effective [188, 221]. In particular, in [221] it has been

tested for the SPN method and an improvement to better preserve the referential reaction rates are

proposed. Whilst, in APOLLO3® the SPH treatment of a diffusion solver corresponds to the state

of the art, for the SPN, this procedure could be further improved according to the last cited source.
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However, the tests on this method have shown already high accuracy level against the reference

results, hence, the hypothesis of using the SPH for a SPN model is not discarded.

Alternative Multiphysic Homogenization Procedure

In this sub-section, an alternative homogenization procedure is presented. This method is the result

of discussions with several colleagues; even if judged promising, it has not been implemented due

to the amount of developments that would be required. The main idea behind this method is the

willing to introduce a simplified multiphyisic model within the cross-section homogenization phase

to improve the modelling accuracy. In this way, homogenized cross-sections, as simple as the one

obtained with the standard approach might intrinsically include complex informations like fuel den-

sity and geometry variations or radial temperature profile corresponding to given wall temperature

and burnup. A key difference lies in the parameters choice.

The first step of this procedure is the production of a table of thermal-mechanic variables as fuel

geometry, density and temperature profiles as function of linear power, water bulk temperature and

burnup. This table is obtained from a set of independent fuel performance simulations performed

over a standard irradiation period at constant power (just as the lattice calculations) for a set

of linear powers and bulk temperatures. Basically, a theoretical axial slice is simulated by a fuel

performance code (e.g. ALCYONE) assuming an average environment. This should eventually be

repeated for every fuel rod type.

As in the conventional approach a depletion lattice calculation could be performed under nominal

conditions (𝑞′𝑛𝑜𝑚, 𝑇𝑏𝑢𝑙𝑘,𝑛𝑜𝑚, 𝐶𝑏𝑜𝑟𝑜𝑛,𝑛𝑜𝑚, ...) and at each burnup step the fuel geometry, density and

temperature profiles could be updated from the thermal-mechanic table (using the local 𝑞′ and

𝑇𝑏𝑢𝑙𝑘,𝑛𝑜𝑚). While the assembly average linear power is 𝑞′𝑛𝑜𝑚, iterations should be done to find

consistency between the computed rod average linear power and the thermal-mechanic conditions.

From what is found in [110], this coupling is expected to be weak, hence only few iterations should

be required. After that, for a subset of burnup steps, the other combinations of parameters might

be used to compute the rest of the cross-sections and also in this case an iterative process may be

required to converge on the local power distribution. During core calculations, a similar iterative

process should be done including also a thermal-hydraulic model. Similarly to what is experienced

with the local burnup in the conventional scheme, also in this case, the inconsistencies between

the assembly local power distribution used for the homogenization and that found during core

calculations.

The number of parameters would be the same as in the conventional calculations, but the num-

ber of assembly averaged linear power values to be considered has to be investigated. Moreover,

the cost of multiphysic iterations with the lattice solver may be prohibitive and preliminary tests

show that neglecting the power history when producing the thermal-mechanic tables may become a
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strong approximation for high exposures. Finally, exploratory neutronic simulations with different

density profiles compatible to the burnup effect of PWRs have shown a weak dependency on this

phenomenon. Several aspects of this scheme should be further analysed and eventually it could be

considered for future studies.

4.2.2 Thermal-Hydraulic Model

For what concerns the thermal-hydraulic model, solvers like FLICA4 or THEDI can perform the full

task, i.e. thermal-hydraulics and heat conduction in the fuel as shown in Fig. 4-4.

Figure 4-4: Thermal-hydraulic model including 1D heat-conduction in the fuel.

On the other hand, the heat conduction is solved on a scale different from the others. Indeed,

for each axial slice, the 1D radial heat conduction problem is solved using the wall temperature as

boundary condition and the sub-pin radial temperature profile is computed. In principle, a sub-pin

radial power profile could be used. Since the power generation model provides just the cell averaged

power deposited in the fuel (quarter of assembly or pin-cell), the radial power profile has to be

reconstructed. In the case of quarter of assembly, the average linear power is computed using the

number of fuel rods and their geometry. Once the equivalent pin-cell power is obtained, only the

integral of the sub-pin radial power profile is available, no information is known on its shape.

The simplest solution is to assume a flat sub-pin heat generation profile equal to the average value

which is deducted from the cell integrated power. In [111], a work of the currently PhD students and

his former supervisors during a previous internship, a similar problem is faced. In a fine coupling

of a lattice solver (APOLLO3®-MOC) and a fuel performance code (ALCYONE), even if a sub-pin

power profile is produced by the MOC model, its resolution is too low as compared to the one

required by the fuel performance code. In that particular example, for simplicity, an equal radial

mesh is used for both the models. Nevertheless, this is not be an efficient solution, hence during

the internship few power reconstruction techniques have been explored. Before describing them,

it should be considered that ALCYONE includes two simplified models for estimating the sub-pin

radial profile. The most recent one, PRODHEL [204], does much more than simply computing

the sub-pin radial neutron flux and heat generation profiles, but let us focus on the this part. The

prediction of the heat generation profile is based on the fission reaction rate multiplied by the average

fission energy. One energy group cross-sections are used and the flux is obtained as a combination of

Bessel functions [222]. Those functions are the solution of the flux under the diffusion approximation
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in a cylindrical homogeneous medium of infinite height. Therefore, this method could be seen as an

empirically adjusted diffusion equation. An example of these shape functions is reported in Fig. 4-5

for a set of axial slice average burnup values. A set of similar shape functions could be stored for

each burnup value and it could be used to improve the power reconstruction. The additional cost of

this reconstruction technique would be almost negligible. The function would simply be normalised

to the pin-cell integral value provided by the neutronics.
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Figure 4-5: Sub-pin power profile as predicted by ALCYONE’s simplified neutronic model for a set
of average burnup of an axial slice. On the x-axis, the radius normalised to the fuel dimension, on
the y-axis the heat generation normalised to one.

Coming back to the sub-pin power reconstruction strategies studied during the internship, it

should be noticed that they have a slightly different task, as they are used to reconstruct a sub-pin

coarse power profile. For instance, it is considered a 12 meshes power profile computed by a MOC

calculation. However, it could be interesting to compare PRODHEL’s solution to what obtained

from the MOC model. One of the reconstruction techniques is based on the Palmer’s function [223],

which is reported in Eq. (4.2). Where 𝑟𝑒𝑥𝑡 is the outer fuel radius and 𝑐1 and 𝑐2 are two parameters

bounded into a given interval. The two parameters could be used to fit the continuous function over

the node averaged values that are produced by a specialised neutronic model.

𝑓(𝑟) = 1 + 3 𝑒𝑥𝑝(−𝑐1(𝑟𝑒𝑥𝑡 − 𝑟)𝑐2) (4.2)

The comparison of PRODHEL with the MOC predicted power and its reconstructions is pre-

sented in Fig. 4-6. The prediction of PRODHEL is simply normalised to the MOC value (which

appears in the legend as “AP3”). “Linear projection” represents one of the tests to extend with a

81



piece-wise linear function, under the constraint that the derivative at the centre is null (due to the

symmetry and continuity of the derivative); other linear interpolations may be tested to preserve

different quantities. “Palmer projection” is just a least squares fitting of the two parameters of the

Palmer’s function.

Figure 4-6: Comparison of the power profile as predicted by PRODHEL and the referential one
computed by a MOC based model using 12 nodes radial discretization. Exploratory trials of recon-
struction techniques of the MOC power profile are also displayed.

It is observed that for the considered application, PRODHEL has predicted the power profile

within an error bound lower than 2 %. Hence, storing this shape function for a given fuel rod and

for a set of burnup steps seems a promising alternative. Another strategy could be to store the

sub-pin radial power profile as computed by the lattice calculations or eventually just the fitted

parameters of the Palmer’s function for a set of burnup steps. This method could also be expanded

to include more parameters like the ones used for the storage of cross-sections. Even if the premises

are good, both these methods should be further investigated. Nevertheless, as introduced in Section

2.1 and as found by [110, 111], the fuel performance and the heat conduction are not so strongly

affected by the exact sub-pin radial power distribution. Therefore, the considered methods and more

advanced ones are supposed to have a minor impact on the estimated temperature profile. Since the

heat conduction is already strongly simplified due to the absence of a fuel performance model, for

simplicity the flat sub-pin power profile is chosen.

Although the sub-pin temperature profile could be one of the targeted variables, the neutronic

model requires just a scalar value for each pin-cell that corresponds to an isotherm profile. The first

formula associating a uniform temperature distribution to a non-uniform one in order to preserve

the neutron absorptions in a resonant medium is found in [224]. This is called Rowland effective

temperature and it is reported in Eq. (4.3). Its derivation is based on a cylindrical geometry (infinite
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height is considered), a medium only made of uranium-238, a parabolic temperature profile and no

scattering. A generalization of this formula for a non-parabolic temperature profile is given by [225],

it is referred to as Santamarina effective temperature and it appears in Eq. (4.4). In this equation,

𝑇𝑣𝑜𝑙.𝑎𝑣𝑔 is the volume average of the temperature, 𝑇𝑐𝑒𝑛𝑡𝑟𝑒 is the fuel centreline temperature and

𝑇𝑓,𝑜𝑢𝑡 is the fuel outer surface temperature.

𝑇𝑢𝑛𝑖𝑓𝑜𝑟𝑚 = 4
9𝑇𝑐𝑒𝑛𝑡𝑟𝑒 + 5

9𝑇𝑓,𝑜𝑢𝑡 (4.3)

𝑇𝑢𝑛𝑖𝑓𝑜𝑟𝑚 = 𝑇𝑣𝑜𝑙.𝑎𝑣𝑔 − 1
18(𝑇𝑐𝑒𝑛𝑡𝑟𝑒 − 𝑇𝑓,𝑜𝑢𝑡) (4.4)

These formulae can be seen as a correction of the fuel average temperature aiming at giving

more weight to the outer surface temperature. The outermost layer of the fuel is where most of

the resonant captures occurs, due to the phenomenon introduced as Self-Shielding. In general,

these formulae should be contextualized with the weak dependency of the neutronics on the fuel

temperature profile. To give an order of magnitude, the Doppler coefficient for uranium dioxide fuel

is about -2.5 pcm/K, which means that an increase of one degree of the fuel temperature of the entire

system generally corresponds to a reduction of 2.5 pcm and, under normal operating conditions, the

two formulae differs of only few K. For simplicity often the Rowland formula is used.

After the sub-pin power reconstruction and the effective temperature have been set, only the

classical thermal-hydraulic modelling choices have to be made. Three thermal-hydraulic models are

chosen, they are represented in Fig. 4-7. One based on THEDI for 1D calculations with quarter of

assembly. The other two use FLICA4 solvers for 3D quarter of assembly and subchannel simulations.

Figure 4-7: Different thermal-hydraulic models, from the left to the right: 1D quarter of assembly
using THEDI, 3D quarter of assembly and 3D subchannel using FLICA4. The 1D modelling is
represented by the thick solid lines that means no mass, energy and momentum is radially transferred.

It should be noticed that in all these thermal-hydraulic models the fuel is modelled under the

porous media approach. The solid fuel is homogeneously spread within each thermal-hydraulic

mesh defining the so-called volume porosity, representing the ratio of the fluid volume over the total.

Regardless of the mesh dimensions, an equivalent heating surface is defined and for each direction

the flow area and the hydraulic diameter are attributed. Hence, thermal-hydraulic variables are
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computed as volume averaged or lumped quantities. Under this approach, every thermal-hydraulic

mesh may contain an arbitrary number of fuel rods to which it is coupled by the heat conduction

calculation. At the subchannel level, a small difference arises, one fuel rod may be shared by

multiple thermal-hydraulic meshes (it is very often the case). For this reason, it is important to

define to which thermal-hydraulic channels a fuel rod is connected with. This result also in a small

complexity increase due to the power contribution to thermal-hydraulic channels that may derive

from multiple fuel rods and the heat conduction that has to consider several (generally four) different

wall temperatures. The resulting overall scheme is summed up in Fig. 4-8.

Figure 4-8: Detailed thermal-hydraulic model including 1D heat-conduction in the fuel. A sub-pin
radial power reconstruction module is required as the fuel power distribution is pin-cell integrated.
An effective temperature is used in order to comply with the neutronic cross-sections parametriza-
tion. A line appears over wall temperature and heat flux as they may be the result of the averaging
of multiple values as one fuel rod might be associated to multiple thermal-hydraulic channels and
vice-versa.

4.2.3 Depletion Model

Since neutronic calculations are very often coupled to a depletion solver, its integration in the

coupling scheme is straightforward. The calculation mesh coincides with the one used for neutronic

core simulations and the field of number densities and cross-section are generally under a format

compatible for both the solvers. In this coupling scheme, the general depletion model, which is

available in Fig. 4-9, is only used to find the equilibrium concentrations of the fission products.

Figure 4-9: General depletion model.

During the cross-sections homogenization, the isotopes that are chosen to be particularized are

the xenon-135 with its precursor iodine-135 and the samarium-149 with its precursors neodymium-

147, promethium-147, 148, 148m1 and 149. While xenon-135 and samarium-149 appear in almost

every manual of neutronics due to their strong radiative capture cross-section and their consequent

1m stands for metastable, i.e. its nucleons stay excited for a relatively long time as compared to nuclear processes,
around 10-9 s.
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effect on reactor dynamics, it is worth noticing that also promethium-147 and 148m have a consid-

erable weight on the reactivity. Another important point is that xenon-135 is unstable, its half-life

is about 9.2 hours and it takes 40 to 50 hours for its concentration to stabilize, whilst samarium is

stable and its equilibrium concentration is reached after about 20 days. For this reason, the research

of their asymptotic concentrations is a rather theoretic simulation as in the meantime, also the fuel

isotopic concentration would be significantly changed as well as the core conditions. Anyhow, on the

contrary, the choice of the evolution time step would be completely arbitrary and the initial concen-

trations of the fission products would influence the result. Therefore, the research of the equilibrium

concentrations of fission products should be seen as a preparation for the depletion calculations and

a way to increase the complexity of the numerical problem.

4.3 Implementation Details

At the highest level the supervision of the different models is effectuated in Python. Each of the

presented fields of variables transits in the supervisor under the MED format. Macroscopic operators

like the ones introduced in the system of equations 4.1 are defined. Each of them is a Python function

that prompts its model’s interface. Within the interfaces, it is present a generic interpolator which

needs to be initialized before the beginning of the multiphysic calculations: the interpolation matrices

are created once and after that they are just applied on the fields. This approach allows to launch

simulations at different scales and with different models by simply changing the options of the main

supervisor script. The operators are briefly described in the following sub-sections.

4.3.1 Neutronic Operator

The global scheme of the neutronic operator is available in Fig. 4-10.

Figure 4-10: Representation of the global implementation of the neutronic operator. The considered
neutronic core model is based on APOLLO3®. Several cross-sections databases might be prepared
for different core models.
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This operator includes a generic neutronic core model, which requires a specific set of homog-

enized cross-sections and the definition of the geometry and the material distribution of the case

study. While the cross-sections are solver dependent, due to the SPH technique that works for a

given neutronic core model, the geometry and the material distribution do not. For this reason, in

addition to the lattice calculations, a preparation script relative to the case study has to be launched

once and for all to create and store its description. The interface to neutronic objects has been writ-

ten during this work, it is coded in Python and it is solver independent. For simplicity and due to

their inherent compatibility, the neutronic and the depletion models share the same interface. In

fact, APOLLO3® and MENDEL are just imported as shared libraries (equivalent to shared objects)

and they are managed through their Python APIs. Basically, to increase the flexibility with the

aim of performing a large range of tests, within this PhD thesis, APOLLO3® is not built-in as a

CORPUS component, but just imported without modifications as shared object. Anyway, also the

way of including components in CORPUS is changing towards more flexible solutions.

The interface provides methods to convert fields from the APOLLO3® to the MED format that

exploits efficient renumbering functions available in the MED library. As already introduced, the

isotopic concentration fields are defined on a mesh compatible with that of neutronic quantities,

hence, interpolations are not required and they can directly be converted to the APOLLO3® format.

On the contrary, the fuel effective temperature and the moderator density fields need a remapper.

The remapping operations and in general most of the fields manipulations are done on MED variables

to take advantage of the tools provided by SALOME. In particular, the available remapper can

perform this operation on a wide spectrum of applications: different field natures (e.g. intensive or

extensive), 1D, 2D lines, 2D surfaces, 3D surfaces and 3D volumes and different spatial discretizations

(constant, linear or parabolic). Within this work, only conservative interpolations of 3D volumes

with constant values within the cells are considered. Conservative refers to the preservation of

physical quantities between the source and the target mesh. For instance, a mesh integrated power

of the source field may be divided into multiple volumes, but regardless of the new meshing, the total

integrated power within the volume contained in the original mesh should be exactly conserved.

During a field interpolation from a source mesh (𝑆) to a target one (𝑇 ), it is important to

distinguish whether 𝑆 and 𝑇 are overlapping or not. Overlapping just means that both the meshes

are fully and exactly covering the same portion of domain so that both Eq. (4.5) and (4.6) are

verified. In these equations, the index identifies each cell of the target or source mesh and 𝑉 𝑜𝑙(𝐶)

is a function associating the volume to a given cell.

∑︁
𝑆𝑗

𝑉 𝑜𝑙(𝑇𝑖 ∩ 𝑆𝑗) = 𝑉 𝑜𝑙(𝑇𝑖) (4.5)
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∑︁
𝑇𝑖

𝑉 𝑜𝑙(𝑆𝑗 ∩ 𝑇𝑖) = 𝑉 𝑜𝑙(𝑆𝑗) (4.6)

In case of non-overlapping meshes, the nature of the field needs to be further specified. In fact,

within this situation, it is impossible to ensure that the two main principles of the interpolations

are respected at the same time. These principles are conservativity and maximum principle. The

first one implies that the volume integral of the given quantity is preserved during the interpolation,

assuming that the source field is zero were not defined. In this way, the interpolation matrix is

formed using Eq. (4.7).

𝑀𝑖,𝑗 = 𝑉 𝑜𝑙(𝑇𝑖 ∩ 𝑆𝑗)
𝑉 𝑜𝑙(𝑇𝑖)

(4.7)

The maximum principle requires that the values of the target field are bounded by the maximum

and minimum values of the corresponding source meshes. This leads to an interpolation matrix built

as a weighted average of the field over all the intersections of the source and the target meshes, as

written in Eq. (4.8).

𝑀𝑖,𝑗 = 𝑉 𝑜𝑙(𝑇𝑖 ∩ 𝑆𝑗)∑︀
𝑆𝑗
𝑉 𝑜𝑙(𝑇𝑖 ∩ 𝑆𝑗) (4.8)

Intensive variables for which the conservativity is more important than the maximum principle

are called “reverse integral”, whilst if the maximum principle has to prevail they are classified as

“conservative volumic”. More information about SALOME remappers is publicly available in [226].

Interpolation of the Moderator Density Field

For what concerns the moderator density, its interpolation is needed to pass from the thermal-

hydraulic to the neutronic representation. This variable is an example of intensive field as its value

does not depend on the size of the considered volume, but rather on the local conditions. Under

the porous medium approximation, which is made by both the considered thermal-hydraulic solvers,

all the materials are mixed within each mesh, so that the entire volume of the core is represented

without discontinuities. Analogously, after the homogenization process at the pin-cell or quarter

of assembly scale, all the materials are blended in each mesh. Under both representations, the

moderator density is defined without discontinuities over the entire core domain, hence, the meshes

are overlapping. For this reason, there is no need to further specify the field’s nature. Anyway, the

moderator density would be classified as “reverse integral”, as the total mass is often the quantity

to be preserved during this remapping.

Under the conventional approach, described in sub-section 2.1.1, both thermal-hydraulics and

neutronics are simulated with a quarter of assembly radial meshing. In this way, if the same axial
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mesh is used, there is no need for interpolations, otherwise, this could be straightforwardly done with

SALOME’s remapper. With respect to pin-cell homogenized neutronics and subchannel thermal-

hydraulics or any hybrid combination with the coarse radial mesh, in these situations, the remapping

becomes more complicated. As specified before, consequently to the porous media approach and

to the neutronic homogenization process, the moderator density is defined all over the core. In

both the field representations (thermal-hydraulic and neutronic), every mesh contains water and

a mix of other materials. For this reason, the meshes used as support of the moderator density

field are very often composed of cells that account also for the total volume, which encloses also

the other materials. This does not cause any problem under the conventional discretization, as in

this case the proportion of water is constant in every mesh. On the contrary, for what concerns

pin-cell homogenized neutronics and subchannel thermal-hydraulics, this assumption is not strictly

valid anymore. Concerning neutronics, pin-cells in the assembly periphery contain an extra layer

of water and thimble tubes occupy a different volume from fuel rods, these different pin-cells are

represented in Fig. 4-11. In respect of thermal-hydraulics, the typical subchannel discretization is

coolant centred (instead of fuel centred), for this reason multiple channel types are defined and each

of them may enclose a different number of fuel rod or guide tube portions. Therefore, using the

pin-cell volumes (instead of the moderator ones) for the interpolation would not exactly conserve

the total mass of water.

Figure 4-11: Characteristic type of cells that are used in the neutronic pin-cell homogenization for
a PWR fuel assembly. Each cell type has a different moderator to total volume ratio. From the
left to the right, the pin cell is rod centred away from assembly boundaries, at the corner of the
assembly, at the assembly boundary and thimble tube centred. It should be noticed that water is
present in all the configurations.

Figure 4-12: Typical cell types of subchannel thermal-hydraulic modelling (coolant centred instead
of rod centred). Each cell type has a different moderator to total volume ratio, depending on the
channel dimension and the number of portions of fuel rod and thimble tube.
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A solution that has been identified to use the moderator volume for the construction of the in-

terpolation matrix, hence, with the aim of preserving the total mass of water, is to use intermediate

support meshes that represent the actual moderator volume in each pin-cell for both the original

source and the target meshes. This technique would not be particularly complicated to implement,

but the moderator volume within a neutronic mesh is not currently accessible during the core calcu-

lations as only the homogeneous geometry is defined during this phase. However, since under normal

operating conditions the radial density gradient is supposed to be rather mild, the approximation

of using the cell volumes instead of the moderator ones should not bring to large errors. Therefore,

the interpolations are carried out with the fields as defined by the solvers and the use of the exact

moderator volume is left for future improvements.

Interpolation of the Fuel Effective Temperature Field

The fuel effective temperature has to be interpolated from the heat-conduction mesh to the neutronic

one. Also this variable is intensive, but in this case the “conservative volumic” nature is more

appropriate as its volume integral is not necessarily what should be preserved. The conceptual

problems presented for the moderator density interpolation are not similar to the ones to be faced

for the fuel effective temperature. The neutronic and the heat conduction meshes are both rod

centred.

Different representations are used by the heat conduction models of THEDI and FLICA4, there-

fore separate discussions are given. First of all, THEDI can also be supervised trough its APOLLO3®

interface (unofficially called here THEDI-AP3), which would allow exchanges and interpolations with

the neutronic model without resorting to the MED library. However, to keep the calculation scheme

general, THEDI-AP3 is used as and independent object that communicates with APOLLO3® only

via MED fields just as FLICA4. As anticipated, in this work, THEDI is used only with a quarter

of assembly discretization, however, independently from the thermal-hydraulics the heat conduction

could be performed on every fuel rods. In every case, both when one equivalent fuel rod is considered

per each quarter of assembly and when every fuel rod is explicitly modelled, the fuel effective tem-

perature is produced on a mesh compatible to the one of APOLLO3®. Therefore, interpolations may

be required only in case of hybrid schemes, in which the neutronics and the fuel effective temperature

are on different scales (e.g. quarter of assembly neutronics and every fuel rod explicitly modelled for

the heat conduction). These interpolations are carried out by the SALOME’s remapper considering

the “conservative volumic” nature.

The representation of the fuel effective temperature of FLICA4 is rather different. The support

mesh does not cover the entire cell volume but only the fuel one. For this reason, empty spaces are

left at the periphery of the pin-cell (or equivalently of the quarter of assembly cell). Moreover, the

thimble tubes are not modelled at all, an empty space is left at their place. FLICA4 representation
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of the fuel effective temperature is reported in Fig. 4-13.

Figure 4-13: Fuel effective temperature of a typical fuel assembly as represented by FLICA4. On
the left, heat conduction is performed for an equivalent fuel rod for each quarter of assembly, while
on the right every fuel rod is explicitly modelled.

Even if such a mesh might appear as complicated to handle, it is not. If the fuel effective

temperature and the neutronic mesh are at the same scale, the required transformation is simpler

than an interpolation: every fuel effective temperature value is univocally associated to a pin-cell,

hence, only a cell renumbering is required. This operation is needed to ensure that each effective

temperature is associated to the correct pin-cell and SALOME provides a function that can efficiently

perform this task. If the fuel effective temperature and the neutronic mesh are not at the same scale

a simple interpolation is required. Since SALOME’s remapper intrinsically does the renumbering

and it is rather efficient, it is used for both the operations, considering the “conservative volumic”

nature.

4.3.2 Thermal-Hydraulic Operator

The global scheme of the thermal-hydraulic operator is represented in Fig. 4-14.

The interfaces of the two considered thermal-hydraulic solvers are implemented so that they

are interchangeable. In the main options it is possible to select whether the operator is based

on FLICA4 or THEDI-AP3, but this does not affect at all the definition of the operator. It is

still untested, but with small adjustments even a combination of the two solvers is theoretically

possible. From the implementation point of view, FLICA4 is used as a CORPUS component, for

this reason, here it is unofficially referred to as FLICA4-CORPUS. This choice derives from mainly

practical reasons. Originally FLICA4 is supervised with the Gibiane programming language, while

its CORPUS interface allows to prompt the solver in Python using the ICoCo interface. This

interface is convenient also because it already contains the vast majority of the functionalities that

are needed in a coupling scheme and it is already compatible with the MED fields. Nevertheless,

for simplicity, in order to make every function exactly match the signature of the other interfaces,

FLICA4-CORPUS is further encapsulated in a Python interface created ad hoc for the purpose of the

thesis. Ideally the most rigorous approach would be to directly modify the ICoCo interface according

to the needs, but in some cases, it might become significantly more complex than adding this extra
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Figure 4-14: Representation of the global implementation of the thermal-hydraulic operator. At-
tention is drawn on the possibility to define a scheme in which this operator is used independently
from the chosen thermal-hydraulic model.

layer on top of it. For what concerns THEDI-AP3, a Python interface has been implemented in the

PhD thesis in order to convert the MED fields into APOLLO3® representation and vice-versa and

to assemble a set of macro functions that facilitates the construction of the coupling scheme.

Another implementation detail deals with the symmetry management. As specified before, the

operators only produce variables over the entire domain, even if the calculations may be performed

on a portion of it thanks to the exploiting of the problem’s symmetry. While for APOLLO3®

simulations, the entire geometry is defined and then specific symmetry simplifications may be applied

afterwards, for FLICA4 only the symmetry simplified geometry is given by the user. In other words,

for FLICA4 simulations, the geometry contains only the channels that have to be simulated and, in

each of them, symmetrical boundary conditions can be specified. This type of modelling requires

an additional step to reconstruct the entire fields from the symmetrical ones. This function has

been implemented during this work out of a combination of the available SALOME tools. For what

concerns THEDI-AP3, the coarse geometry definition used for the APOLLO3® core calculations is

imported and it is used without exploiting the symmetries. In fact, this model is anyway significantly

faster-running than the others, hence, the time saving due to the symmetry would have an almost

negligible impact on the total calculation time.

Interpolation of the Power Field in FLICA4

In respect of the interpolation of the power field from the neutronic to the FLICA4 representation,

a specific interpolator is used, I25D. This remapper does not belong to SALOME, it is one of

the extra-tools provided by CORPUS. It is designed to perform the specific task of interpolating
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the total integrated power (deposited in both fuel and moderator) over the thermal-hydraulic and

the heat-conduction meshes. The integrated power is specifically required as the interpolation of

extensive fields is considered. In order to address the possibly varying fuel volume proportion in each

thermal-hydraulic cell, more information than the neutronic, thermal-hydraulic and heat conduction

meshes are required. The fuel mass and localization (whether it is present or not within a cell) and

the porosity (water to total volume ratio) of the thermal-hydraulic mesh have to be provided to the

interpolator. The use of this remapper is particularly convenient to correctly interpolate in case of

subchannel discretization.

Interpolation of the Power Field in THEDI

For what concerns the power interpolation from the neutronic to the heat conduction mesh, the

interpolation is needed only in case of pin-cell neutronics and quarter of assembly heat conduction

or the opposite, neutronics over the quarter of assembly and heat conduction performed for every fuel

cell. The second combination is never considered in this work, but it would be an interesting solution

if a subchannel code performs the thermal-hydraulics. Also in this case, to keep the scheme general,

the interpolator is used in any case. In any case, the meshes are overlapping and the integrated

power is transferred as an extensive quantity using the SALOME’s remapper. The interpolation

matrix is built using one of the forms presented in Eq. (4.9), which are both valid as the meshes are

fully overlapping.

𝑀𝑖,𝑗 = 𝑉 𝑜𝑙(𝑇𝑖 ∩ 𝑆𝑗)∑︀
𝑇𝑖
𝑉 𝑜𝑙(𝑆𝑗 ∩ 𝑇𝑖)

= 𝑉 𝑜𝑙(𝑇𝑖 ∩ 𝑆𝑗)
𝑉 𝑜𝑙(𝑆𝑗) (4.9)

With respect to the power interpolation from the neutronic to the thermal-hydraulic mesh, it

should be considered that only a quarter of assembly discretization is chosen for the THEDI based

model. Therefore, if the same meshing is used for the neutronics, just a renumbering of the cells

might be required, otherwise, a simple interpolation should be used to account for the contribution

of all the pin-cells contained in each quarter of assembly. This operation is not as trivial as it might

appear, because in the 17x17 fuel assemblies design, a set of fuel rods is shared between two or

even four quarters of assembly. Nevertheless, also this interpolation might be carried out with the

SALOME’s remapper, considering the integrated power as an extensive field.

4.3.3 Depletion Operator

The global scheme of the depletion operator is available in Fig. 4-15. This operator is based on

MENDEL. In this calculation scheme, this solver has only to interact with the neutronic operator

based on APOLLO3® with which it is fully compatible. Therefore, the fields could potentially be

exchanged directly under the APOLLO3® format. As specified before in this chapter, the main input
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to this operator is the neutronic multigroup reaction rates. Among all the exchanged variables, these

reaction rates are the only fields that are not converted to the MED format and are not transiting

through the supervisor’s environment. This implementation limits the flexibility and the generality

of the calculation scheme as it can work only with APOLLO3® and MENDEL. Moreover, if the

numerical algorithm requires manipulations of the reaction rates, they have to be performed at the

APOLLO3® level. The main reasons for this approach are informatic ones, mainly the following two.

MENDEL solver is integrated in APOLLO3® with a limited and optimized programming interface

that do not make this exchange as straightforward as the others. The second one is that the structure

of the MED fields does not include the energy variable. Another justification lies in the fact that

the number of fields to be eventually converted to the MED format would be equal to the number of

energy groups times the number of considered reactions multiplied by the number of particularized

isotopes. For these reasons, the improvement of this part of the coupling scheme is left for future

works.

Figure 4-15: Representation of the global implementation of the depletion operator, based on
MENDEL solver library, which in this context is used for the research of the equilibrium con-
centration of the fission products.

For what concerns the isotopic concentrations, they can be extracted and set as MED fields.

However, when the equilibrium concentrations of the fission products are researched, like in this

application, the result is not affected by the initial number densities. Finally, due to the compatibility

with APOLLO3®, no interpolations are required.

4.4 Chapter Conclusion

In this chapter, the development of the multiphysic coupling scheme for steady-state problems

realized during the PhD thesis is described. specialised solvers for neutronics, thermal-hydraulics

and isotopic evolution are combined to find the steady-state solution for given operating conditions.
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The fission products equilibrium concentrations are also researched. The main modelling choices

are reported and discussed as well as the decisions regarding the practical implementation. In the

following chapter, this coupling scheme is tested on an applicative case study with the aim of selecting

the best models out of the available ones and assessing its capabilities.
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Chapter 5

Analysis of the Application to a

Steady-State Case Study

In the previous chapter, the coupling scheme realized during the PhD work is described. This

simulation tool allows to select different neutronic and thermal-hydraulic models. In this chapter,

a case study is defined and a simple fixed-point algorithm is implemented to solve the coupled

problem. After that, a neutronic model for core calculations is chosen by comparing the relative

performance of a set of candidates implemented using the solvers of APOLLO3®. These models are

initially tested under fixed isothermal conditions and then in a simple coupling scheme composed of

neutronics, thermal-hydraulics and heat conduction in order to verify whether in this context their

relative performances are affected. Afterwards, the subchannel modelling coupled to the resolution

of the heat conduction for every fuel rod is implemented. The importance of such a model refining

is questioned comparing it to a hybrid approach with coarse mesh thermal-hydraulics and heat

conduction. Finally, the impact on the power axial profile of the thermal-hydraulics, the heat

conduction and the research of the equilibrium concentrations of the fission products is analysed.

5.1 Definition of the Case Study

The definition of the case study is a pivotal part of the thesis, as it affects the type of analysis

that can be performed. A key element to set is the complexity of the case. A trade-off should be

found between the computing time approximately required, sufficiently low to allow a systematic

study (large number of computations), and the representativeness of the case as compared to a

commercial PWR. As a rule of thumb, the time constraint is equivalent to the imposition of a

computing time not larger than few hours for the most advanced neutronic model. The number of

processors considered is limited to twenty in order to be able to run simulations on the assigned
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computer. For what concerns the representativeness of the case study, it is not trivial to define

and quantify this variable. This aspect has to be addressed in order to define a problem of similar

numerical complexity and comparable physical behaviour.

A set of the key variables to take into account into the case study definition is discussed in

the first sub-section. After that, an analysis of the case studies found in literature or in previous

works at CEA is reported. Finally, the identified case study that is used for the rest of the thesis is

described.

5.1.1 Definition of the Characterizing Variables

The size of the reactor core to be studied is one of the most important variables. Initially, cores

ranging from clusters of few assemblies (experimental reactors or benchmarks for code-to-code com-

parisons) to small commercial PWRs are under consideration. Benchmarks with assembly designs

too different from standard PWRs are excluded for practical reasons. Therefore, the core height only

varies within a relatively small range of values among the examined reactors. For this reason, more

than considering a reactor’s average size, the number of fuel assemblies is taken into account. Most

of the clusters has a squared plan, while commercial PWRs are characterized by an approximately

circular one, hence, the number of assemblies is directly linked to the radial size of the core. The

radial dimension is important because the computational effort required for the neutronic simulation

increases at least linearly with this quantity. An important role is played by symmetries, which can

divide the reactor radial size by a factor 2, 4 or 8.

The radial size of the reactor and its loading pattern strongly affects the power shape. To get

a qualitative idea, the shape of the flux can be computed under the hypothesis of diffusion over a

homogeneous cylindrical reactor of infinite height. In this case, the flux curvature is constant over the

entire domain and it is represented by the geometric buckling. This quantity is inversely proportional

to the corrected radius (�̃�), as reported in Eq. (5.1), where 𝑗0 is around 2.405. �̃� corresponds to

the geometric radius plus a small extrapolated length which is characteristic of neutron transport.

𝐵2
𝑔,𝑟𝑎𝑑 = 𝑗0

�̃�
(5.1)

To remove the infinite height hypothesis it would be sufficient to account also for the axial

buckling, but since this analysis concerns only the radial size this is not necessary. Since the reactor

is assumed to be critical, the material and the geometric buckling are equal. Hence, the diffusion

equation takes the form of the Helmholtz one, as expressed in Eq. (5.2).

∇2𝜑+𝐵2𝜑 = 0 (5.2)

Within this approach, it is possible to understand how the qualitative flux shape is affected by the
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radial size. Under the assumption of homogeneous medium this is also the power shape, therefore the

radial power peaking factor (𝑓𝑥𝑦, ratio of maximum to average axially integrated power) is directly

linked to the reactor’s radial size. In a similar way, it is possible to assume that if the reactor’s

height is roughly constant, also the axial peaking factor (𝑓𝑧, ratio of maximum to average radially

integrated power) is not supposed to significantly change.

The total power peaking factor (𝑓𝑞 = 𝑓𝑥𝑦𝑓𝑧), as well as the operating conditions play a major

role over the strength of the coupling, which directly impacts the numerical complexity. To justify

this affirmation, the asymptotic impact of these variables is reported. At power levels much smaller

than the nominal one, the thermal-hydraulics is completely decoupled from the neutronics. On the

contrary, for higher power rates, any small perturbation on the power distribution may strongly

impact the thermal-hydraulics. Considering the same average power, a higher 𝑓𝑞 implies a higher

maximum power and a larger power gradient. Both these augmentations may have a significant

impact on the stability of the coupling scheme. Similar observations can be made for the water mass

flux and the gap heat transfer coefficient: the higher these values the more the thermal-hydraulics

and the heat conduction are decoupled from the neutronics. The water inlet temperature and the

pressure boundary conditions also strongly affect the coupling degree, but in most of the considered

study cases, they vary within a small range of values.

For what concerns the assemblies composition, since the focus is on multiphysics rather than on

neutronics, particularly heterogeneous cores are excluded. The assessment of the impact of strong

heterogeneities of the core on the multiphysics is left for future works. The reactor’s size combined

with the assembly initial composition and the operating conditions should ensure the possibility of

completing an irradiation cycle of about hundred days without exiting from the allowed ranges of

boron concentration fixed to 0 to 2000 ppm.

5.1.2 Analysis of the Available Case Studies

The definition of the domain and of the considered scenario for the case study might be independently

carried out, unless an international benchmark that matches the requisites for both them is found.

For what reported in Section 2.1, it is clear that the BEAVRS benchmark is a strong candidate.

It is recognised worldwide, it allows code-to-code comparison with many referential solutions and it

even provides experimental data. Unfortunately, the computing time for such a commercial reactor

would be excessive and a lot of effort should be put in the preparation of this specific modelling.

For the same reasons also the Kšrko start-up benchmark [227] has to be excluded.

An interesting reactor core is given by the KAIST 1A benchmark [228] published by the Korean

Advanced Institute of Science and Technology (KAIST). The interest in this core derives from the

core’s dimension, as a low-size PWR is considered, from the international interest and from the

easily accessible data. However, it has been conceived for 2D steady-state calculations, only a radial
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description is given, hence, a 3D core should be reconstructed from it. For this reason and for

the lack of multiphysic simulations performed on customized versions of this core, this benchmark

is not kept. Unfortunately, no other benchmarks are found for small PWRs that are suitable for

multiphysic depletion calculations. For this reason the choice is limited to a set of clusters. The

geometries of the three most pertinent study cases are described in Fig. 5-1. The first one has been

described in Section 3.6. It is the study case used in the PhD thesis A. Targa at SERMA. It has

been used for the multiphysic modelling of RIA [213]. One assembly type is defined, but a loading

plan including several burnup values is chosen. Vacuum boundary conditions are adopted for the

radial boundaries. The second one is the problem 4 of the previously mentioned series of benchmark

from the validation of VERA-CS. A characteristic feature of this case study is the presence, in

certain assemblies, of twenty guide tubes with Pyrex burnable poison (borosilicate glass, B2O3-

SiO2). Moreover, the assemblies containing the burnable poison have a slightly higher enrichment

than the others (2.6 % against 2.1 %). Reflective boundary conditions are applied radially. The

third case study is derived from [9] and it has been used for the PhD thesis of A. S. Bielen [10].

This reactor is made of one assembly type with three possible enrichment values as described by

Fig. 5-1 on the right, in which 1.9 % is denoted by light blue, 2.6 % is associated to green and 3.1

% corresponds to red. Contrary to the normal disposition in PWRs, few highly enriched assemblies

are placed next to the core boundaries. In commercial reactors, this is not done in order to protect

the vessel and to increase the reactivity by reducing the leakages, while for this application, this

choice is justified by the willing to reduce the radial peaking factor, to match standard values of this

quantity. In addition to the loading plan, reflective boundary conditions are also applied around the

core. In this work, the core is used to perform sensitivity and uncertainty analysis of multiphysic

depletion calculations.

Figure 5-1: Cluster cores used for multiphysic simulations. From the left to the right, defined during
A. Targa PhD thesis for RIA [7], problem 4 of the VERA-CS progression benchmarks [8] and case
study derived from [9] and used in the PhD thesis of A. S. Bielen [10].

Since the core description (cross-sections, geometry, materials, etc.) is readily available for the

first case study, a simple depletion calculation is performed to asses the cycle length that is possible

to reach under standard operating conditions. Unfortunately, the boron concentration becomes too
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low before to achieve the pre-fixed minimum constraint of about hundred days. For this reason

the same test is repeated for a a 5x5 mini-core plus reflector created adding an extra layer of

fuel assemblies to the radial plan. In this case, the cycle length is judged satisfactory. The main

distinction between this newly created case study and the other two ([8] and [10]) is in the boundary

conditions. The radial reflective boundary conditions strongly flatten the power distribution leading

to radial peaking factors similar to those of PWRs or even lower. On the contrary, the vacuum

radial boundary conditions cause large radial peaking factors. The additional layer of fuel assemblies

allows to achieve a pin-by-pin radial peaking factor of about 1.9 while standard values for commercial

PWRs range from 1.4 to 1.7 [229, 230]. A slightly higher radial peaking factor could be desirable

in order to potentially increase the numerical complexity of the case study. Therefore, this 5x5

mini-core is kept as applicative case for the coupling scheme. In addition, two different reflector’s

compositions are tested to further modulate the radial peaking factor.

5.1.3 Description of the Chosen Case Study

The chosen 5x5 PWR assemblies mini-core with radial and axial reflectors is briefly described.

Two radial reflector compositions are considered, one with equal portions of stainless steel and

water (standard), the other with 95% of stainless steel and 5% of water (higher stainless steel

concentration, hence referred to as heavy). The radial reflector is modelled as a homogeneous

assembly with average properties and with the same dimensions of the fuel assemblies (roughly 21

cm). Only one composition is considered for each axial reflector, 25 stainless steel and 75 water

for the top and 45-55 for the bottom. The top reflector is about 26 cm tall, while the bottom one

around 18. All the fuel assemblies are loaded with 4% enriched urania, their 2D burnup distribution

is given in Fig. 5-2.

Figure 5-2: North-east quarter of the loading plan, burnup values relative to the fuel assembly are
expressed in MWd/kg.

The operating conditions are similar to the nominal values of PWRs: the average linear power

is 160 W/cm and the mass flux is about 3900 kg/m2/s. Therefore, it has been chosen to keep the

average linear power, which is directly linked to the total one, instead of the maximum value, which
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may vary from model to model. In this way, a maximum linear power higher than standard values

is expected. For this reason, the water mass flux is slightly higher too. The fuel-cladding gap heat

transfer coefficient is set constant in all the core to the value of 5000 W/m2/K, corresponding to a

value typical of the beginning of cycle and standard correlations are used for the conductivities and

the water heat transfer coefficient.

5.2 Implementation of the Damped Fixed-Point Coupling

Scheme

For the sake of the resolution of the coupled problem, a simple fixed-point algorithm is implemented,

its description is given in Algorithm 4. The theoretical background is reported in sub-section 2.2.1

and the same notation of Section 4.1 is adopted. In this way, the multiphysic iterations, which follow

the index 𝑘, are defined as the sequential solution of each physics using the most update available

information.

Algorithm 4 Damped fixed-point.
Flat power distribution
while ‖Δ𝑥𝑘

𝑖 ‖2 > Δ𝑖 * 𝛼, for any i do
(𝜌𝑘+1

𝑤 ,𝑇 𝑘+1
𝑓 ) = 𝑇𝐻(𝑞𝑘

𝑤, 𝑞
𝑘
𝑓 )

(𝜏 𝑘+1, 𝑞𝑘+1
𝑤 , 𝑞𝑘+1

𝑓 ) = 𝛼 *𝑁(𝜌𝑘+1
𝑤 ,𝑇 𝑘+1

𝑓 ,𝐶𝑘
𝐹 𝑃 ) + (1 − 𝛼) * (𝜏 𝑘, 𝑞𝑘

𝑤, 𝑞
𝑘
𝑓 )

𝐶𝑘+1
𝐹 𝑃 = 𝐹𝑃 (𝜏 𝑘+1)

end while

The convergence is separately tested on the L2-norm1 of the absolute residual for each variable

vector 𝑥𝑖 (‖Δ𝑥𝑘
𝑖 ‖2 := ‖𝑥𝑘

𝑖 −𝑥𝑘−1
𝑖 ‖2), where 𝑥 is the linear concatenation of all the 𝑥𝑖. Each 𝑥𝑖 is the

vectorial representation of one of the fields (𝜌𝑤,𝑇 𝑓 , 𝑞𝑤, 𝑞𝑓 ,𝐶𝐹 𝑃 ), apart from 𝜏 that is not included

as it is not transiting in the supervisor. A specific convergence criterion is defined for each variable

once and for all from the result obtained after a very large number of converging iterations that

allows to reach the maximum numerical precision relative to the scheme. Very strict convergence

criteria are set, in order to ensure the reproducibility of the results. For simplicity, the damping

factor (𝛼) is applied only to the neutronic operator as all the other physics are directly linked to it.

In literature this factor is found to be applied in this way, to another operator [142] or even to all

of them as traditionally done in numerical mathematics [146].

The flowchart corresponding to this damped fixed-point algorithm is given in Fig. 5-3.

In order to converge to a given precision independently from the relaxation factor, if damping

is applied, the convergence criteria are multiplied by 𝛼. The explanation for this is given by Eqs.

(5.3) and (5.4) that show the relation between the relaxation factor and the convergence criterion.

1‖𝑦‖2 :=
√︀

𝑦2
1 + 𝑦2

2 + ... + 𝑦2
𝑛
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It should be noticed that otherwise lower values of 𝛼 would lead to less strict convergence tests.

‖𝑥𝑘+1 − 𝑥𝑘‖2 = ‖𝑓(𝑥𝑘) − 𝑥𝑘‖2 < Δ (5.3)

‖𝑥𝑘+1 − 𝑥𝑘‖2 = ‖(𝛼𝑓(𝑥𝑘) + (1 − 𝛼)𝑥𝑘) − 𝑥𝑘‖2 = 𝛼‖(𝑓(𝑥𝑘) − 𝑥𝑘)‖2 < Δ𝛼 (5.4)

Figure 5-3: Flowchart of the main variables exchanged in the considered damped fixed-point algo-
rithm.

5.3 Selection of the Neutronic Model for Core Calculations

To fully define the neutronic operator, the model for core calculations has to be defined starting from

the core solvers available in APOLLO3®. In this section, the results provided by several neutronic

solvers are compared to each other in a decoupled way, under constant isothermal conditions, to

find the best precision-time trade-off. This analysis is repeated for both the standard and the

heavy reflector to asses the sensitivity of the neutronic models to the different reflector’s isotopic

composition. After that, the same analyses are repeated using a coupling scheme that includes also

the thermal-hydraulics and the heat conduction to check whether this could impact the choice of

the model.

5.3.1 Decoupled Analysis of the Models

The considered neutronic models are four, all of them are combined to pin-cell homogenization and

SPH equivalence. They are listed in order of increasing complexity:

• MINOS, diffusion two energy groups (Diff.-2g).

• MINOS, SP3 eight energy groups(SP3-8g).

• MINARET, S8 twenty energy groups (S8-20g).
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• MINARET, S8 thirty energy groups (S8-30g).

In addition, another model using two-group diffusion over a quarter of assembly discretization is

used as comparison term representing the conventional method. The S8 models use the Discontin-

uous Galerkin discretization of order two both radially and axially, while for the SP3-8g and for the

diffusion, the mixed dual finite element method with Raviart-Thomas basis functions of order two

are chosen, both radially and axially. A multi-parametrized cross-sections database is created for

each core neutronic model following the procedures indicated in the sub-section 4.2.1. The databases

include also the cross-sections for the reflector issued by the 1D traverses procedure for nominal con-

ditions for each energy mesh. For what concerns the axial mesh, the core and the radial reflector are

divided into 30 meshes of about 14 cm, while the axial reflectors are divided into two meshes each.

Homogeneous conditions over the entire core are considered in terms of fuel effective temperature,

moderator density and Boron Concentration (BC), values are reported in Table 5.1.

Table 5.1: Homogeneous conditions imposed over the entire core for the decoupled analysis.

𝑇𝑓 [∘C] 𝜌𝑤 [g/cm3] BC [ppm]
655.8 0.701012 600

All the solvers are compared to S8-30g, which is used as reference. To have a real reference, the

problem should be simulated with a Monte Carlo code. However, this comparison should be seen as

a sort of convergence analysis as the angular and energy meshes are increasingly refined. Moreover,

this analysis has the objective of qualitatively classifying the different models more than assessing

the exact magnitude of the approximation they introduce.

Comparison of the Neutronic Models for Core Calculations

The results reported here are obtained considering the heavy reflector, the analysis corresponding to

the standard one is discussed afterwards. The comparison on the 3D power distribution within the

core is reported for the Diff.-2g (quarter of assembly) in Fig. 5-4a and for the SP3-8g in Fig. 5-4b.

In the first case, the reference power is integrated over the quarter of assembly mesh to measure the

discrepancies at this scale. In both cases, the highest differences are located next to the reflector

boundaries. An explanation for that is found in the simplified reflector modelling, which, apart from

the models based on Diff.-2g, has been carried out without an equivalence process. Another possible

source of error may stem from the strong flux gradient that is present in this region, which might

require an axial mesh refinement.

A more detailed comparison is reported in Table 5.2 for all the models. It should be noticed

that in this case Δ𝜌 is the reactivity difference. The performance of the SP3-8g is remarkable

as the results produced in about 4 % of the reference time and with only one processor (instead of

twenty) are in rather good agreement with the reference ones. Table 5.2 shows also the importance of
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(a) Diff.-2g (quarter) Vs S8-30g. (b) SP3-8g Vs S8-30g.

Figure 5-4: Comparisons of the power distributions on the reactor core (reflector excluded) as
predicted by the different neutronic models at fixed isothermal conditions. Presented in [11].

defining which are the target variables. Often in multiphysic simulations, it is especially important to

accurately predict the power where it is the highest, as in this region the physics are more coupled.

Anyhow, even in the core periphery the SP3-8g is in rather good agreement with the reference,

therefore for the scope of this thesis it is kept as potential best-estimate model for the rest of the

work.

Table 5.2: Performance assessment under isothermal conditions of the neutronic models in terms
of multiplication factor, reactivity difference, maximum absolute value and RMS of the relative
discrepancy on the power, radial power peaking factor and computing times ratio. The values in
parentheses result from a comparison on the quarter of assembly. Both S8 calculations are performed
with twenty processors, whilst the others with only one. Presented in [11].

S8-30g S8-20g SP3-8g Diff.-2g Diff.-2g (quarter)
𝑘𝑒𝑓𝑓 [-] 1.19746 1.19668 1.19670 1.19445 1.19415

Δ𝜌 [pcm] - -54 -53 -210 -231
[max(abs(Δ𝑞𝑡𝑜𝑡/𝑞𝑡𝑜𝑡))]core [%] - 0.93 2.76 8.17 (3.54) (4.19)

[RMS(Δ𝑞𝑡𝑜𝑡/𝑞𝑡𝑜𝑡))]core [%] - 0.16 0.63 1.26 (1.07) (1.18)
𝑓𝑥𝑦 [-] 1.984 1.986 1.984 1.964 (1.618) (1.622)

𝑞′𝑚𝑎𝑥 [W/cm] 431.06 431.53 432.34 427.72 (391.28) (390.53)
𝑡𝑖/𝑡𝑟𝑒𝑓 [%] 100 63 3.7 0.1 0.001

In Table 5.2, it is also interesting to compare the Diff.-2g computed over the pin-cell discretization

and then integrated over the quarter of assembly to the one directly calculated over the coarse

mesh. As discussed in sub-section 3.1.2, in case of diffusion approximation, the coarse mesh should

in principle contribute to the quality of the results as the fundamental hypotheses are easier to

be fulfilled. From this comparison the opposite emerges, the power distribution predicted by the

pin-by-pin diffusion integrated over the quarter of assembly matches better the integrated reference
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one. The explanation for that stems from the fact that these models use cross-sections adjusted

by the SPH technique that in case of pin-by-pin homogenization is more effective due to the larger

number of free parameters.

Assessment of the Sensitivity of the Neutronic Models to the Reflector Composition

The same analysis is repeated for the standard reflector. The results are stored in Table A.1,

available in the appendix. The relative performance of both the diffusion models becomes worse,

but the rest of the models approximately shares the same consistency and relative computational

cost as for the heavy reflector. It should be noticed that the purpose of this section is not to asses

the physics of the two reflectors, whose description is very simplified, but rather how they affect the

relative performance of each model. Anyway, to analyse the variation of the power distribution may

help to better understand the reasons behind a change in relative performance. As a rule of thumb,

when the gradient of the neutron flux is lower, the different models should produce more consistent

results. For this scope, the same set of parameters (apart from the computing time, which is almost

the same) is compared for the two reflector types, a synthesis is given in Table 5.3.

Table 5.3: Comparison of the main neutronic parameters between the two reflector types at isother-
mal conditions as predicted by the referential neutronic models. 𝜌ℎ𝑒𝑎𝑣𝑦 and 𝜌𝑠𝑡𝑑 respectively repre-
sent the reactivity of the cores with heavy and standard reflector. Presented in [11].

Heavy Reflector Standard Reflector
𝑘𝑒𝑓𝑓 [-] 1.19746 1.18672

𝜌ℎ𝑒𝑎𝑣𝑦 − 𝜌𝑠𝑡𝑑 [pcm] 756
𝑓𝑥𝑦 [-] 1.984 2.126

𝑞′𝑚𝑎𝑥 [W/cm] 431.06 461.88
[max(abs((𝑞ℎ𝑒𝑎𝑣𝑦 − 𝑞𝑠𝑡𝑑)/𝑞𝑠𝑡𝑑))]core [%] 34.72

[RMS(Δ𝑞/𝑞𝑠𝑡𝑑))]core [%] 8.97

The results show that the reflector’s isotopic composition has a strong impact on neutronics.

The heavy reflector allows to obtain a more reactive core at constant conditions and it flattens

significantly the power distribution as confirmed by Fig. 5-5. As expected, the axial shape of

the power does not change significantly and the hot-spot is at the same elevations for both the

configurations. For this reason the comparison of the power radial distribution is done at the hot-

spot plane. The higher power gradient found for the standard reflector, as predicted by the simple

rule, comes with slightly higher discrepancies among the models.

The flattening of the power is a key target in reactor design, as it allows to extract more power

with similar safety margins. In the context of this work, the lower radial peaking factor is also

desirable as it comes closer to the range of values commonly found in commercial PWRs. Moreover,

the larger reactivity is also beneficial, as it increase the maximum reachable cycle length. One

more interesting thing that appears in Fig. 5-5 is that, when considering the heavy reflector, while

most of the power is shifted from the centre to the periphery, the very outermost line of pin cells
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follows the opposite trend. This is due to the fact that the standard reflector reflects more thermal

neutrons thanks to the higher water content and they give an important contribution to the cells

at the boundaries, while the heavy reflector kickbacks more fast neutrons, which contribute over a

larger area.

Figure 5-5: Relative difference of the power distributions in the core (reflector excluded), between the
two reflector compositions. Northeast quarter of the radial section at the hot-spot plane. Presented
in [11].

5.3.2 Selection of the Models Based on the Coupled Analysis

In this section, an analysis similar to the one presented in sub-section 5.3.1 is performed, but this

time the models are compared within a coupled environment. At this stage, a coupling scheme

of neutronics, thermal-hydraulics and heat conduction is considered. In particular, the neutronic

model presented before are coupled to a thermal-hydraulic and heat conduction ones respectively

using quarter of assembly radial discretization and one equivalent fuel rod per quarter of assembly

as depicted in Fig. 5-6.

Figure 5-6: Refinement level of each physics. For the heat conduction, one average fuel pin per
quarter of assembly is represented. Presented in [11].
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Comparison of the Neutronic Models for Core Calculations

The comparisons of the integrated power distribution are reported in Fig. 5-7a and 5-7b. The

highest discrepancies are still in the proximity of the reflectors, where the power is the lowest and

this indicates once more that they could be reduced by improving the reflector modelling. Overall,

the shape and the global magnitude of the differences on the power distribution are comparable to

the ones obtained at fixed isothermal conditions.

(a) Diff.-2g (quarter) Vs S8-30g. (b) SP3-8g Vs S8-30g.

Figure 5-7: Comparisons of the power distributions on the reactor core (reflector excluded) as
predicted by the coupling scheme with different neutronic models. Presented in [11].

The analysis of the main neutronic variables is reported in Table 5.4. Similar conclusions to those

drawn in Section 5.3.1 apply here. The relative performance of the neutronic models stays more or

less constant. The inclusion of thermal-hydraulics and the heat conduction leads to a flatter radial

power profile as indicated by the lower radial peaking factor. However, taking into account these

physics brings to a more peaked power distribution as suggested by the maximum linear power.

Indeed, even if both the moderator and the Doppler feedback are negative (i.e. they oppose to

power escalations) the total power peaking factor increases. The reason for that is linked with the

fact that, roughly speaking, the water bulk temperature is proportional to the integral of the linear

power along the channel length, hence it is not a local feedback. The thermal-hydraulics causes a

shift of the maximum power towards the bottom of the reactor where the water is denser and colder.

Since, these calculations are done at fixed total power, such a shape deformation may lead to a more

peaked distribution. On the contrary, with such a low value for the gap heat transfer coefficient, the

fuel temperature depends a lot on the local linear power. In fact, in these conditions, the increase

in bulk temperature along the entire channel is often lower than the average temperature jump in

the fuel cladding gap.
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Table 5.4: Performance assessment of the neutronic models coupled to thermal-hydraulics and heat
conduction. The considered variables are the multiplication factor, the reactivity difference, the
maximum absolute value and RMS of the relative discrepancy on the power, the radial power
peaking factor and the computing times ratio. The values in parentheses result from a comparison
on the quarter of assembly. Both S8 calculations are performed with twenty processors, whilst the
others with only one. Presented in [11].

S8-30g S8-20g SP3-8g Diff.-2g Diff.-2g (quarter)
𝑘𝑒𝑓𝑓 [-] 1.19073 1.18996 1.19001 1.18785 1.18753

Δ𝜌 [pcm] - -54 -51 -204 -226
[max(abs(Δ𝑞𝑡𝑜𝑡/𝑞𝑡𝑜𝑡))]core [%] - 1.07 2.34 8.38 (3.80) (4.64)

[RMS(Δ𝑞𝑡𝑜𝑡/𝑞𝑡𝑜𝑡))]core [%] - 0.26 0.45 1.31 (1.13) (1.29)
𝑓𝑥𝑦 [-] 1.878 1.880 1.877 1.863 (1.541) (1.544)

𝑞′𝑚𝑎𝑥 [W/cm] 445.39 445.80 445.70 442.13 (405.06) (404.83)
𝑡𝑖/𝑡𝑟𝑒𝑓 [%] 100 40 1.65 1.32 0.06

For what concerns the time factor, it should be considered that in this case it refers to the total

time including also the thermal-hydraulics and the heat conduction. The stand-alone resolution

of the thermal-hydraulics and the heat conduction needs approximately as much time as the one

required by Diff.-2g at the pin-cell scale. These numbers can be used just to deduce the order

of magnitudes, in fact, the quota of time spent for the thermal-hydraulics in the resolution of

the coupling scheme may vary significantly. The convergence rate of thermal-hydraulics and heat

conduction is affected by the considered power distribution. A similar topic is discussed into details

in the following chapter.

Overall, the relative performance of the SP3-8g is almost unaffected by the coupling scheme

both in terms of discrepancies and computing time. One factor that does not emerge from this

analysis is the memory consumption. The SP3-8g has a much larger memory footprint than the

other models (including also the thermal-hydraulic and heat conduction ones). However, for the

considered computer this does not constitute a major problem. Hence, this model consolidates its

position of good trade-off between discrepancy to the reference and computational cost.

Assessment of the Sensitivity of the Coupling Scheme to the Reflector Composition

The same analysis is repeated for the standard reflector and the main results are stored in Table

A.2, available in the Appendix. Also in this case the relative performance of the models based on

the diffusion approximation seems to slightly degrade, while the others stay almost unaffected. The

results from the reference coupling scheme, the one using the S8-30g as neutronic model, for both

the reflectors are compared in Table 5.5. The impact of the reflector composition on the reactivity

is even larger than the one observed for the fixed isothermal conditions.

In respect of the power distribution, the maximum relative discrepancies are not at the hot-spot

plane, but rather in the top of the core. In fact, in this region the thermal-hydraulic conditions differ

the most, as they depend on the integral along the entire channel. Nevertheless, since the maximum
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Table 5.5: Comparison of the main neutronic parameters between the two reflector types as predicted
by the referential coupling scheme. Presented in [11].

Heavy Reflector Standard Reflector
𝑘𝑒𝑓𝑓 [-] 1.19073 1.17768

𝜌ℎ𝑒𝑎𝑣𝑦 − 𝜌𝑠𝑡𝑑 [pcm] 931
𝑓𝑥𝑦 [-] 1.878 1.990

𝑞′𝑚𝑎𝑥 [W/cm] 445.39 487.36
[max(abs((𝑞ℎ𝑒𝑎𝑣𝑦 − 𝑞𝑠𝑡𝑑)/𝑞𝑠𝑡𝑑))]core [%] 41.99

[RMS(Δ𝑞/𝑞𝑠𝑡𝑑))]core [%] 9.99

absolute discrepancies are in the radial plane including the hot-spot, the comparison on the radial

power in Fig. 5-8 refers to its elevation. In fact, in this case, the hot-spot plane for the standard

reflector is not exactly at the same height, it is one axial mesh below.

Figure 5-8: Relative difference of the power distributions in the core (reflector excluded), between
the two reflector compositions as computed by the reference coupling scheme. Northeast quarter of
the radial section at the hot-spot plane obtained using the heavy reflector. Presented in [11].

Overall, the coupling scheme and the reflector composition do not have a strong impact on the

outstanding relative performance of the SP3-8g, which is judged as a good compromise and it is kept

for the rest of the PhD work. The conclusions might change for more heterogeneous case studies or

different homogenization levels.

5.4 Application of the Complete Coupling Scheme on the

Case Study

In this section, the subchannel thermal-hydraulic modelling coupled to the heat conduction in every

fuel rod is implemented. The need for such a refinement is tested on the study case using the hybrid

scheme presented in the previous section as comparison term. Finally, the impact of the coupling

scheme on the axial power profile is analysed.
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5.4.1 Implementation of More Advanced Models

The implementation of a coupling scheme deploying advanced models is depicted as the progression

from the standard ones, represented in Fig. 5-9, to the more advanced ones, reported in Fig.

5-10. To facilitate the description of the geometry for the subchannel thermal-hydraulics and heat-

conduction and the coupling of these two meshes (link between thermal-hydraulic channels and fuel

rods) a Python script has been implemented during the PhD work. Using such a coupling scheme

with this level of refinement in every physics allows to improve the prediction of local quantities

in each of the physics. For instance, to deepen the study of strongly coupled local phenomena like

the DNB, which is a major safety concern and depends on both the local wall heat flux and the

thermodynamic equilibrium quality (𝑥𝑒 := ℎ−ℎ𝑓

ℎ𝑓𝑔
, where ℎ is the mixture enthalpy, ℎ𝑓 is the liquid

phase saturation enthalpy and ℎ𝑓𝑔 is the latent heat).

Figure 5-9: Standard coupling scheme realized with conventional models. One variable for each
physics is reported in order to show every radial mesh. From left to right: xenon-135 equilib-
rium concentration, power integrated in the fuel, channel average moderator density and quarter of
assembly effective temperature.

5.4.2 Assessment of the importance of the Thermal-Hydraulic and Heat

Conduction Refinement

In this sub-section, it is assessed the importance of using a subchannel thermal-hydraulic model and

solving the heat conduction for all the fuel rods. In the literature review reported in Section 2.1,

the vast majority of the coupling scheme includes such a level of refinement for these two physics.

In Table 5.6, the hybrid solution (pin-cell neutronics, quarter of assembly thermal-hydraulics and

heat conduction) is compared to the main standard alternatives, which are based on a coupling

scheme with pin-cell neutronics, subchannel thermal-hydraulics and heat conduction for all the fuel

rods. Using the standard coupling scheme based on the S8-30g model as a reference, it is possible

to observe that the hybrid scheme requires higher computing time and suffers higher discrepancies
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Figure 5-10: Current coupling scheme implemented for the rest of the thesis. One variable for each
physics is reported in order to show every radial mesh. From left to right: xenon-135 equilibrium
concentration, power integrated in the fuel, channel average moderator density and rod slice effective
temperature.

than the standard one based on the SP3-8g. Therefore, the refinement of thermal-hydraulics and

heat conduction modelling is considered more effective than improving the neutronic modelling. For

this reason the standard approach is confirmed.

Table 5.6: Hybrid coupling scheme (pin-cell neutronics, quarter of assembly thermal-hydraulics and
heat conduction) compared to the reference ones using subchannel thermal-hydraulics and modelling
the heat conduction in every fuel rod. The main neutronic variables are reported.

SP3-8g S8-30g S8-30g (hybrid)
𝑘𝑒𝑓𝑓 [-], (Δ𝜌 [pcm]) 1.18849 , (-51) 1.18921 1.19073 , (+107)
RMS(Δ𝑞𝑡𝑜𝑡/𝑞𝑡𝑜𝑡) [%], (max (Δ𝑞𝑡𝑜𝑡/𝑞𝑡𝑜𝑡) [%]) 0.56 , (-2.6) 0 1.36 , (-8)
𝑡𝑖/𝑡𝑟𝑒𝑓 [%] 6 100 ≈97.5

5.4.3 Analysis of the impact of the Coupling Scheme on the Axial Power

Profile

The power axial profile at isothermal conditions is almost symmetric (apart from the small differences

due to the reflector’s axial dimensions), but the other physics have a strong impact on it, so in this

paragraph a brief overview of these deformations is given. For a given water mass flow rate, the higher

the power level the more the thermal-hydraulics tends to bend the power distribution towards the

bottom, where the water is denser and colder. As stated before, the impact of the heat conduction

also depends on the value of the fuel cladding gap heat transfer coefficient, but, in most of the cases,

it has a flattening effect as the average temperature increase in the fuel is predominant on the one

characteristic of the moderator. To understand more the relation between the fuel temperature and

the power profile, it is important to consider that the more the fuel temperature increases, the less

effective the Doppler feedback becomes. To better define this point it is important to introduce the
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effective resonance integral. Its definition is given in Eq. (5.5), where Δ𝐸𝑟𝑒𝑠 is the energy interval

containing a resonance and 𝜑 is the self-shielding factor presented in sub-section 3.1.1. The effective

resonance integral is a sort of effective absorption cross-section relative to a resonance energy interval

that accounts for the strong flux depression in this energy range. In particular, 𝐼𝑒𝑓𝑓 is proportional

to the square root of the fuel temperature. Therefore, the impact of the Doppler effect on the

reactivity becomes weaker at higher temperatures.

𝐼𝑒𝑓𝑓 :=
∫︁

Δ𝐸𝑟𝑒𝑠

𝑑𝐸′

𝐸′
𝜎𝑎𝑏𝑠

𝑎 (𝐸′)𝜑(𝐸′) (5.5)

At first sight, the impact of the research of the equilibrium concentrations of the fission products

has also an effect similar to the heat conduction feedback. From the Bateman equations, it is

possible to analytically derive the xenon-135 equilibrium concentration. Using one energy group

cross-sections and considering only iodine-135 as precursor Eq. (5.6) is obtained. From this equation

it is clear that the xenon concentration is asymptotically independent on the neutron flux. Even if

the neutron flux in PWRs is about 1014 n/cm2/s [231], the xenon is not completely saturated, as it

is possible to see in Fig. 5-10, where a shape similar to the neutron flux may be recognised.

𝐶𝑋𝑒,𝑒𝑞 = (𝛾𝑋𝑒 + 𝛾𝐼)Σ𝑓 𝜑

𝜆𝑋𝑒 + 𝜎𝑋𝑒𝜑
(5.6)

For what concerns the samarium-149, following a similar approach, assuming promethium-149 as

the only precursor, it is possible to demonstrate that the equilibrium concentration of the samarium-

149 is independent from the flux, as reported in Eq. (5.7).

𝐶𝑆𝑚,𝑒𝑞 = 𝛾𝑃 𝑚Σ𝑓

𝜎𝑆𝑚
(5.7)

The impact on the axial power profile of progressively adding physics to the coupling scheme

is represented in Fig. 5-11. The converged power profile obtained for neutronics and thermal-

hydraulics is compared to the one calculated including also the heat conduction and to the one that

accounts also for the equilibrium concentration of fission products. The fission products and the

heat conduction strongly contribute to the power flattening.

Even if the fission products have a stabilizing effect on the power profile, their integration in

the coupling scheme may add complexity from the numerical point of view. In fact, they affect so

much the neutronics that they may cause large oscillations of the solution during the convergence

process. Depending on the power level, they may even compromise the stability of the scheme. In

fact, for this case study, the coupling scheme including all the mentioned physics really challenges

the efficiency and the stability of the fixed-point algorithm, which depending on the relaxation factor

may not converge.
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Figure 5-11: Deformation of the power profile due to the progressive inclusion of the other physics
in the coupling scheme. An axial section of the mini-core is considered. From left to right:
neutronics/thermal-hydraulics, plus heat conduction and plus both heat conduction and equilib-
rium concentration of the fission products.

5.5 Chapter Conclusion

In this chapter, a mini-core made of 5x5 PWR fuel assemblies plus reflector is selected as case

study. A simple damped fixed-point algorithm is defined with the purpose of solving the coupled

problem. The case study is used to compare the relative performance of four suitable neutronic

models for core calculations. The assessment is performed both at fixed isothermal conditions and

in a simple coupled scheme of neutronics, thermal-hydraulics and heat conduction. The simplified

PN method of order three used with eight energy groups is found to be the best compromise. The

impact of two different reflector isotopic compositions and of the coupling scheme on the relative

performance of this model is very small. For this reason, it is kept for the rest of the PhD studies.

A subchannel thermal-hydraulic model coupled to heat conduction modelling of all the fuel rods is

implemented. The need for the refinement of these two physics is demonstrated by comparison to

a hybrid coupling scheme with pin-cell neutronics and quarter of assembly thermal-hydraulics and

heat conduction. Finally, a brief analysis of the impact on the power axial profile of the full coupling

scheme (including also the research of the equilibrium concentration of fission products) is given to

facilitate the comprehension of the interdependencies among these physics. The limits of the damped

fixed-point algorithm especially emerge for the coupling scheme containing all the physics, both in

terms of efficiency and robustness. Depending on the relaxation factor, the convergence, may be

not achievable. The problems of this algorithm are presented in detail in the following chapter and

several solutions are proposed.
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Chapter 6

Numerical Optimization of the

Steady-State Coupling Scheme

In the previous chapter, a case study is specified and the single-physics models are selected. A simple

damped fixed-point algorithm is implemented to solve the coupled problem. Especially when dealing

with the multiphysic problem in its integrity, some numerical problems arise in terms of robustness

and efficiency. In this chapter, those problems are analysed more in details. A generalization of the

fixed-point, rather widespread in the industry but not so famous in literature, is implemented and

deeply analysed. Afterwards, its performance is compared to the widely known Anderson algorithm.

Finally, the customization of the Anderson algorithm following the principle of partial-convergences

is explored.

6.1 Analysis of the limitation of the Damped Fixed-Point

Algorithm

Before to discuss about multiphysic algorithms, which are one of the key topic of this thesis, it should

be repeated that every specialised solver considered here contains in itself a numerical process, which

is not modified in this PhD studies. For what concerns the role of the neutronic model that has been

constituted, it solves an eigenvalue problem and, like the vast majority of the solvers, it uses the

power iteration method. In particular, this algorithm iteratively researches the largest eigenvalue

and its description can be found in [146], pages 192 to 198. In this type of solvers, the power

iterations are just the outermost loop of a nested iterative process that may include multiple levels.

In Algorithm 4, each multiphysic iteration corresponds to a neutronic solver call, which requires a

variable number of power iterations that are needed to meet a set of internal precision criteria. In a

similar way, the thermal-hydraulic and heat conduction model also uses an iterative process to solve
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the steady-state problem. Similarly to many other solvers, it simulates a pseudo-transient until the

asymptotic steady-state is reached. For this reason, also in this case, each solver call corresponds to

a variable number of time steps required to meet a set of internal precision criteria. For simplicity,

since in this coupling scheme the thermal-hydraulics and the heat conduction are part of the same

iterative process (managed by the subchannel solver of FLICA), when talking about the thermal-

hydraulic time steps, they refer also to the heat conduction. Both the power iterations and the time

steps of the pseudo-transient are referred to as single-solver iterations.

In order to evaluate the performance of a given algorithm, a common estimator of the type

of Eq. (6.1) is defined. This estimator defines an equivalent calculation time (𝑡𝑒𝑞𝑣) based on the

number of single-solver iterations multiplied by their respective average computing time, estimated

once for all the applications. This choice is based on the fact that, at least for nominal conditions

steady-states, both the thermal-hydraulic and the neutronic iterations respectively have an almost

constant time cost and they carry most of the computing time. Moreover, with this estimator it

is possible to compare calculations performed on machines with different characteristics. 𝐼𝑁 is the

number of neutronic power iterations, 𝐼𝑇 𝐻 the number of thermal-hydraulic time steps and 𝐼𝐹 𝑃 the

number of depletion calculation. 𝐼𝐹 𝑃 is also equivalent to the number of multiphysic iterations as

the iterative process for the research of the equilibrium concentrations of the fission products is not

subdivided into a number of iterations. For this reason, it is multiplied by an average time for the

full depletion calculation (𝑡𝐹 𝑃 ) summed to an estimation of the fixed time cost for data exchanges

and manipulations (𝑡𝑒𝑥.).

𝑡𝑒𝑞𝑣 := 𝐼𝑁 * 𝑡1𝑁 + 𝐼𝑇 𝐻 * 𝑡1𝑇 𝐻 + 𝐼𝐹 𝑃 * (𝑡𝐹 𝑃 + 𝑡𝑒𝑥.) (6.1)

In all the paper, this estimator is normalized to the best performing algorithm, as shown in Eq.

(6.2) for this reason it is called relative equivalent calculation time (𝑡𝑒𝑞𝑣,𝑟).

𝑡𝑒𝑞𝑣,𝑟 := 𝑡𝑒𝑞𝑣,𝑖

𝑡𝑒𝑞𝑣,𝑚𝑖𝑛
(6.2)

The damped fixed-point algorithm defined in Section 5.2 is tested for a typical range of relaxation

factors. The plot of the performance versus the relaxation factor is available in Fig. 6-1. When

the algorithm converges, the associated equivalent calculation time is reported. Otherwise, if the

L2-norms of the residuals do not decrease enough over the iterations, “NC” is marked on top of the

relaxation factor, whereas, if the L2-norms of the residuals increase, “DIV” is used.

Without damping, divergent axial oscillations are found for the neutron scalar flux and conse-

quently for the concentration of fission products. Due to the low value of the total heat transfer

coefficient for the extraction of the heat from the fuel, also the fuel temperature follows similar

oscillations. With respect to the density, the variations are prevalently axial. The axial position of
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Figure 6-1: Performance of the Damped fixed-point algorithm for a range of relaxation factors.
“NC” stands for Non-Convergent behaviour and “DIV” for DIVergent.

the peak of heat flux significantly impacts the density axial profile and the convergence speed. The

oscillations of these quantities are reported in the appendix for the first three iterations in Fig. from

B-1 to B-4. Similar oscillations have been observed also in [141]. The divergent behaviour makes the

solution exit the range of validity of the parameters, hence the iterations stop. When the oscillations

are observed, the eigenvalues of the Jacobian matrix of the damped fixed-point iteration function

(introduced in sub-section 2.2.1) are expected to be negative and, due to the divergent behaviour,

some of them are supposed to be inferior to minus one. Hence, the optimal relaxation factor is

expected to be between zero and one.

Considering Fig. 6-1, the curve respects the convex shape predicted by the theory presented

in sub-section 2.2.1, which consolidates the pertinence of the estimator 𝑡𝑒𝑞𝑣,𝑟. To link the current

damped fixed-point iteration function to the general theory presented in sub-section 2.2.1, it is

possible to think of the global functional as composition of the operators using the neutronic variables

as the only unknown. Therefore, the exact iteration function associated to the fixed-point considered

here and defined by Algorithm 4 is the one defined in Eq. (6.3). Where 𝑥𝑘 := [𝜏 𝑘, 𝑞𝑘
𝑤, 𝑞

𝑘
𝑓 ] (recall:

these fields respectively represent the vector of reaction rates [1/cm3/s] and the integrated power

[W] in the water and in the fuel). 𝐹𝑃 (𝑥0) is the concentration of fission products as stored in the

cross-sections.

𝑥𝑘+1 = 𝐺𝛼(𝑥𝑘) := 𝛼 *𝑁([𝑇𝐻(𝑥𝑘)]𝜌𝑤
, [𝑇𝐻(𝑥𝑘)]𝑇 𝑓

, 𝐹𝑃 (𝑥𝑘−1)) + (1 − 𝛼) * 𝑥𝑘 (6.3)

From this point of view, the convergence criteria on all the variables not contained in 𝑥𝑘 become
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additional checks on internal variables of interest.

In particular, in Fig. 6-1, a range of relaxation factors that makes the scheme converge is found,

it contains the values between 0.08 and 0.39. From a theoretical standpoint, values comprised in

𝛼 ∈ ]0, 0.08[ should bring to convergence in a decreasingly effective way approaching zero. Obviously

𝛼 = 0 is not considered, because it means no update of the solution. Nevertheless, small values of

𝛼 might bring to convergence criteria too small compared to the internal precision of the solvers.

Indeed, for 𝛼 = 0.05, a plateau is observed just before reaching the convergence for some physics.

So even if this case is classified as “NC”, the scheme is actually converging to a result, but with

a precision lower than the imposed one. An increase in the solvers internal precisions would be

required to allow lower values of the relaxation factor. On the contrary, for 𝛼 ≥ 0.4, an interval

of non-convergence is observed, in the sense that the solution is trapped in periodic oscillations

within a set of values. More insight on this behaviour is given in the next section. For even larger

relaxation factors, the module of the residuals increases with the iterations. Given the small range

of acceptable relaxation factors, the damped fixed-point appears as difficult to apply on case studies

similar to the considered one. For such a strongly coupled problem, tighter algorithms should be

used. Moreover, the performance is very dependent on the value of the relaxation factor, which

is very inconvenient, because optimal values are generally not available or empirically determined.

For instance, by choosing a relaxation parameter about 0.3 leads to a rather efficient convergence,

while selecting 0.39 makes the algorithm more than fifteen times slower and with 0.4 or larger no

convergence would be obtained.

6.2 Generalised Fixed-Point with Partial-Convergences

Given the difficulties encountered when using the damped fixed-point algorithm, in this section, a

variant of this method based on the partial-convergences is introduced. This technique is already

rather widespread in the industry but very few systematic studies are found in the nuclear reactor

physics literature. In particular, the sensitivity of its performance to the numerical parameters is

analysed. Afterwards, the evolution of the key variables along the multiphysic iterations in case of

non-converging algorithm is examined.

6.2.1 Introduction

The generalised fixed-point with partial-convergences technique is based on the idea of chasing a

progressive convergence of some of the single-physics models. Within this approach, the internal con-

vergence of the neutronic and thermal-hydraulic operators is not asked at every multiphysic iteration,

but it becomes just a necessary criterion for the global convergence of the scheme. The convergence

of the neutronic inner iterative process can be controlled either by imposing a maximum limit on
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the number of power iterations per solver call or simply by controlling the internal precision criteria.

These two options are not equivalent at all, depending on the initialization of the solver, a widely

varying number of iterations would be needed to obtain a given precision. There exist, since long

time, industrial calculation schemes using the fixed-point with partial-convergences by controlling

the number of the neutronic power iterations. However, [125] is the only reference of this practice

found in literature. On the contrary, schemes based on the fixed-point with partial-convergences

that control the internal precision criteria are not so frequent. The numerical justification for the

use of an inexact operator is given by [232]. In this reference, it is also analysed the variation of

the multiphysic convergence of TIAMAT for a set of fixed degradation of the internal convergence

criteria of each of the single-physics solver (neutronics, thermal-hydraulics and fuel performance).

The considered case study for this analysis is the steady-state modelling of a fuel rod at nominal

conditions. Other detailed mathematical analyses of inexact methods can be found in the works of

[233].

For what concerns the considered thermal-hydraulic model, the internal convergence can be

controlled in an analogous way through the number of time steps of the pseudo-transient or through

the modulation of the internal convergence criteria. Also in this case, it is more common in industrial

calculations to impose the partial-convergences via a maximum number of time steps per solver call

than by controlling the internal precision criteria, but both these techniques are even less frequently

observed in literature. For instance, in [125], only the neutronic power iterations are controlled,

whilst the full convergence of thermal-hydraulics is asked at each call. The explanation for that is

partly linked to the specific solver structures that may not allow such flexibility and to the numerical

algorithm, which may simply be not suitable for partial-convergences.

For the generalised fixed-point with partial-convergences considered in this work, the limitations

are only imposed on the maximum number of single-physics iterations per solver call of neutronics

and thermal-hydraulics. For the thermal-hydraulics, a constant time step of 0.01 s is considered.

Since the fission products equilibrium research takes a much lower computing time than the one

required for the complete resolution of the other physics and the concentration of the xenon-135

evolves in a rather stiff and not monotonous way, full convergence is always asked to this operator.

The time-evolution of the concentrations of xenon-135 and samarium-149 after a power change are

respectively given in Fig. B-5a and B-5b, available in the Appendix. It should be noticed that those

plots refer to the variation of the total reactor power, while for these calculations, this is a fixed

constraint, but a similar reasoning can be adapted to the local variations of the neutron flux.

Within this approach, a key role is played by the solver initialization at each call. Each solver

restarts from the results computed at the last call. In this way, in case of stable algorithm, the

number of solver specific iterations needed to meet the convergence criteria decreases along the

multiphysic convergence. Therefore, after a certain point, the internal convergence of each solver
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becomes reachable within a number of single-physics iterations lower than the imposed limits. The

main idea behind this technique is to avoid the extra single-solver iterations needed to very precisely

compute every physics while away from the global solution. Instead, a progressive convergence of

all the variables is targeted. Another justification to the use of this technique could be found in its

similarities with the under-relaxation (𝛼 < 1). When the convergence of the internal solvers is ap-

proximately monotonous, the not fully converged solution is contained “in between” the solution at

the previous iteration and the fully converged new guess. For this reason, when the under-relaxation

is desirable, the partial convergence allows to achieve similar savings in terms of multiphysic itera-

tions, but also to reduce the number of single-solver iterations, by avoiding the unnecessary iterations

to full convergence when far from the solution.

To understand the need of the word “generalised” before “fixed-point”, it is important to un-

derline the difference introduced by this algorithm customization. For this scope, the concept of

consistency of a numerical method needs to be introduced. A detailed explanation is given in [146],

pages 37 and 38. For this analysis let us consider the whole multiphysic problem in the residual form

(𝐹 (𝑥) = 0) associated to the fixed-point defined in Eq. (6.3). The numerical method that solves this

problem would produce a sequence of approximate problems that in a general form can be expressed

as in Eq. (6.4). Where 𝑑 is the exact set of data on which the solution depends and 𝑘 is a certain

parameter for which the unknown tends to the solution of the problem (lim𝑘→∞ 𝑥𝑘 = 𝑥*). Under

the assumption of well posed problem, this is possible only if 𝐹 𝑘 approximates the real problem 𝐹

for 𝑘 → ∞ and the same for the datum (𝑑𝑘 → 𝑑 for 𝑘 → ∞).

𝐹 𝑘(𝑥𝑘,𝑑𝑘) = 0 (6.4)

Considering a datum 𝑑 admissible for 𝐹 𝑘, the method is consistent if Eq. (6.5) is respected.

Moreover, such a method is said strongly consistent if the equation is valid for every 𝑘.

lim
𝑘→∞

𝐹 𝑘(𝑥*,𝑑) = lim
𝑘→∞

𝐹 𝑘(𝑥*,𝑑) − 𝐹 (𝑥*,𝑑) = 0 (6.5)

In the context of this work, 𝑘 is the index of multiphysic iterations and the datum can be

considered as the case study specification, which is constant along the process. While the simple

fixed-point (damped or undamped) is a strongly consistent method by definition (𝐹 (𝑥*) = 𝐹 𝑘(𝑥*) =

0 ∀𝑘), the generalised fixed-point with partial-convergences is only consistent. In other words, the

fixed-point function 𝐺𝑘
𝛼 varies along the multiphysic iterations and nothing guarantees that, for a

given 𝑘, 𝐺𝑘
𝛼(𝑥*) = 𝑥*. First of all, the exact neutronic operator 𝑁 is substituted by a truncated

one 𝑁𝑛𝑖𝑛𝑡.
, whose maximum number of power iteration per solver call is limited to “𝑛𝑖𝑛𝑡.”. For

this reason, the internal convergence is met only if this limit is sufficiently high that the iteration

process would have stopped before reaching it anyway. Secondly, since the internal convergence
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is not guaranteed, the solver initialization at the beginning of the call affects the final result. In

general, the considered neutronic model restarts from the status computed at the end of the previous

call, while the flat flux is used at the first iteration. Therefore, due to the initialization technique,

the operator is in reality dependent on the history of previous calls. To indicate this evolution of

the neutronic operator, it is indicated with 𝑁𝑘
𝑛𝑖𝑛𝑡.

, where 𝑘 is the number of solver calls, which in

this case is equivalent to the number of multiphysic iterations. Completely analogous observations

apply to the thermal-hydraulics (𝑇𝐻𝑘
𝑚𝑖𝑛𝑡.

), where “𝑚𝑖𝑛𝑡.” is used for the limit on the time steps),

hence also for the global operator. As stated before, in case of converging algorithm, the solver

initialization approaches the solution of the problem and this allows, from a certain point on, to

ensure the internal convergence. In fact, the initialization becomes close enough to the solution that

the number of single-physics iteration required for the convergence is inferior to the imposed limit.

For this reason, as stated before, the internal convergence becomes a necessary condition for the

global convergence of the scheme.

The generalised fixed-point with partial-convergences is represented by Algorithm 5 (recall of

the following fields nomenclatures: 𝜌𝑤 is the moderator density [g/cm3], 𝑇 𝑓 is the fuel effective

temperature [∘C] and 𝐶𝐹 𝑃 is the fission products concentrations [1/cm3]). The convergence check

is the same as in Algorithm 4.

Algorithm 5 Damped fixed-point with partial convergences.
Flat power distribution
while ‖Δ𝑥𝑘

𝑖 ‖2 > Δ𝑖 * 𝛼, for any i do
(𝜌𝑘+1

𝑤 ,𝑇 𝑘+1
𝑓 ) = 𝑇𝐻𝑘

𝑚𝑖𝑛𝑡.
(𝑞𝑘

𝑤, 𝑞
𝑘
𝑓 )

(𝜏 𝑘+1, 𝑞𝑘+1
𝑤 , 𝑞𝑘+1

𝑓 ) = 𝛼 *𝑁𝑘
𝑛𝑖𝑛𝑡.

(𝜌𝑘+1
𝑤 ,𝑇 𝑘+1

𝑓 ,𝐶𝑘
𝐹 𝑃 ) + (1 − 𝛼) * (𝜏 𝑘, 𝑞𝑘

𝑤, 𝑞
𝑘
𝑓 )

𝐶𝑘+1
𝐹 𝑃 = 𝐹𝑃 (𝜏 𝑘+1)

end while

The associated flowchart is not drawn as it is very similar to that given in Fig. 5-3. The only

difference is that, in the current algorithm, also the operators 𝑁 and 𝑇𝐻 depends on the multiphysic

iteration for the reasons just explained.

6.2.2 Parametric Performance study

In order to have an insight of the performance of Algorithm 5, it is applied to the case study for

different tuples of maximum single-solver iterations (𝑁𝑁 -𝑁𝑇 𝐻) and for a wide range of relaxation

factors. In fact, for each setting, larger damping factors are tested until the divergence of the

algorithm is observed.

The first test concerns a symmetrical reduction of both the neutronic and the thermal-hydraulic

iterations limits. The starting values are defined from the total number of iterations required to

solve the case under isothermal conditions for the neutronics and for a flat power distribution for
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the thermal-hydraulics. The results are available in Fig. 6-2, “inf-inf” corresponds to no limits

on the iterations, so to the same curve of Fig. 6-1. However, it is renormalized to the current

lowest equivalent calculation time, which is different. The reduction of the single-physics iteration

limits seems to significantly improve the performance of the algorithm: the number of equivalent

iterations can be up to 15 times smaller than the best result obtained with the standard algorithm.

Another important advantage of such a technique is the reduction of sensitivity on the relaxation

factor. For instance, in the “1-1” case, the performance is almost constant over the entire interval

of considered relaxation factors, and the divergence is not obtained for 𝛼 lower than 1.8. Even if

it might seem that the problem is only moved from the choice of a relaxation factor to that of the

tuple of maximum single-solver iterations, the dependency on such a parameter is much smaller for

any choice within few tens of iterations. The comparison between “1-1”,“10-10” and “20-40” shows

that alternating the resolution of the two physics at each iteration is a suitable choice. However, the

fixed time cost per multiphysic iteration favours the choice of few tens of single-physics iterations.

Moreover, imposing “1-1” is not compatible with testing the internal convergence on more than one

iterate and the dedicated internal acceleration techniques, which are usually very effective, are not

applicable. For instance, in the resolution of neutronic power iterations, Chebyshev acceleration (see

[234]) might be desirable, but the internal solver would have access to only one iterate, hence no

acceleration technique would be available in this case.
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Figure 6-2: Symmetrical reduction of the limits on single-physics iterations, appearing in the tuples
format: “𝑁𝑁 -𝑁𝑇 𝐻”. The partial convergence significantly improves the performance of the algorithm
and drastically reduces the dependency on the relaxation factor. Instead of the marker, “SC”
(meaning Slow-Convergence) appears in the top part of the plot if (𝑡𝑒𝑞𝑣,𝑟) > 50. “NC” represents
non-convergence and “DIV” divergence.
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The second test deals with the asymmetrical reduction of the limits on the number of single-

physics iterations. The results are available in Fig. 6-3. It appears that limiting the number

of neutronic iterations is more stabilizing than imposing a lower maximum of thermal-hydraulic

iterations. In fact, the abrupt loss of performance and stability, observed for relaxation factors

slightly higher than the optimum value, only appears when the limit on neutronic iterations is equal

or greater than one hundred. In most of the cases, limiting the neutronic iterations brings to larger

𝛼𝑜𝑝𝑡. This could be explained with the reduction in module of the most negative eigenvalues. The

extreme cases “1-inf” and “inf-1” fully confirm this trend. “inf-1” diverges for almost the entire

range of standard relaxation factors. “1-inf” on the contrary converges always for 𝛼 ∈ [0.1, 1.4],

nevertheless, it is totally not competitive in terms of computing time.
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Figure 6-3: Asymmetrical reduction of the limits on single-physics iterations, appearing in the tuples
format: “𝑁𝑁 -𝑁𝑇 𝐻”. The stability of the algorithm improves more when limiting 𝑁𝑁 . The same
notation of Fig. 6-2 is adopted.

The results reported so far are obtained assuming that the data exchange and manipulation is

in the order of 2 s. In order to test their sensitivity to the manipulation time, the curves are plotted

again in Fig. 6-4 for a data exchange and manipulation time of 200 s. Except for few cases, neither

the shape of the curves nor their relative positions change much. This confirms that reducing the

limits on the tuples not only permits savings in terms of single-physics iterations, but it also strongly

affects the number of multiphysic iterations. Moreover, this low dependency on the data exchange

and manipulation time helps to make the study slightly more general as implementation details and

informatic optimization are kind of separated from the analysis. Nevertheless, it should be noticed

that this optimization becomes essential when the limits on the single-physics iterations is very

small. In particular, with respect to “1-1” setting, it is no longer competitive in terms of equivalent
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calculation time.
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Figure 6-4: Performance analysis of different limits on the maximum number of single-physics it-
erations per multiphysic call. The same analysis of Fig. 6-2 and Fig. 6-3, but assuming a data
exchange and manipulation time of 200 s, instead of 2 s. The same notation of Fig. 6-2 is adopted.

Analysing the number of neutronic and thermal-hydraulic iterations separately, it is possible to

have more insight on the efficiency of limiting the maximum number of iterations. It should be

noticed, that in this kind of analysis, the time for the data manipulation and exchange does not

have any influence. In Fig. 6-5a and 6-5c, the ratio of the total number of neutronic iterations to a

reference number is reported. This reference corresponds to the amount of iterations needed to fully

solve the neutronics considering the fission products concentrations as stored in the cross-sections

and a given temperature and density profiles, which correspond to a flat power distribution. It

appears that the total number of neutronic and thermal-hydraulic iterations to solve the coupled

system with partial convergences can be comparable or, only for the outstanding “20-40”, even

lower than corresponding reference number. In case of asymmetrical reductions, it is found that

savings on the total number of neutronic iterations are often associated to large number of total

thermal-hydraulic iterations and vice-versa.

A similar observation can be made for the thermal-hydraulics, see Fig. 6-5b and 6-5d, using as

reference number the number of time steps required to fully resolve for the flat power distribution. It

should be noticed that the internal convergence of the thermal-hydraulics is tested on five consecutive

iterations, in every case but for “1-1”. For this setting, the convergence is only tested on one iteration,

therefore, this method has an unjustly looser convergence criterion, which partially explains its

outstanding performance. The fact that solving the whole coupled system could cost less iterations

than solving the corresponding decoupled problem for the initial conditions is a rather unexpected

result. It could be explained by the fact that the fission products and the thermal-hydraulics tend

to flatten the power distribution, making the neutronics easier to be solved. Similarly, the thermal-

hydraulics requires less iterations for lower radial power peaking factors. Hence, for similar cases
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Figure 6-5: Ratio of the total number of single-physics iterations needed to fully solve the coupled
problem and a reference iteration number. For the neutronics, this is the number of power iterations
to completely solve the neutronics for a temperature and density profile corresponding to flat power.
For the thermal-hydraulics, this is the number of iterations necessary to entirely solve the thermal-
hydraulics for a flat power profile.

and initialisations, the partial-convergences methods appears as very competitive. In order to verify

that all the schemes converge to the same solution, the discrepancies among the main variables

are measured. The RMS and the maximum of the absolute relative discrepancy are computed

for all the converging settings using “inf-inf” with a relaxation factor of 0.3 as reference. This

process is repeated for the integrated power in the fuel, the moderator density, the fuel effective

temperature and the xenon-135 equilibrium concentration. The histograms relative to frequency of

each discrepancy are reported for these four variables in Fig. 6-6.

The results show that all the convergent settings lead to the same solution in all the observed

variables within the 8 pcm of maximum absolute relative discrepancy on the pin-cells, which are
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Figure 6-6: Convergence proof based on the analysis of the relative discrepancy of each converging
setting to the reference values (produced with “inf-inf” with relaxation factor 0.3). The examined
variables are the integrated power in the fuel, the moderator density, the fuel effective temperature
and the xenon-135 equilibrium concentration.

directly linked to the convergence criteria.

6.2.3 Analysis of the Fixed-Point Bifurcations

For both the standard damped fixed-point and the generalised one with partial-convergences, an

interval of relaxation factors is found in which the algorithm does not converge, but does not diverge

either. This range is generally included between the largest damping factor that ensures the conver-

gence and the smallest one that leads to the divergence of the solution. In case of non-convergence,

the solution is observed to be trapped in periodic oscillations that correspond to the fixed-point

bifurcations, which have been widely studied as a branch of the chaos theory. A particularly related

study is available in [235]. This behaviour is easier to visualize for a scalar quantity such as the

effective multiplication factor, but also the considered 3D fields exhibit this type of oscillations. In
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Fig. 6-7, an example is given for the effective multiplication factor. For a given setting (“100-40”),

increasing the relaxation factor from 0.6 to 0.7 completely changes the convergence process. For 𝛼

equals to 0.6, the algorithm clearly converges to a unique solution. With respect to a relaxation

factor of 0.7, the solution strictly oscillates between four solutions. Even the 3D fields exactly re-

peats along these four solutions, with all the precision required for the final solution. Since the four

solutions considered in this case are sufficiently far from each others, convergence is not met. It

should be noticed that, like in this example, the oscillations may not contain at all the converged

multiplication factor: the converged results for the effective multiplication factor all agree on the

value of 1.13689, while the oscillations range within 1.14129 ± 100 pcm (this value just being the

arithmetic average of the four).
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Figure 6-7: Different convergence behaviours of the multiplication factor for two values of the relax-
ation parameter, here the “100-40” setting is considered. On the left-hand side, monotonous conver-
gence is observed, while for slightly larger relaxation-factor, the previous mentioned non-converging
oscillations of period four are reported.

Very often, the solution is trapped in these oscillations after a rather small number of iterations.

Therefore, an adaptive algorithm could be implemented. The residual could be tested to detect

potential bifurcations and the damping factor could be reduced in case their presence is suspected.

6.3 Assessment of the Performance of the Anderson Algo-

rithm

The Anderson acceleration method has been introduced in sub-section 2.2.2 and the reasons that

motivate its deployment in the considered coupling scheme are discussed in sub-section 2.2.4. Among

the strong points of the Anderson algorithm it is important to repeat that, with low additional

complexity it provides a low order secant method (finite different approximation of the Newton

algorithm) that, most of the times, performs better than the fixed-point [139, 236]. Moreover,
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as reported in sub-section 2.2.2, [149] has underlined that this method offers a greater tolerance

to numerical noise than higher order Newton algorithms, which might be crucial when combining

multiple solvers with different precisions. In this section, the Anderson algorithm is compared to

the generalised fixed-point with partial convergences.

6.3.1 Implementation Details

For this work, the Anderson algorithm is imported from the Scipy-Optimize library [237]. This ver-

sion of the algorithm offers more than the “simple” Anderson iterative scheme. Two main extensions

are available, the possibility to apply a regularization parameter and the line-search. The regulariza-

tion parameter reduces the ill-conditioning problem in change of a minor deceleration of the iteration

process. Hence, it could be used to select higher 𝑀 parameter with a small loss of accuracy in the

weights determination. The second extension allows to dynamically determine the weight used to

combine the results at the previous and the current iterations in order to meet a criterion that links

the descent slope and the equivalent step’s size to be chosen. The criterion is given either by Wolfe’s

[238, 239] or by Armijo’s [240] rules. Both the techniques may require several function evaluations

before the condition is met. Due to the associated computation costs and as anticipated by [149],

the line search might not be particularly effective for problems like the considered one. Anyway, it

is still tested for a preliminary study to measure its impact on the robustness of the scheme.

Even if the relaxation technique is not totally overlapping with the line-search, in every appli-

cation presented here, the Anderson algorithm is used without relaxation. In fact, even Anderson

suggested not to apply relaxation unless empirical experience is available [139]. In order to use this

library, it is only necessary to systematically convert the MED fields into the Scipy standard and

vice-versa and to switch to the residual formalism, which is given in Eq. (6.8). For this purpose,

the new non-dimensionalised variables and operators are defined in Eq. (6.6) and (6.7).

�̂� := [𝑞𝑤 * 1/𝑐𝑞𝑤
, ...,𝜌𝑤 * 1/𝑐𝜌𝑤

, ...] = [�̂�𝑤, ..., �̂�𝑤, ...] (6.6)

^𝑇𝐻(𝑞𝑤, 𝑞𝑓 ) := ([𝑇𝐻(𝑞𝑤, 𝑞𝑓 )]𝜌𝑤
* 1/𝑐𝜌𝑤

, [𝑇𝐻(𝑞𝑤, 𝑞𝑓 )]𝑇 𝑓
* 1/𝑐𝑇 𝑓

) (6.7)

𝐹 (�̂�𝑘) =

⎡⎢⎢⎢⎣
^𝑇𝐻(�̂�𝑘

𝑤, �̂�
𝑘
𝑓 ) − (�̂�𝑘

𝑤,𝑇
𝑘

𝑓 )

�̂�(�̂�𝑘+1
𝑤 ,𝑇

𝑘+1
𝑓 , �̂�

𝑘

𝐹 𝑃 ) − (𝜏 𝑘, �̂�𝑘
𝑤, �̂�

𝑘
𝑓 )

𝐹𝑃 (𝜏 𝑘+1) − �̂�
𝑘

𝐹 𝑃

⎤⎥⎥⎥⎦ (6.8)

As introduced in sub-section 2.2.2, this notation change is justified by the willing to have an

unknown vector containing quantities approximately of the same order of magnitude in order to

avoid a decoupling of the algorithm. The physical operators are then modified in order to accept
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and return the normalized quantities, in this case a circumflex accent is present on the operator. The

scaling factors are the individual convergence criteria (𝑐𝑖) previously defined for each variable and

expressed in its units of measure. After this nondimensionalization, at least close to convergence, the

L2-norm of each variable should be at the same order of magnitude. Also in this case, the convergence

is tested on the L2-norm of the absolute difference of the variable between two consecutive iterations.

Without further implementations a wide list of algorithms, including the JFNK is ready to be

used. Since only minor tests have been performed during the PhD work on the application of JFNK

to the considered problems, they are not reported in this thesis.

6.3.2 Comparison to the generalised Fixed-Point with Partial-Convergences

The benefits of the Anderson acceleration in comparison to the standard damped fixed-point are

expected both in terms of stability and of convergence rate. The first comparison deals with the

fixed-point and the Anderson method, both with full convergence and both using the iteration

function defined by Eq. (6.8). In every case, the relaxation factor is imposed equal to one (no

relaxation). Different values of the 𝑀 parameter are explored for the extended Anderson algorithm,

Armijo’s criterion is imposed. The results are reported in Fig. 6-8a, in terms of convergence of the

power integrated in the water.
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Figure 6-8: Convergence slopes of the residual of the power vector for different methods. On the
left, the fixed-point is compared to the Anderson method for different 𝑀 values (appearing in the
legend). In every case, full convergence is imposed and the relaxation is not applied. On the right,
the Anderson method with M=5 is compared to the best performing fixed-point algorithm with
partial convergences (𝛼 = 0.6, 𝑁𝑁 = 20, 𝑁𝑇 𝐻 = 40); 𝜌 is the average factor by which the residual
decreases and 𝑞 represents the order of convergence.

As expected, especially after the analysis reported in Fig. 6-1, also this fixed-point function

diverges after few iterations. Anderson with 𝑀 equals zero strictly corresponds to the fixed-point

plus line-search. This extension makes the algorithm slightly more stable, but also in this case
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after some more iterations the algorithm diverges. On the contrary, for any tested value of 𝑀

larger than zero, the convergence is reached, showing the greater robustness of the method. For the

current application, the Anderson algorithm allows to strongly reduce the importance of the choice

of the relaxation parameter, which becomes not crucial for the stability of the method. Even if the

results presented are obtained by the algorithm including the line-search, it has been found that

even without this feature the algorithm converges for any 𝑀 larger than zero.

In Fig. 6-8b, the convergence slope of the best generalised fixed-point with partial-convergences

(𝛼 = 0.6, 𝑁𝑁 = 20, 𝑁𝑇 𝐻 = 40) is compared to the Anderson method with 𝑀 equals five and no

limitation on the internal iterations. In the x-axis, the global iterations are reported, they differ from

the multiphysic ones only because they do not account for the extra-evaluations eventually performed

for the line-search. For this reason, this could be considered as the best rate of convergence that is

possible to obtain with the Anderson algorithm, as it does not penalize the extra function evaluations

performed for the line-search. Both the methods exhibit a linear convergence. In the labels, it also

appears an estimate of the rate of convergence (𝜌), whose definition is recalled in Eq. (6.9) (where

it appears as 𝜇 ∈]0, 1[). Its estimation is based on the linear fitting of the logarithm of the residual

as a function of the global iteration number, which is represented by the solid line (e.g. 𝜌 =0.39

means that the residual is on average multiplied by this quantity at each global iteration).

𝜇 := lim
𝑘→∞

‖𝑥𝑘+1 − 𝑥*‖
‖𝑥𝑘 − 𝑥*‖

(6.9)

Exploiting Eq. (2.2), it is possible to derive that, for the fixed-point, the estimation of the rate

of convergence also corresponds to that of the spectral radius of G𝛼. Anderson convergence rate is

better, it needs less global iterations and less multiphysic ones as well. However, as highlighted in

the previous sections, this does not necessarily imply a lower computing time. Indeed, considering

the same high data manipulation time of the previous section (200 s), this Anderson algorithm is 8.5

times slower than the best fixed-point with partial convergence and only 5 % faster than the best

fixed-point with full convergence. It should be noticed that, in this way, the increase of the data

manipulation and exchange time linked to the Anderson algorithm and specifically to the choice of

the 𝑀 parameter is totally neglected. However, the tests made confirm that the variations of this

time are in the order of few percent, hence, do not change the final results. A further improvement

can be obtained by switching off the two previously mentioned Scipy extensions (regularization

parameter and line search), obtaining a relative equivalent calculation time of 7.2. To sum it up, the

Anderson method has proven the expected superior performance in terms of robustness, convergence

rate and equivalent calculation time on the standard fixed-point algorithms. As compared to the

generalised fixed-point, Anderson’s method also provides better robustness and convergence rate.

Nevertheless, if it is compared to most of the partial-convergence fixed-point schemes, its equivalent

calculation time is not competitive as the full-convergence multiphysic evaluations are much more

128



expensive.

6.4 Customization of the Anderson Algorithm with Partial-

Convergences

Since the generalised fixed-point with partial-convergences has shown such an outstanding perfor-

mance in terms of equivalent calculation time, in this section, it is tested to customize the Anderson

algorithm following the principles of partial-convergences. The objective is to obtain an even higher

performance or at least a better trade-off between the equivalent calculation time and the robustness

of the method. Two attempts are reported, the first one is based on the control of the number of

single-solver iterations and the second on an increasing refinement of the internal convergence criteria

of the solvers. The results of preliminary tests are described for both the implemented generalised

Anderson algorithms.

6.4.1 Strategy Based on the Single-Solver Iterations

In this sub-section, it is tested to control the convergence of the specialised operators via the limi-

tation on the number of single-physics iterations. This strategy could be seen as a simple extension

of what has been done for the fixed-point. As introduced in Section 6.2, the iteration function of

the generalised fixed-point with partial-convergences evolves along the multiphysic iterations (𝐺

becomes 𝐺𝑘). While for the fixed-point no extrapolation is performed, a constant relaxation factor

is used along all the process, the Anderson acceleration determines the weight to assign to each

iteration by minimizing the squared residuals. For this reasons Eq. (2.9) becomes Eq. (6.10) and

the residual (definition recalled in Eq. (6.11)) is minimized for the set of 𝑀 iteration functions 𝐹
𝑘−𝑗

for 𝑗 ∈ [0,𝑀𝑘], instead of a single one.

^̄𝐹
𝑘

:= 𝐹
𝑘
(�̂�𝑘) +

𝑀𝑘∑︁
𝑗=1

𝜃𝑘
𝑗 * (𝐹

𝑘−𝑗
(�̂�𝑘−𝑗) − 𝐹

𝑘
(�̂�𝑘)) (6.10)

𝑅𝑘 = 1
2( ^̄𝐹

𝑘

)𝑇 · ^̄𝐹
𝑘

(6.11)

It should be noticed that, in this way, the difference between two evaluations of the iteration

function is not bounded by any value. For this reason, if 𝐺𝑘 varies too much, the effectiveness of the

extrapolation should be compromised. Therefore, low values of the 𝑀 parameter are tested. The

guess is that the solvers initializations do not vary too much over few consecutive iterations. This

is a very complex trade-off that should be facilitated by the higher tolerance offered by the lower

order approximations of the inverse of the Jacobian.
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This approach is tested for some of the iterations limits of the previous section and for different

values of the 𝑀 parameter. In all the cases, the extensions are not activated and the relaxation is

not applied. In fact, the line-search is expected not to work properly with the partial-convergences.

The results for the “20-40” and the “100-150” are available in Fig. 6-9.

0 10 20 373032
Multiphysics Iterations [-]

10-1

100

101

102

103

104

105

106

||∆
q

w
|| 2

5

2

1

0

(a) “20-40”

0 10 20 603227 39 494949
Multiphysics Iterations [-]

10-1

100

101

102

103

104

105

106

107

||∆
q

w
|| 2

5

4

3

2

1

0

(b) “100-150”

Figure 6-9: Convergence of the residual of the total power in the water using the generalised Anderson
with the two tuples of iterations limits per solver call and for different 𝑀 parameters appearing in
the legend. No line-search, no regularization parameter and no relaxation are applied.

The “20-40” seems to confirm the idea that an 𝑀 parameter of 1 or 2 could be combined with the

considered iterations limits, while higher values of 𝑀 would lead to an unstable algorithm. In respect

of “100-150”, a different behaviour is observed: it converges only for M>1 and the convergence rate

improves up to M=4. In addition, the module of the residual oscillates severely even when the

scheme converges. An interpretation to that could be found in the narrower range of acceptable

relaxation factors, which is linked to the tolerance on the approximation of the inverse Jacobian.

Another attempt is made with the “1-1” setting, as within this approach, the initialisation of the

solver should not evolve so much at each multiphysic iteration. However, in this case, the algorithm

does not converge for any value of the 𝑀 parameter. It has been tested also to combine the fixed-

point iterations with partial-convergences followed by Anderson iterations with full-convergence to

improve the rate of convergence of the final part. However, preliminary results have shown that the

performance is not significantly improved by this approach either.

Overall, this approach does not bring to satisfactory results, the time performance is similar

to that obtained with the generalised fixed-point with partial-convergences with the same iteration

limits, but, a loss of stability of the method is observed. In terms of equivalent calculation time,

both “20-40” with M=1 and “100-150” with M=4 are around 20 to 30 % more expensive than the

generalised fixed-point with equal settings and optimised relaxation factor. Low values of the 𝑀

parameter are not always increasing the stability of the method, hence it would be complicated to

select a good combination of the parameters without making several tests.
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6.4.2 Strategy Based on the Progressive Refinement of the Internal Con-

vergence Criteria

This strategy deals with the control of the internal convergence criteria of each specialised solver.

Through these parameters, it is easier to bound the level of inconsistency that may arise between

two iterations. Moreover, by controlling these parameters, the dependency on the particular solvers

initialisations is significantly reduced.

More into details in the proposed algorithm, the convergence process is divided into a sequence of

Anderson calculation blocks at constant internal precisions. A switching criterion is defined in order

to move from one block to another. In the final block, the same multiphysic and internal convergence

criteria used in the other algorithms are imposed to guarantee the same level of precision. This global

scheme is represented in Fig. 6-10. A simple and empiric switching criterion is defined: when the

number of neutronic iterations becomes smaller than ten, arbitrary choice, the algorithm moves

to the next tuple. This choice derives from the fact that this quantity is a sort of measure of the

distance between to consecutive solver calls. Hence, it is used to avoid to push too far the multiphysic

convergence for the degraded internal criteria. Analogously, for very unstable problems, a criterion

could be implemented to reduce the demanded precision to intermediate values in case of unstable

algorithm after switching block.

Figure 6-10: Anderson with partial-convergences controlled by the internal precision. A sequence of
Anderson calculation blocks characterized by an increasingly finer convergence criterion for both the
thermal-hydraulics and the neutronics. In this example, the algorithm switches to the next block
when the number of neutronic power iterations to convergence is lower than ten. In the final block,
all the convergence criteria used for the other methods apply here.

An application of this method is reported here. The Scipy extensions are deactivated and there

is no relaxation. A sequence of four tuples of internal precisions is chosen, the values are simply

constantly reduced by a factor ten at each step but the first, in which it is divided by a factor fifty,
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as reported in Table 6.1. It should be noticed that for the neutronics the test on the precision is

performed only on the last two iterations, while for the thermal-hydraulics this check is set so that

it has to be satisfied five consecutive times.

Table 6.1: Sequence defining the progressive refinement of the precision on neutronic and thermal-
hydraulic variables. 𝜀𝑁 and 𝜀𝑇 𝐻 respectively refer to the neutron flux and the moderator density
convergence criteria.

Block number: 𝜀𝑁 𝜀𝑇 𝐻

1 5E-2 5E-3
2 1E-3 1E-4
3 1E-4 1E-5
4 1E-5 1E-6

This larger reduction in the first block simply is motivated by the willing to reduce even more

the single-solver iterations at the beginning of the process. The convergence slopes are available in

Fig. 6-11 for a range of 𝑀 parameters.
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Figure 6-11: Anderson with partial-convergences controlled by the internal precision. The method is
tested for a range of 𝑀 parameters appearing in the label. The star-markers correspond to the first
fixed-point iteration of every Anderson block, to which no calculation of the residual is associated.

The fixed-point iterations, which correspond to M=0, are diverging. It is expected that with an

even coarser first tuple of convergence criteria it would be possible to obtain a converging algorithm.

For M=1, the method is diverging very slowly in the second Anderson block. As proposed before,

after testing few iterations, an intermediate tuple of internal precisions could be asked. For larger

values of M, almost no oscillations are observed in the convergence of the residuals and the rate

of convergence is rather satisfactory. In terms of equivalent calculation time, this simulation is

1.5 times faster than the best Anderson with full convergences, which on the other hand means
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that it is 4.8 times slower than the best fixed-point with partial convergences. Even if in terms of

equivalent calculation time its performance is still significantly lower than the best fixed-point, it

should be noticed that the fixed-point settings are issued by an empirical optimization, while the

switching criterion and the demanded internal precisions are just a first trial. Moreover, the number

of iterations strongly depends on the analysed core size and on the operating conditions. Therefore,

further studies should be carried on the definition of the internal precision sequence and of the

switching criterion. Finally, the two methods should be compared for a range of core configurations

and operating conditions.

6.5 Chapter Conclusion

To conclude, the damped fixed-point is considered as not very suitable for applications similar to

the given case study. Its generalised version based on the partial-convergences offers the best per-

forming algorithm in terms of equivalent calculation time. However, its robustness should be tested

on different case studies and its effectiveness might vary if using different solvers. The standard

Anderson algorithm is the most robust solution, but it is slower than most of the considered gener-

alised fixed-point with partial convergences. The first attempt to customize the Anderson algorithm

by controlling the level of convergence via the limits on the single-physics iterations requires more

work. The second strategy is based on the progressive refinement of the convergence criteria of the

specialised solvers. Preliminary tests on this new algorithm show promising results that collocate

it in between the standard Anderson and the generalised fixed-point with partial-convergences in

terms of equivalent calculation time and robustness of the performance.

Part of the results contained in this chapter have been partly published in [241] and others are

under review in [242].

Until this point, the coupling scheme has addressed only the steady-state problem for burnup

independent thermodynamic properties. In the following chapter, a model to integrate the evolution

of the fuel conductivity and the gap heat transfer coefficient is included in the scheme, its impact is

studied and a simple depletion calculation scheme is implemented.
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Chapter 7

Evolution Calculation

In the previous chapter, the coupling scheme for steady-state calculations of neutronics, thermal-

hydraulics and research of the equilibrium concentration of fission products is optimized from the

numerical point of view. In particular, for all the following analyses the generalised fixed-point with

partial-convergences is adopted (𝛼 =0.6, 𝑁𝑁 =20, 𝑁𝑇 𝐻 =40). In this chapter, the coupling scheme

is extended to perform depletion calculations. More into details, the modelling of the evolution of

the fuel’s thermodynamic properties is included. After that, a common algorithm for the research of

the critical boron concentration is adapted in order to be compatible with the partial-convergences.

Finally, the depletion calculation scheme is implemented and it is tested on a simple irradiation

scenario.

7.1 Integration of Burnup Dependent Thermodynamic Vari-

ables

As introduced in sub-section 1.1.2, the fuel thermodynamic properties vary along irradiation and

this can have a strong impact on the neutronics. The available models for fuel performance are

described in Section 3.4. Among them, a model is selected and implemented. Finally, its impact on

the calculation scheme is assessed.

7.1.1 Fuel Conductivity Law

Various semi-empirical correlations are available for the modelling of the evolution of the ther-

modynamic properties. One of the reference documents for the modelling of the thermal-mechanic

properties of the nuclear fuel is [243], published by the International Atomic Energy Agency (IAEA).

The most important parameter on which the fuel conductivity of the solid uranium dioxide depends

is the local temperature. Many widespread correlations only include this parameter. Until this point
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of the thesis, the conductivity law used for the fuel is the Ronchi one, which is reported in Eq. (7.1),

recommended by [243], page 89. In this equation 𝑡 is the normalised fuel temperature (𝑡 := 𝑇𝑓/1000,

𝑇𝑓 [K]). As mentioned in the reference, the associated uncertainty is 10 % in the temperature range

from 298 to 2000 K and around 20 % between 2000 to 3120 K.

𝜆(𝑡) = 100
7.5408 + 17.692𝑡+ 3.6142𝑡2 + 6400

𝑡
5
2

* 𝑒𝑥𝑝
(︂

−16.35
𝑡

)︂
(7.1)

Eventually, a correction can be applied to account for the formation of porosity. In this way,

it would be possible to account for a part of the burnup effect. However, it is difficult to predict

the variation of porosity in the fuel without the deployment of a fuel performance code. Therefore,

for the following studies the Halden correlation, recommended by [243], page 144 and reported in

Eq. (7.2), is chosen. This relation directly accounts for the burnup dependency. In this case, 𝑇𝑓 is

expressed in ∘C and 𝐵𝑈 in MWd/kg.

𝜆(𝑇𝑓 , 𝐵𝑈) = 1
0.1148 + 0.0035𝐵𝑈 + 2.47510−4(1 − 0.00333𝐵𝑈)𝑇𝑓

+ 0.0132 * 𝑒𝑥𝑝(0.00188𝑇𝑓 ) (7.2)
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Figure 7-1: The conductivity laws for solid UO2 from Ronchi et al. (burnup independent) and from
the Halden project are compared over a large range of temperatures. The Halden conductivity is
plotted for four burnup values expressed in MWd/kg ranging from fresh fuel to end of cycle. The
value 8.4 MWd/kg corresponds to the average burnup of the loading plan considered for the case
study.

In Fig. 7-1, the two laws are compared for a set of typical burnup values. It is possible to observe

a significant degradation of the conductivity along irradiation, which is manly linked to the increase
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in fuel structural defects. The Halden conductivity law is directly implemented in FLICA4, which

receives the burnup distribution from APOLLO3® under the MED format.

7.1.2 Fuel Gap Heat Transfer Coefficient

As presented in Section 3.4, two main options are available for the modelling of the fuel gap heat

transfer coefficient: ALCYONE fuel performance code and a simplified model derived from it. In the

context of CORPUS, ALCYONE has been included in several coupling schemes [244, 216] and its

integration in the coupling scheme realised during this work is not expected to be too complicated.

However, in pin-by-pin simulations, the number of parallel computations becomes important and

eventually prohibitive for a single computer like the considered one. For this reason, it is decided

rather to test the simplified model. Therefore, a qualitative reproduction of the evolution of the fuel-

clad gap is sufficient for the scope of the study. The variation of the fuel gap heat transfer coefficient

along irradiation, as predicted by this simplified model, is reported in Fig. 7-2, for three linear

powers (100, 160 and 300 W/cm), average coolant bulk temperature (300 ∘C) and gap’s closure at

10 MWd/kg.
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Figure 7-2: Representation of the prediction of the simplified model for the fuel gap heat transfer
coefficient along irradiation for three linear powers reported in the legend (100, 160 and 300 W/cm),
average coolant bulk temperature (300 ∘C) and gap’s closure at 10 MWd/kg.

In terms of implementation details, this model is treated just as the other operators, while from

the point of view of numerics, it is incorporated in the thermal-hydraulic one. The gap heat transfer

coefficient is treated as an internal variable, hence its convergence over multiphysic iterations is

not directly tested. As introduced, this model reproduces the fuel gap heat transfer coefficient

as a function of local burnup, linear power and moderator bulk temperature. Those quantities are
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directly received from the other models under the MED format. For each fuel rod slice, four gap heat

transfer coefficients are defined corresponding to the four water bulk temperatures as described by

Fig. 7-3. One unique heat conduction calculation is performed using the 𝐻𝑔𝑎𝑝 and wall temperature

resulting from the average of the four values.

Figure 7-3: Gap heat transfer coefficients associated to each fuel rod depending on the fuel burnup
and linear power and the bulk temperature of the corresponding thermal-hydraulic channel.

The gap heat transfer coefficients MED field (for simplicity called 𝐻𝑔𝑎𝑝) is then transferred to

FLICA4, which exploits it during the following heat conduction computation.

7.1.3 Impact on the Steady-State Calculation

In this sub-section it is assessed the impact of the integration of the 𝐻𝑔𝑎𝑝 model and the Halden

conductivity law. The focus is mainly on how this affects the numerical convergence. However, the

discrepancies in the solution among the different models are described before, as they give an insight

on how much each model weights on the rest of the coupling scheme.

Discrepancies Among the Models

The full coupling scheme including also the burnup dependent thermodynamic variables is solved

using the generalised fixed-point with partial-convergences. In particular, the optimal settings found

in the previous chapter are adopted (𝛼 = 0.6, 𝑁𝑁 = 20, 𝑁𝑇 𝐻 = 40). The converged results are

compared with those obtained with constant 𝐻𝑔𝑎𝑝 equals to 5’000 W/m2K and burnup independent

conductivity law. The field of gap heat transfer coefficient is reported in Fig. 7-4 (2D radial section)

and in Fig. 7-5a (3D visualization).

It is possible to notice the impact of the loading plan. According to the model, the high-burnup

assemblies have a significantly higher 𝐻𝑔𝑎𝑝 thanks to the closure of the gap. The dependency on

the linear power is less visible, but still recognizable, especially in terms of power axial profile in the

𝐻𝑔𝑎𝑝 field. The radial effect of the linear power is hidden by the impact of the loading plan. In fact,

the fuel thermal expansion is strongly affected by the local linear power. This phenomenon makes

the fuel’s outer radius grow instantaneously and contributes to the gap closure. In respect of the
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Figure 7-4: Radial section at half of the core height of gap heat transfer coefficients as predicted by
the simplified model for the initial steady-state conditions (north east quarter symmetry is used).

fuel temperature, the field obtained with the complete scheme is given in Fig. 7-5c and it should be

compared to the previous result, which appears in Fig. 7-5b. Since the heat transfer is significantly

improved where the power is higher, the fuel temperature picks are strongly reduced.

(a) 𝐻𝑔𝑎𝑝 (b) 𝑇 𝑓 , 𝐻𝑔𝑎𝑝 = 𝑐𝑜𝑛𝑠𝑡 and 𝜆𝑅𝑜𝑛 (c) 𝑇 𝑓 , 𝐻𝑔𝑎𝑝 and 𝜆𝐻𝑎𝑙

Figure 7-5: Results concerning the integration of a model for the prediction of the fuel gap heat
transfer coefficients (𝐻𝑔𝑎𝑝 appearing on the left). The other two plots concern the comparison of
the new estimation of the fuel temperature (𝑇 𝑓 , 𝐻𝑔𝑎𝑝 and 𝜆𝐻𝑎𝑙) against the precedent one (𝑇 𝑓 ,
𝐻𝑔𝑎𝑝 = 𝑐𝑜𝑛𝑠𝑡 and 𝜆𝑅𝑜𝑛). The results are displayed for the north-east quarter of the mini-core (radial
reflector excluded).

The enhancement of the 𝐻𝑔𝑎𝑝 corresponds to a reduction of the fuel effective temperature,

especially where the power is high. Therefore, as expected, the power peaking factor increases,

the peak of linear power growths from 370.0 to 385.5 W/cm. The current estimation of the power

profile is available in Fig. 7-6a and the absolute discrepancies with the simpler model (𝐻𝑔𝑎𝑝 = 𝑐𝑜𝑛𝑠𝑡

and 𝜆𝑅𝑜𝑛) are reported in Fig. 7-6b. The overall effect on the power distribution is milder than

the one on the fuel temperature field, but it is clear that the power moves even more towards the

bottom of the reactor.

As already introduced, in steady-state conditions, no power is accumulated in the fuel, for this
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(a) 𝑞𝑓 , 𝐻𝑔𝑎𝑝 and 𝜆𝐻𝑎𝑙 (b) Δ𝑞𝑓

Figure 7-6: The results are displayed on the north-east quarter of the mini-core. On the left, the
prediction of the power including the burnup dependent models for the thermodynamic properties
of the fuel (radial reflector included). On the right, the absolute discrepancies with the scheme with
burnup independent thermodynamic properties (radial reflector excluded). An additional shift of
the power towards the bottom of the reactor is observed.

reason the thermal-hydraulics is independent from the heat conduction: in this case, density vari-

ations are only caused by changes in the power distribution. For this reason, the impact on the

moderator density is expected to be even lower. A more quantitative assessment of the impact on

the fuel effective temperature, on the moderator density and on the power integrated in the fuel is

available in Table 7.1.

Table 7.1: Assessment of the discrepancies that raise among the different models for the evolution
of the thermodynamic properties.

RMS(Δ𝑟𝑒𝑙)/MAX(ABS(Δ𝑟𝑒𝑙)) [%] 𝑇 𝑓 𝜌𝑤 𝑞𝑓

Simple - - -
𝐻𝑔𝑎𝑝 15.65/-27.63 0.13/-0.72 3.76/-8.10

𝐻𝑔𝑎𝑝 + 𝜆𝐻𝑎𝑙 15.52/-27.60 0.13/-0.73 3.79/-8.11

The results refer to three models: burnup independent thermodynamic variables (�̄�𝑔𝑎𝑝 =5000

W/m2K), 𝐻𝑔𝑎𝑝 model (�̄�𝑔𝑎𝑝 =26600 W/m2K) and 𝐻𝑔𝑎𝑝 model combined with Halden conductivity

(�̄�𝑔𝑎𝑝 =27500 W/m2K). It appears that the impact of the different conductivity laws is rather

minor. On the contrary, this simple 𝐻𝑔𝑎𝑝 model shows that taking into account the variation of

the fuel gap heat transfer coefficient can lead to significantly different solutions. However, it should

be noticed that the constant value chosen for the constant 𝐻𝑔𝑎𝑝 is not even close to the average

heat transfer coefficient predicted by the other models, therefore, a more accurate choice would have

probably lead to significantly lower discrepancies.
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Impact on the Numerical Convergence

The convergence curves corresponding to the three different models for the evolution of the thermo-

dynamic properties are reported in Fig. 7-7. In every case, the generalised fixed-point with partial

-convergences is used (𝛼 = 0.6, 𝑁𝑁 = 20, 𝑁𝑇 𝐻 = 40). As expected, the considered 𝐻𝑔𝑎𝑝 model leads

to a minor destabilization, while the conductivity law has almost no impact on the convergence

slope.
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Figure 7-7: Comparison of the convergence process for the three models for the evolution of the
thermodynamic properties. Simple refers to constant gap heat transfer coefficient and Ronchi con-
ductivity law. The coupling schemes including the 𝐻𝑔𝑎𝑝 model take four additional multiphysics
iterations.

The small destabilization is interpreted as the sum of two factors. From an asymptotic reasoning,

the larger the gap heat transfer coefficient the more stable the scheme becomes due to the consequent

decoupling of neutronics and heat conduction. In this sense, the increase of the average gap heat

transfer coefficient (�̄�𝑔𝑎𝑝) from 5000 to about 27000 W/m2K is expected to have a globally stabilizing

effect. On the other hand, from the dynamic point of view the effect is the opposite.

Since the burnup is constant during the calculation and the water bulk temperature has a minor

impact on the 𝐻𝑔𝑎𝑝 model, it is possible to focus on the power integrated in the fuel. The model

almost behaves like a positive power feedback. By positive power feedback, it is meant that a local

power increase would lead to an augmentation of the 𝐻𝑔𝑎𝑝 and vice-versa. The “almost” corresponds

to the fact that an increase of the 𝐻𝑔𝑎𝑝, following a power augmentation, may not cause a decrease

of the fuel temperature, as not enough to counterbalance the power increase. Hence, the power may

not increase. Anyway, the effect is destabilizing as it hinders the Doppler effect by lowering the

sensitivity of the fuel temperature on the local power, but since it interacts with the neutronics only
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through the heat conduction operator, strictly speaking it is not a positive power feedback. The

destabilizing effect is confirmed by the larger power peaking factor, which is representative of the

lower weight of the Doppler effect. In addition, this destabilizing effect decreases in magnitude for

high values of the fuel gap heat transfer coefficient as expressed by Eq. (7.3).

Δ𝑇𝑔𝑎𝑝 := 𝑇𝑓,𝑜𝑢𝑡 − 𝑇𝑐,𝑖𝑛 = 𝑞′

2𝜋𝑟𝑓,𝑜𝑢𝑡𝐻𝑔𝑎𝑝
(7.3)

Simply by plotting this relation for the considered fuel radius and for a set of fuel linear power,

it is possible to visualize that the effect of the 𝐻𝑔𝑎𝑝 on the temperature raise in the gap becomes

marginal at high values. The plot is reported in Fig. 7-8. It should be noticed that when the gap

heat transfer coefficient never tends to zero. When the heat conduction is very poor (large gap

thickness), the radiation heat transfer mechanism is no longer negligible ensuring a minimum value

of the heat transfer coefficient.
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Figure 7-8: Vanishing impact of the fuel gap heat transfer coefficient on the temperature raise in
the gap for high values of the coefficient. The plot is repeated for a wide set of linear power.

To summarise, the schemes representing the dynamic behaviour of each operator and in particular

of the 𝐻𝑔𝑎𝑝 model is given in Fig. 7-9.

To conclude, the robustness of the algorithm is not compromised by the integration of the 𝐻𝑔𝑎𝑝

model and of the Halden conductivity law.
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(a) 𝑇 𝐻 feedback (stable) (b) 𝐻𝐶 feedback (stable)

(c) 𝐹 𝑃 feedback (stable) (d) 𝐻𝑔𝑎𝑝 feedback (destabilizing)

Figure 7-9: Dynamic response of the considered operators to a power increase. In particular the
𝐻𝑔𝑎𝑝 model which is included in the heat conduction operator hinders the negative feedback of the
latter. Hence, the model adds a destabilizing effect.

7.2 Research of the Target Boron Concentration

As specified in sub-section 1.1.2, during normal operation, the nuclear reactors hardly ever move

away from critical conditions. To keep this balance, either the control rods insertion or the boron

concentration is managed. For simplicity this work only deals with the modelling of the adjustment

of the boron concentration to reach the criticality. For this purpose, simple and effective algo-

rithms are available in literature (e.g. [142]), but no algorithm suitable for a generalised fixed-point

with partial-convergences is found. In more general terms, these algorithms may also research the

boron concentration that leads to a target reactivity. In this section, an algorithm based on the

approximated Newton method is proposed and the impact of this additional problem is analysed.

To include the research of the target boron concentration in the standard Anderson algorithm

presented in Section 6.3 would be rather straightforward, but is not investigated in this work.

7.2.1 Definition of the Algorithm

This sub-section is divided in two parts. Firstly, the incompatibility of the standard methods with

the generalised fixed-point with partial-convergence are described and after that an alternative is

proposed.

Incompatibility of the Standard Methods

Since the boron concentration is assumed homogeneous throughout the entire core, the correspond-

ing research consists just in finding the scalar that leads to a given reactivity (𝜌𝑡𝑎𝑟𝑔𝑒𝑡). Fur-

thermore, the boron efficiency (𝑏𝑒𝑓𝑓 := 𝜕𝜌
𝜕𝐶𝐵

[𝑝𝑐𝑚/𝑝𝑝𝑚]) is rather constant, hence, very often
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a simple secant method is included in the neutronic operator to find the boron concentration.

For instance, Algorithm 4 would become the nested fixed-point presented in Algorithm 6, with

𝑁𝐵 := 𝑁(𝐶𝑘+1
𝐵 ; 𝜌𝑘+1

𝑤 ,𝑇 𝑘+1
𝑓 ,𝐶𝑘

𝐹 𝑃 ) and with 𝐶𝑘+1
𝐵 defined as the solution of Algorithm 7. In this

example, a secant method is used for the resolution of the problem 𝑓(𝐶*𝐵) = 𝜌(𝐶*𝐵) − 𝜌𝑡𝑎𝑟𝑔𝑒𝑡 = 0.

The derivative of this function (𝑓(𝐶𝐵)) is simply the boron efficiency (𝑏𝑒𝑓𝑓 ), which is approximated

by the angular coefficient of the line passing through the last two iterations.

Algorithm 6 Damped fixed-point including the research of the target boron concentration.
Flat power distribution
while ‖Δ𝑥𝑘

𝑖 ‖2 > Δ𝑖 * 𝛼, for any i do
(𝜌𝑘+1

𝑤 ,𝑇 𝑘+1
𝑓 ) = 𝑇𝐻(𝑞𝑘

𝑤, 𝑞
𝑘
𝑓 )

(𝜏 𝑘+1, 𝑞𝑘+1
𝑤 , 𝑞𝑘+1

𝑓 ) = 𝛼 *𝑁𝐵(𝜌𝑘+1
𝑤 ,𝑇 𝑘+1

𝑓 ,𝐶𝑘
𝐹 𝑃 ) + (1 − 𝛼) * (𝜏 𝑘, 𝑞𝑘

𝑤, 𝑞
𝑘
𝑓 )

𝐶𝑘+1
𝐹 𝑃 = 𝐹𝑃 (𝜏 𝑘+1)

end while

Algorithm 7 Inner loop based on the secant method for the research of a target boron concentration.
while 𝑗 < 𝑗𝑚𝑎𝑥 do
𝑘𝑗

𝑒𝑓𝑓 = 𝑁(𝐶𝑗
𝐵 ; 𝜌𝑘+1

𝑤 ,𝑇 𝑘+1
𝑓 ,𝐶𝑘

𝐹 𝑃 )
if Δ𝜌𝑗

𝑡𝑎𝑟𝑔𝑒𝑡 = 𝑎𝑏𝑠( 1
𝑘𝑡𝑎𝑟𝑔𝑒𝑡

− 1
𝑘𝑗

𝑒𝑓𝑓

) < 𝜖𝜌 then
Convergence reached: break.

end if
Δ𝜌𝑗

𝑖𝑡𝑠 = 1
𝑘𝑗−1

𝑒𝑓𝑓

− 1
𝑘𝑗

𝑒𝑓𝑓

if 𝑗 = 0 then
𝑏0

𝑒𝑓𝑓 = −6 𝑝𝑐𝑚/𝑝𝑝𝑚
else
𝑏𝑗

𝑒𝑓𝑓 = Δ𝜌𝑗

𝐶𝑗
𝐵
−𝐶𝑗−1

𝐵

end if
𝐶𝑗+1

𝐵 = 𝐶𝑗
𝐵 + Δ𝜌𝑗

𝑡𝑎𝑟𝑔𝑒𝑡

𝑏𝑗
𝑒𝑓𝑓

end while
𝐶𝑘+1

𝐵 = 𝐶𝑗
𝐵

This method is inherently incompatible with the generalised fixed-point with partial-convergences.

In the inner loop, two consecutive estimations of the reactivity are used to find the new boron con-

centration, for this reason the operator 𝑁 should not vary too much. As it has been observed in

sub-section 6.4.1 for the Anderson method with limited internal iterations, with this strategy it is

not simple to bound the variation of the operators. Moreover, a inner loop is expected to affect the

balance between the internal convergence of the thermal-hydraulic and neutronic solvers.

Adaptation of the Approximated Newton Method

To solve these incompatibilities, several modifications are implemented. Algorithm 5, presented in

Section 6.2, becomes Algorithm 8, in which 𝑁𝑘
𝐵,𝑛𝑖𝑛𝑡.

:= 𝑁𝑘
𝑛𝑖𝑛𝑡.

(𝐶𝑘+1
𝐵 ; 𝜌𝑘+1

𝑤 ,𝑇 𝑘+1
𝑓 ,𝐶𝑘

𝐹 𝑃 ) and 𝐶𝑘+1
𝐵 is

found by Algorithm 9.
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Algorithm 8 Damped fixed-point with partial convergences.
Flat power distribution
while Δ𝑥𝑘

𝑖 > Δ𝑖 * 𝛼, for any i do
(𝜌𝑘+1

𝑤 ,𝑇 𝑘+1
𝑓 ) = 𝑇𝐻𝑘

𝑚𝑖𝑛𝑡.
(𝑞𝑘

𝑤, 𝑞
𝑘
𝑓 )

(𝜏 𝑘+1, 𝑞𝑘+1
𝑤 , 𝑞𝑘+1

𝑓 ) = 𝛼 *𝑁𝑘
𝐵,𝑛𝑖𝑛𝑡.

(𝜌𝑘+1
𝑤 ,𝑇 𝑘+1

𝑓 ,𝐶𝑘
𝐹 𝑃 ) + (1 − 𝛼) * (𝜏 𝑘, 𝑞𝑘

𝑤, 𝑞
𝑘
𝑓 )

𝐶𝑘+1
𝐹 𝑃 = 𝐹𝑃 (𝜏 𝑘+1)

end while

In this context, 𝐵𝑜𝑜𝑙𝑘𝑐𝑜𝑛𝑣,𝑁,𝑘 is the boolean that verifies the internal convergence of the neutronic

solver on the multiplication factor and 𝛿𝐵 is a small perturbation of the boron concentration, which

is used to estimate the boron efficiency. The value of 𝛿𝐵 is typically fixed to 1 ppm along the entire

process.

Algorithm 9 Additional approximated Newton method for the research of a target boron concen-
tration.

Δ𝑘𝑘𝑡𝑎𝑟𝑔𝑒𝑡 = ( 1
𝑘𝑘

𝑒𝑓𝑓

− 1
𝑘𝑡𝑎𝑟𝑔𝑒𝑡

)
if 𝐵𝑜𝑜𝑙𝑘𝑐𝑜𝑛𝑣,𝑁,𝑘 and 𝑎𝑏𝑠(Δ𝑘𝑘𝑡𝑎𝑟𝑔𝑒𝑡) < 𝜖𝜌,𝑡𝑎𝑟𝑔𝑒𝑡 then

Δ𝑘𝑘𝑀𝑃 = ( 1
𝑘𝑘

𝑒𝑓𝑓

− 1
𝑘𝑘−1

𝑒𝑓𝑓

)

if 𝑎𝑏𝑠(Δ𝑘𝑘𝑀𝑃 ) < 𝜖𝜌,𝑀𝑃 then
set neutronic reference state
𝐶𝑘

𝐵,𝑝𝑒𝑟𝑡 = 𝐶𝑘
𝐵 + 𝛿𝐵

𝑘𝑘
𝑝𝑒𝑟𝑡 = 𝑁(𝐶𝑘

𝐵,𝑝𝑒𝑟𝑡; 𝜌𝑘+1
𝑤 ,𝑇 𝑘+1

𝑓 ,𝐶𝑘
𝐹 𝑃 )

restore neutronic reference state
𝑏𝑒𝑓𝑓 = (1/𝑘𝑘

𝑒𝑓𝑓−1/𝑘𝑝𝑒𝑟𝑡)
𝛿𝐵

𝐶𝑘+1
𝐵 = 𝐶𝑘

𝐵 + Δ𝑘𝑘𝑡𝑎𝑟𝑔𝑒𝑡

𝑏𝑒𝑓𝑓

else
𝐶𝑘+1

𝐵 = 𝐶𝑘
𝐵

end if
else
𝐶𝑘+1

𝐵 = 𝐶𝑘
𝐵

end if
𝑘𝑘+1

𝑒𝑓𝑓 = 𝑁𝑘
𝑛𝑖𝑛𝑡.

(𝐶𝑘+1
𝐵 ; 𝜌𝑘+1

𝑤 ,𝑇 𝑘+1
𝑓 ,𝐶𝑘

𝐹 𝑃 )

The main difference is that the critical boron research is not performed at each multiphysic iter-

ation, but only under three conditions. Two requirements are imposed on the previous multiphysic

iteration, the internal convergence on the 𝑘𝑒𝑓𝑓 has to be reached and the current reactivity should

not be the target one. The third criterion to be met concerns the reactivity difference among the

last two multiphysic iterations, its value should be smaller than a given limit. Another important

difference lies in the fact that, in this case, the update of the boron concentration is linearly in-

serted in the algorithm, instead of creating a nested loop. Moreover, to compute the state with the

perturbed boron concentration, the full internal convergence on the multiplication factor is imposed

to the solver. This calculation does not impact the solver initialisation, as the internal state of the

solver is saved before and restored afterwards.

145



Requiring the internal convergence of the neutronic solver on the 𝑘𝑒𝑓𝑓 and imposing a limit

on the variation of the reactivity between the two previous iterations is necessary to eliminate the

contribution of the other multiphysic variables to the reactivity change from the last computed

neutronic result. In this way, the boron research is partly decoupled from the rest of the problem,

but, this is not detrimental because it constitutes a much simpler numerical problem than the rest.

Thanks to the almost constant boron efficiency, the target concentration is found in very few Newton

extrapolations. Furthermore, the convergence on the effective multiplication factor is normally

reached way before than the convergence on the flux or on the other multiphysic variables, hence,

the boron research starts early in the process. The alternative would be to release the constraint on

the multiphysic reactivity change and to compute the new reactivity before performing the boron

research. In order to limit the impact on the partial-convergences the reference state should be set

before performing the estimation of the current reactivity. For this reason, even if this alternative

would allow to start the boron research earlier in the process, it is expected to perform worse as

more neutronic iterations would be computed and rejected due to the set and restore mechanism.

The approximated Newton offers two main advantages. The first is that it allows to estimate

the new boron efficiency for the current solution (𝐶𝑘
𝐵 ; 𝜌𝑘+1

𝑤 ,𝑇 𝑘+1
𝑓 ,𝐶𝑘

𝐹 𝑃 ), instead of using a previous

estimation. The second one is that the computation of the perturbed state generally requires very

few iterations, as it is expected to be similar to the reference state. The algorithm is tested in the

following sub-section.

7.2.2 Impact on the Steady-State Calculation

Even if, for safety reasons, the allowed range of boron concentration used in commercial PWRs

is narrower, for numerical simulations a typical constraint on the boron concentration is that the

minimum value should be larger than 0.1 ppm and the maximum one should not exceed 2000 ppm.

This is also the range of values included in the cross-sections. For the conditions defined in the case

study, before starting the irradiation, the reactor is significantly overcritical even with the maximum

boron concentration (consequence of the absence of control rods and of the loading plan). Due to

this excess of reactivity, it is chosen to compute the reactivity corresponding to 1600 ppm and to set

it as the target. The effective multiplication factor corresponding to a boron concentration of 1600

ppm is 1.06903 (𝜌 = 6457 pcm).

As already mentioned, the boron concentration is assumed to be homogeneously distributed in

the core, but since it represents the proportion of boric acid in the water, where the moderator

is denser the number density of the boron isotopes is larger. For this reason, the impact of the

boron concentration on the power distribution depends on the moderator density field. The power

integrated in the fuel for the two boron concentrations is reported in Fig. 7-10. The higher boron

concentration gives a strong contribution to the axial flattening of the power profile, whose peak
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decreases and moves towards the centre.

(a) 600𝑝𝑝𝑚 (b) 1600𝑝𝑝𝑚

Figure 7-10: Comparison of the power distribution for two boron concentrations.

The algorithm is tested researching the target boron concentration (known to be 1600 ppm) for

the case study, starting from 600 ppm, which corresponds to a rather poor guess that challenges the

robustness of the scheme. The results are available in Fig. 7-11.
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Figure 7-11: On the left, comparison of the convergence slope with constant boron concentration
and with the research of the target boron concentration. On the right, the boron concentration and
the boron efficiency are reported for each multiphysic iteration. The vertical dash-dotted lines point
out the iterations in which the research of the target boron concentration is carried out.

In particular, it appears that the global convergence rate is significantly impacted by the research

of the target boron concentration. The number of multiphysic iterations required increases from 27

to 42 and the boron research is performed four times (at the iterations 13, 22, 25 and 27). On the

other hand, as shown by Fig. 7-11b, the scheme is rather robust as the boron concentration converges
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very close to the target value already at the very first iteration. To include the boron research in the

Anderson algorithm would probably have a smaller impact on the global performance. However, it

is worth noticing that this simulation is still about four times faster than the calculation presented

during the previous chapter that uses the optimised standard Anderson method (no 𝐻𝑔𝑎𝑝 nor boron

research). Therefore, the efficiency of this algorithm is still satisfactory even for such a challenging

choice of the initial boron concentration.

As expected, the boron efficiency is rather constant, even if it decreases for large concentrations.

This reduction of efficiency simply corresponds to the effect on the energy spectrum of the neutron

flux. Boron-10 is a thermal absorber and large concentrations of this isotope can significantly reduce

the thermal neutron flux in the reactor and consequently its efficiency.

Looking at the convergence of the residual, it is clear that after performing the first boron

research, the convergence process has to restart almost from the beginning: at iteration thirteen the

norm of the residual is comparable to the one previously reached at iteration four. The increase

of the norm of the residual is connected to the difference in the boron concentration, such a large

gap is observed only at the very first target boron concentration research. Furthermore, along the

depletion calculations the typical change in the boron concentration is expected to be much smaller,

hence, the algorithm is considered adequate to the task.

7.3 Depletion Calculations

As specified in the introduction, the depletion calculations aim at reproducing the reactor behaviour

along irradiation. The approach adopted in this work deals with this problem as a sequence of

steady-states characterized by evolving isotopic concentrations and core operating conditions. In

this section, a multiphysic time evolution scheme is defined and tested on a simple scenario.

7.3.1 Definition of the Multiphysic Time Evolution Scheme

To understand how the multiphysics affects the time evolution scheme, it is important to review

the basic elements of a conventional algorithm. First of all, the depletion problem at a given time

(𝑡𝑖) consists in the research of the number densities of the particularized isotopes after a time

step (Δ𝑡𝑖). In fact, it should be recalled that a different treatment is used for a set of isotopes

(called particularized) that are separated from the rest (kept as number densities and microscopic

cross-sections), which is assembled in a unique macro-isotope as described in sub-section 1.3.1. For

what concerns the macro-isotope, the problem simply deals with the computation of the local burnup

increase during Δ𝑡𝑖, as the macroscopic cross-sections are obtained by interpolating on this quantity.

On the contrary, for what concerns the particularized isotopes, the Bateman equations have to be

solved. At the end of sub-section 1.3.1 a time evolution scheme characterized by a combination of

148



polynomial extrapolation of the neutron flux and reaction rates within a time step and a predictor-

corrector method is described. In MPACT, a similar time evolution scheme is implemented, but it

uses a constant approximation of the neutron flux and of the reaction rates within the time steps

and a different variant of the predictor-corrector. This scheme is outlined here, for the complete

description please refer to [12]. In this case, the corrector step is always performed. The predicted

number densities fields are produced by the depletion calculation made using the scalar flux and

the reaction rates at the beginning of the time-step. After that, these number densities are used

to perform a steady-state calculation and obtain new scalar flux and reaction rates. Afterwards,

the corrected number density fields are obtained from the depletion calculation made with the

newly computed neutronic quantities and the initial isotopic concentrations. Finally, the number

densities of the new time step are obtained as the average of the predicted and the corrected ones.

In addition, to ensure the convergence, the substep method is applied. The time step is divided

into a sufficient number of sub-steps for which no steady-state computations is carried out, but

the power is renormalized to account for the variation of the fission cross-sections. This method,

firstly introduced by [245] allows to performs larger time steps for a given number of steady-state

calculations. A schematic of this predictor-corrector evolution scheme is available in Fig. 7-12.

Figure 7-12: The predictor-corrector scheme using a constant neutron flux and reaction rates ap-
proximation within each time step described in [12] for MPACT.

It is important to underline that in multiphysic simulations, the resolution of the steady-state

does not simply deal with a neutron transport calculation, but rather with calculation schemes like

the one described in this work. Moreover, in this context, the reaction rates vary within a time step,

because the cross-sections evolve also according to the different temperature and density fields. Due

to the lack of flexibility of the considered depletion solver, it is not possible to perform the polynomial

interpolation and the predictor-corrector (as described in sub-section 1.3.1) with a generic steady-

state calculation scheme like the one considered for this work. What is possible is to perform is a

single-step depletion procedure (no polynomial interpolation and no predictor-corrector) and this
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fundamental operation can be used to reconstruct similar algorithms outside of the perimeter of the

specialised codes.

A simple time evolution scheme is implemented. It deals with the alternation of steady-state

computations using the average working conditions along the time step (namely the total power)

and a depletion calculation at constant neutronic variables. The time step is divided in two parts,

by default equal (half and half), to combine the evolution of the particularized isotopes (referred to

as micro-evolution) with that of the macro-isotope (called macro-evolution). The micro-evolution is

performed for the first portion of time, then the macroscopic cross-sections are interpolated for the

burnup corresponding to the end of the entire time step and finally the depletion of the particularized

isotope is completed for the remainder of time step. A constant time step size is considered and no

control test is done.

7.3.2 Application to a Constant Power Irradiation Scenario

The irradiation scenario corresponds to constant operating conditions, as defined in the case study,

for a period of 365 days. The first steady-state calculation is also used to set the equilibrium fission

products concentrations. For the following steps, the research of the equilibrium concentration is

completely switched off as their evolution is computed for the considered time steps.

For the first test, a large time step is chosen in order to challenge the boron research algorithm

with large variations of the boron concentration. Due to the absence of convergence check on the

time step size, it should be seen just as a numerical test. The irradiation period is divided into ten

points, corresponding to nine time steps of about 40.6 days and 1.4 MWd/kg each. To assess the

impact of the boron research on the convergence process, the steady-state scheme including all the

models is compared to that obtained by switching off the boron research. The results appear in Fig.

7-13a, while the boron concentration at each step is reported in Fig. 7-13b. For simplicity, in this

case, the initial boron concentration is directly set to 1600 ppm.

Even if a large time step is considered and a wide range of boron concentrations is explored,

the boron research always reaches the convergence reassuring about the robustness of the method.

On average, the scheme with the research of the target boron concentration requires about 13.6

additional multiphysic iterations per each steady-state corresponding to 17 % of the total. There-

fore, also in terms of efficiency, the performance of this algorithm is judged as satisfactory. The

convergence slopes show that an increasing number of multiphysic iterations is required to solve

each steady-state, this aspect is analysed in the following paragraph.

In order to find a small enough time step size for convergence, three time discretization are tested

(10, 50 and 100 time steps), the results are available in Fig. 7-14. Four variables are considered

(𝐶𝐵 , 𝑞′𝑚𝑎𝑥, 𝑇𝑓,𝑚𝑎𝑥 and 𝐻𝑔𝑎𝑝,𝑚𝑎𝑥) along the irradiation period.

Comparing the coarse meshing with the intermediate one confirms that this time step is too
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Figure 7-13: Assessment of the impact of the research of the target boron concentration on the
convergence of the depletion calculation. A coarse time step (40.6 days) is considered. The vertical
dash-dotted lines are used to underline the multiphysic iteration at which the steady-state scheme
converges.

large for this depletion calculation. The significant discrepancies found at the end of the cycle

underline the importance of ensuring the convergence of the time discretization. The scheme using

the intermediate number of time steps is found to be consistent with the most refined computation.

As expected, the maximum linear power decreases along irradiation due to the larger burnup increase

in the regions where the power is higher. The maximum fuel effective temperature also decreases

significantly as it is largely related to the linear power. With respect to the maximum fuel gap

heat transfer, the discontinuity in the derivative corresponds to a change of the location of the peak

value. Initially, the maximum 𝐻𝑔𝑎𝑝 is located in the fuel rods that are loaded at high burnup.

However, after the gap closure, the heat transfer coefficient degrades due to the presence of gaseous

fission products with lower conductivity. This appears in Fig. 7-14d approximately during the first

200 days. Afterwards, the peak moves to a fuel rod with lower burnup, whose gap heat transfer

coefficient still benefits from the burnup increase.

In Fig. 7-13a, it is possible to notice also that the number of multiphysic iterations required

to compute each time step is significantly larger than those required for the first steady-state and

that this number increases along irradiation. It seems that the steady-states are characterized by

an increasingly different isotopic concentration, hence starting from the last computed solution does

not improve much the efficiency of the scheme. To explore this aspect, the convergence of the three

depletion calculations is analysed. In Fig. 7-15, the equivalent computing time per each complete

steady-state calculation is reported. In Fig. B-6, in the appendix, the same plot is produced for the

number of multiphysic iterations. Since, the same limits on the single-physic iterations are imposed,

this two figures are very similar.

From the results it emerges that only for the coarse time discretization, the equivalent computing
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(d) 𝐻𝑔𝑎𝑝,𝑚𝑎𝑥

Figure 7-14: Convergence analysis of the full depletion calculation scheme on the boron concentra-
tion, the maximum linear power, the maximum fuel effective temperature and the maximum value of
the fuel gap heat transfer coefficient. Three time discretization are tested, by dividing the irradiation
period in 10, 50 and 100 equal time steps. Triangular markers are used to show the discrepancy
of the considered discretization (indicated by the color) with respect to the finer one, their values
appear on the y-axis on the right. The intermediate level of refinement is judged as satisfactory.

time per steady-state (or equivalently in the number of multiphysic iterations) increases significantly

along the irradiation period. Therefore, it is supposed that this trend is caused by the too coarse time

discretization and the consequent divergent behaviour. Comparing the average equivalent computing

time per steady-state of the three different time discretizations, it decreases with more refined time

meshes. However, the equivalent calculation time of the entire depletion calculation follows the

opposite trend as the reduction in unit time is insufficiently large. This trade-off is analysed more

into details in Fig. B-7, in the appendix. This rather predictable result confirms the interest of

using an efficient depletion scheme, which can allow to reduce the number of steady-states to be

computed for the depletion calculations over a given irradiation period.

While, ten time steps corresponds to the lowest computing time, this time refinement is not suf-
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Figure 7-15: Relative equivalent calculation time required for each time step for the three considered
time discretizations (10, 50 and 100 equal time steps). Every equivalent calculation time is divided
by the minimum average value.

ficient. The full depletion calculation scheme, with a sufficiently small time step, allows to compute

a large range of local variables along the considered irradiation period. For instance, in Fig. 7-16,

the evolution of the power distribution is reported for 0, 200 and 365 days from the beginning of

irradiation.

(a) 0 days (b) 200 days (c) 365 days

Figure 7-16: Evolution of the power distribution along irradiation. Three time steps are considered
after 0, 200 and 365 days.

From these axial sections of the power, it is even more visible the flattening effect of the fuel

depletion. The radial sections are available in the appendix, in Fig. B-8. To measure the impact of

the fuel gap heat transfer coefficient model on the power distribution, the discrepancies with the full

calculation scheme without 𝐻𝑔𝑎𝑝 model are computed for the same irradiation times. The results
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are reported in Fig. 7-17. It should be noticed that the comparison reported in Fig. 7-17a differs

from that of Fig. 7-6b because in this case the boron research is also included.

(a) 0 days (b) 200 days (c) 365 days

Figure 7-17: Discrepancies on the 3D power distribution between the coupling scheme with and
without 𝐻𝑔𝑎𝑝 model for three different irradiation times. Fig. 7-17b and 7-17c share the same color
scale different from that of Fig. 7-17a.

It appears that the discrepancies between these two modelling choices tend to decrease signifi-

cantly along irradiation. In relative terms, the maximum error at BOC is -6.3 %, while at the EOC

it is 1.2 %. Interpreting Fig. 7-17, this could be explained simply by the faster depletion occurring

at the bottom of the core when including the 𝐻𝑔𝑎𝑝 model.

The preliminary tests on this simple irradiation scenario are satisfactory. For the future improve-

ments, the priority is to implement a convergence check to ensure that the time step is sufficiently

small. In addition, without a lot of effort, the substep method could be included to reduce the

number of required time steps. Finally, the complete algorithm could be tested on a more complex

irradiation scenario like the one presented in the BEAVRS benchmark [26].

7.4 Chapter Conclusion

In this chapter, the coupling scheme is extended to add the possibility of using burnup dependent

thermodynamic properties (conductivity law and fuel gap heat transfer coefficient simplified model).

The update of the conductivity law has shown to have a minor impact on the considered variables.

On the contrary, the fuel gap heat transfer coefficient simplified model strongly affects the predicted

temperature and power fields, underlining the importance of correctly modelling this coefficient.

On the other hand, the impact on the numerical scheme corresponds to a minor destabilization.

Afterwards, an algorithm for the research of a target boron concentration suitable for the generalised

fixed-point with partial-convergences is proposed. The robustness and the efficiency of this scheme is
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tested on the steady-state case study producing satisfactory results. Finally, a simple time evolution

scheme including all the previously mentioned models is implemented and successfully tested on a

constant power irradiation scenario.
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Chapter 8

Conclusions

8.1 Research Problem

This thesis deals with the development of a multiphysic depletion calculation scheme for the pre-

diction of local (fuel pin cell resolution) design parameters of PWRs. The multiphysic problem

is modelled by combining a set of pre-existing specialised codes of neutronics, thermal-hydraulics,

heat conduction and isotopic depletion. Within this context, some of the fundamental questions to

be answered concern the choice of the most appropriate combination of models. Among the key

elements to be considered, there are the modelling scales, the target accuracy for each variable and

the consequent computing time. Depending on the sensitivity of a target variable on the others,

different degrees of simplification could be introduced to increase the efficiency of the scheme. An-

other important aspect concerns the definition of how the selected models are combined together

(i.e. the coupling scheme). Ultimately, these elements defines the global robustness and efficiency

of the calculation scheme.

8.2 Main Results

The depletion of the core is modelled as a sequence of steady-state calculations interconnected by

the evolving isotopic concentrations and operating conditions. For this reason, the development of

the steady-state calculation scheme is a major step of the thesis. Initially the focus is set on the

neutronic, thermal-hydraulic and heat conduction models. Basing on the analysis of the state of the

art (see Section 2.1) and on the tests performed on a simplified case study (refer to Chapter 5 and in

particular to Table 5.4), it is decide to use a two-step neutronic model with pin-cell homogenization

together with subchannel thermal-hydraulics and heat conduction for all the fuel rods. More into

details, the neutronic model is derived from APOLLO3® code. The MOC solver (TDT) is used for
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the lattice calculations, the SP3 (MINOS) with 8 energy groups for the core calculations and the

SPH algorithm as equivalence technique. The 3D, four equations and single-field solver of FLICA4 is

used for the thermal-hydraulics. The same code is also used to model the 1D-radial heat conduction

in each fuel rod axial slice.

For what concerns the numerical method for the resolution of the steady-state problem of neu-

tronics, thermal-hydraulics, heat conduction and research of the equilibrium fission products, the

damped fixed-point and the Anderson algorithm are tested. The results confirm the higher ro-

bustness and efficiency of the second method (see sub-section 6.3.2 and in particular Fig. 6-8a).

A variant of the fixed-point based on the partial-convergences is deeply analysed for the specific

coupling scheme considered so far (see section 6.2 and in particular Fig. 6-2). This method has

proven to overcome the major robustness problem presented by the standard damped fixed-point

and, for an appropriate choice of parameters, to be significantly more efficient than the Anderson

algorithm. Therefore, a generalization of the Anderson method based on partial-convergences is

proposed. Preliminary results confirm the interest on this new variant (refer to sub-section 6.4.2).

In terms of efficiency, the first tests place this new algorithm in between the standard Anderson

method and the generalised fixed-point with partial-convergences. On the other hand, in terms of

robustness and sensitivity to the input parameters, it is expected to perform better than the gen-

eralised fixed-point with partial-convergences. For the rest of this work the generalised fixed-point

with partial-convergences is kept (𝛼 =0.6, 𝑁𝑁 =20, 𝑁𝑇 𝐻 =40).

To account for the evolution of the fuel thermal-mechanical properties along irradiation, a sim-

plified gap heat transfer model is included in the coupling scheme. For the considered case study,

including this model has a large impact on the target variables (refer to Table 7.1), which rein-

forces the importance of accounting for this phenomenon in such a multiphysic coupling scheme.

As required by the depletion calculation scheme, the algorithm for the research of the target boron

concentration is implemented. To obtain a method compatible with the generalised fixed-point with

partial-convergences, a variant of the approximated Newton algorithm is proposed. Basing on two

simple tests (see Fig. 7-11 and 7-13), this algorithm is judged as satisfactory both in terms of

robustness and efficiency. Finally, a simple time evolution scheme is implemented. Its application

on a constant power irradiation scenario has allowed to successfully test the combination of all the

models mentioned so far in a unique multiphysic depletion calculation scheme (refer to Fig. 7-14).

8.3 Discussion

The discussion section is divided into three parts respectively dealing with the selection of the

models for the steady-state simulations, the numerical optimization of the steady-state scheme and

the choice of the models for the depletion simulations.
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8.3.1 Models Selection for Steady-State Simulations

Interpretation

Both the choice of solving the multiphysic problem through the combination of specialised codes and

that of treating the depletion calculations as a sequence of interconnected steady-states represent

the most common solution found in literature (e.g. [49, 50] and [36, 38, 51]).

With respect to the selection of the neutronic, thermal-hydraulic and heat conduction models,

the interest of testing this combination of modelling scales emerges mainly from the literature review.

In fact, this approach is meant to fill the space between the faster running schemes based on the

pin-power-reconstruction [36, 37], which rely on a larger number of hypothesis and the high-fidelity

ones based on the direct neutronic simulations with massive parallelization [38, 39], which require a

larger computing power. More into details, the good performance of the SPN model was somehow

predictable as the homogenization phase significantly reduces the anisotropy of the problem, hence,

it limits the benefits of resorting to more complex core solvers. In respect of the choice of subchannel

thermal-hydraulics and heat conduction for all the fuel rods, it is totally in line with the literature.

Indeed, the selection of these modelling scales is shared by the vast majority of the coupling schemes

found in literature (as it appears in sub-sections 2.1.2 and 2.1.3).

Recommendations

During the considered analyses, the combination of specialised codes has not hindered the stability

of the calculation scheme. In the current coupling scheme, without a large effort, it is possible to

switch the specialised models, by selecting another solver or even another computing code. For

these reasons, at least for similar applications, it is just simpler to rely on pre-existing specialised

solvers. For what concerns the two-steps neutronic modelling, due to lack of comparisons with the

alternatives, it is difficult to give recommendations. Nevertheless, the cross-section homogenization

for a set of parameters allows to significantly simplify the neutronic calculations during a multiphysic

iteration. Therefore, the deployment of two-steps neutronic models is especially suitable in the

context of systematic studies requiring repeated simulations of a reactor core.

8.3.2 Numerical Optimization of the Steady-State Scheme

Interpretation

As introduced in the second chapter, the damped fixed-point and the Anderson methods are two

of the most widespread algorithms used for the resolution of this type of coupled problems. The

higher robustness and efficiency of the Anderson method as compared to the fixed-point is rather

predictable due to the nature of these algorithms. Furthermore, similar results are in agreement with

what found in [141]. For what concerns the generalised fixed-point with partial-convergences, this
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method is rather widespread in the industry, but not so popular in literature. Studies concerning

this algorithm are hard to find in literature, the closest one, dealing just with the control on the

limits of neutronic iterations within a small range of values, is given by [125]. Therefore, even if the

presented results are definitely solvers dependent, they are helpful to better understand the dynamics

of partial-convergences and the range of applicability of this method. It was rather unexpected that

this method could reach such a high efficiency: up to 15 times faster than the standard fixed-

point with optimal damping and 7 times faster than the optimal standard Anderson algorithm.

The robustness of the results is even reinforced by the large number of tests, which in case of

convergence are in good agreement among each others. In respect of the proposed variant of the

Anderson method based on partial-convergences, the fact that even with unoptimised settings it

allows to achieve the result in 1.5 times shorter time than the best standard Anderson method

is rather promising. Moreover, this result gives positive expectations about the sensitivity of this

method on the choice of the new parameters (sequence of internal precisions and switching criteria).

Recommendations

Basing on the results observed so far, the generalised fixed-point with partial-convergences represents

the most recommended algorithm for this solver combination and for case studies similar to the

considered one. The suggested setting is to limit the neutronic and thermal-hydraulic iterations to

few tens and to apply a damping factor about 0.6. In case of very large time cost required for the

data manipulation and exchange during each multiphysic iteration, it should be considered to set

larger limits on the single-physic iterations. In case robustness is strongly preferred over efficiency,

the recommended method is the standard Anderson method. In this case, it is suggested to use a M

parameter around 3, no damping and to not apply the optional extension provided by Scipy. This

is somehow coherent with the recommendation of Anderson himself for a general application [139].

The normalisation of the components of the unknown vector is a necessary step for the efficiency and

stability of the method. Although very promising, the proposed Anderson with partial-convergences

needs further exploration to compete with the other more consolidated alternatives.

8.3.3 Models Selection for Depletion Simulations

Interpretation

With respect to the integration of the fuel gap heat transfer coefficient simplified model, such a large

impact on the prediction of the power distribution was somehow unexpected for the author. High-

fidelity simulations adopting a constant value for this coefficient do not exhibit so large discrepancies

against the measured power distribution (e.g. [127, 134]). On the other hand, this might correspond

to a more adequate choice of the constant fuel gap heat transfer coefficient. Another explanation
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is linked to the case study, the impact of this model on the power distribution is expected to be

larger in case of smaller reactors. In fact, higher power peaking factors contribute to increase the

discrepancies in the value of this coefficient, which in turn contrasts the flattening of the power shape

due to the Doppler effect. Moreover, these discrepancies have shown to attenuate along irradiation.

Ultimately, the results are rather in line with the sensitivity analysis given by [10].

For what concerns the research of the target boron concentration, the tests on its efficiency and

robustness lack of a comparison with conventional alternatives. For instance, to research the target

boron concentration with the Anderson method would be rather straightforward and potentially

efficient. Nevertheless, the proposed algorithm is not expected to significantly undermine the ro-

bustness of the scheme and its global efficiency is satisfactory. In fact, the computation of the full

steady-state problem (including the gap heat transfer model and the boron research) with the gen-

eralised fixed-point with partial-convergences is about four times faster than the resolution of the

simple steady-state (without these extensions) with the optimized standard Anderson algorithm.

The implemented time evolution scheme is rather basic, but with little effort it could be refined.

The individuated developments are widespread and relatively straightforward to implement. Overall,

the global scheme successfully and efficiently combines a set of advanced models and it constitutes

a powerful tool in support of the fine-scale design and safety analyses of PWRs along irradiation.

Recommendations

Including the fuel gap heat transfer model has demonstrated to have a large impact on the power

distribution. For this reason, it is highly recommended to account for the evolution of this coefficient

in a multiphysic depletion calculation scheme. It is expected to be particularly important in case of

fuel pin cell calculations, where each fuel rod slice is characterised by its own conditions (e.g. linear

power, burnup and coolant temperature). The use of simplified models calibrated on the results of

specialised solvers, like the one adopted in this thesis, seems promising. Methodologies providing

also the uncertainties associated to the calibration are also very recommended (e.g. [209]). In any

case, the validation against experiments and reference simulations is a necessary step to reinforce

their credibility.

For what concerns the algorithm for the research of the target boron concentration, its overall

performance is rather satisfactory, hence, it is a suitable method to combine with the generalised

fixed-point with partial-convergences. Finally, as expected and as confirmed by Fig. 7-15, it is

very important to reduce as much as possible the number of time steps to compute in a depletion

calculation. Therefore, methods that can allow to perform larger time steps with a marginal cost,

like the substep [245], are strongly recommended to increase the efficiency of the depletion algorithm.
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8.4 Perspectives

From the point of view of the author, this research has led to a large number of open questions and

different perspectives. The highest priority is given to the implementation of a predictor-corrector

method to ensure the convergence of the depletion calculation. Alongside with that the substep

method appears as a simple and effective solution, hence, it should be included in the time evolution

scheme. Afterwards, it would be extremely important to strengthen the calculation scheme by

testing it on an international benchmark like the BEAVRS [26]. Alternatively, a simpler test would

be to include a fuel performance code in the coupling scheme to measure the discrepancies and the

time saving introduced by the simplified fuel gap heat transfer model.

For what concerns the numerical optimization, it would be particularly interesting to test the

proposed Anderson algorithm with partial-convergences for different settings and a range of case

studies (mainly varying the size of the domain and the operating conditions). In a similar way, also

the generalised fixed-point with partial-convergences should be tested to analyse its performance on

different case studies. Moreover, the dependency on the limits on the single-solver iterations could

be further analysed to question whether it is possible to somehow predict the optimal settings or at

least to better understand the numerics behind this problem.
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Appendix A

Tables

Table A.1: Performance assessment under isothermal conditions of the neutronic models in terms
of multiplication factor, reactivity difference and computing times ratio. Both S8 calculations are
performed with twenty processors, whilst the others with only one.

S8-30g S8-20g SP3-8g Diff.-2g Diff.-2g (quarter)
𝑘𝑒𝑓𝑓 [-] 1.18672 1.18596 1.18589 1.18172 1.18149

Δ𝜌 [pcm] - -54 -59 -357 -373
𝑡𝑖/𝑡𝑟𝑒𝑓 [%] 100 63 3.7 0.15 0.02

Table A.2: Performance assessment of the neutronic models in the coupling scheme in terms of
multiplication factor, reactivity difference and computing times ratio. Both S8 calculations are
performed with twenty processors, whilst the others with only one.

S8-30g S8-20g SP3-8g Diff.-2g Diff.-2g (quarter)
𝑘𝑒𝑓𝑓 [-] 1.17768 1.17689 1.1768 1.17250 1.17223

Δ𝜌 [pcm] - -57 -63 -375 -395
𝑡𝑖/𝑡𝑟𝑒𝑓 [%] 100 47 1.5 1.1 0.08

163



164



Appendix B

Figures

(a) Iteration 0 (b) It. 1 (c) It. 2

Figure B-1: Divergent oscillations of the moderator density field (axial slice at the centre) occurring
along the multiphysic iterations when using the standard fixed-point without relaxation.

(a) Iteration 0 (b) It. 1 (c) It. 2

Figure B-2: Divergent oscillations of the effective fuel temperature (axial slice at the centre) occurring
along the multiphysic iterations when using the standard fixed-point without relaxation.
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(a) Iteration 0 (b) It. 1 (c) It. 2

Figure B-3: Divergent oscillations of the integrated power in the fuel field (axial slice at the centre)
occurring along the multiphysic iterations when using the standard fixed-point without relaxation.

(a) Iteration 0 (b) It. 1 (c) It. 2

Figure B-4: Divergent oscillations of the xenon concentration field (axial slice at the centre) occurring
along the multiphysic iterations when using the standard fixed-point without relaxation.
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(a) Xenon-135

(b) Samarium-149

Figure B-5: Comparisons of the evolution of the fission product concentrations after a power change.
The convergence of xenon presents large and not monotonous variations before reaching the asymp-
totic value. Courtesy of [13] and [14].
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Figure B-6: Number of multiphysics iterations required per each time step for the three considered
time discretizations. Referring to the full scheme presented in sub-section 7.3.2.
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Figure B-7: The black dashed line represents how the relative equivalent computing time per steady-
state should decrease in order to keep constant the time associated to the entire depletion calculation.
The three blue dots are the values found when dividing the total irradiation time in 10, 50 and 100
time steps. Predictably, the unitary computational cost does not decrease enough (1.278>0.388 and
1>0.194) to reduce the total equivalent computing time, which is respectively 3.3 and 5.2 times
larger than for ten steps.
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(a) 0 days (b) 194 days (c) 365 days

Figure B-8: Evolution of the power distribution along irradiation. Three time steps are considered
after 0, 194 and 365 days.
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