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CHAPTER 1

INTRODUCTION

1.1 Expected utility maximisation problem

1.1.1 An overview of the theory of backward SDEs
Backward SDEs in a continuous framework

Classical results Motivated by the study of stochastic control problems, backward stochastic
differential equations (BSDEs in short) attracted a lot of attention in the last two decades. The
interest given to this field is due to its important connections with the pricing of contingent claims
and stochastic optimisation problems in mathematical finance. Backward stochastic differential
equations were firstly introduced by Bismut [15] in 1973 who used a linear driver that appeared
naturally when studying the adjoint equations of stochastic optimal control problems. Later, this
notion has been generalized by Pardoux and Peng [103] to the Lipschitz case.
To define this special class of stochastic differential equations, take:

* A filtred probability space (€2, F, (F:)o<t<7,P) whose filtration satisfies the usual condi-
tions of right continuity and completeness and generated by a d-dimensional Brownian
motion B.

T
« 32 = { progressively measurable process Z s.t. IE[/ |Z|%ds] < oo}
0

« 82 = { progressively measurable process Y s.t. E[ sup |Y;|%] < co}.
te[0,7]

+ 8 is the set of all progressively measurable a.s. bounded processes Y.

« A function f : (s,w,y,2) — f(s,w,y, z) which is measurable w.r.t P x B(R¥) x B(RF*9),
Here, P, B(R*) and B(R**¢) are respectively the o-field of F-progressively measurable
sets on 2 x [0, T, the Borel o-field on R* and the Borel o-field of R¥*¢,

* A positive and finite terminal time 7.

* An Fpr-measurable random variable &.
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Then . T
Yt:§+/ fS(YS,ZS)ds—/ Z.dB,, t € [0,T),P-as, (1.1)
t t

is called a Backward Stochastic Differential Equation associated to (f,¢). The function f is
called the driver or the generator and the random variable ¢ is called the terminal value. Later,
we shall write BSDE(f, ) to refer to the BSDE whose generator is f and terminal condition is

¢.

Definition 1.1.1. A solution to the BSDE (1.1) is a pair of F;-adapted processes (Yi, Zi)o<i<T €
82(RF) x F%(RF*9) such that (1.1) holds true a.s..

The theory of BSDEs has received considerable attention and a large number of authors
has been interested to this topic. The first important results was given by Pardoux and Peng in
their seminal paper [103]. The authors generalized such equations to the non-linear Lipschitz
case and proved, in a Brownian framework, the following existence and uniqueness results.

Theorem 1.1.2. (Pardoux, Peng [103]) Assume that {f(t,0,0),t € [0,T]} € H? and that
for some constant C' > 0, f satisfies the following Lipschitz condition: for all t € [0,T] and
(y,2), (v, 2') € RF x Rkxd,

(L) |f:(y,z) — (v, 2] < Cly —y'| + |2 = 2]).
Then for every ¢ € 1L2(Fr), there exists a unique solution (Y, Z) € 8 x H? to the BSDE(f,¢).

Now, we state a comparison result which is very interesting and useful for the construction
of solutions with more general drivers. Roughly speaking, a comparison theorem for BSDEs
allows one to compare solutions to BSDEs as soon as one can compare the terminal conditions.
The main technique to prove this result is a linearization procedure which is part of the standard
machinery. This theorem is a powerful tool in the study of 1-dimensional BSDEs and it plays the
role of “maximum principle” in the PDE theory. This crucial property of BSDEs was introduced
by Peng [105] and later generalized by El Karoui et al. [43].

Theorem 1.1.3. (El Karoui, Peng, Quenez [43], El Karoui, Hamadene, Matoussi [40]) Let (Y, Z)
and (Y', Z'") be solutions of two BSDEs associated to (f,¢) and (f', &) where only f is assumed
to satisfy Assumption (L).

Assume further that ¢ < ¢ P-a.s. and f(t,Y/,Z}) < f'(t,Y/, Z}) dP ® dt-a.s., then

Y, <Y/, vt€0,T], P-a.s. (1.2)

Later, the interest on BSDEs has been increased steadily and efforts have been made to
relax the assumptions on the coefficients under which the existence and eventually the unique-
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ness of the solution are guaranteed.

In [34], Darling and Pardoux relaxed the Lipschitz continuity assumption and replace it by
a monotonicity condition. More precisely they studied the case of BSDEs with random terminal
time. They provide an existence and uniqueness result for a generator which is Lipschitz with
respect to z and monotone with respect to y.

Besides, Lepeltier and San Martin [76] proved that, in the one dimensional case, it is suffi-
cient to assume that the generator f is continuous and has a linear growth. However, they only
provide the existence of a minimal solution via inf-convolution approximation techniques. Note
that in this case, uniqueness does not hold in general. In fact, one needs stronger assump-
tions on the generator to ensure the uniqueness of the solution. For more details about these
conditions, we refer the reader to [85] and [79].

Continuous Quadratic Backward SDEs The main innovation on BSDEs since their intro-
duction is probably the study of quadratic BSDEs which turns out to play an important role in
applications especially in analyzing the problem of portfolio optimisation under constraints and
dynamic risk measures. The quadratic non-linearity in the driver is described by a second order
polynomial growth in the control variable z of the driver i.e.

0
£9.2)| <l + calyl + 512 db @ dP as. (19

where § is a positive constant and ¢ and [ are integrable adapted processes.

In this part, we shall define and recall some important results about quadratic BSDEs. The fun-
damental problem about studying this type of equations was proving the existence and unique-
ness of a solution. Results about this topic can be divided into two parts.

The case of bounded terminal condition The first general theoretical results about
quadratic BSDEs with bounded terminal condition were obtained by Kobylanski in her PhD
thesis and her seminal paper [69]. The author proved existence and uniqueness results for
such equations in a Brownian filtration. Her approach relies on an exponential transformation
as to come back to a better known framework of BSDEs with a coefficient with a linear growth
and then achieves a regularization procedure to pass to the limit. The main difficulty of this ap-
proach relies on proving the strong convergence of the martingale parts without imposing very
strong assumptions. This method relies heavily on a procedure called the monotone stability
that we give below.

Lemma 1.1.4. ( Kobylansky, [69]) Let (f,£) be a set of parameters and let (f™,£"™) a sequence
of parameters such that

11
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- The sequence (f™), converges to f locally uniformly on [0,T] x R x RY for eachn € N,
(&™), € L>*(Q2) and (™), converges to € in L>°().

» There exists k : R — R* such that k € L'([0,T]) and there exists C' > such that

Vn €N, Y(t,y,2) €[0,T] x R x RE, [f™(t,y,2)| < ki + C|z|%

« For each n the BSDE with parameter (f",&") has a solution (Y™, Z™) € §°(R) x H?(R%)
such that the sequence (Y™),, is monotonic and there exists M > 0 such that for alln € N,
Yoo < M.

Then, there exists a pair of processes (Y, Z) € 8°(R) x H%(R?) such that

« Y™ converges uniformly toY on[,T] i.e. lim sup |Y" —Y; =0, P-a.s.
=0 (0,7

- Z™ converges to Z in H? i.e. lim E[/ (ZD — Zs)?ds] = 0.
n—oo 0

In the Lipschitz-quadratic case, existence and uniqueness of the solution is obtained by
Tevzadze in [116] using a totally different approach. More precisley, the author used a fixed
point argument to obtain the existence for small terminal values and then pastes solutions to-
gether in the general bounded case. The main advantage of this method is that it avoids us to
prove the complicated convergence result of the martingale part as in Kobylansky’s method.

In [37], Delbaen, Hu and Bao investigated the case when the driver f has super-quadratic
growth with respect to the variable z which is mathematically traduced as follows

) _

Fi (1.4)

EESEE
Their work is divided into two parts. In the first one, they prove the problem is generally ill-posed
in the sense that, given a generator satisfying (1.4), there exists a bounded terminal condition
for which the associated BSDE does not admit any bounded solution and contrarily, when the
BSDE admits a bounded solution, there exist infinitely many bounded solutions for that BSDE.
They also notice that the monotone stability result which plays a crucial role in the study of
quadratic BSDEs does not hold any more. In the second part, they show that the problem
become well-posed in a Markovian setting. To prove the existence of a solution in this setting,
they use the well-known result that makes a link between the BSDE( f, ) when f is quadratic
or Lipschitz and the following PDE
{ ot (t .Z') + 2 TI'(O’O’ (ta x)g%(t,x)) + %(t,l')b(t, .’IZ) - g(—ux(t,m)a(t,x)) = 07 (1 5)
u(T,z) = ®(z),

12
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and show that, when @ is bounded and continuous, the BSDE admits a solution.

Briand and Elie provide in [23] a simple approach to solve quadratic BSDEs with bounded
terminal condition. Using only direct probabilistic arguments, the authors recover the existence
result earlier obtained by Kobylanski. In their approach, they rely heavily on the BMO martin-
gales theory which was used in [55] for the first time in the context of BSDEs. They consider a
bounded terminal condition and a Lipschitz-quadratic generator as in [116]. However, instead of
a fixed point method, they used an approximation procedure based on Malliavin calculus which
leads to a very simple and direct proof.

The case of unbounded terminal condition It is well-known that the boundedness of
the terminal value requirement, present in all the previous works, is a very strong condi-
tion.However, from the point of view of applications, the boundedness of terminal value seems
to be very restrictive and not realistic. Moreover, from a theoretical point of view, it is not a
necessary condition to obtain a solution. To better illustrate that, let us consider the following
example.

Y, = T‘Z‘S‘Q— TZdB P- 1.6
t_§+t 5 | ZsdBs, t€[0,7], P-as. (1.6)

The explicit solution of the quadratic BSDE above is Y; = In E[exp(&)|J%]. On this simple exam-
ple, it is obvious to see that the existence of exponential moments of the terminal condition is
sufficient to construct a solution to our BSDE (1.6).

Based on this observation, Briand and Hu [24] get rid of the boundedness condition and
prove that the existence of an exponential moment of ¢ is a sufficient condition to construct a
solution. Under the following assumptions:

Assumption 1.1.5. There exists « > 0,3 > 0,y > 0 such that P-a.s.
(i) vt € 10,71, (y,2) — f(t,y, z) is continuous,
(i) V(t,y,2) € [0,T) x Rx R | f(t,y,2)] < o+ Bly| + %|=[%
(i) E[e7e”" ] < cc.
Briand and Hu establish the following existence [24] result.

Theorem 1.1.6 (Briand, Hu [24]). Let Assumption 1.1.5 hold. Then, the BSDE(1.1) admits at
least a solution (Y, Z).

Later, the authors focused on the question of uniqueness for such BDSEs. Trying to fill the
gap of uniqueness, they figure out that a stronger assumption is needed on z. Indeed, the
generator has to be convex or concave in its z component. With this further assumption, it is
possible to obtain a comparison theorem to solutions of unbounded quadratic BSDEs.

13
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The existence result in [24] has been revisited later by El Karoui and Barrieu [7] who pro-
posed a completely different approach and consider a forward point of view to treat directly the
question of convergence and stability results for a special class of quadratic semi-martingales.
The advantage of this method is that the authors obtained a powerful existence result using the
stability of certain families of semimartingales which is, compared to the methods used in the
literature, simpler and easier to achieve.

Remark 1.1.7. Note that when the terminal condition is bounded, a crucial advantage is that
I ZsdBs is a BMO-martingale. This property combined with a local lipschitz condition can be
used to prove the uniqueness, see for instance [23,55, 84, 96]. However, this property does not
remain true when the terminal value is not bounded. In fact, in this case, [; Z,dB; is in general
not anymore a BMO-martingale.

Backward SDEs in a discontinuous framework

Classical results We consider in this part a filtered probability space (22, F, (F:)o<i<r,P)
whose filtration satisfies the usual hypothesis of completeness and right continuity. We sup-
pose that its filtration is generated by an R?-valued Brownian motion B and an independent
integer valued random measure u(dt,de) defined on R™ x E with a compensator \(dt, de).
Q := Q x [0,T] x E is equipped with the o-field P := P x & where P denotes the predictable
o-field on Q x [0,7] and € is the Borel o-field on E.

We will also suppose that A(dt, de) is absolutely continuous with respect to the Lebesgue
measure dt i.e.

A(dt,de) = v(de)dt,

where v(de) is a positive measure satisfying
/E(1 A Je|2)A(de) < oo
Further, we denote by /i the compensated jump measure (a martingale)
fi(dt, de) = p(dt, de) — N(dt, de) = p(dt, de) — v(de)dt. (1.7)

We also assume that both of the Brownian motion B and the compensated random measure
i of the integer-valued random measure . have the weak predictable representation property
with respect to the filtration (:)o<:<7. More precisely, every square integrable local martingale
M has the following representation

t t
M; = M, +/ Z,dBy +/ / Us(e)ii(ds,de), 0 <t < T,P-a.s,
0 0o JE

14
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where 7 is a predictable process such that
T
/ | Z|?ds < +o0, P-a.s,
0

and Us(e) : Q — R is a predictable function such that

//|U v(de)ds < +oo.

This leads to generalize in a natural way the BSDE (1.1) to the jump case in the following
way: We will say that the triplet of F-adapted processes (Y, Z, U) is a solution to the BSDE with
a generator f and a terminal value ¢ if we have

Y, = 5+/ £ Ve, 74, U, ds—/ Z.dB, +/ /U ii(ds,de), te0,T], P-as., (1.8)

where f and ¢ are defined as follows

- f£:00,T) x 2 x R x RY x L2(v) — R is a measurable function with respect to the o-field
P x B(R) x B(RY) x B(L2(v)).

- £ is an R-valued Fp-measurable random variable.

This generalization of BSDEs to a setting with jumps enlarges the scope of their applica-
tions, for instance to insurance modeling, in which jumps are inherent (see for instance Liu and
Ma [80]).

The main difference between these equations (BSDEs with jumps) and BSDEs in contin-
uous filtration is that these one involves a second stochastic integral with respect to the com-
pensated random measure i whose intergrand U, differently from Z, takes values in an infinite
dimensional function space instead of an Euclidean space.

Let us define the following spaces
- §°° = {adapted processes Y with RCLL paths s.t. esssup,|Y;| < oo a.s.} .
- H? = {measurable processes U s.t. E(fo [ 1Us(e )|21/(de)ds) < oo}

Definition 1.1.8. A solution to the BSDE with jumps (1.8) is a triple of processes (Y, Z,U)
satisfying (1.8) and it belongs to S x H? x H2.

A large number of authors investigated the question of existence and uniqueness of solu-
tions for such equations under different assumptions.
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Tang and Li [115] were the first to provide an existence and uniqueness result to the BSDE
with jumps (1.8) which generalizes the earlier work of Pardoux and Peng [103] in the continuous
setting.

Theorem 1.1.9 (Tang, Li [115]). Assume that f satisfies the following condition

T
E[/ [£5(0,0,0)[dt]| < +o0,
t
and that for some constant C' > 0, it satisfies the following Lipschitz condition:

fe(y, z,u) = iy, 2 0) < K(ly = o | + |2 = 2] + [Ju — o]])

forallt € [0,T] and (y, z,u), (v, 2',u') € R xR x L2(v). Then for every ¢ € 1L2(F7), there exists
a unique solution (Y, Z,U) € 82 x 32 x H2 to the BSDE (1.8).

This result has been later improved by Pardoux in [101] where the author proved the ex-
istence of a unique solution to the BSDE(f, &) in the k-dimensional case (k € N*) under the
following assumption.

Assumption 1.1.10.
(i) f is Lipschitz with respect to z and u and monotonic with respect to y.

(ii) f is continuous with respect to y and there exist an R -valued adapted process (¢ )o<i<r
and a constant K > 0 such that

E[/OTqbgds} <ocand|f(t,y,zu)| < o+ K(|y| +||2|] + (/E |U(6)|2V(de))%),

In 1995, Barles, Buckdahn and Pardoux [6] provided a comparison theorem as well as some
links between BSDEs and non-linear parabolic integral-partial differential equations, generaliz-
ing some results of [103] to the case of jumps. We highlight the fact that their comparison result
was obtained under a strong assumption on the generator which has the following form

fily,z,u) = ht(y,z,/Eu(e)ﬁs(e)u(de)), (1.9)

where 7 : Q x [0,7] x R — R is measurable and satisfies 0 < y(e) < C(1 A |e]),Ve € R and
h:Qx[0,T] x R x R — R is measurable and satisfies

(w,t,y,2,q) = h(w,t,y,2,q)
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Assumption 1.1.11.
() E( J5 [h(s,0,0,0)%ds) < +oc.
(i) h is Lipschitz with respect to y, z and q.
(iii) h is non-decreasing with respect to q.

In order to weaken the previous conditions on the generator and obtain the comparison
result, Royer introduced the following (A )-condition in [112].

Assumption 1.1.12. (A,)-condition
There exists —1 < C; < 0 and Cy > 0 such thatVy € R,Vz € R, Vu,u' € L?(v)

fily, z,u) — fi(y, z,u’) < /E’yf’z’u’u/(e)(u —u')(e)v(de), (1.10)

where v*% : Q x [0,T] x R — R is measurable with respect to all the variables and satisfies
Ci(LAle]) < vile) < Co(1 Alel).

The main difference between the ~ and the 4 in (1.9) is that v is allowed to depend on
y,z,u and v’ and it can be negative as soon as it remains larger then C;(1 A |e]). Thanks to the
(A,)-condition, Royer obtained the following result.

Theorem 1.1.13. (Royer [112]) Consider two BSDEs with jumps with parameters (f!,¢') and
(f2,€?) such that f' satisfies 1.1.10, f? satisfies 1.1.12 and the terminal conditions ¢' and
€2 € L*(Fr). Denote by (Y1, ZY,U') and (Y2, Z%,U?) the respective solutions. If ¢! < ¢ and
oyt zL ot < f2(vh ZL U, P-as., then vt € [0,T],Y,! < Y2.

Latar, Becherer emphasizes in [9] that the Lipschitz assumption on the generator used in the
previous works is very restrictive and that a square integrability property of the solutions is not
enough in applications. Hence, he extends results of Tang and Li [115] and Barles, Buckdahn
and Pardoux [6] on square integrable solutions to solutions with more integrability and with a
random measure which is possibly inhomogeneous in time but of finite jump activity which turns
out to be, from the point of view of applications, more convenient. His result also covers a family
of generators that satisfy a certain monotonicity property but need not to be Lipshitz in the jump
component. The author uses these results in order to solve an exponential optimisation problem
in a model with non-predictable jump risk.

Quadratic Backward SDEs with jumps In contrast to the diffusion setup, when it comes
to quadratic BSDEs in a discontinuous setting, the literature has been rather small. The only
existing results until recently concern particular cases of quadratic BSDEs that appear in utility

17



Introduction

maximisation or indifference pricing problems in a jump framework.

Non lipschitz-quadratic generators in Z have been studied by Morlais in [97, 98] where the
author proved the existence of the solution of a special quadratic BSDE with jumps who’s
generator is given by

1o

9 (1.11)

. « 0.9
fs(z,u) = inf (5\7105 —(z+ a)\ + |u— ﬂ,@s\a) — 0z
for a bounded terminal condition. The appearance of this kind of quadratic BSDE with jumps
comes from a practical financial issues.

The general case of quadratic BSDEs with jumps when the terminal value is unbounded is
studied by Ngoupeyou in his PhD thesis [100] and the subsequent papers by El Karoui, Ma-
toussi and Ngoupeyou [41] and by Jeanblanc, Matoussi and Ngoupeyou [59] where the authors
solve a utility maximisation problem from terminal wealth and intermediate control under model
uncertainty. Thus, to solve such a problem, they extend the techniques developed in [7] to a
jump setting and managed to obtain existence of the solutions for quadratic BSDEs in a dis-
continuous framework with an unbounded terminal value.

Recently, Kazi-Tani, Possamai and Zhou [109], extend the fixed point methodology of Tevzadze
[116] to a discontinuous setting. In fact, the authors prove an existence result for a terminal
condition ¢ having a small ||.||..-norm then for any £ in 1.°° by splitting £ in pieces having a
small enough norm and thus they just past the obtained solutions to obtain a solution of the
equation.

1.1.2 BSDEs and connection with semi-linear PDEs

In this part, we recall briefly the relationship between BSDEs and partial differential equations
(PDEs for short). Most of these results appear to be useful for problems in financial mathemat-
ics, stochastic control and differential games (see [43] and [48] ) and provide a probabilistic in-
terpretation for semi-linear partial differential equations etc and mainly in the problem of pricing
American options that we will consider later. We also refer the reader to El Karoui, Hamadene
and Matoussi [40] for some applications.

The link between BSDEs and semi-linear PDEs can be established by considering Markovian
BSDEs where the randomness of the generator and the terminal condition comes from a dif-
fusion process (X;,0 < s < T') which is the strong solution of a standard Ito’s stochastic
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differential equations
't t
X, —a+ / b(X,)ds + / o (s, Xs)dW,, 1 € [0, T], P-as.
0 0

Consider the following semi-linear PDE

{ G (t0) + Lult, o) + St u(t.2), Vult.o)o (b)) =0, (o) € DT xR

u(T', x) = g(x),

where £ is the second order differential operator associated to X given by
Cult, z) = %Tr[a(t,x)a/ (t,2)V2u(t, 2)] + bt 2). Vult, z),

Under suitable assumptions on the f, g, b and o, the PDE (1.12) has a classical smooth solution
and then the processes (Y, Z) = (Y4, Zi)icpo,r) = (u(t, X¢), Vu(t, Xi)o(t, Xi))iepp,r] SOlves the
following BSDE

T T
Yt:g(XT)+/ fS(XS,Y;,ZS)ds—/ Z.dW,, t € [0,T], P-as.
t t

This link gives a probabilistic interpretation for solutions of the semi-linear PDE (1.12) using the
solution of the BSDE and generalizes the Feynman-Kac formula to a semi-linear case. From
that interpretation, one can use probabilistic methods for numerical simulations of solutions of
semi-linear PDEs.

1.1.3 Expected utility maximisation problem and stability analysis
Expected utility maximisation theory

Financial theory in general and mathematical finance in particular aim to describe and under-
stand the behavior of a rational agent faced with uncertain evolution of asset prices. In this
case, the mathematical tool used to solve this problem is the expected utility maximisation the-
ory which is also called the portfolio choice theory.

This problem has been firstly introduced by Von Neumann and Morgenstern in [95] where
the authors suppose that the preferences of an investor can be represented by a utility function
U : R — R which describes the risk preferences of the agent when endowed with an amount of
wealth = € R. This function is always increasing and concave so that the agent always prefers
more wealth to less and the higher is his wealth, the agent is less sensitive to variations in it.

Think of an agent who starts at time ¢ with an initial capital x, trades in the market in a
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self-financing way and has the obligation of paying the amount £ at time T represented by
an Fp-random variable. Naturally, the agent’s objective is to maximize her/his expected utility
E[U(Xr)] over all possible random variables X she/he can generate by implementing different
trading strategies. Mathematically, he/she aims to solve the following optimisation problem

u(t,z) = sup E[U (X" — &), (1.13)
TeA
where 7 is the trading strategy, A is the set of all admissible trading strategies on [¢t,7] and &
denotes the random liability that he must deliver at time T.

The problem (1.13) has been firstly addressed by Merton in [90,91] when the risky assets
follow a Black-Scholes model in a complete market, the utility function is of power type and no
constraints are made on the strategy’s set A.

In the literature, the main questions that have been treated concerning this problem are
essentially related to:

- The characterization of the value process.
- The existence and uniqueness of optimal strategies.
- The characterization of the optimal strategies.

A huge number of authors tried to solve the problem (1.13). To do so, two main approaches
have been used. In the following, we describe briefly these two methods.

The convex duality approach In this approach, one looks at a dual problem associated
to the primal one (1.13). It consists of a minimization problem with an objective function given
by a functional of the convex conjugate of U which we denote by V' and it is defined by

V(y) = SL;IS (U(x) — zy), Yy > 0. (1.14)
The dual domain consists of the set of super martingale defaltors for S which is an enlargement
of the set of densities of equivalent local martingales measures for S. Under the so called
reasonable asymptotic elasticity assumption which ensures that U has power growth for large
values, the dual problem admits a solution called the dual optimizer Y . In fact, it is the solution
of a minimization problem given by

. dQ
v(y) = dgﬁmE[V(ych)]’

where M is the set of probability measures Q equivalent to P under which the price S is a Q-
local martingale with finite V-entropy (i.e. E[%] < o0). The existence of a solution to (1.13) is
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then retrieved via standard arguments from convex analysis.

The convex duality method is originally initiated by Bismut [15] and it has been firstly
adopted by Karatzas et al. [62] and [49] in a complete market model i.e. under the existence
of a unique equivalent martingale measure. Later, Karatzas et al. [63] get rid of this restrictive
and unrealistic assumption on the market model (completeness) and solved the problem in an
incomplete market.

In the general setting of semimartingales, we quote Kramkov and Schachermayer [70] and
Schachermayer [114]. Delbaen et al. [36] give a duality result between the optimal strategy for
the exponential utility maximisation and the martingale measure which minimize the relative
entropy with respect to the real world measure P.

Unfortunately, the convex duality approach provides only the existence of optimal strategies
results but it doesn’t give any characterization of the value process or the optimal strategies.

Another drawback of this approach comes from the perspective of numerical approximation.
More precisely, it does not allow so far computations and simulations of value functions and op-
timal strategies.

The stochastic approach This approach is provided by an interpretation of the martingale
optimality principle using backward stochastic differential equations via stochastic dynamic con-
trol techniques. Recall that, for a long time, these techniques had been used in finance only in a
Markovian setting. In [111], Rouge and El Karoui proved that the solution of a utility maximisa-
tion problem can be characterized as a solution of a BSDE when the agent preferences are of
exponential type and the market is complete. In this case, the authors compute the value func-
tion by means of BSDEs assuming restrictively that the strategies are constrained in a convex
cone.

Since then, the problem has been considered by numerous authors and a standard ap-
proach has been to try converting the utility maximisation problem into a BSDE type stochastic
control problem. This work has been extended later by Imkeller, Hu and Muller in [55] to the
case of power and logarithmic utility functions when admissible strategies take their values in
a closed subset which might be non-convex. In this work, the authors rely on the martingale
optimality principle given below.

Martingale optimality principle Construct a family of processes (RT )o<i<r Where = € A
satisfying

() R =U(XT —¢)forallm e A.

(i) Ry = Roforall m e A.
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(i) R™ is a supermartingale for all = € A and there exists an optimal strategy 7* € A such
that R™ is a martingale.

Suppose that the family (R] )o<:<7 satisfying (i), (i¢) and (iii) above exists, then
E[U(XT - €)]) = E[R]] < Rf = u(z) = E[R] | = E[U(X] —¢)]. (1.15)

Therefore, n* is the optimal strategy of (1.13). Relying on the relation (1.15) and on results
in [55] and [111], we obtain the equivalence between solving the optimisation problem (1.13)
and a BSDE . .

Y, =5+/t fs(Ys,Zs)ds—/t Z.dB,, t € [0.T], P-as.

The problem of utility maximisation with a general utility function was solved by Horst et al. [54].
For the case of continuous and discontinuous filtration with an exponential utility function see
Mania and Schweizer [84], Morlais [96] and Becherer [9].

The main advantage of this approach in the portfolio choice problems is that, contrary to convex
duality methods, BSDEs can also deal with non-convex trading constraints. Another advantage
of using BSDEs is that their solutions can be computed numerically efficiently by Monte Carlo
simulation.

Nonetheless, when it comes to portfolio choice problems in a setting with jumps, the literature
is far less abounding.

Stability analysis

As in any optimisation problem, once the expected utility problem is solved, the second prob-
lem might concern stability issues. A large number of authors investigate the behavior of their
problem’s solution under perturbations of the different input variables. Perturbations here may
represent for example uncertain evolution of asset prices or changes in the investor’s prefer-
ences. To deal with this kind of situations, stability analysis has been recently developed to
understand and describe the behavior of the investor faced to such problems. The main ques-
tion here is then the following: How is the agent’s behavior affected by changes in his problem’s
input parameters?

In the literature, two main types of stability results have been considered:

o Stability with respect to the agent’s preferences: More precisely, when the one con-
siders a sequence of utility functions U™ which converges to U in some sense and then inves-
tigates the convergence of the optimal objects. The stability analysis of solutions with respect
to risk preferences and initial capital was initiated by Jouini and Napp in [60]. The authors
consider an Itdé-process model and study the stability of the optimal investment-consumption
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strategy (, ¢) with respect to the choice of the utility function defined as in [91] as follows
t
Ule, X) = E[/ u(t,e)dt + V(X))
0
Their utility maximisation problem is the following

sup  U(e, X7™°),
(m,c)EA(x)

where A(z) is the set of admissible investment-consumption strategies. The authors consider
a sequence of utility functions that converges pointwise and satisfies some growth property
and prove the convergence of the optimal wealth and consumption a.s. and in LP forp > 1 as
well. They also show that, if the marginal utilities are convex, the L!-convergence of the optimal
investment process in the general case as well as its convergence in a Markov setting can be
obtained.

In [71], Larsen extends results of [60] to the case of incomplete markets with continuous
semimartingale dynamics and give a weaker convergence result. However, he only proves the
convergence in probability of the optimal wealth.

Karadzas and Zitkovic in [66] proved a stability result for the utility maximisation problem
in a general semimartingale setting in the presence of liquid assets and random endowments.
In this work, the authors keep the financial market’s input and the random endowment fixed
and make perturbations on the investor’s preferences ( i.e. his utility function and the subjective
probability). More precisely, they vary U and P by means of sequences U™ with a limiting func-
tion U and P™ with the limiting probability measure P. They make assumptions on the mode of
convergence of these sequences in the following way

Yn e N,P*" ~P, lim P" =P in total variation

n——+oo

lim U™ = U pointwise.

n—-+o0o

Stability of the exponential utility maximisation problem with respect to small perturbations
on the agent’s preferences is studied in [119] where Xing considers two different setting. In the
first part, the author considers a general semimartingale model where random endowments
are present and proved the stability under the following conditions

The sequence of utility function defined on R converges pointwise to the exponential utility:
lim Us(z) = — exp(—x)?,
0—0

The ratio of marginal utilities is bounded from above and away from zero, uniformly in §
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e Stability with respect to perturbations in the model: More precisely, it is the case when
the utility function is fixed and the underlying market inputs vary.

In [72], Larsen and Zitkovic studied the stability with respect to perturbations in the mar-
ket price of risk for a fixed volatility and for a utility unction defined on the positive real line.
Their problem is set in a general filtration (i.e. right continuous and complete) generating one-
dimensional continuous local martingale M. Variations on the model are made by the sequence
(AMn)nen oOf the market price of risk processes which amounts the following sequence of stock
price process

dS} = My (t)d(M); 4+ dM (t),

where (M) = ((M)+).c[0,r] is its quadratic variation. Their utility maximisation problem is then
o (2) = sup E[U (X},

where U is a utility function defined on R,. When \"(¢) converges in an appropriate topol-
ogy and under a V-compactness assumption, the authors proved the stability of v*" and the
terminal wealth process X%’An when the probability measure P is fixed. The V-compactness
condition is the following

Assumption 1.1.14. The set {V(Z}),n € N} is uniformly integrable where, forn > 1, Z™ is

t t
defined by Z}' = E(=N".M); = exp (—/ A dM,, — ;/ AZd(M)u) (the n-th minimal martingale

measure) and V denotes the convex dL?al of U which ;)s defined as in (1.14).

in [8], Bayraktar and Kravitz solve the same problem of [72] when the utility function is
defined on the whole real line working on the typical example of exponential utility. In their work,
they provide a stability result of the exponential utility maximisation problem and proved that in
addition to the V-campactness assumption, made in [72] and used to establish a lower semi-
continuity, they need another condition related to a local BMO hypothesis in order to establish
an upper semi-continuity. More precisely they made the following regularity assumption

Assumption 1.1.15. There exists a sequence of stopping times 7; 1 T' such that, for each j,
sup |[(AN*.M)™ || prpro, < 00,

where BMOs is the set of martingales R (not necessarily continuous) where there exists a
constant r such that E[|Rp — RT|2|S"T]$ < r for all stopping times v € [0,T.

Under this assumption, Bayraktar and Kravitz obtained the following stability result.

Theorem 1.1.16. (Bayraktar, Kravitz [8]) Suppose that Z}. — Z7° in probability and Z*° is a
martingale. Suppose also that the V -compactness Assumption 1.1.14 and the regularity As-
sumption 1.1.15 are satisfied. Then u"(x) — u*(z) pointwise and hence uniformly.
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Note that both [8] and [72] consider risky assets with continuous price process and no
random endowment.

In [45], Frei relies on a BSDE stability result, in a general semimartingale setting, to study
two different utility maximisation problems. Indeed, in the first part he proved the stability of the
utility maximisation problem when perturbations are made in the payoff and the constraints set.
More precisely, the author considers an investor, with exponential preferences, trading in the
following markets

d
dS] = SI(dM] + > Nid(M7,M"),), 0< s <T,5) >0, forj=1,....,d,
=1
where M is a local martingale and X is the market price of risk. His utility maximisation problem
is given by
VI = esssup, o B[U(XT™ + H)|F], (1.16)

where 7 represents a trading strategy, H a bounded random variable representing the payoff,
A¢ is the set of all admissible strategies and C' is a constraints set which is a closed subset of
R? containing zero. He varies the payoff H and the constraint’s set C' by means of sequences
(H™),en and (C™),en- Hence he proves that, under the following assumptions,

Convergence of the payoff sequence: ,}1_{20 H" = H* a.s.,

The sets C™ ¢ R? are Wijsman-convergent to a limiting set C>° ¢ R,

the value function V"-C" converges a.s. toV# ¢ He also proves the convergence of the
indifference price function.

In the second part of [45], the author extends the result to the case of a fixed market price of risk
and a varying underlying correlation factor between the traded and the non-traded securities.

In [65], Kardaras considers a financial market with continuous-path asset prices and proves
the stability of the numeraire portfolio with respect to the filtration representing informations
available to the agent, the probability measure representing the state of nature and the con-
straints set representing possible restrictions on the investment strategies, faced by the agent.
More precisely, he makes infinitesimal changes on these parameter and proves the conver-
gence of the log-wealth of the numeraire portfolios.

Mocha and Westray proved, in [94], the stability of the value function of the utility maximisa-
tion problem associated to a sequence of markets via BSDEs. Indeed, the authors established
a relationship between the optimisation problem and the solution of a quadratic semimartingale
BSDE and then established the continuity of the optimizers with respect to the input parameters.
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1.1.4 Main results and contributions

Our starting point in this part is an optimisation problem: An investor trading in a sequence of
particular financial markets, that we precise later, aims to maximize his expected utility. Nat-
urally, his objective is to find the optimal strategy in order to reach his goal. Once this step
is acheived, the investor might wonder: What happens if the input parameters of the markets
change suddenly?

In the second chapter of this thesis, our aim is to prove the stability of the utility maximisation
problem in nonequivalent markets with respect to perturbations in both drifts and volatilities, in
a continuous and discontinuous setting using dynamic methods.

The basic purpose of this chapter is to find assumptions which guarantee that over all
markets, the value function converges. More precisely, we seek sufficient conditions on the
market parameters that ensure the following

u(z) = B[UXE™ - €)] = u™(z) = BUX™ —£)], when n — +oo (1.17)

Motivation, formulation of the problem in a continuous setting and contribution

We adopt the idea that the market model’s inputs are important in the utility maximisation
problem. The motivation behind this work comes from the recent paper [117] where the author
studied the stability of the utility maximisation problem with random endowment and indifference
prices for a sequence of financial markets in an incomplete Brownian setting. The novelty lies
in the nonequivalence of markets, in which the volatility of asset prices as well as the drift
varies. Degeneracies arise from the presence of nonequivalence. When the utility function is
defined on the positive real line, Weston shows via a counterexample that the expected utility
maximisation problem can be unstable. However, she proved a positive stability result for utility
functions defined on the entire real line (e.g. exponential utility).

Let us start by describing briefly the method in [117]. The sequence of nonequivalent finan-
cial markets is taken as follows

dSI = Nrd(M™), + dM], (1.18)

d
where, forn > 1, M" = (¢™".B"), B = (B, ..., B%) is a d-dimensional Brownian motion de-
=1

fined on (2, F, (F1)i>0,P), o™ = (o™, ..., 0™4) where o™ € 1L.2([0,T]), \"|o"|? € L'([0,T]) and
finally a contingent claim f given by a bounded random variable. The utility function U : R — R
is supposed to be finite on the whole real line. The primal optimisation problem associated to
an investor starting with an initial capital z, trading in the sequence of financial markets S™ via
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a strategy H, is the following

()= > E[U(x+ (HS")r+f)],z €R, (1.19)
HeHn

where H"™ is the set of all S™-integrable trading strategies H such that, for all ¢, there exists K
satisfying (H.5"); > — K.
The dual optimisation problem associated to (1.19) for the S™-markets is defined , forn > 1

by
dQ
Yap

dQ

valy) = it E|V(y ) +y o fly>0, (1.20)

in
QeMy
where M7 is the set of measures Q ~ P having finite V-entropy i.e. E[V(%)] < 0.

In order to prove the stability of the value function (1.19), various assumptions have been
made in [117]. More precisely, she made assumptions on the sequence of markets and the
limiting market.

In fact, Weston first makes convergence assumptions on the sequence of markets in the
following way.

Assumption 1.1.17. The sequences (M"),>1 and (\".M"),,>1 converge respectively to M
and (A\*°.M°) in the semimartingale topology as n — .

The second assumption was made on the minimal martingale density process Z7 = d%,
where S" is a Q™-local martingale, as follows.

Assumption 1.1.18. Forn > 1, each minimal martingale density process Z™ is a P-martingale.

The author also requires the following non-degeneracy assumption.

d
Assumption 1.1.19. > (67°")* #£ 0, for all t € [0,T],P-a.s.
=1
An assumption on the limiting dual problem has been made in the following way.

Assumption 1.1.20. The limiting dual problem can be expressed by
vo(y) = inf E[yV(ZFE(L)r) +yZFE(L)r |y > 0.
Finally, a V-compactness Assumption 1.1.14 is also made as in [72], [8]. Under the conditions

above, the athor obtained the following stability result.

Theorem 1.1.21. (Weston [117]) Suppose that the sequence of markets satisfy 1.1.17, 1.1.18
and 1.1.14. Suppose that the limiting market satisfies Assumptions 1.1.19 and 1.1.20. Then the
value function (1.19) converges i.e.

lim uy, () = uso (). (1.21)

n—oo
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To prove that, the author establishes a lower and upper semi-continuity result for the se-
quence of primal and dual value functions. More precisely, she proves in a first step that

Uoo(7) < liminf uy,(z),

n—oo

and in a second step that
Voo (y) = lim sup vy, ().

n—oo
In the first part of this thesis, we consider, for n > 1, a sequence of financial markets consisting
of one risk-free asset with zero interest rate and d risky assets S™? = (S™1, §™2, ..., S™%) with
dynamics
{dsp = Spon(Ordt + dBy), (1,22

spoo=1,

where 67 = (0™, ...,0™%) and o} = (o™, ...,0™?) are bounded and progressively measur-
able processes. We assume that ¢” is invertible with bounded inverse process for all n > 1.
Financially, 6™ is the sequence of the market price of risk.

In the following, we define the notion of trading strategies in our context.

Definition 1.1.22. Foreachn > 1, we call a trading strategy every d-dimensional ¥ -predictable
process np* = (7™, ..., 7™9) where n™ describes the amount of money invested in each stock

dSs
i at time t in each S™-market and such that the stochastic integral / ms—— Is well defined i.e.
S

when
d 7 i )
]E(Z/ TH2a(S7),) < oo.
i=170 s

The situation is the following: consider a financial agent who begins with an initial endow-
ment = > 0 and who trades in the sequence of markets (1.22) according to a trading strategy
7. His associated wealth process is then given at any time ¢ by

Xt”’f_HZ/ 45 —x+/7ra (0"du+ dBy), Vi € [0,T), P-as.  (1.23)

We also assume that the investor pays a liability £ at maturity 7', that is to say an F,-measurable
random variable which could represent the value of any option or contract maturing at time T
Therefore, at time T', the wealth process becomes

X g —:C-i-/ S —x—i-/ m,o, (0, du+dB,) — &, P-a.s.

In this part, we assume that the agent’s preferences are modeled by an increasing and concave
function U which is, in this part, supposed to be defined on R*. We take the typical example of
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power utility function defined as follows

Y
U(z) = % ~ €] — 00,0[U(0, 1), Yz > 0. (1.24)
Due to the domain restriction of the power utility function, we shall define the wealth process
in a multiplicative way taking as control p} = Xi* which represents the part of wealth invested

M
Tt

in the stock.
The objective of the investor is to maximize the expected utility of her terminal wealth

E[U(X7™" — €)] over all her possible admissible strategies. We now state the definition of
admissible trading strategies.

Definition 1.1.23. Forn > 1, a d-dimensional predictable process n" = (n}")o<t<1 IS called an
admissible trading strategy and we write 7} € A, if it satisfies

1. ©f is M"-integrable i.e.
t t
E[/ 7 2d(M, M),] < oo ic. E[/ 76" 2ds] < .
0 0

2. Foralln > 1, 7" € C,P-a.s. where C is an R¢-closed set containing zero and it is called
the constraint set.

First formulation of the value process The agent is then facing the following optimisation
problem

T
=sup E[U(z+ | XP""plol(0yds+ dBs) —&)].
Pefit 0

For simplicity, we make the following change of variables: p}* = ©f'o7 ,C* = Cop and A} = Ao
and get the following second formulation of the problem.

Second formulation of the value process The agent aims to solve the following problem

x” t
u"(x) = sup E[ g / (6 ds + dB)), (1.25)
pEfl? Y 0

where p} € A} iff E[fOT [p?|2ds] < co and p} € C* ( Cp* is also closed).

The approach adopted here for determining the value function »™ and the optimal control
p™* is classical and based on the dynamic programming principle as in [55]. More precisely, it
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consists on the martingale optimality principle in order to obtain a characterization of the value
process in terms of BSDE in the following way.

Theorem 1.1.24. (Imkeller, Miiller, Hu [55]) For n > 1, the value function of the optimisation
problem (1.25) is given by
.
u"(x) = % exp(Yy'), forz >0,

where Y' is defined by the unique solution (Y™, Z") of the BSDE

T T
Y =¢ - / (s, Z7)ds — / Z'dBs,0 <t <T,P-as.
t t

with
Y1 =7) .27 1 V40P 1,
n — 7 ny __‘“— vt . 1.2
There exists an optimal trading strategy p*~ € A" with
n* 1 VAL o™
p 6HC}?(w)(ﬁ( ¢+ 07)).

This theorem makes the link between the optimisation problem that we consider and the
solution of a quadratic BSDE which encodes the dynamic value process.

In order to prove our stability result, we make different assumptions on the convergence of
the constraints sets and the sequences of drifts and volatility and we obtain the following result.
For more details about this conditions, we refer the reader to Subsection 2.2.3.

Theorem 1.1.25. Under suitable assumptions, the solution (Y™, Z") of the BSDE(f", ) con-
verges to the solution (Y°°, Z*°) of the BSDE(f*°, &) defined by

T T
y< :5_/ f;@(i@w,zg)ds—/ Z%dB,, 0<t<T,P-as
t t

with P
vlz + 07° 1
_72(1—;) —§\z|2, (1.27)

f£o(z) = 77(1 ~) distQ(

5 (= +67°),C7%)

I—~
in the following sense
T
Elexpl( sup V' = Y<|) + ([ 122 Z5Fds)] =3 1.
o<t<T 0 n—o0
Y
Then, Y converges to a deterministic Y3° and lim " (z) = % exp(Yy©).

n—-+0o0o

The proof of the theorem above is based on results in [25]. In fact, we rely on the fact that
the generator is quadratic and convex in its = component and use Proposition 7 in [25] to prove

30



Introduction

the convergence of the BSDE’s solution which amounts directly the stability of our optimisation
problem.

Motivation, formulation of the problem in discontinuous setting and contribution

So far, trajectories of the underlying assets have been assumed to be continuous. Diffusion pro-
cesses like (1.22) can’t generate discontinuous paths since the Brownian motion is everywhere
continuous. This is clearly unrealistic since stock prices expose sudden price movements when
reacting to good or bad news. To reproduce a more realistic behavior of the price process that
also accounts for such movements in the price, dynamics (1.22) will be modified by adding a
jump component.

In the second part of chapter 2, we extend the result obtained above to a discontinuous
framework. We start by adding jumps in the sequence of the asset’s price (1.22) and study
the behavior of the value process by making a link with quadratic backward SDEs with jumps.
Our model is analogous to the previous one, the only difference stems in assuming here that
the price process has jumps. In fact, we consider the same setting introduced in 1.1.1. The
sequence of markets becomes

asy = Sy (o7 (6 dt + dBy) + / Br(e)ilds,de)). t € [0, 7], P-as. (1.28)
E
Here, the processes o™ and 6™ are defined as in the previous part and 5" is assumed to be a

bounded predictable process greater than -1 to ensure the positivity of the exponential martin-
gale &(B.1), P-a.s. and consequently the positivity of the price process.

The utility maximisation problem faced by the investor in this case is the following

u™(z) —TsrlelgE[U(m%—/t Zigh S +&)], (1.29)

where U is an exponential utility function defined as follows
U(x) = —exp(—ax), for a > 0. (1.30)

The payoff ¢ is an Fr random variable and H" is the set of all predictable R™-valued trading
strategies which take their values in a constraint set €. Applying again the dynamic program-
ming principle described above, we make the link between the utility maximisation problem
(1.29) and a quadratic BSDE with jumps as in [97,98].
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Theorem 1.1.26. For alln > 1, the expression of the value process (1.29) is given by
uf(z) = —exp(—a(z — Y¢')),

where (Y, Z}', U]") is the solution of the JBSDE( ", &)

T T T
vi=¢+ [ pomziunds- [ zvap, - [ [ votds de),0 <t < T.P-as
Jt t Jt E

whose generator is defined as follows

n

0
P = ot (Sl — (o )P+ [ ga(us(e) —n2B@)w(de)] — 022

TneCn

_log?

200

(1.31)

Now, we make again suitable assumptions on the sequence of the input parameters which
leads us to the second main result of this part. For more details about the convergence modes
of the inputs, we refer the reader to 2.3.3. Our first step consists on proving the convergence of
the strategies 7. To do so, we rely on results in [67].

Lemma 1.1.27. Under suitable assumptions, the sequence of strategies (i'),>1 converges to
Tt in g‘f2 .

The next step is devoted to prove the stability of the solution of the quadratic BSDE with
jumps related to the optimisation problem. In fact, we make the needed conditions on the input
parameters in order to ensure the convergence of the value process of the problem. For more
details about these assumptions, see Subsection 2.3.3.

Theorem 1.1.28. Under suitable assumptions, the sequence of processes ( f{*),>1 defined in
(1.31) converges pointwise to f; and (Y™, Z",U™) converges to (Y, Z,U) in S x H? x H2. In
particular, Y;' is deterministic and it converges P-a.s. to Yj.

This result entails directly the convergence of the sequence of value processes associated
to the exponential utility maximisation problem.

Theorem 1.1.29. Let (u"),cn defined by
u'(z) = —exp (- afz - Y}")),

be the sequence of dynamic value functions of the constrained utility maximisation problem
(1.29). Then, under suitable assumptions, we have

lim E[ sup |uy(x) — ut(:v)u =0. (1.32)

N0 Ligo,T]
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In particular, the sequence of the static value functions uf}(z) = —exp ( — a(x — Y')) remains
stable.

This work is concertized in the preprint [83].

1.2 Pricing American options

The third chapter of this thesis is devoted to a work that has been done at CEMRACS 2017
(Centre d’été Mathématiques de Recherche Avancée en Calcul Scientifique) which is a scien-
tific event of the SMAI (the french Society of Applied and Industrial Mathematics). The CEM-
RACS 2017 consisted of six weeks from 17 July to 25 August 2017 and took place at CIRM,
Luminy, Marseille. In the first week, a summer school on numerical methods for the analy-
sis of stochastic models associated with stochastic control problems, uncertainty propagation
analysis or mean-field type interaction phenomena, was proposed. The remaining five weeks
were intensive long research sessions on different research projects. More precisely, numerical
projects have been proposed by research departments or industrials that want to explore a new
numerical method about a specific problem. The project described in this chapter deals with nu-
merical methods for the pricing of American options. This work is concertized by a published
paper [18] in ESAIM Proceedings.

1.2.1 Problem formulation

One of the most important problems in the option pricing theory is the valuation and optimal
exercise of derivatives of American type. This type of derivative exists in all major financial
markets where buyers and sellers meet to participate in the trade of assets at prices determined
by the forces of supply and demand. It includes equity, foreign exchange, energy, insurance etc.
However, the problem of pricing and optimal exercise of American options remain one of the
most challenging in derivatives finance.

An American call or put option gives its owner the right but not the obligation to purchase
(respectively, sell) the underlying asset for the strike price at any time until expiry which makes
its pricing and hedging mathematically challenging and few closed form solutions have been
found.

To put the problem in its mathematical context, we may consider the case of a single
stock (non-dividend paying) market under the famous Black and Scholes setting. Namely, let
(Q, 3, (Fr)o<t<T, P) be a filtered probability space carrying a standard one dimensional Brown-
ian motion W. The stock price X; varies as follows

dX(s) =rX(s)ds+ o X(s)dWs, s € (t,T], (1.33)
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for which the solution X; is defined by

o2
Xs=uzexp ((r— ?)(S —t)+o(Ws = Wy)), s >t,

under the risk natural probability. Here, x > 0 is the stock price at time ¢, » > 0 is the risk-free
interest rate and o > 0 is the volatility. Then, the arbitrage free value at time ¢ of an American
option maturing at 7' > t is given by

V(t,z)= sup E[e " Dg(X,)], (1.34)

TE‘T[LT]

where T} 7 is the collection of [t, T]-valued stopping times, and g is the payoff function, say
continuous, see e.g. [17] and the references therein. Typical examples are

"— K)*, fora call option
g(:c'):{(x )T, for Pt (1.35)

(K —a')*, for a put option,
where K > 0 denotes the strike price. Define, for € > 0, the following stopping time
Te =17 =1inf{s € [t,T]/V (s, X(s)) < g(X(s)) + €}. (1.36)

In the following, we give the dynamic programming principle which will be very useful later.
Proposition 1.2.1. (Dynamic programming principle)

- Any stopping times t < 0 < 7. satisfies

V(t,z) = E[e "DV (0, X(6))). (1.37)

- For all stopping times 0 < [t, T, we have

V(t,z) > Ele "DV (9, X (0))]. (1.38)

- Fore =0, 79 is an optimal stopping time and for allt < s < 7, the process e—T(S—t)V(s, X(s))
is a martingale.

In addition to that, one can derive from (1.37) the following dynamic programming principle
for the optimal stopping problem: For any stopping time 6 € [¢,T], we have

V(t,2) = sup E[Lcpe™ (X (1)) + Lrpe "7V (0, X (6))]. (1.39)

t<r<T

To find the value V' of the American option, there exist different methods in the literature:
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Duality approach formulation : Rogers [110], Anderson and Broadie [2] and Kogan and
Hough [50].

Integral equation formulation: Kim [68], Jacka [57].

- Free boundary formulation: McKean [88].

Variational inequalities: Bensoussan and Lions [12], Jaillet, Lamberton and Lapeyre [58].
- Early exercise premium formulation: Carr, Jarrow and Myneni [32].

Among the formulations cited above, we give a brief description of the two major approaches
to solve the American option pricing problem.

The free-boundary formulation:

The connexion between pricing American options and free boundary problems was given by
Samuelson in [113] and it was mathematically studied by Mckean in [88]. This approach con-
sists in looking for the option’s value and a boundary that splits the domain into a continuation
region where the option’s value satisfies a differential equation and a stopping region where the
value is equal to a known function.

To solve this problem, the author writes the American option price explicitly up to knowing a
certain function which is the optimal stopping boundary.

By construction, V (-, X) > ¢g(X), and the option should be exercised only when we have
V (-, X) < g(X). This leads to define the following two regions:

+ the continuation region:

C={(t,x) € [0,T) x (0,00) : V(t,z) > g(z)}.

+ the stopping (or the exercise) region:

S={(t,x) € [0,T) x (0,00) : V(t,z) = g(z)}.

These are the basics of the common formulation of the American option price as a free bound-
ary problem, which already appears in McKean [88]: V' solves a heat-equation type linear
parabolic problem on C' and equals g on S, with the constraint of being always greater than
g.

American options and related problems such as optimal stopping and free boundary have
been studied in a jump diffusion model see for example, [107,108].
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The quasi-variational formulation

Another formulation is based on the quasi-variational approach of Bensoussan and Lions [12]
in which the replication price of an American option with an exercise payoff g(x) solves (at least
in the viscosity solution sense) the quasi-variational partial differential equation

{min (ru(t,z) — Lpsu(t,z),u(t,z) — g(x)) =0, Vxe[0,T) x [0,00), (1.40)

U(t,ﬂ?) = g(x)v Vx € [0, OO),
where L g is the Dynkin operator associated to X:
1 2,202
Lps =0 +rx0; + 30 % 0;.
This problem can be equivalently written, for (¢,2) € [0,T) x [0,400) as follows

(u(t,z) — g(z))(Lpsu(t,z) —ru(t,z)) =0,
Lpsu(t,z) —ru(t,z) <0, (1.41)
u(t,x) > g(x).

In this formulation, the option price V is the unique solution of the variational inequality (1.40).

Another formulation: A viscosity solution approach

In the third part of the thesis, we focus on another formulation that can be found in [13], see
also [14] and the references therein. We focus on American options of type call and put for
which the payoff function is given by
(x — K)*, fora call option
g(x) = _ (1.42)
(K —x)*, for aput option.

The main advantage of this formulation is that, contrary to the free boundary (resp. the quasi-
variational) formulation described above, there is no free boundary to determine (resp. no "side
constraints” that need to be verified) and it gives an easy to implement numerical scheme for
computing the value of an American option.

This approach relies essentially on the dynamic programming principle given in 1.2.1 and
allows the American option valuation problem to be stated in terms of a semilinear Black and
Scholes partial differential equation set on a fixed domain, that is to say: one seeks to find a
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function u = u(t, ) that satisfies
ru(t,z) — Lpsu(t,z) = q(t, z), (t,z) € [0,T) x (0,+00), (1.43)
w(T, z) = g(x), z € (0,4+00), .

where ¢ is a nonlinear reaction term defined as

0 if g(z) <u(t z),
c(z) if g(z) > u(t,z).

q(z,u(t,r)) = c(x)H(g(x) — u(t,z)) = {

Here, c is a certain cash flow function, e.g ¢ = rK for a put option and H is the Heaviside
function. In this case, Benth et al. [13] proved the following result.

Theorem 1.2.2. (Benth et al., [13]) The American option (call and put) valuation problem is
equivalent to finding a function u(t,z) : [0,T) x [0,4+00) — R satisfying (1.43) in the sense of
viscosity solutions.

Note that the semilinear Black and Scholes equation (1.43) does not make sense if we
consider classical solutions because of the discontinuity of y — ¢(z, y). It has to be considered
in the discontinuous viscosity solution sense, see e.g. Crandall, Ishii and Lions [33]. Namely,
even if V' is continuous, the supersolution property should be stated in terms of the lower-
semicontinuous envelope of ¢, the other way round for the subsolution property. This means in
particular that the supersolution and subsolution properties are not defined with respect to the
same operator.

Still, thanks to the very specific monotonicity of y — ¢(x,y), it is proved in [13] that, within
the Black and Scholes model, the American option price is the unique solution of (1.43) in the
appropriate sense. In fact, the authors poved the following result.

Theorem 1.2.3. (Benth et al., [13]) The value function V (t,x) defined in (1.34) is a viscosity
solution of the terminal value problem (1.43).

Remark 1.2.4. (i) Note that, even with all these methods and others in the literature, it is not
possible to find closed—form solutions to American option valuation problems. A possible
way to solve the problem is to resort to numerical schemes to find V' .

(ii) Let us point out that, the different methods cited above and others, will lead to different
numerical schemes. For more details about mathematical and numerical aspects of the
two methods above, we refer the reader to [39], [64] and [99] and the references therein.
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1.2.2 Valuation of American-style options and BSDEs
Reflected BSDEs and connection with valuing American options

It is well-known that the price of an American option corresponds to the solution of reflected
backward stochastic differential equation (RBSDE in short). These equations were introduced
by El Karoui, Kapoudijian, Pardoux, Peng and Quenez in [42]. The formulation of this problem is
the following: Given a filtered probability space (2, F, (F:)o<:<7, P) generated by d-dimensional
Brownian motion W, given also an obstacle process L, a progressively measurable generator
f and an F;-measurable terminal condition . a solution to a one dimensional RBSDE consists
in a triple (Y, Z, K) of processes taking value in R x R¢ x R such that

T T
Vi=g+ [ (Ve Z0ds — [ ZaW,+ Kr - Kot € 0.7],P-as.
t t

Y, > Lyt € [0,T],P-a.s.
JE(Y, = Ly)dK, = 0,P-as.

The process K is non-decreasing and null at 0 and this process is added in order to push
the solution Y upwards, so that it may remain above the stochastic process L called the ob-
stacle. The last condition means that the process K acts only when the solution Y reaches
the obstacle L, and provides the uniqueness of the solution. The uniqueness and existence
of the solution are proved in [42] using a fixed point argument and by an approximation via
penalization techniques.

The connection between reflected BSDEs and American options was studied by El Karoui,
Pardoux and Quenez [42]. Since the solution of a reflected BSDE is forced to be above the
obstacle, it illustrates the fact that the price of an American option is always greater than the
payoff of the option. Their idea is to consider the strategy wealth portfolio (Y;, ;) as a pair of
adapted processes which satisfies the following BSDE:

—dY; = b(t, Yy, m)dt — o dWy, t € [0,T], P-a.s,

where b is an R-valued convex and Lipschitz function with respect to (y, ) and the volatility
matrix o is invertible and its inverse o; ! is bounded.

In complete market, the problem of pricing an American option at time ¢ consists in determining
a stopping time 7 > ¢ and a payoff exercise L, where

L; = LTI{T<T} + gl{‘r:T}'
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The price of an American option (L,,0 < s < T') at time ¢ is given by

Y; = esssup,r, Yi(7, L7).

Then the connection between American options and reflected BSDEs is given by the following
theorem.

Theorem 1.2.5 (El Karoui, Pardoux, Quenez, [42]). There exists = and a non-decreasing
continuous process K such that for all t € [0,T]

T T
Y, =¢ +/ b(s,Ys,ms)ds — / msosdWs + K — K;,0 <t < T, P-a.s.
t t

Yt > LuP-&.S.
JE(Y, - Ly)dK, = 0,P-a.s.

Furthermore, the stopping time D, = inf{s > t,Y; = Ls} AT is optimal aftert.

1.2.3 Main results and contributions

In this part of the thesis, we study the problem of pricing American options from both theoretical
and numerical point of view. More precisely we address two numerical methods for the pricing
of American options. Both methods are based upon an alternative representation of the option’s
value in terms of viscosity solution of a parabolic equation with a nonlinear reaction term.

As explained above, there exist several characterizations for the price V' (1.34) of an Ameri-
can option within a diffusion model. Notably, when the payoff function is given by g as in (1.42),
V' can be shown to be a viscosity solution of the following semi-linear PDE

{ rV — 8tV - LV — C(Sc)l{V(t,x)gg(:p)} = O,V(t, .’L‘) S [O, T) X (0, +OO), (1 44)

V(Tam) = g(x),Vx € (0,—|—OO),
where £ is the infinitesimal generator of the underlying process and c is a function depending
on g and on the model coefficients. When the underlying model is Black-Scholes and g is a

call or a put payoff, this result was proved by Benth, Karlsen and Reikvam as pointed out in
Theorem 1.2.2.

Theoretical contributions and new results

Our first contribution in this part is to extend results of [13] to a general multidimensional com-
plete diffusion model (for d assets) namely, a multidimensional local volatility model with corre-
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lation and for more general payoff functions.
We consider a financial market with d stocks, on (Q2,F,P), whose prices process X'*
evolves according to
—x+/ X”der/ 5, X1V (1.45)

in which » € R is a constant denoting the risk free interest rate and o : [0, T] x (0, 00)? — R4 ig
a matrix valued function that is assumed to be continuous and uniformly Lipschitz in its second
component. We also assume that & : (#,2) € [0,7] x (0,00)? — diag[2'] ‘o (¢, 2') is bounded
and uniformly Lipschitz in its second component, where diag|«’| stands for the diagonal matrix
with i-th diagonal entry equal to the i-th component of z’. This implies that X** takes values in
(0, 00)4 whenever x € (0, 00).

In this part, we will focus on the formulation of the problem as in [13] that we have already
explained in Subsection 1.2.1. In this formulation, the problem is stated in terms of semilinear
Black and Scholes partial differential equation set in a fixed domain, namely:

{w—&ozq(-,tp% on [0,T) x (0,+00)<, (1.46)

o(T,.) =g, on (0, +o00)?,
for a suitable reaction term ¢ defined on (0, 00)? x R by:

B 0 if g(z) <y, . o1 5
Q(xvy)_{ C(.Z') If g(x)zy a( 7y)€(07 ) R.

The Dynkin operator £ above is here defined, for a smooth function ¢, by
1
Lo(t2') = Dup(t',a') + (ral, Do(t',a")) + 5 Tr[oo ! D¥|(t',2"). (1.47)

This semilinear Black and Scholes equation does not make sense if one considers classical
solutions because of the discontinuity of the term y — ¢(z,y). It has to be considered in the
discontinuous viscosity solution sense, see e.g. Crandall, Ishii and Lions [33].

From a theoretical point of view, the notion of viscosity solution requires some care since
it involves the notions of lower and upper semi-continuous envelopes. More precisely, for a
general payoff function g and due to the discontinuity of the reaction term ¢(x, y), the notion
of viscosity solution of (1.44) has to be adapted. Importantly, this nonlinear reaction term ¢, is
singular as it involves a Heaviside function.

As done in [13], the notions of super- resp. sub-solutions are considered for two different
equations, in which ¢ is replaced by its lower-semicontinuous envelope ¢., resp. its upper-
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semicontinuous envelope ¢*. When the payoff function g is C? on a set containing the time
sections of the exercise region {z : V(¢,x) = g(z)}, as in the case of put and call options, then
c = rg — Lg. In the more general setting that we are considering in this part, our main result
relies on the following assumption on the cash flow function c:

Assumption 1.2.6. The map ¢ : (0,00)% — R, is continuous with polynomial growth. Moreover,
g is a viscosity subsolution of ro — Ly —c =0 of on {(t,z) € [0,T) x (0,00)¢ : V(t,x) = g(x)}.

Under 1.2.6, we extend results in [13] to a more general model and provide theoretical justifi-
cation for more general payoff functions, possibly on several underlying.

Theorem 1.2.7. Under Assumption 1.2.6 on ¢, V is a viscosity solution of (1.46). Moreover, V
has a polynomial growth.

The proof of the theorem above follows arguments of [13]. Indeed, it relies on proving that
V is a supersolution (rep. a subsolution) of (1.46). The super solution property is standard and
direct while for the subsolution property, we use dynamic programming principle (1.2.1) and
Assumption 1.2.6.

Then, we complement the viscosity solution property with a comparison principle as in [13]
in order to prove that V' is the unique viscosity solution of (1.46) with polynomial growth.

Proposition 1.2.8. Assume that conditions of Theorem 1.2.7 hold. Let v and w be respectively
a supersolution and a subsolution of (1.46), with polynomial growth. Then, v > w on [0,T) x
(0, 00)%.

Numerical results Different approaches have been proposed, in the literature, in order to
solve BSDEs numerically. Classically, the numerical method used to solve BSDEs is based on
a backward iteration where every step requires the computation of conditional expectations, for
instance, see [20] and [122]. To compute these conditional expectations, a regression method
is generally used. However, the main drawback of this method, from a practical point of view, is
that it is very costly and suffers from the so called "curse of dimensionality". Moreover, finding
good regressors is quite difficult and time-consuming especially in the case of multi-assets
portfolio. This leads to the introduction of new numerical methods based on branching diffusion
describing a marked Galton-Waston random tree.

This numerical algorithm is based on a pure forward simulation of branching processes
which were introduced by Henry-Labordere [51] and Henry-Labordere, Tan and Touzi [53]. The
particularity of this algorithm is that it avoids the estimation of conditional expectations which
turns out to be very advantageous in practice. In the next section, we give a brief description of
this method that we will use in our numerical approaches.
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Branching diffusions Branching diffusion theory was firstly introduced by McKean in [87]
where the author gives a probabilistic representation of Kolmogorov-Petrovskii-Piskunov PDE
(called KPP equation) and more generally for semi-linear PDEs of the following type

atu(tv :I:) + Lu(tv ZL‘) + Zpk’uk(tv ZL‘) =0, (t7$) eR* x Rda
k=0 (1.48)

’U,(T, .CC) = g(CIJ),Z‘ € Rdv

where £ is an It6 operator and (py)x is a probability mass sequence i.e it must satisfy the
following restrictive conditions

dpk=10<p, <1 (1.49)

k=0
The probabilistic interpretation is the following: The branching process starts with a particle
at the origin (time 0), performs an 1té diffusion on R? with generator £, dies after a mean 3
exponential time called "the branching rate" and produces & i.i.d. descendants with a probability
pr- Then the descendants perform independent 1td diffusions with the same generator £ driven
by independent Brownian motions . Every descendant dies and reproduces i.i.d. descendants
independently after independent exponential time, etc. Note that the case when & = 0 means
that the particle dies without generating descendants. We continue to simulate particles until it
hit the space boundary or is alive at time ¢. The mathematical construction of this process is
given in [53] where the authors explain in details the three steps of this construction.

Local polynomial approximation

Another important tool in our numerical methods is the local polynomial approximation pro-
posed by Bouchard et al. in [19]. This method relies on the link between the PDE (1.48) and
the following BSDE with a polynomial driver and a terminal condition g(WWr):

T T
Y= gWr)+ [ Ym0t~ [ zw,Pas, (1.50)
& |

in which W is a Brownian motion. Indeed, the Y’s component of this BSDE satisfies Y. = u(., W)
and it can be estimated using the branching process based Feynman-Kac representation of
(1.48) via a pure forward Monte-Carlo scheme.

The idea consists of using this representation to solve BSDEs with Lipschitz drivers and approx-
imating this driver by local polynomials to avoid the explosion of the sequence of the approxi-
mating BSDEs and this is due to the fact that these polynomials are defined on small arbitrary
time intervals.
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In practice, this method needs to be combined with a Picard iteration scheme. In fact, the
choice of the polynomial will depend on the position of the solution Y but contrary to the clas-
sical Picard scheme for BSDEs, a precise estimation of the whole path of the solution in each
Picard iteration is not needed. The reason is that, once the local polynomial is fixed on a parti-
tion (A;); of R, we only need to know in which partition A; the solution lives at certain branching
times of the underlying branching processes.

Concretely, the authors in [19] proved that for a BSDE of the form (1.50), the function u(¢, x)
has the following form

u(t,z) = E{W_T)t

F(T —t)

where 7 is an independent exponentially distributed random variable with density p.

uu+ﬁwggﬂ, (1.51)

Pk
Lsrt + lrert Y~
—~ p(7)

Numerical contribution and new results

The main contribution in this part of the thesis concerns the numerical side. More precisely,
we exploit the connection between non-linear PDEs and BSDEs in order to give two numerical
methods for the pricing of American options based on the representation of the option’s value
in the form of a viscosity solution of a parabolic equation with a nonlinear reaction term. To give
a probabilistic interpretation, we use the fact that the solution of (1.46) is formally related to the
solution (Y, Z) € 82 x 32 of the following BSDE

T T
Y =exp(—rT)g(Xr) —i—/ e "q(Xs,e"Ys)ds —/ ZsdBs,P-a.s, (1.52)

by the following relation: e "V (., X) =Y.

As it can be seen, the associated BSDE with nonlinear reaction term given above is not well
posed due to the discontinuity of ¢q. However, for the purpose of numerical approximation, it can
be smoothed out in order to solve numerically the mollified BSDE.

We show that any sequence of BSDEs with properly mollified drivers ¢, defines a sequence
of value functions V,, that converge pointwise to the desired solution V' ( the option’s value).
More precisely, mollifying the reaction term is a very needed to restore well-posedness of the
BSDE and we show that the solution of the mollified BSDEs converge to the value function of
the American option when the initial point of the forward process is fixed.

Proposition 1.2.9. Let the conditions of Theorem 1.2.7 hold. Let (¢,)n>1 be a sequence of
continuous functions on (0,00) x R that are Lipschitz in their last component. Assume also
that (gn)n>1 is uniformly bounded by a function with polynomial growth in its first component
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and linear growth in its last component. Assume further that

limsup  gu(2',9)<q"(z,y) and  liminf  g,(2',9')>q(x,y), (1.53)

n — oo n — o0

(@', y') = (z,v) (@', y") = (=, 9)

for all (z,7) € (0,00)? x R. For (t,z) € [0,T] x (0,00)4, let (Y-*"),~, be such that
T
Y-St,a:,n _ Es [efrTg(X%x) + / efruqn()(i,:c7 eruy;i‘,,:r,n)d,Ld7

for s € [t,T), and set V,,(t,z) := e"'Y,"™". Then, (V,,),>1 converges pointwise to V asn — co.

Once a smoothing procedure is done, we are back to essentially solving a BSDE. So, we
address two approaches to solve the problem numerically:

The method (A): Local polynomial approximation and branching processes The first
approach relies on fixing a mollified driver and then approximate it by local polynomials so that
branching particle methods for BSDEs with polynomial drivers can be applied. More precisely,
we mollify the Heaviside function that appears in the nonlinear reaction term ¢ and approximate
the mollified coefficient by polynomials in order to apply a pure forward Monte Carlo algorithm,
based upon branching and Picard iteration, for the estimation of V,,. This method is inspired
from [19]. The choice of the polynomial form in this method depends on the space position of
the solution Y. The main steps of this approach are the following:

(1) Approximate the Heaviside function H : z — 1;,~ by a sequence of Lipschitz functions
{z=0}
(H™)n>1 and define ¢,, by

an : (z,y) — c(x)Hy(9(z) — y)).

(2) Approximate g, by a map (z,y) — g.(z,y,y) of a local polynomial form:
Jo lo
Gn: (@,9,9) = YD au(@)y's(y), (1.54)

j=11=0

where (a1, ¢;)i<i,,i<j, iS @ family of continuous and bounded maps satisfying

’aj7l| < Clm |¢J(yi) - ¢J(yé)| < L¢|y/1 - yé|> and |¢j| < 17 (155)

for all 1,45 € R, j < joand! < Iy and some constants Cj,, Ly > 0. In (1.54), the
(aj;(x))i<1, can be interpreted as the coefficient of a polynomial approximation of g, on
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a subset A;, where (4;);<;, form a partition of R and the ¢,’s as smoothing kernels that
allow one to pass in a Lipschitz way from one part of the partition to another one.

(3) Consider the sequence of BSDE

Y/st,a:,n,k—l-l :Es[e—rTg(X%,x)]

T _ _
+ E[/ e—’ru(jn(X?tja:’ eruy;f,:c,n,k—‘rl’ eruy;f,x,n,k)du]’ Lk > 1,
s

with Yt#m1 given as an initial prior (e.g. ¢"g(X»")). Given Ybt@nk  ytenktl golves a
BSDE with polynomial driver that can be estimated by using branching processes as in
the Feynman-Kac representation of the Kolmogorov-Petrovskii-Piskunov equation, see
[51,52]. For more details, we refer the interested reader to [19].

The method (B): A randomization procedure The second approach relies on constructing
a sequence of mollified drivers by randomization of the indicator function. Actually, we only add
an independent noise in the definition of ¢ which also have the effect of smoothing it out. More
precisely,

Qn(xa y) = E[C(x)lyﬁg(x)+%]>

where ¢ is a properly chosen positive independent random variable. Then, evaluate the non-
linear Feynman-Kac representation for the BSDE with driver ¢, (z,y) via a backward algorithm.
It is done by using a very simple version of the algorithm in [19].

Unfortunately, in practice, the first method is very unstable. This is due to the fact that this
method was essentially dedicated, as explained in [19], to situations where the driver is smooth
which makes the local polynomial’s coefficients small and the support of the smoothing kernels
large and do not intersect to much. As it can be seen, none of these requirements are met in
the case of the indicator function which explains the failure of this algorithm in our case. This
work is concretized in the published paper [18].

1.3 Mean field forward backward SDE with jumps and application
for storage in smart grids

The Last chapter of this thesis is dedicated to the study of fully coupled mean field forward-
backward stochastic differential equations (MF-FBSDE in short) with jumps and applications in
the energy storage field.
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1.3.1 Forward backward stochastic differential equations

Forward-backward SDE A forward-backward stochastic differential equation is the following
system:

t t
Xt=X0+/ bS(XS,YS,ZS)ds—i—/ 04(Xs,Ys, Zs)dWs, t € [0,T], P-as,
0 0 (1.56)
T T .
Y: = g(X7) +/ hs(Xs,Ys, Zs)ds — / ZsdWs, t € [0,T], P-a.s,
t t

where W is a standard Brownian motion and the coefficients b, o, g and h are progressively
measurable functions defined on appropriate spaces and that can be random.

To solve the FBSDE (1.56), various methods have been proposed in the literature. Let us men-
tion the three main approaches that have been developed:

e The method of contraction mapping: This method has been introduced by Antonelli [3]
and has been detailed later by Pardoux and Tang in [104]. In his PhD thesis, Antonelli
studied the well-posedness of these equations over a sufficiently small time duration and
provides a counterexample to show that, when the time duration is large, the solvability of
such equations may fail.

e The 4-step scheme method: This method has been initiated by Ma et al. in [82] and Ma
and Yong [81] who developed it under the very strong assumption requiring that the coef-
ficients of the forward equation are non-degenerate and deterministic. This way to solve
FBSDEs can be considered as a sort of combination between PDE methods and proba-
bility methods. Using these tools, the authors established an existence and uniqueness
result for fully coupled FBSDEs on an arbitrary given time interval.

The main advantage of this approach is that it removes the restriction on the time duration
by allowing arbitrary time duration. However, it requires a Markovian structure, a high
regularity on the coefficients and a non-degeneracy of the forward diffusion.

This result was later improved by Delarue in [35] where the author relaxed the regularity
conditions that the 4-step scheme required.

e The method of continuation: This method was introduced in [56] and [106], and it allows
the non-Markovian structure. However, it requires monotonicity conditions on the coeffi-
cients. It was developed later in [120] and [121].

Forward-backward SDEs with jumps The notion of classical fully coupled forward backward
stochastic differential equations has been naturally extended to the jump setting. The literature
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about this topic is rather small.

In [118,123], Wu and Zhen extended the results of [120] and [106] to the case of fully cou-
pled FBSDE with jumps. The authors studied a fully coupled FBSDEs driven by both a Brow-
nian motion and a Poisson random measure under the monotonicity condition. More precisely,
in [123], Zhen obtained the existence and uniqueness of the solution for such fully coupled FB-
SDEs with jumps and in [118] and Wu proved the existence and uniqueness of the solution as
well as a comparison theorem over a stochastic interval.

1.3.2 Mean field game and extended mean field game theory

Mean field game theory (MFG in short) is devoted to the analysis of differential games with
infinitely many players. Historically, it goes back to the early works of Kac [61] and McKean [89]
in the 1950’s. It was initially suggested in order to study the behavior of a large number of
mutually-interacting particles in different fields of physical science. e.g. the derivation of Boltz-
mann or Vlasov equations in the kinetic gas theory. Roughly speaking, in large population
dynamic games, where it is not possible for a player to collect detailed state informations about
all other players, this theory tells that one just needs to implement strategies based on the
distribution of the other players.

Now, we explain the mean field game system in more details. The typical model of mean
field games is the following system

—Ou — vAu + H(z,m, Du) =0, in R? x (0,7),
oym — vAm — div(D,H (x,m, Du)m) = 0, in R? x (0,7T), (1.57)
m(O) = mgo, u(x, T) = G({L’, m(T))a

where v is a nonnegative parameter. The first equation has to be understood backward in time
and the second one is forward in time. There are two crucial structure conditions for this system:

» The convexity of H = H(xz,m,p) with respect to p which implies that the first equation
(a Hamilton-Jacobi equation) is associated with an optimal control problem. This first
equation shall be the value function associated with a typical small player.

* mg and m; are probability or the density of probability measures.

The interpretation of this system is the following. An average agent controls the stochastic
differential equation
dXt = Oltdt + vV QVBt, (1 58)
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where B, is a standard Brownian motion and he aims at minimizing the following quantity

71

E| SL(Xem(s), a)ds + G(Xr,m(T))], (1.59)

J0
where L is the Fenchel conjugate of the convex function H with respect to p and as it can be
seen, the evolution of the measure m(s) enters as a parameter in the cost function.

In the literature, there are many approaches to solve the problem of differential games with
an infinite number of agents.

+ A first approach consists of looking at the limit of Nash equilibrium in differential games
with a large number of players and try to pass to the limit as this number goes to infinity.

» A second approach relies on finding the equations that should be satisfied by Nash equi-
libria of differential games with infinitely many players and to prove that the resulting
solutions of these equations allow to solve differential games with finitely many players.

The starting point was the pioneering recent papers of Lasry and Lions [73-75, 78] who
enlarged considerably the horizon for applications of mean field problems. They extended this
approach to problems in economics, finance and also the theory of stochastic differential games
where they introduced a general mathematical modeling approach of situations where a large
number of particles is involved.

Since then, the literature on the MFG has grown considerably: Many authors work on this
subject, for instance, in the survey by Gomes and Saud [46] and in the monograph by Ben-
soussan, Frehse and Yam [11].

In 2009, nonlinear mean-field backward stochastic differential equations have been investi-
gated in the work of Buckdahn, Djehiche Li and Peng [26]. Since then, the theory of mean-field
forward-backward stochastic differential equations as well as the theory of the associated par-
tial differential equations of mean-field type has been intensively studied in the literature.

Buckdahn, Li and Peng [27] studied a mean field problem in a Markovian setting. In one
hand, the authors investigated the existence and uniqueness of the mean field BSDEs in more
general setting. In fact, unlike [26], they consider that the coefficients are not necessarily de-
terministic. In the other hand, they give a comparison principle of this new type of BSDEs and
study a decoupled mean-field FBSDEs and its relation with PDEs.

In [92], Min, Peng and Qin studied a new type of equations whose coefficients depend on
the state of the solution processes as well as their expected values. They called this type of
equations fully coupled FBSDES and they proved, under some monotonicity conditions, the
existence and uniqueness of a square integrable adapted solution. For a complete overview
about this topic, we refer the interested reader to [11,28-31].
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1.3.3 Main results and contributions

In the last part of thesis, our main purpose is to obtain existence and uniqueness results for
a general class of fully coupled forward-backward stochastic differential equations of mean-
field type (MF-FBSDE in short) with jumps under weak monotonicity conditions and without the
non-degeneracy assumption on the forward equation. This is accomplished by suggesting an
implicit approximation scheme that is shown to converge to the solution of the system of MF-
FBSDE with jumps. Then, we provide an application in the field of storage in smart grids.

Let us first introduce the Wasserstein distance between two probability measures.

For any random variable X on (2, &, P), we denote by Py its probability law under P. We denote
by M»(R%) the set of probability measures on R? with finite moments of order 2 equipped with
the 2-Wassertein distance

Wa(ji, 1) = inf{(/d |~ yf*F(dr,dy))?, F € Ma(R x B) with marginals ., '}
Re xR
. 1 ’ ’
= inf{(Bl§ = &'%)7 : p=L(&), p = L&)},
where £(¢) and £(¢') are respectively the law of ¢ and ¢ and the infimum is taken over
F € My(R% x R%) with marginals x and 1.

Notice that if X! and X2 are random variables of order 2 with values in R?, then we have the
following inequality involving the Wasserstein metric between the laws of the square integrable
random variables X' and X? and their L?-distance:

1
Wy Py, Pye) < [B[X! = X*]°. (1.60)

After introducing the needed elements, our purpose is to prove existence and uniqueness re-
sults of the following system of fully-coupled forward backward SDEs with jumps

t t
Xt=Xo+/0 bs<Xs,Ys,ZS,KS,P(XS,YQ)ds+/0 0o(Xe, Ve, Zo, Ko P, y)) AW,

t
S + B(s, Xo—, Yoo, Zs, Ko, Py )7(ds,de), 0<t<T,P-as.
(S) o e (Xs,Yz)

T T T
Yt:g(XT,]P’XT)—F/ hs(Xs,Ys,ZS,KS,]P’(XS,YS))ds—/ stWs—/ /Ks(e)fr(ds,de).
t t t E

This system has been studied in [38] without the jump component. In this part, we extend this
result to a more general setting. To do so, we start by making the following Lipschitz continuity
assumptions on the coefficients.
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1. The functions b, h, o0 and  are Lipschitz in (z, vy, z, k). That is, there exists a constant C' >
0 such thatforall t € [0,T], u = (2,y,2,k), v’ = (2',y, 2, k') € RIHdTdxd L T.9(B(E),n)
and v,v’ € My(R? x RY),

Ib(t,u,v) — b(t,u', V)| + |h(t,u,v) — h(t,u', V)| + |o(t,u,v) — o(t,u', V)|
+18(tu,v) = Bt w V) < Cllz = @'+ y = /| + ||z = 2]l + [k = K| g2y + Wa(, )]

2. For ¢ € {b,h,g,0,5}, ¢ is Lipschitz with respect to =, y, z, k and v with g, Cg, C3, Cfg and
C} as the Lipschitz constants.

3. The function g : Q x R? x My(R?) — R is Lipschitz in (z, 1) i.e. there exists C' > 0 such
that for all z, 2/ € R? and for all u, u' € My (R),

l9(2, 1) — g(a’, ()| < C(lw — 2’| + Wa(u, 1)), P-as. (1.61)

The first main result of this part is Theorem 1.3.1 given below, where we prove an existence
and uniqueness result of the solution of our system (S) under Assumption (H1).

(i) There exists k > 0, s.tVt € [0,T],v € My (R? x RY),u, o/ € Ri+d+dxd x 1.O(B(E),n),
A(t,u, v v) < —k|lz — 2/|?, P-a.s.

(ii) There exists k' > 0, s.t Vv € My(R? x R?), z, 2’ € R?
(g(z,v) — g(2',v)).(x — ') > K|z — 2’|, P-a.s.

(H1)

Theorem 1.3.1. Under Assumption (H1), there exists a unique solution U = (X,Y,Z, K) of
the mean field FBSDE with jumps (S).

To prove the existence part, we use an approximation scheme based on perturbations of the
forward SDE of the system (S). More precisely, we introduce ¢ €]0, 1] and consider a sequence
(X™ Y™, Z™ K™) of processes defined recursively in the following way:

(X0, v% 7% K% = (0,0,0,0) and forn > 1, U™ = (X", Y", Z" K") satisfies, for every t € [0, 7]
S S S

t t
XPH = Xo+ [ (U, 02) = 602 = Y0lds + [ (U 0r) - 82 - ZD)law.
0

+// B (U, v) = 6(KIH — K2)) 7 (ds, de),

T
Y = g(xmt ) — | (UM M) ds — Z”“dW K”“ 7(ds, de),
t T T . Vg ’
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where v = P(xn yny and pf. = Pxn Once we show that the following inequality

T 2] T
B[ - X7+ Ug - Uy as) < CEOXG - x| |y - Un B, (1.62)

where
Cve ecv s e 5 e s €Cp
LU ST SICEE I DUSE S SHCEE S S
cy c;+cg+cg+cg s )
H—Tncm:(ﬁ,——26 ﬂ),

is a contraction, we obtain the desired result.

In the uniqueness part, we suppose that (S) has two solutions (X,Y, Z, K) and (X', Y, Z', K').
It suffices to apply It6’s formula to (X; — X;)(Y; — Y;) and then find an upper (resp. a lower)
bound to E[(X; — X;)(Y; — ;)] to conclude that the solution is unique.

In the second part, we aim to prove the existence and uniqueness of the solution of (S) under
the following weaker assumptions.

(i) There exists k > 0, s.t V¢ € [0,T], v € My(R? x R?), u, v/ € RéFd+dxd
Alt w1, v) < —k(ly — P+ |12 = 2|2 + 1k — K | o), P-as.
(i) There exists k' > 0, s.t Vv € My(R? x R?), z, 2/ € R?
(g(z,v) — g(a',v).(x — ') > K|z — 2’|, P-a.s.

(H2)

To do so, we start by proving the following a priori estimate.

Lemma 1.3.2. Let (Y',Z',K') be another solution of the system (S). Then, under (H2), we
have the following estimates

T t’rl _’I‘l t t t
E[/ AX,2ds) < SR Tl) [TQE[/ ]A}/'s\2ds+T3E[/ \AZ$]2d3+T4E[/ AR oy, ds),
0 0 0 0

where
T! =3+ 207 +5(C5)% + 5(C5)* + 20} + 5(C%)* + 5(C)?
2i= (G} +5(C4) +5(Ch)* + Cy +5(C5) + 5(Cp)?
= (CF)? + 5(C%)? + 5(C3)?
= (CF)? + 5(CE)? + 5(Ch)2.

Our second main result in this part is the following.
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Theorem 1.3.3. Under Assumption (H2), there exists a unique solution U = (X,Y, Z, K) of
the mean field FBSDE with jumps (S).

We emphasize that the proof of this result is very similar to the one of Theorem 1.3.3. However,
the only difference is that perturbations here are made on the backward SDE of the system (S)
in the following way

t t t
Xpt = Xot [t unds + [ o Ut uaws - [ [ g vnads, de),
0 0 0 JE
T
Y = g (X ) + S(XET — Xp) — / (o (UZH02) + 6(X P+ — XT)]ds
t

T T r
- / 2 qw, — / / K™ (e)7 (ds, de),
t t E

Application: Storage in smart grids After establishing the existence and uniqueness re-
sults, we give an application in storage in smart grids. More precisely, we provide a stylized
quantitative model for a power system with distributed local energy generation and storage.

This system is modeled as a network connecting a large number of nodes. Each node has
a local electricity consumption, a local electricity production and manages a local storage de-
vice as in [1]. However, unlike [1], we assume that the production of energy is unpredictable
due to its dependence on environmental conditions such as the sun, the speed of the wind etc.
which are intermittent and irregular. This leads to include a jump component in the net power
production of each node.

We consider that the aim of each node is to minimize its own cost of electricity consumption
by controlling the storage device and we assume that the spot price level reflects the instanta-
neous global consumption. In a non-cooperative game setting, we are led to the analysis of a
non-zero sum stochastic game with N players and to the search of Nash-equilibria.

To illustrate that, we formulate and solve an Extended Mean Field Game type control
(EMFG) with common noise. Note that mean field type control (MFC in short) is different from
the mean field game (MFG). For a comparison between the two concepts, we refer the reader
to the book of Bensoussan, Frehse and Yam [11] as well as the article of Carmona, Delarue,
and Lachapelle [31]. We prove that the EMFG associated to this power network game admits
a unique solution which can be characterized by solving an associated FBSDE. In the par-
ticular case where the cost structure is quadratic and the pricing rule is linear, the FBSDE
characterizing the solution of the EMFG can be solved explicitly. This work is concretized in the
preprint [86].
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CHAPTER 2

UTILITY MAXIMIZATION PROBLEM IN
NONEQUIVALENT MARKETS: A BSDE
APPROACH

2.1 Introduction

Our aim in this chapter is to provide a second point of view about the stability of the utility
maximization in nonequivalent markets in continuous framework and especially in the case
of discontinuous filtration (information including jumps). The main motivation behind this work
comes from the result stated in [117] where the author investigated the same problem but uses
a completely different method to solve it. In fact, the author uses a duality approach and her
idea consists on providing conditions on the utility function and the sequence of markets in or-
der to obtain the convergence of the value functions and the indifference prices. In this chapter,
we consider a similar setup to [117] and we characterize dynamically the value function using
the martingale optimality principle. Then, thanks to the properties of the drivers in both cases
(continuous and discontinuous), we succeed to prove the stability of the value process in the
two frameworks.

The outline is as follows. We start by providing a complete description of the market and re-
calling briefly some definitions in Subsection 2.2.1. Later, we establish the link between our op-
timization problem which is of power type and BSDEs. More precisely, we characterize dynam-
ically the value function using stochastic control techniques namely the dynamic programming
principle and consequently we link the problem, in continuous setting, to a special quadratic
BSDE. Using this connection and making the needed assumptions on the input parameters
and their convergence mode, we provide a first stability result in Subsection 2.2.3 when the
filtration is continuous. Section 2.3 is devoted to the investigation of the same problem when
the market include jumps. To do so, we start by introducing the financial market model which
includes jumps generated by a random measure, giving some notations and then describing
the optimization problem associated to an exponential utility function and making the link with
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quadratic BSDEs with jumps using the same stochastic control techniques. Besides, after giv-
ing the properties of the BSDE'’s driver, we make hypotheses (see Assumption 2.3.4) on the
input parameters of our market model and their mode of convergence to insure the stability of
the value function which is established in Subsection 2.3.3.

2.2 Stability of the utility maximisation problem in nonequivalent
markets : A continuous framework

In this section, we study the stability of the utility maximisation problem associated to a se-
quence of non-equivalent financial markets. More precisely, we choose a utility function defined
on the positive real line and we prove the convergence of the associated value process.

2.2.1 The model formulation and the optimization problem

Throughout this part, we work in a filtered probability space (2, F, (F;)o<:<7,P) where the fil-
tration is generated by an R¢-valued Brownian motion. We will explain the financial context by
providing here all the definitions and common assumptions. We consider a sequence of finan-
cial markets consisting in d + 1 assets: one risk free asset with zero interest rate and d risky
assets. The price process S of the d risky assets evolves according to the following equation

ds

d
7 = dM™ + ) N AM™ MM, 0<t< T, Sg* =1, fori=1,...d,
t

j=1

where A = (\)o<i<7 is an R-valued predictable process, called the market price of risk,
satisfying
T
| onTaama < o, as,
0
and (M™) denotes the quadratic variation of the local martingale M™ where M™ is a d-dimensional

continuous martingale, (M™*, M™7), stands for the j-th column of the R?*¢ matrix valued pro-
cess (M™). In this sequel, we take the following particular dynamics of the price process 5™

dSp = A|oy|Pdt + opdBy, 0<t<T and Sj = 1.

Define u = A?|o?|? and the market price of risk 67 = (a?)tr(af(af)tr)_l,u?. Consequently, we
are dealing with a sequence of markets with price dynamics S™ of the following form

dSp = Srop(0rdt + dBy), t € [0,T],P-a.s,
STL — 1.
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Note that ;" and o™ are respectively R and R'*¢ valued predictable uniformly bounded pro-
cesses, o™ is of full rank (i.e. det(a7 (o)) and 6™ is then an R-valued predictable uniformly
bounded process as well.

Definition 2.2.1. A predictable R¢-valued process 1" = (7% )eejo,m) s called a self-financing
trading strategy if it satisfies

- " € C, P-a.s. where C is the R?-valued constraints set.

» The wealth process X™"™ associated to an agent with an initial capital = at time t and
running a strategy ©" is defined as follows
n,t t

t d ,
X =at [ Y Todsy = | wioran. +0as), 1€ 0.7)
i=1 MU

We emphasize that in the definition above, each component 7% of the trading strategy de-
scribes the amount of money invested in the i-th asset S™¢ for i = 1,...,d. We also precise
that the presence of constraints on the strategies entails the incompleteness of the market.
More precisely, a strategy allowing the replicability of a contingent claim does not necessarily
exists.

We will also suppose that the investor has to pay ( or receive) a liability £ at time 7', that is to say
an Fp-measurable random variable which could represent the value of an option or a contract
maturing at time T.

In this context, we define the utility maximisation problem which aims at giving the expression
of the value process defined at any time ¢ by

u"(z) = sup E{U(Xz,rw’n - f)}, (2.2)

TN EAL

where U is a non-decreasing concave function (utility function) and A; is the set of admissible
strategies. Let us define the admissibility of the strategies in our context.

Definition 2.2.2. Let C be a closed set in R'*¢ which contains zero. The set of admissible
strategies consists of all d-dimensional predictable processes 7' = (m}')icjo,r) Which satisfy

t
IE[/ o |?ds] < oo and © € C, P-a.s..
0

Power utility In this part, we study the stability of the value process when the agent prefer-
ences are given by a power utility function. More precisely

x”
U(.’IZ’) = 77 z 6]07 +OO[7 Y 6]07 1[ (2.3)
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Note that the case of power utility function is different from the others. In fact, the definition
of trading strategies is a bit different. In this context, a constrained trading strategy is an R?-
valued process p" € C where p™' stands for the part of the wealth invested in stock i. The
wealth process in this case is then defined in the following way

xpn = x—l—/ ZX”’";;’ZCZS‘” - x—l—/ XPm o™ (dBs + 07ds). (2.4)

One particularity of the power utility function is that it allows us to write the wealth process in a
multiplicative way
XPm = 28 /pn "(@7ds + dBs))i, t € 0,T).

Remark 2.2.3. We emphasize that, as mentioned in [55], it is more convenient to take
pi = pjoy and Cl'(w) = Co}'(w), t € [0,T].

This entails the following second formulation of the utility maximisation problem

up(x) ;=== sup E :/UJr/ XPrp(0rds + dBs) — &)]. (2.5)
pEA”

The new set of admissible strategies fl? is the set of all R'*?-valued predictable processes
(P} )o<t<T where pi* € AP iif:-E [ |p?|2ds] < oo P-a.s. and p}(w) € CF(w) and such that the set
C}'(w) Is also closed.

2.2.2 A BSDE description of the value process

Our aim in this part is to make a connexion between the optimisation problem (2.5) and a
backward stochastic differential equation. To do so, we rely on dynamic programming principle
as in [55].

Notations and preliminaries about quadratic BSDEs Let us first introduce the following
norms and spaces that will be often used in the present sequel

+ Fora € R? and C is a subset of R¢, we define the distance between a and C as follows
disto(a) = min la — b|.
» The set Il (a) consists of all the elements of C' at with the minimum is obtained i.e.
e(a) ={be C:|a—0b| =distc(a)}.
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+ 82 is the space of R-valued continuous and F;-progressively measurable processes Y :=
(Ys)s<r such that

E[sup V5% < oo

0<t<T

- 32 is the space of R¢-valued and J;-progressively measurable processes Z := (Zs)s<r

such that
T
E [ / | Z,|%ds
0

< 00.

Consider the following BSDE
T T
Yi=¢ +/ fs(Ys, Zs)ds — / ZsdBs,0 <t <T,P-as. (2.6)
t t

where ¢ is a real-valued Fpr-measurable random variable called the terminal value and f :
Qx[0,T] x R x R s a P x B(R) x B(R'*9)-measurable random function called the genera-
tor. Here P, B(R) and B(R!*?) denote respectively the o-field of all predictable sets of Q2 x [0, T,
the Borel field of R and R%. We write BSDE(f, £) to refer to the BSDE with generator f and ter-
minal value &.

A solution to the BSDE (2.6) is a pair of ;-adapted processes (Y, Z) € 82 x H? such that (2.6)
holds true P-a.s.. Consider now the following assumptions

Assumption 2.2.4. The terminal condition ¢ is a bounded random variable.

T
Assumption 2.2.5. There exists a non-negative predictable process « satisfying / asds < 0o
0
and constants 3, > 0, such that

£y, 2)] < aw+ Blyl + 121, ¥(y, z) € R x R

Under the Assumptions 2.2.4 and 2.2.5, the BSDE(f, £) is said to be quadratic. One impor-
tant motivation to study this type of BSDE is that it appears naturally when using the dynamic
method to solve the utility maximization problem. To prove the existence and uniqueness of a
solution of a scalar quadratic BSDE with a bounded terminal value, Rouge and El Karoui [111]
and Hu, Imkeller and Muller [55] used results of Kobylansky [69] on the existence and they
used comparison arguments for quadratic BSDEs driven by a Brownian motion to prove the
uniqueness of the solution. In the Lipschitz-quadratic case, existence and uniqueness of the
solution is obtained by Tevzadze in [116] via a Picard iteration argument. This result was ex-
tended to multidimensional Y components for small terminal conditions. Notice that a strong
requirement present in all the previous articles is that the terminal value is bounded. Later,
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Briand and Hu [24, 25] get rid of this condition and replaced it by the assumption that they only
need exponential moments and established the existence and the uniqueness of a solution but
unlike the previous works, the driver is convex in z.

The dynamic method In order to characterize the value process (2.2) via quadratic BSDEs,
we use the following martingale optimality principle as in [55].

Martingale optimality principle Construct a family of processes (R;"")o<:<r Where 7" € A,
satisfying

(i) RP" =U(X7" —¢)forall 7" € A,.
(i) Ry™ = Ry forall 7 € Ay.

(iiiy R™™ is a supermartingale for all 7 € A and there exists an optimal strategy n"* € A,
such that R™ is a martingale.

Relying on this technique, a link between the power optimisation problem and quadratic BSDEs
has been made in the following way.

Theorem 2.2.6. ( [55] Imkeller, Muller, Hu) The value function of the optimization problem (2.5)
is given, forn > 1, by

”
u(x) = T exp(Yy'), foraz >0,
v

where Yy' is defined by the unique solution (Y™, Z") of the BSDE
T T
Y- ¢ — / FHZMYds — / Z"dB,,P-a.s, (2.7)
t t

with
Yz +072 1

frz) = YA =) 442 (L(He?),cgl) 5l (2.8)

2 -~ 2(1 =)

There exists an optimal trading strategy p"" € A™ with
n* 1 n n
Py € HCf(w)(ﬁ(Zt +67)).

2.2.3 Stability of the value process

In this part, we investigate the stability of a utility maximization problem for a utility function of
power type where misspecifications on the model are denoted by variations of the coefficients
of the risky assets. In fact, given an initial capital x > 0, our question is the following: Under
which conditions on the input parameters of the sequence of markets S™ and their convergence
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mode will the solution (Y™, Z™) of the BSDE (f™, &) and consequently the corresponding value
process u" converge? We first make the following assumptions.

Assumption 2.2.7. Forn > 1, C™ is a sequence of nonempty closed subsets of R® such that
Jim dist(.,C™) = dist(.,C*), dt @ dP-a.s.

Assumption 2.2.8. The sequences of the drift and volatility are uniformly bounded and con-
verge, forn > 1, in the following sense

: n __ , 00 _
7}1_{20“75 = ug, dt @ dP-a.s,

and
lim o = o/°, dt ® dP-a.s.

n—oo

e Let us precise that the type of convergence in Assumption 2.2.7 is called the Wijsman conver-
gence. More precisely, we say that C"™ — C' as n — +oco in the Wijsamn topology with respect
to the metric d if

disten () — distoe (2), Vo € RY

e We call C* the closed set limit of the set sequence (C"),cx i.e. Jim Cc" = C™if

e =N(U & =UN )

n. k>n n k>n
e Let us also recall the following result about Wijsman convergence.
Proposition 2.2.9. [710]. The following assertions are equivalent

» The sequence (C"),en of closed nonempty sets converges to C* :

lim C" = (C*®

n—o0

 The sequence (dist(.,C™))nen Of functions converges pointwise to dist(.,C>)

For more details about Wijsman convergence we refer the reader to [10].

e Under Assumption 2.2.8, 6} is uniformly bounded and Jim 0y = 67°, dt ® dP-a.s.
Now, we give stability result associated to our optimization problem stated in a continuous
framework.

Theorem 2.2.10. Under Assumptions 2.2.7 and 2.2.8, the solution (Y™, Z™) of the BSDE( f", &)
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(2.7) converges to the solution (Y°°, Z*°) of the BSDE(f*,¢) defined by

T T
Y;O:g—/t f“(s,)@”,Zﬁo)ds—/t Z®dB,,

with Ry
vlz + 07° 1
- ﬁ - §|Z|27 (2.9)

2(z) = =9 dist? (

. (= +67),C7%)

1—x

in the following sense

T
Elexp( sup V' = Y<|) + ([ 122 = Z5Fds)] =3 1
0

0<t<T n—oo

-
Then, Y;* converges to a deterministic Y;*° and ET u"(z) = % exp(Yy©).
n o0

Proof. The proof is straightforward and follows from Proposition 7 in [25]. In fact, the sequence
of drivers (f"),, defined in (2.8) is convex in z and has a quadratic growth in z then it suffices
to prove that it converges dt @ PP-a.s, for each = € R? to f> defined in (2.9). To proceed, it is
evident that (z + 67)? — (24 6;)%, dt ® dP-a.s., then it suffices to prove that

1
dist (- (= + 07, CF) 3 dist (-

(z+607°),C). (2.10)

To do so, wee use the fact that

dist (——— (2 4+ 6), 7)) < | (2 + 6") — —— (= + 6;°)]] + dist(

1—7 I—7 I—7 1—7
(2 +0:°),CF)

(2 4+ 6.°), CY')

1 . 1
< m”@f — 0| +dISt(1 —

To get (2.10), we use Assumption 2.2.8 and again the fact that

1
: () ny < ooy n : n n
st (1 (24 070, CF) < 1 (2 05%) = (o O]+ dist (12— (2 + 67). )
3 1 oo oo
e dlSt(f('Z—‘_et ), C¢°)

< T}i_)rgodist(l (z+67),CF)

which implies the desired result and concludes the proof.

Remark 2.2.11. In continuous setting, stability results were proved in the literature using differ-
ent methods and under different assumptions. In fact, in [45], Frei’s result relies on a pointwise
convergence of the generator to study a specific stability problem for an exponential investor
and this result has been used later to study markets with a fixed price of risk and a varying
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correlation factor between the traded and non traded assets. In [93], the authors impose a con-
vergence in probability of [ |f*(Z) — f>(Z)|ds and convergence in exponential moments of
sup |YS* — Y| with an unbounded terminal condition. Barrieu and EI Karoui imposed mono-
tonicity in n and local uniform convergence of the drivers.

2.3 Stability of the utility maximisation problem in non equivalent
markets: A discontinuous framework

So far, trajectories of the underlying assets have been assumed to be continuous. However,
diffusion like this cannot generate discontinuous paths since the noise component B; is contin-
uous. In reality, stock prices are exposed to sudden movements due to several reasons which,
clearly, make this representation unrealistic. So, in order to reproduce a more realistic behavior
of the price process which take into consideration such movements, we will add a jump com-
ponent to the price dynamic.

In this section, we will extend the results obtained above to a framework including jumps. To do
so, we start by adding a jump component in the sequence of the asset prices (2.1) and then
prove the stability of the associated value process by making a link with a specific sequence of
backward SDEs with jumps.

2.3.1 The model formulation and the optimization problem

Notations and preliminaries about the jump setting Our model here is analogous to the
previous one, the only difference stems in assuming here that the price process has jumps. We
highlight that, here, unlike most works in the literature, where the jump measure is assumed to
be a Lévy measure, we allow the compensator of the jump to be a random measure.

Hence, we consider a probability space (2, F, (F:)o<t<7,P) which is now generated by the
following two independent processes:

« A standard one dimensional Brownian motion (B:)¢o,1)»

* An integer valued random measure u independent of B defined on [0,7] x E and we
denote the associated counting measure by p(ds, de) defined as follows

p(dt,de) :2 x [0,T] x E— B([0,T]) x €
AX,#0

(w,ds,de) — p(w,ds,de) = Z S(t,ax,) (dt, de).
te(0,s]
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The corresponding compensator is given by v(w, ds, dz). We will suppose that v(w, ds, dx) is
absolutely continuous with respect to the Lesbegue measure i.e.

v(ds,de) = v(de)ds,

where v(de) is a positive o-finite measure satisfying

ﬁE(m le])2u(de) < oo. (2.11)

Hereafter, we suppose that the filtration is generated by B and p and satisfies the usual con-
ditions of completeness and right continuity. Furthermore, we denote by i the compensated
jump measure, which is a martingale, as follows

f(ds,de) = u(ds,de) — v(ds, de).

Let P denotes the predictable o-field on Q x [0,7] and P := P ® B(E) denotes the o-field on
Q2 x [0,7] x E and introduce the following norms and spaces that will be often used in the
present work

» P (resp. P) is the o-algebra of F-progressively measurable (resp. F-predictable) sets on
Q% [0,T7.

8% is the space of RCLL processes Y := (Y;)s<r such that

E l sup |Ys|?| < +oo0,
0<t<T

8 is the set of RCLL processes Y such that

E[ sup |Y}|} < 400,
0<t<T

+ L£2(v) is the space of Borel measurable functions (¢(e))ecr : £ — R such that

/ lo(e)|?v(de) < 4-o0.
E

H2 is the space of P-measurable processes U := (U,)s<r such that

E VOT /E U, (e)[2v(de)ds

We also assume that, with respect to the filtration (F;)o<:<7, both the martingale B and the

< +00.
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compensated random measure [i have a weak predictable representation. More precisely, every
local martingale M has the following representation:

t t
Mt:M0+/ zSst+/ / U, (e)ji(ds,de), 0<t<T,
0 0 JE
where Z and U are predictable processes such that
T T r
IE[/ 1Z,|2ds] < o0, and E[/ / \Us(e)|Pv(de)ds] < +oo, P-a.s.
0 0 E

In contrast to Section 2.2, we consider a market consisting in one non-risky asset with zero int
rest rate and a single risky asset whose price evolves in a non-continuous way

dsr = Sn (o7 (6rdt + dB +/ 8™ (e)ji(ds, de)), ¢ € [0,T], P-as.
P =S (or6; 0+ | BL(e)ds, de)), € [0,T] 212

where 5™ is a predictable bounded process satisfying 5™ > —1 in order to ensure the P-a.s.
positivity the price process. ¢™ and 0™ satisfy the same properties as in Section 2.2.

Consider an investor who starts with an initial capital x and runs a trading strategy ="
in order to maximize his final expected utility. Concretely, he/she aims to solve the following
problem

vp(x) = sup E[U(X]" —¢)]. (2.13)

The admissibility criterion in this case is defined in the following way.

Definition 2.3.1. The set of admissible trading strategies A consists of all F-predictable pro-
cesses " = (m})o<t<T Which satisfy

T T
B[ / (o 2dt + / / 77 B2 (e) v (de)dl] < o0, P-ass. (2.14)
0 0 E

and " € C, dt ® dP-a.s.(C is a closed set containing zero).

The wealth process of the investor, in this case, is given by the following equation
t t
X — g 4 / 7™ (07ds + dBy) + / / BN (e)ji(ds, de), ¢ € [0,T], P-as.  (2.15)
0 0 JE
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2.3.2 Exponential utility case and link with BSDEs with jumps

For a market with stock prices as in (2.12), consider the expected utility maximization problem
(2.13) when the utility function is of exponential type

U(z) = —exp(—azx), z € R, a > 0. (2.16)

Hence, the expected utility maximisation problem is the following

vy’ (z) = sup E[— exp(—a(z + / m di )] (2.17)
meA S

Note that, as in the first section, the random liability £ satisfies Assumption 2.2.4.

It is well known that the value process v™ and the optimal trading strategy 7" can be fully
described by a backward stochastic differential with jumps (BSDEJ in short). In fact, relying on
the same martingale optimality principle used in Section 2.2, we obtain the following character-
ization of the optimisation problem in terms of a BSDEJ.

Theorem 2.3.2 (Morlais [97], [98]). For alln > 1, the expression of the value process (2.17) is
given by

u"(x) = — exp(—alz — Yg"), (2.18)
where (Y;*, Z}', UJ") is the solution of the BSDE( ™, &™) given by
T
Y;":§"+/ U ds—/ ZrdB, — / / U™ ()il ds, dx), (2.19)
t R/{0}
whose generator is defined as follows

LA

f2(z ) = int [Sfro? — (2 + 2P + I(u(s,€) — mBL(e)a] — 61z — (2.20)

where |.|., refers to the convex functional defined by: [l = [5 ==L (ge).

[e%

We emphasize that the generator (2.20) of the BSDEJ associated to the optimisation prob-
lem (2.17) has the following properties

1. Continuity property: For all ¢t € [0, 71, (z,u) — f{*(z,u) is continuous P-a.s.
2. Convexity property: (z,u) — f/*(z,u) is a convex function, that is VA € (0,1):
Oz + 1 =N u+ (1= Xu) <A (z,u) + (1= N f( ).
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3. Growth property: There exists a constant « > 0 such that f has the following growth

[fi'(zu)| < 5 \ZI2+|u|a,IP>as (2.21)
4. (A,)-condition: There exists —1 < C; <0and Cy > 0s.t. V(y,2) € Rx R Vu,u' € L2(v)

P ) = F ) < [ AP @) eude) Pas. (222)
where y¥#%% . Q x [0,T] x E — R is measurable w.r.t. all the variables and satisfies

Cr(1 A le]) < vile) < Ca(1 Ale]).
For more details about how f" satisfies the properties above, we refer the reader to [97].
Let us also mention that, in contrast to the diffusion setup, when it comes to quadratic BSDEs
in a discontinuous setting, the literature has been rather small. The only existing results until
recently concern particular cases of quadratic BSDEs that appears in utility maximization or
indifference pricing problems in a jump framework. Non Lipschitz-quadratic generators in Z

have been studied by Morlais in [97], [98] where the author proved the existence of the solution
of a special quadratic BSDE with jumps who'’s generator is given by Theorem 2.3.2.

A comparison result In this part, we give a comparison result for BSDEs with jumps satisfy-
ing the properties given above.

Theorem 2.3.3. Let (Y}, Z;,U;) be a solution to the BSDE (f,¢) and (Y; , Z,,U;) a solution of
the BSDE ( f’,g’) such that ¢ and ¢ are bounded random variables. Moreover, assume that
P-a.s., we have

(i) <¢,
Then, P-a.s., foreacht e [0, T], we have Y; <Y;.

Proof. In the proof, we adapt the idea used in [25] in a continuous setting to get the comparison
result above. In fact, we use the convexity property of the generator in (z, u) to estimate Y; — Y,
for all 0 € (0,1). We make the following change of variables

P, = exp(cdY;), Qp = cexp(cdY;)0Z; and J, = e®Yt- (e99Ur — 1),

where
8V, =Y, —0Y,, 6Z; = Z — 07, and dU, = U, — 0U, .
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We obtain, by applying the It6’s formula to P;, the following

P, =Pr+ /tT cPs (5F5 - %0(625)2 - /E %(exp(céUs(e) —cdUs(e) — 1)1/(de)) ds
Gs (2.23)

T T
— / QsdBs — / / Jsii(ds,de),0 <t < T,PP-a.s.
t t JE

where 6F, = f(t,z,u) — 0f (t,z,u).
As fis convex in (z,u), let us introduce
Z;—0Z,

Zt T — o, —
=0 and U, := 60U, + (1 —0)

U, — 60U,

Zi =07, 4+ (1-0) o

Then, thanks to the convexity property, f can be easily bounded from above in the following
way

B : 07, U, — 0U,
fe(Ze, Up) = ft(QZt +(1- H)W .00, + (1 H)W)
;o Zy—0Z, Uy —0U,
< —
<0020 + (=0 (S5 =)
’ ’ « 6U
geft(Zt,Ut)erMZtP (1—9)‘ _t@ ;
which entails that
« 2 (SUt ’ ’ ’
< - _ —(f— )
OF, < 03, + 5102 + (1 0)|s=5| . where 3fi = (f - £)(t. 2,,U))
Using the inequalities above, we have
« (5Ut 1
< —|6Z)% + (1— ~e(62,)? — .

Thus, taking ¢ = 125, we get rid of the dependence on the component U. Indeed, the generator
of the new BSDE (2.23) can be bounded as follows

(6%
G < mHPt(Sft,
and we obtain

T
PtgPT+/ Lepafs /QSdB //J fi(ds, de),0 < t < T,P-a.s.
t
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Introduce, for all n > 1, the following stopping time

T = inf{u > t,/ Qs %ds > n} Ainf{u > t,/ Jo(e)Pu(de) > n} AT,
t t

and the process D; = exp ( /0 t ﬁ&é fsds) to define the processes
P, = DiP;, Q; = DyQ; and J; = Dy J;.
Applying 1té’s formula to P; for any stopping time 0 < ¢t < 7, < T gives
p<pP, — /;” O.dB, — /tm /E Jojilds, de),0 < t < T, P-as..

Taking the conditional expectation with respect to F; in the last inequality gives

Therefore,
Tn o

P, SE[exp(/t 03 f.ds) P,

7).
Letting n to oo goes to infinity
T« a ,
P < E[exp (/t 17_005de5) exp (m(f 4 )) ‘3’}}.

Using the fact that (£ — 6¢') = (1 —0)E+0(€ —0¢") < (1 —0)|¢| + 6(€ — &) and the assumptions
of the theorem, one can deduce that

P, < E[ exp(alel|:].

which gives
1-6
Yi -0y < — logE{exp(a|§|)’3’}}.

Finally, it suffices to send 6 to 1 to get the comparison result.

2.3.3 Stability result

In this part, we shall prove the stability of the sequence of dynamic value functions of the
constrained utility maximization problem (2.17) associated to the sequence of nonequivalent
markets (2.12). The term "stability" here is used in the sense that: if for a given convergent
sequence of inputs, we get a convergent sequence of outputs, then we will say that the stability
holds. In the present work, we make perturbations on the sequences of the input parameters of
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the market to describe an uncertain evolution of the asset prices and investigate the behavior
of the sequence of value functions. So, we aim to answer the following question: What are the
assumptions to make on the sequence of the inputs parameters and their mode of convergence
to guarantee the stability of the value process?".

To prove the stability of the value process, we use its characterization via BSDEs with jumps
given in 2.3.2. In fact, to prove the convergence of v™, we shall prove the convergence of the
first component Y of the BSDE’s solution. So our main focus is on the backward stochastic
differential equation with jumps that encodes the dynamic value process and on transferring
new results on quadratic semimartingale BSDEs to the portfolio choice problem, in particular
to its stability properties.

Assumption 2.3.4.

(H1) Forn > 1, the terminal conditions £™ are bounded uniformly in1.>° and it converges in the
following sense
lim " =¢ a.s. (2.24)

n—oo

(H2) The R-valued constraint set C' is compact.

(H3) Forn > 1, the sequences of the market price of risk, volatility and the predictable pro-
cesses (" satisfy the following

t
e (0]"),>1 are bounded in1.* and lim ]0;"‘ — 0,]%ds = 0, dt ® dP-a.s.

n—oo
e (0]"),>1 are non-singular valued and converges to o, in1.? forallt € [0,T], dt ® dP-a.s.
o lim ' = py in L*(v).
(2.25)

Lemma 2.3.5. Under Assumption (H1) and (H3), the sequence of strategies (t"),>1 converges
to m in H2.

Proof. ¢ The dynamics of the wealth process (2.15) can be considered as a BSDE with jumps.
More precisely it can be written as follows

“"_X”+/ " gegds—/ "o"dB, / / 7B (e)i(ds, de), 0 < t < T,P-a.s,
(2.26)
where X" is the wealth at time ¢ and X" is the value of the portfolio at time 7" which might
be enough to guarantee a contingent claim £. Now, we set

n .__ n__n
Zg =m oy,

Ui(e) == Z{p(e) (o)™ and gl(Z7) = 0L Z¢.
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So (2.26) becomes
T T T
X[ = X" — / 0" Z"ds — / Z"dB, — / / Ul(e)i(ds,de), 0 <t<T,P-as. (2.27)
t t t E

This BSDE is linear in 2™ which permits us to obtain an explicit solution. In fact, its solution is
given by the following expression

1
X =E[l}rE"/F] = FTIE[ oré"/F], t€[0,T],P-as.
0,t
where, for each t € [0, T], (T'};)o<s<r is the adjoint process and it is the unique solution of the
following forward SDE

t,s”s

dry, = TP 0dB,,
F%",}t — ].7

and I, = exp (—1 / (0")2du + / 6"dB,).
t Ji
In order to prove the convergence of the strategies (77'),>1, the idea consists in proving the
stability of the solution (X7, 7o}, U;*)o<t<1 Of the linear BSDE (2.27). To do so, notice that

Xi = Xy =E[§"TYp — Lo |Fe] = E[(€" — OTFp + Ty — L) [T

We have (67),,>1 is a sequence of bounded processes in IL? which satisfy (H3), then Iir = Tor
as n — +oo. Then it remains, under (H1), to apply Hélder inequality together with a dominated
convergence theorem to obtain the desired convergence.

¢ Another method to prove the result consists in making the two following change of measures

dQ"™ = 87TdP and dQ = FO,TdP-

To get the desired result, we have to suppose that probability measure Q™ converges as follows:
lim Q" = Q in total variation. We emphasize that, we have

n—-+o0o

T 9 T
=exp(— [ 1022 —02ds+ [ (62— 0.)aB. (2.28)

T
In this case, as long as 1Lm / |0 — 0,|%ds in probability then ILm Q™ = Q in total variation.
n o0 0 n o0
The convergence of the other components of the BSDE’s solution are obtained directly via
an application of It6’s formula.

Proposition 2.3.6. Let Assumptions (H1), (H2) and (H3) hold true. Then, the sequence of pro-
cesses (fI')n>1 defined in (2.20) converges pointwise to the f; a.s. and (Y", Z™,U™) converges
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to (Y, Z,U) in S® x H? x H2. In particular, Y is deterministic and it converges P-a.s. to Yj.

Proof. We divide the proof in two steps: the first one concerns the convergence of the sequence
of drivers and the second one concerns the convergence of the BSDE’s solution.

Step 1 The sequence of processes (f{*),>1 given by (2.20) converges a.s. to f:. In fact,
since it is the infimum of of a convex and continuous function in (z, «) then there exists a unique
minimum of f™ on C that is reached by an optimal strategy =™ *. Then, (2.20) can be written as
follows o o2

n « n,* __n S n,* on n S
fs (Z7u) = E‘ﬂ-s’ Os — (Z+ E”Q + |U—7TS’ ﬂs ‘01 - 032 - %
Assumption (H3) in (2.3.4) together with the convergence of the strategies proved in (2.3.5)
lead to the convergence of sequence of processes (fi*)n>1.

(2.29)

Step 2 Our aim now is to prove the convergence of (Y™, Z™ U™), solution of the BSDE (2.19),
in the following sense

T T
sup (V7" = Vi) + ([ 120 = ZPds) + ([ 1U2(e) - Us(e) Pw(de)ds) 0,

0<t<T

In order to prove the desired result, our aim is to estimate the quantity ;" —0Y; for 6 € (0, 1). So
our starting point consists on exploiting, for n > 1, the convexity of the generator f™ in (2", u"),
by making, for some positive constant ¢, the following change of variables

P =exp(conY:), QF =cPi,Z; and J' = Pi(exp(cd,Up) — 1),
where
oy = f?(Z?, Utn) — Hft(Zt, Ut), onY: = Y;n — 0Y;, Ondy = Ztn —0Z; and 6,U; = Uvg1 — 0U4.

Now, we apply It6’s formula to the process P;* which gives

T
PP = Pp+ [ ePGuFs — 5e(6nZ)? = [ 2 (esp(edaly(e) = ebali(e) — p(de)]ds
t E C
T T
- / cPl'6,ZsdBs — / / P (exp(c,Us(e) — 1)ji(ds, de) (2.30)
t t E
T T T
—Pp+ [ Guas— [ Quap.— [ [ 1re)acds,de)
t t t E
where we denote by G? the generator of the BSDE above i.e.

G} = cPl'[(0,F; — %c(énZt)2 — / 1(exp(cénUt(e)) — 6, Ui(e) — 1)v(de)]. (2.31)
EC
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Since f™ is convex in (z",u") , we have

Zr — 07,
1-0

<Of(Z, Up) + (1= 0) f{(

,9Uﬁ(1—9)%

Z¢ =02 Up — 60U
1-0 " 1-0 ”

f(Z,U8) = (02 + (1 - 0) ) (2.32)

(2.33)

Then
6nZt 5nUt

1-60"1-6
As [ satisfies the growth property (2.21), then

onFy < 0onfe+ (1 —0)fi'( ) where 6, fi = (fi" — fi)(Zs, Us).

0nUs

n52 1_970¢-
6025 + (1= )| "=

(0%
< -
nFs <00, fs + 20— 0)
Now, by taking the non-negative constant ¢ = 1%, in equation (2.30), we have the following
inequality
n o n
Gy < 7 HGPt On fr-

Using the inequality above, we get that
PP <E[Pp+ m/t PL|0, folds| 5]
Now, notice that the quantities P* and P; can be upper bounded as follows

« «
P = ——(Y'—0Y,)) < — (Y Y,
= exp(pg (Y =) < sup exp (T4 (Y| + YD),

Pjt = exp(r—— (6" — 06)) < exp (T (16" — 0¢| v ¢ — 6¢™) ).

which allows the derivation the following inequality

Y —0Y, <

log E [ exp (175 (1€" — 0¢] v | — 6€))

T af a
1 N . nJs Fil.
+ P 2 o (g (¥ + D) 60 s 5]
Now, using the inequality log(z) < x and subtracting Y; from both sides, we obtain
VP - v <(0- DY)+ VR (lem = o¢| v | — oen)))|F 2.34
S =Y <O - DY+ —E[exp (=5 (¢" — 6| vIe - 07)) 7] (234)

+ HEMTOE?ET [exp (%(\Yﬁl + |Y;|))] y(snfs\ds\:ﬂ]
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By symmetry, we obtain the same for Y; — 0Y;” and we finally obtain that
n n 1-0 o n n
Yo = ¥ <(0 = DY |+ Vi) + ——E[exp (775 (1€" 66| v [¢ - 0€") |5

woB[ [ s o (125007 4+ 1) I S]]

Taking into account that the process Y," is bounded for all n > 1, |J,,fs| converges to 0 as
proved in the first step and letting 6 goes to 1 and n goes to infinity, we obtain that

lim sup |Y{" -Y;| =0,P-as.
0 0<t<T

Now, in order to prove the convergence of the martingale parts, we apply 1t6’s formula to the
process (Y;* — Y;)? which gives

(0 = = (€ = ) =2 [ (00 = V) V) ~ 12 Us))ds
+2 / (Y2 = Y,) (20 = Z,)dB, — 2 / / (Y = V) (UZ(e) — Us(e))i(ds, de)

—/tT(Z;‘ st—/ / U(e (e))*v(de)ds.

Taking the expectation of the expression above gives

B[(7 ~ ¥i)?] = El(€" €/ + 2E[ / 07 V(U)oU)

—E[/tT(ZQ - //U” (e))?v(de)ds|.
Hence

/ |27 — Z,[ds] +IEJ/ /|U” (€)Pv(de)ds]

<El(€"— &)+ 2E[ swp [V -V / FZ2,U7) ~ (25, Us)ds]

<E[€" - 07 + 2Y] - Yals<E] /0 20 UT) — fu(Z0, UL ds].

Under Assumption (H1) and by using dominated convergence theorem, the sequene of terminal
conditions (£™),>1 converges as follows ,}E{io E[(£™ — €)?] = 0. Further, since f™ and f satisfy
the growth-property (2.21), then

B [ 1700002 — 2o, Ulds] <E[ [ (G021 +128) + U7+ [Uila)ds],
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where the right hand side is obviously finite. Finally, we obtain

T
lim E[/ |27 — Z,%ds| + E| / /|U” J(e)Pv(de)ds| <0, (2.35)
n—o0 0
which concludes the proof.

Theorem 2.3.7. Let Assumption 2.3.4 hold true and let (u™),cn defined by
up(z) = —exp (— a(z — Y")), (2.36)

be the sequence of dynamic value functions of the constrained utility maximization problem
(2.17). Then

lim IE[ sup |uy(x) — ut(ac)” = 0. (2.37)
N0 Liclo,T]
In particular, the sequence of the static value functions ug(x) = —exp ( — a(x — Yj')) remains
stable.

Proof. The proof is straightforward and it is a consequence of Proposition 2.3.6. In fact, it
suffices to see that

E[ sup |uy(x) — ut(m)” = E[ sup \e(*a(xfytn) — e(*a(xfyt))”
0<t<T 0<t<T

— efaxE[ sup eVt (ea(Ytn*Yt) - 1)}
0<t<T

< e IR [easupt |Yz| (ea sup, |[Y*—=Yi| _ 1)} )

When n goes to infinity, the right hand side goes to 0 and the value process remains stable.
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CHAPTER 3

MONTE-CARLO METHODS FOR THE
PRICING OF AMERICAN OPTIONS: A
SEMI-LINEAR BSDE POINT OF VIEW

3.1 Introduction

In this chapter, we are interested in the problem of pricing American options from a theoreti-
cal and numerical side. To put the problem in a mathematical context, let us first consider the
case of a single stock (non-dividend paying) market under the famous Black and Scholes set-
ting, [16]. Namely, let (2, F, (F;):>0,P) be a filtered probability space carrying a standard one
dimensional Brownian motion W and let us model the stock price process X as

0.2
Xs=uzexp ((r— ?)(s —t)+o(Ws —Wy)), s >t,

under the risk natural probability. Here, = > 0 is the stock price at time ¢, » > 0 is the risk-free
interest rate and o > 0 is the volatility. Then, the arbitrage free value at time ¢ of an American
option maturing at 7' > t is given by

V(t,z) = sup E[e " Dg(X,)], (3.1)

TG‘T[LT]

where T}, 7 is the collection of [t, T]-valued stopping times, and g is the payoff function, say
continuous, see e.g. [17] and the references therein. Typical examples are

o(a') = {(a?’ — K)*, fora call option

(K —a/)*, for a put option,

where K > 0 denotes the strike price. By construction, V' (-, X) > ¢(X), and the option should
be exercised only when V (-, X) < ¢(X). This leads to define the following two regions:
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» The continuation region:

C={(t,z) € [0,T) x (0,00) : V(t,x) > g(x)}.

» The stopping (or the exercise) region:

S={(t,z) €[0,T) x (0,00) : V(t,z) = g(z)}.

These are the basics of the common formulation of the American option price as a free
boundary problem, which already appears in McKean [88]: V' solves a heat-equation type linear
parabolic problem on C' and equals g on S, with the contraint of being always greater than g.
Another formulation is based on the quasi-variational approach of Bensoussan and Lions [12]:
the price solves (at least in the viscosity solution sense) the quasi-variational partial differential
equation

{min (ro—Lpsp,p—g)=0, onl0,T) x (0,00)
o(T.") =y, on (0, c0),

in which £ gg is the Dynkin operator associated to X:
1 2,212
L35:8t+m;D—|—§a x°D~,

where D and D? are the Jacobian and Hessian operators.

In this Chapter, we focus the formulation that can be found in [13], see also [14] and the ref-
erences therein. The American option valuation problem can be stated in terms of a semilinear
Black and Scholes partial differential equation set on a fixed domain, namely:

{w — Lpse = aq(-9), on[0,T) x (0,+00)
QD(T7 ) =g, on (07 OO)

where ¢ is a nonlinear reaction term defined as

0 if g(z) < p(tx)

q(z, o(t, ) = c(x)H(g(x) — p(t, x)) = { c(z) it glx) > (t z),

in which c is a certain cash flow function, e.g. ¢ = rK for a put option, and H is the Heaviside
function.

Note that this semilinear Black and Scholes equation does not make sense if we consider
classical solutions because of the discontinuity of y — ¢(z,y). It has to be considered in the
discontinuous viscosity solution sense, see e.g. Crandall, Ishii and Lions [33]. More precisely,
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the difficulty stems in the fact that the nonlinear reaction term q(x, V (¢, 2)) = c(z)1ly(1,0)<g(a) IS
singular as it involves an indicator function. This discontinuity makes it hard to handle from the
the theoretical and numerical side and the notion of viscosity solution of (3.2) requires some
care and it has to be adapted. As done in [13], the notions of super (resp. subsolution) are in
fact considered for two different equations, in which ¢ is replaced by its lower-semicontinuous
envelope ¢, (resp. its upper-semicontinuous envelope g¢*).

Although, we succeed to prove that the value function V' of the optimal stopping problem for
the American option is the unique viscosity solution of (3.2) with polynomial growth. Note that
this semilinear Black and Scholes equation does not make sense if we consider classical solu-
tions because of the discontinuity of y — ¢(z,y). It has to be considered in the discontinuous
viscosity solution sense, see e.g. Crandall, Ishii and Lions [33].

Namely, even if V' is continuous, the supersolution property should be stated in terms of the
lower-semicontinuous enveloppe of ¢, the other way round for the subsolution property. This
means in particular that the super- and subsolution properties are not defined with respect
to the same operator. Still, thanks to the very specific monotonicity of y — ¢(z,y), it is proved
in [13] that, within the Black and Scholes model, the American option price in the unique solution
of (3.2) in the appropriate sense.

In this chapter, we first extend the characterization of [13] in terms of (3.2) to a general payoff
function and to a general market model. Then, we suggest two numerical schemes based on
this formulation. The general idea consists in (formally) identifying the solution V" of (3.2) to the
solution (Y, Z) of the backward stochastic differential equation

T T
Y =e "Tg(Xr) —|—/ e "q(Xs,e"Ys)ds —/ ZsdWs, P-a.s,

bye "V(,X)=Y.

In the first algorithm, we follow the approach of Bouchard et al. [19] and approximate the
nonlinear driver ¢ by local polynomials so as to be able to apply an extended version of the
pure forward branching processes based Feynman-Kac representation of the Kolmogorov-
Petrovskii-Piskunov equation, see [51,52].

Unfortunately, our numerical experiments show that this algorithm is quite unstable, see Sec-
tion 3.3.1.

In the second algorithm, we do not try to approximate ¢ by local polynomials but in place
regularize it with a noise by replacing ¢(X, e"Y') by ¢(X)1¢y(x)4e>er v}, in Which e is an indepen-
dent random variable. When the variance of e vanishes, this provides a converging estimator.
For € given, the corresponding Y is estimated by using the approach of Bouchard et al. [19]
with (random) polynomial (t,x,y,y’) = ¢(2)1{g()1e>ertyy @nd particles that can only die (with-
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out creating any children). This algorithm turns out to be very precise, see Section 3.3.2.

3.2 Non-linear parabolic equation representation

From now on, we take (2 as the space of R%-valued continuous maps on [0, 7] starting at 0,
endowed with the Wiener measure P. We let W denote the canonical process and let (F;):<r
be its completed filtration. Given ¢ € [0, 7] and x € (0, )9, we consider a financial market with
d stocks whose prices process X%* evolves according to

X0 =g+ /t ' rXbTds + /t ' o(s, XL dWy, P-a.s, (3.3)
in which » € R is a constant', the risk free interest rate, and o : [0,7] x (0,00)¢ — R%?is a
matrix valued-function that is assumed to be continuous and uniformly Lipschitz in its second
component. We also assume that & : (t',2') € [0,T] x (0,00)? ~ diag[z'] 1o (', 2') is uniformly
Lipschitz in its second component and bounded, where diag[z’] stands for the diagonal matrix
with i-th diagonal entry equal to the i-th component of z’. This implies that X** takes values in
(0, 00)? whenever = € (0, 00).

We also assume that IP is the only (equivalent) probability measure under which e="( =) Xt
is a (local) martingale, for (t,z) € [0,7] x (0,00)%. Then, given a continuous payoff function
g : (0,00)¢ — R, with polynomial growth, the price of the American option with payoff ¢ is given
by

V(t,z) = sup Ele " g(XEY),
TGT[LT]

in which Tj, 7 is the collection of [¢, T']-valued stopping times. See [17].

Remark 3.2.1. The fact that (t,x) € [0,T] x RL ~— V(t,x) is continuous with polynomial
growth follows from standard estimates under the above assumptions. In particular, the set
{(t,x) € [0,T] x RL : V(t,z) = g(x)} is closed.

The aim of this section is to prove that V' is a viscosity solution of the non-linear parabolic
equation
rg — Lo —q(-,9) =0 on [0,T) x (0,00)

o(T,") =g on(0,+00)? (34)

for a suitable reaction function ¢ on (0,00)¢ x RR. In the above, £ denotes the Dynkin operator

1. It should be clear that this assumption is only made for simplicity. Also note that a dividend rate could be
added at no cost.
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associated to (3.3):
1
Lot 2" =0t ,2") + (ra’, Do, 2")) + §TI"[O'O'TD2QO] (t', 2",
for a smooth function . To be more precise, we define the function ¢ by

0 if g(z)<y

d
@) i ga) sy oY) €O R,

q(z,y) = {

where ¢ is a measurable map satisfying the following Assumption 3.2.2.

Assumption 3.2.2. The mapc : (0,00)? — R is continuous with polynomial growth. Moreover,
g is a viscosity subsolution ofro — Lo —c=0on{(t,x) € [0,T) x (0,00)¢ : V(t,z) = g(z)}.

Before providing examples of such a function ¢, let us make some important observations.

Remark 3.2.3. First, {(t,x) € [0,T) x (0,00)? : V(t,z) = g(x)} C {z € (0,00)? : g(z) > 0} if
V >00n[0,T) x (0,00)?, which is typically the case in practice (e.g. because g is non-negative
and the probability that g(X) > 0 on [0, T] is positive). In particular, if g is C* on {g > 0} then
one can choose ¢ = [rg — Lg]* on {g > 0}. Second, if g is convex, then it can not be touched
from above by a C? function at a point at which it is not C', which implies that one can forget
some singularity points in the verification of Assumption 3.2.2 above.

In Section 3.3, we shall suggest Monte-Carlo based numerical methods for the computation
of V. One can then try to minimize the variance of the estimator over the choice of c. However, it
seems natural to choose the function c so that g is actually a viscosity solution of ro—Lo—c =0
on{(t,z) € [0,T) x (0,00)¢ : V(t,x) = g(x)}. In the numerical study of Section 3.3, this choice
coincides with the c with the minimal absolute value, which intuitively should correspond to the
one minimizing the variance of the Monte-Carlo estimator. We leave the theoretical study of this
variance minimization problem to future researches.

Example 3.2.1. Let us consider the following examples in which & is a constant matrix with i-th
lines . Fix K, K1, Ky > 0 with K1 < K.

e Ford=1andaputg:x e (0,00) — [K —z|", the function c is given by the constant rK .
This is one of the cases treated in [13]. *

e Ford=1andastrangle g : x € (0,00) — [K1 —z]* + [z — K3]", the function ¢ can be any
continuous function equal to rK, on (0, K1) and equal to —rK, on (Ks,o0), whenever
vV >0.

» Ford = 2 and a put on arithmetic mean g : x € (0,00)? — [K — 1Y " a']*, we can take
=1
c=rK.
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« Ford = 2 and a put on geometric mean g : x € (0,0)? — [K — Vzla2]T, ¢ can be taken
as

I _ )
z € (0,00)° = [rK — (|l + [12°]]* = 20", 0%) ) Varta?] T

Since ¢ is discontinuous, we need to consider (3.4) in the sense of viscosity solutions for dis-
continuous operators. More precisely, let ¢, and ¢* denote the lower- and upper-semicontinuous
envelopes of ¢q. We say that a lower-semicontinuous function v is a viscosity supersolution of
(3.4) if it is a viscosity supersolution of

T(p_ﬁw_Q*('7¢):0 on [07T) X (0,oo)d
o(T,")=g on (0, +o0)?.

Similarly, we say that a upper-semicontinuous function v is a viscosity subsolution of (3.4) if it
is a viscosity subsolution of

ro —Lp—q* () =0 on0,T) x (0,00)
o(T,")=g on (0, +o0)?.
We say that a continuous function is a viscosity solution of (3.4) if it is both a viscosity super-
and subsolution.
Then, we have the following characterization of the American option price, which extends

the result of [13] to our context. Recall Remark 3.2.1.

Theorem 3.2.4. Letc be as in Assumption 3.2.2. Then, V is a viscosity solution of (3.4). It has
a polynomial growth.

Proof. We just follow the arguments of [13].
a. First note that V. > ¢, so that? ¢.(-, V) = 0. Hence, the supersolution property is equivalent
to being a supersolution of

ro — Lo =0 on[0,T) x (0,00)% and o(T,-) =g on (0, +oc0)?,
which is standard.

b. Fix (t,z) € [0,T] x (0, 00)¢ and a smooth function ¢ such that (¢, z) achieves a maximum
on [0,T] x (0,00)? of V — p and (V — ¢)(t,x) = 0. If t = T, then the required result holds by
definition. We now assume that ¢ < T'. If (¢,z) belongs to the open set C := {V > g}, recall

2. Note that this is an important consequence of using g. instead of q.
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Remark 3.2.1, then one can find a [t, T'|-valued stopping time 7 such that (- A 7, Xf;\ﬁ) € C,and
it follows from the dynamic programming principle, see e.g. [21], that

plt,2) <E e Do(r, X, )]
in which 7. := 7 A (t 4+ ¢) for e > 0. Then, standard arguments lead to

0> rgp(t,x) - ﬁ(p(t, x) = T(p(t, l’) - L‘P(tv .%') - q*($7 So(tax))'

Let us now assume that (t,z) € S := {V = g}. In particular, ¢(¢t,z) = V(t,z) = g(x) and
therefore ¢*(z, p(t,z)) = ¢*(z,V(t,x)) = c(z). Since V > ¢, (¢, z) is also a maximum of g — ¢
and ¢ satisfies

0= T@(ta $) - L(:D(tv$> - C(I‘) = TSO(t»x) - Lgp(t,x) - q*(x, (p(t, ‘7:))7

by Assumption 3.2.2.

This viscosity solution property can be complemented with a comparison principle as in [13].
Combined with Theorem 3.2.4, it shows that V' is the unique viscosity solution of (3.4) with
polynomial growth.

Proposition 3.2.5. Let the conditions of Theorem 3.2.4 hold. Let v and w be respectively a
super- and a subsolution of (3.4), with polynomial growth. Then, v > w on [0, T] x (0, c0).

Proof. We adapt the arguments of [13]. As usual, one can assume without loss of generality that
r > 0, upon replacing v by (¢,z) — e ?v(t,x) and w by (¢,z) — e Pw(t, x) for some p > |r|.
Fix p > 1 and C > 0 such that |v(t,z)| + |w(t,z)| < C(1 + ||z||P) for all (t,z) € [0,T] x (0, 00).
Set y(t,x) := e (1 + ||z||?) for (t,z) € [0,T] x (0,00)?, for some « large enough so that v is
a supersolution of —Lp = 00n [0,T) x (0,00), which is possible since & is bounded. Set

3

d P d Ar)
imrt Ili= v

(bfz(t?'r’y) = U)(t,y) - ’U(t,.ﬁU) - on - yHQP - )‘w(ta y) -

forn > 1, >0, (t,2,y) € [0,T] x (0,00)*, and a given A > 0. Assume that supjy 77 (0,002 (w
—v) > 0. Then one can find e,, A > 0 and 6 > 0 such that

sup @5 >0, fore e (0,e,) and n > 1. (3.5)
[0,T]x(0,00)2d

Clearly, ¢, admits a maximum point (¢35, 25, 35 ) on [0, 7] x (0, 00)?.

Moreover, it follows from standard arguments that (¢5,, 25, v5,) converges to some (t,,, Ty, yn) €
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0,7] x R% as e — 0, possibly along a subsequence, and that
+

£ €
lim : ) =0, lim nl|z, —y.|** =0, (3.6)
=0 [T () T () oo
lim (w(ty,, yn ), v(th, 27)) = (W(te, Yn)s vty 24)), (3.7)
e—0
lim y, = §, for some § € R4, (3.8)
n—oo

possibly along subsequences, see e.g. [17, Proof of Theorem 4.5] and [33]. Combining Ishii’s
Lemma, see e.g. [33], with the super- and subsolution properties of v, 1) and w, we obtain

0 2r(w(ty, yn) — v(tn, 23)) = ¢ (Yn, w(tn, yp)) + g« (25, v(t5, 27,))
= O(nl|z5, — y|I**) = n?,

in which, thanks to the left-hand side of (3.6), n” — 0 as ¢ — 0, for all n > 1. By the right-hand
side of (3.6), the discussion just above it, and (3.7), sending € — 0 and then n — oo leads to

0> limsup {T(w(tna yn) - U(tn,xn)) - q*(yna w(tmyn)) + Q*(l'nvv(tna zn))} s

n—oo

and therefore
hnrggf{q*(ym w(tna yn)) - Q*(ajm U(tna xn))} > T5,

by (3.5). Recall that ¢ is non-negative and that w(t,, yn) — v(t,,z,) > ¢ by (3.5). If, along a
subsequence, g(x,) > v(tn, x,) for all n, then ¢* (yn, w(tn, yn)) — g (Tn, v(tn, ) < c(yn) —c(xn)
for all n, leading to a contradiction since ¢(z,) — ¢(y,) — 0 as n — oo (recall (3.6) and (3.8))
and r > 0. If, along a subsequence, g(z,) < v(tp,xy) for all n, then g(y,) < v(tn,zn) + /2 <
w(tn,yn) — 6/2 for all n large enough and the above liminf is also non-positive. A contradiction
too.

3.3 Monte-Carlo estimation

The solution of (3.4) is formally related to the solution (Y, Z) € S, x Ly of the backward stochas-
tic differential equation

T T
Y = e_rTg(XT) +/ e "q(Xs,e"Yy)ds —/ Z,dWs, P-a.s,

by e "V (-, X) = Y. In the above, So denotes the space of adapted processes ¢ such that
E[supyo 77 [[€]]*] < oo and L, denotes the space of predictable processes ¢ such that E[f) |1&]7dt] <
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Q.

Remark 3.3.1. Note that, if (Y, Z) satisfies the above BSDE, then
T
Yy =Ele T g(X7) —i—/ e "q(Xs, e Y5)ds].
0

In the case where c = rg — Lg, on {(t,z) € [0,T) x (0,00)? : V(t,x) = g(x)}, this corresponds
to the early exercise premium formula. Recall Assumption 3.2.2 and see [13, Section 6].

In practice the above BSDE is not well-posed because ¢ is not continuous. However, it can
be smoothed out for the purpose of numerical approximations. In the following, we write E,[] to
denote the expectation given &, s < T.

Proposition 3.3.2. Let the condition of Theorem 3.2.4 hold. Let (¢,)n>1 be a sequence of
continuous functions on (0,00)? x R that are Lipschitz in their last component®. Assume that
(gn)n>1 is uniformly bounded by a function with polynomial growth in its first component and
linear growth in its last component. Assume further that

limsup  gn(2',y)<q"(z,y) and  liminf  g,(2',9)>q(z,y), (3.9)
n — oo n — oo
(@', y") = (z,9) @', y") = (=, )

for all (z,y) € (0,00)? x R. For (t,z) € [0,T] x (0,00)¢, let (Y+*"),>1 be such that
, T
Ystﬂz,n — Es [e—rTg(XT,m) + / e—ruqn(XZ,a:’ eT“YJ’x’”)du],
S

for s € [t,T)], and set V,,(t,z) := e"'Y,"™". Then, (Vo)n>1 converges pointwise to V as n — oc.

Proof. Each BSDE associated to ¢,, admits a unique solution (Y%%m, Zh%:m) € Sy x Ly, and it
is standard to show that V,, is a continuous viscosity solution of

1o — Lo —qn(-, ) =00n [0,T) x (0,00)¢ and (T, -) = g on (0, 00)%

Moreover, (V,,),>1 has (uniformly) polynomial growth, thanks to the uniform polynomial growth
assumption on (gy)n>1. See e.g. [102]. By stability and (3.9), see e.g. [5], it follows that the
relaxed limsup V* and liminf V; of (V,,),>1 are respectively sub- and super-solutions of (3.4).
By Proposition 3.2.5, V* < V <V, and therefore equality holds among the three functions.

Therefore, up to a smoothing procedure, we are back to essentially solving a BSDE. In
the next two sections, we propose two approaches. The first one consists in smoothing ¢ into
a a smooth function ¢, to which we apply the local polynomial approximation procedure of

3. See below for examples.
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[19]. This allows us to use a pure forward Monte-Carlo method for the estimation of V,,, based
on branching processes. In the second approach, we only add an independent noise in the
definition of ¢, which also has the effect of smoothing it out, and then use a very simple version
of the algorithm in [19]. As our numerical experiments show, the first approach is quite unstable
while the second one is very efficient.

3.3.1 Local polynomial approximation and branching processes

Given Proposition 3.3.2, it is tempting to estimate the American option price by using the re-
cently developed Monte-Carlo method for BSDEs, see [22] and the references therein. Here,
we propose to use the forward approach suggested by [19], which is based on the use of
branching processes coupled (in theory) with Picard iterations.

The first step consists in approximating the Heaviside function H : z — 1;,50, by a se-
quence of Lipschitz functions (H,,),>1 and to define ¢, by

n : (z,y) = c(z)Hn(g(z) — y).
Then, ¢, is approximated by a map (z,y) — ¢.(x,y,y) of local polynomial form:
jo lo
an : (z,y,y —>ZZay’ ygf)] (3.10)

j=11=0

where (a; 1, ¢;)i1<1,,i<jo iS @ family of continuous and bounded maps satisfying

laji| < Cuy, |0j(y1) — &5 (ya)| < Lglyy — w5 and |¢;| <1,

forall y1,y5 € R, j < jo and I < Iy, for some constants Cj,, Ly > 0. The elements of (a;,(x))i<i,
should be interpreted as the coefficients of a polynomial approximation of ¢, on a subset A4;, in
which (4;);<;, forms a partition of R and the ¢;’s as smoothing kernels that allow one to pass
in a Lipschitz way from one part of the partition to another one, see [19].

Then, one can consider the sequence of BSDEs

ﬁt,x,n,k—i—l :Es [e—rTg(X%;r)]
N E[/T eiru_ (th 'r’ui/t,x,n,k+1 eru?t,x,n,k)du] k>1
u ) u ) — 9
S
with Yt*m1 given as an initial prior (e.g. e g(X%®)). Given Y@k ytznk+l golves a BSDE
with polynomial driver that can be estimated by using branching processes as in the Feynman-

Kac representation of the Kolmogorov-Petrovskii-Piskunov equation, see [51,52]. We refer to
[19] for more details.
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In practice, we use the Method A of [19, Section 3]. We perform a numerical experiment
in dimension 1, with a time horizon of one year, and a risk-free interest rate set at 6%. We
consider the Black and Scholes model with one single stock whose volatility is 40%. We price
a put option which strike is K := 40. At the money, the American option price is around 5.30,
while the European option is worth 5.05. In view of Example 3.2.1, we take ¢ = rK*. We first
smooth the driver with a centered Gaussian density with variance 2, so as to replace it by
0.5rKe "terfc(kx (y —e " g(x))) with k = 10. See Figure 3.1. Then, we apply a quadratic spline
approximation. In actual computation, as it is impossible to apply spline approximation on the
whole half real line, we limited the domain of y for the driver function to [0,40(1 — ¢~%6)]. We
partition this bounded domain into 20 intervals with equal-distant points and define a piecewise
polynomial on this domain by assigning a quadric polynomial to each intervals. Finally, we
match the values and derivatives of our piecewise polynomial at each point of the grid to the
original function (except at the right-end where the derivative is assumed to be zero). The
truncation of domain will not alter the computational result as our limited domain includes the
maximum payoff for the put option. The resulting approximation is indistinguishable from the
original function displayed on Figure 3.1.

10

indicator
molified indicator
o8 spline polynomial

06

0.4

0.2 A

00

0.00 025 050 075 100 125 150 175 200

Figure 3.1 — Approximation of the Heaviside function.

We also partition [0, 7] in 10 periods. As for the grid in the z-component, we use a 25-point
uniform space-grid on the interval [e=2°, 80]. We estimate the early exercise value by first using
1.000 Monte-Carlo paths. As can be seen on Figure 3.2, the results are not good and this does
not improve much with a higher number of simulations. The algorithm turns out to be quite
unstable and not accurate. It remains pretty unstable even for a large number of simulated
paths. This is not so surprising. Indeed, as explained in [19], their approach is dedicated to
situations where the driver functions is rather smooth, so that the local polynomial’s coefficients
(aj;);,; are small, and the supports of the ¢,’s are large and do not intersect too much. Since

4. Note that, for this payoff, the constant » K is the function with the smallest absolute value among the functions
c satisfying the requirements of Assumption 3.2.2.
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we are approximating the Heaviside function, none of these requirements are met.

0.6

0.5 1

0.4 1

30 32 34 36 38 40
Stock Price

Figure 3.2 — Branching with local polynomial approximation. Upper graph: Early exercise pre-
mium (plain line obtained by a pde solver, dashed line estimated). Lower graph: Error on the
early exercise premium estimation.

3.3.2 Driver randomization

In this second approach, we enlarge the state space so as to introduce an independent inte-
grable random variable e with density f such that z — (1 + |z|) f/(z) is integrable. We assume
that the interior of the support of f is of the form (m., M) with —co < m,. < M, < co. Then, we
define the sequence of random maps

Gn(z,y) == C(fc)l{g(x)Jrizy}

as well as

gn(2,y) :=c(z)n {[g(w) + Mc/n —y]" f(Mc) — [g(z) +me/n — y]*f(me)}
~c@)n [lgla) +2/n— I 1 ()dz
so that
qn(z,y) = E[gn(z,y)]

for n > 1. If ¢ is non-negative, continuous and has polynomial growth, then the sequence
(gn)n>1 Matches the requirements of Proposition 3.3.2.
We now let 7 be an independent exponentially distributed random variable with density p
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and cumulative distribution 1 — F. Then, Y“#" defined as in Proposition 3.3.2 satisfies

th’f) e Tq (th’c GTTYt’x’n)
Yt,:r,n —F —rT g( T 1 1 3 n t+71 t+1
s s |€ F(T—1 (r—t<r} + Lr—t>ry ()

This can be viewed as a branching based representation in which particles die at an exponential
time. When a particle die before T', we give it the (random) mark g, (X%, e""Y,5%™). In terms of
the representation of Section 3.3.1, this corresponds to jo = 1, Iy = 0, to replacing a1 o(z)¢1(y’)
by ¢, (z,v’), and to not using a Picard iteration scheme.

On a finite time grid = C [0, 7] containing {0, 7}, it can be approximated by the sequence
vl defined by 7 (T, -) = g and

t,x)

X
v (t,x) =E le_rT}g((TT_t)l{T_th} (3.11)

+E

i Y

o~ t, t,
€ Tqn(Xgr €Tk X7 )
p(T) ’

where ¢7 := inf{s’ > s : ¢ € 7} for s < T. Showing that v} (¢7,z) converges point-wise to
Ytt’x’” as the modulus of 7 vanishes can be done by working along the lines of [4, Section 4.3]
or [44]. In view of Proposition 3.3.2, v converges point-wise to V as |7| — 0 and n — oo. A
similar analysis could be performed when considering a grid in space, which will be necessary
in practice.

Then, (3.11) provides a natural backward algorithm: given a space-time grid IT := (¢;, ;)i 5,
(8.11) can be used to compute v} (t;, z;) given the already computed values of v} at the later
times in the grid, by replacing the expectation by a Monte-Carlo counterpart.

Let us now consider a put option pricing problem within the Black-Scholes model as in the
previous section. The interest rate is 6%, the volatility is 20% and the strike is 25. The partition
7 of [0, T] is uniform with 100 time steps. However, we update v only every 10 time steps (and
consider that it is constant in time in between).

The fine grid = is therefore only used to approximate X% by X;"; accurately. We use a
40-points equidistant space-grid on the interval [5, 50]. The random variable ¢/n is exponentially
distributed, with mean equal to 1071%°, while 7 has mean 0.6. In Figures 3.3, 3.4 and 3.5, we
provide the estimated prices, the estimated early exercise premium as well as the correspond-
ing relative errors. The statistics are based on 50 independent trials.

The reference values are computed with an implicit scheme for the associated pde, with
regular grids of 500 points in space and 1.000 points in time (we also provide the European
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option price in the top-left graph, for comparison).

The relative errors are capped to 10% or 40% for ease of readability. These graphs show
that the numerical method is very efficient. The relative error for a stock price higher that 30/35
are not significant since it corresponds to option prices very close to 0. For 10.000 simulated
paths, it takes 12 secondes for one estimation of the whole price curve with a R code running
on a Macbook 2014, 2.5 GHz Intel Core i7, with 4 physical cores.

We next consider a strangle with strikes 25 and 27, see Example 3.2.1. Again, there is only
one possible choice for ¢ on g > 0, see Remark 3.2.3. The results obtained with 50.000 sample
paths are displayed in Figures 3.6. Note that we do not use any variance reduction technique
in these experiments.
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CHAPTER 4

MEAN FIELD FORWARD-BACKWARD
SDE WITH JUMPS AND STORAGE
PROBLEM IN SMART GRIDS

4.1 Introduction

In this chapter, we are interested in a general class of fully-coupled mean field forward-backward
stochastic differential equations with jumps. More precisely, we would like to provide existence
and uniqueness results to the following system

t
Xt = X0+/ bs(Xs, Ys, Zs, Ks( )]P’(XS,YS))dS-i—/ 05(Xs, Ys, Zs, Ks(2)), P x, v,)) AW
0

+/ /53 Xo, Ve, Zo, Ko(2), P(x, v )7(ds, de), t € [0,T], P-as.

YtZQ(XT,IP’XT)—/ hs(Xs,Ys, Zs, Ks(2),Px, v2) ds—/ ZsdWs — / /K 7(ds, de),

t 4.1)
where W and = are respectively a d-dimensional standard Brownian motion and an mteger—
valued random jump measure with a compensator v defined on a probability space (2, F, P).
Under Lipschitz continuity and monotonicity assumptions on the coefficients, we derive two
existence and uniqueness results for the system (4.1) under two different assumptions. We
emphasize that we do not require non-degeneracy of the diffusion coefficients of the forward
process and we allow it to depend on Z and K.

Our approach to solve this problem is by suggesting an implicit approximation scheme which is
shown to converge to the solutions of the McKean-Vlasov FBSDE with jumps.

Our second contribution is a study of an extended mean field game type control associated to
the problem of energy storage in smart grids.

The outline of this chapter is as follows. After recalling briefly some notations, we define, in
Section 4.3, the system of fully coupled forward backward SDE with jumps and we suggest
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existence and uniqueness results under different Assumptions (H1) and (H2).

Then, in Section 4.4, we consider a stylized model for a power network with distributed local
power generation and storage. This model has been considered in [1] where the system is
modeled as network connecting a large number of nodes, where each node is characterized
by a local electricity consumption, has a local electricity production and manages a local stor-
age device. In this part, in contrast to [1], we take account of the unpredictability of the energy
production. In fact, is depends on intermittent and irregular environmental conditions and me-
teorological forecasts (sun, wind..).

To illustrate this phenomena, we include a jump component in our analysis. When the number
of nodes is infinite, we link the problem to an extended mean field game type control which
unique solution is characterized through solving an associated Forward Backward SDEs.

In Section 4.4.3, we consider an example of one node where the cost structure is quadratic
and the pricing rule is linear and we give an explicit solution of the EMFG via its connection
to a FBSDE with jumps. Finally, in the Appendix 4.5, we make some extensions of the results
in [47].

4.2 Framework: Notations and setting

We consider a filtered probability space (2, F,F,P) on which the filtration F = (F;)o<t<7 Sat-
isfies the usual conditions of completeness and right continuity. On this stochastic basis, let
W a d-dimensional Brownian motion and = (w, dt, de) an independent integer valued random
measure defined on ([0, 7] x E, B([0,T]) ® B(E)), with compensator n(w, dt, de).

The predictable o-field on Q x [0, 7] is denoted by P and P = P @ B(E) is the respective o-field
on Q = Qx[0,T] x E. For a o-finite measure X on (E, B(E)) satisfying [, 1A |e|?\(de) < oo and
a bounded P-measurable non negative density function ¢, we will assume that the compensator
7 is absolutely continuous with respect to A ® dt such that

n(w,dt,de) = ((w,t,e)A(de)dt, 0<¢<C, forsome constantC,,.
Finally, we will denote by 7 the compensated measure of = as
7(w, dt,de) = w(w, dt,de) — n(w, dt, de).

For any random variable X on (Q,F,F,P), we denote by Px its probability law under P. We
denote by My (R?) the set of probability measures on R? with finite moments of order 2 equipped
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with the 2-Wassertein distance

W, 1) = inf{(/ e yPF(dr,dy))}, F € Ma(R? x RY) with marginals 1,1’}
RexR

= inf{(Bl¢ — &'12)7 : = L(6), u' = L(€)},

where £(¢) and £(¢) are respectively the law of ¢ and ¢’ and the infimum is taken over F ¢
My(R? x R?) with marginals x and 4.

Notice that if X! and X2 are random variables of order 2 with values in R?, then we have the
following inequality involving the Wasserstein metric between the laws of the square integrable
random variables X! and X? and their L?- distance:

1
Wy Py, Pye) < [B[X! - X*[] . (4.2)

Now, we define the spaces of processes which will be used in the present work.

« H? is the space of all R%-valued and F;-progressively measurable process such that
T
1Z)12s = E/ |Z,[2ds < +oo, P-as.
0
. H% is the space of all predictable processes such that

T
K12 ::E/ /]Ks(e)|2n(de, ds) < +o0, P-as.
0 E

For k, k in the space L(B(E),n) of all B(E)-measurable functions with the topology of
convergence in measure, we define

k= FE = [ Ike) = k@) FC(t )Ade)

* Foru=(z,y,2,k) € R x R x R*? x LY(B(E),n), we set [[u]| := [|* + [y[* + [[2]]* + |k]?

Finally, we will assume W and n jointly have the weak predictable representation property with
respect to the filtration (J;)o<:<7. This means that every square integrable martingale M has a
the following representation,

M:M()Jr/ZdBJrK*fr,

where Z € H? and K € H.

Finally, we set Rm*Tm+mxm — R™ x R™ x L(R™,R™). For z,y € R%, z.y denotes the scalar
product and for z,y € L(R™,R™), [z,y] = >.7"2/y/ where 2/ (resp. ') refers to the j-th
columns of z (resp. y). However, we suppressed the bracket for notational simplicity.
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4.3 The system of forward-backward SDE with jumps of Mckean-
Vlasov type

In this section, we study the solvability of the following fully coupled mean-field forward back-
ward SDE with jumps driven by a Brownian motion B and an integer valued independent ran-
dom jump measure 7

ot

t
Xt :X0+/ bs(XSaYs;Z87K3;P(XS,YS))dS+/ US(XS7)/87Z37K87]P>(XS,Y5)))dW€
0 0

t
(S) +/ / ﬁ(stsfasz—vstst]P)(Xs,YS))ﬁ—(dsvde)’ te [07T]7 P-as.
0 E

T T T
Y: = g(X1,Px,) +/ hs(Xs,Ys, Zs, Ko, Px, v,))ds —/ ZsdW —/ / K;(e)w(ds,de).
t ¢ t JE

where (XY, Z, K) is an R? x R? x R4 x LO(B(E), n)-valued adapted processes and Py, v,
is the marginal distribution of (X, Y%).

We require that the coefficients of the system (S) satisfy the following assumptions.
Assumption 4.3.1. Lipschitz Assumptions

1- The functions b, h, o and 8 are Lipschitz in (z,y, z, k,v) i.e. there exists a constant C > 0
such thatforallt € [0,T], u = (x,y, 2z, k), v’ = (z',y, 2/, k') € RI+d+dxd L  L.9(B(E), n) and
v,V € Ma(R? x RY),

|b(t,u,v) —b(t,u', V)| + |h(t,u,v) — h(t,u', V)| + |o(t,u,v) — o(t,u', V)]
+ 18t w,v) = Bt ) < Clle =2/ + |y =y | + |2 = 2/l + [k = Kl + W)
2- The function g : © x R% x Ma(R?) — R? js Lipschitz in (z, 1) i.e. there exists C > 0 such

that for all x, z' € R% and for all p, 1/ € Ma(RY),

9. 1) — 9o/ 1| < Cllz — 2/ + Walu, 1)), B-as. (4.3)

3- For¢ € {b,h,g,0,8}, ¢ is Lipschitz with respect to x, y, z, k and v with C3, Cg, C3, Cfg and
C} as the Lipschitz constants.

Foru = (z,y,2,k)and v’ = (2/,y/, 2/, k') € RiTdHIXd L L.0(B(E),n), v € Ma(R? x R?) we define
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the operator A in the following way

At u,u',v) = (b(s,u,v) — b(s,u',v)).(y — ) + (h(s,u,v) — h(s,u',v)).(x — ')
+ [(o(s,u,v) — o(s,u',v)), (z — 2)]
E

+ | (B(s,u,v) = B(s, ', v))(k — K)(e)n(ds, de).

4.3.1 Existence and uniqueness under (H1)

In this part, we shall prove the existence and uniqueness of the solution of the system (S) under
the following assumption:

(i) There exists k > 0, s.tVt € [0,T],v € Ma(R? x RY), u,u’ € RIFdHIxd  [9(B(E),n),
A(t,u, v/ v) < —k|lz — 2|?, P-a.s.
(ii) There exists k' > 0, s.t Vv € My(R? x RY), 2,2’ € R?

(9(z,v) — g(z',v)).(x — ') > K|z — 2'|?,P-as.

(H1)

We start by giving a key estimate for the difference of two solutions of the mean-field fully
coupled FBSDEs with jumps (S) satisfying (H1).

Lemma 4.3.2. Let (Y',Z',K') another solution of the system (S). Then, under (H1), we have
the following estimates

! ! T I
BJY, - .Y < ©'E|1Xr - X; ) + 62 | BIX, - X,[ds, (4.4)
0
T , , B , _ T ,
E[/ 12, — 2.2 + |Ks — K|2)ds < O'E[| X7 — X2 + @2/ E|X, — X\[?ds,  (4.5)
0 0
where
01 = 2((Ci + (C7)? + (C)? + 205 +2C1)]0! +2(C3 + C)?
0% = 2[(C} + (C})* + (CF)* +2C} +2C})|0* + 2(Cy + CY)

O = elCGiHOD (O 20 20T (O 4. Cvy2
0?2 = (Ci+(CR*+(CR*+2C;+20)T (w4 o)

Proof. For simplicity, we shall make the following notations that will be used all along this
chapter: AX =X'— X, AY=Y'-Y, AZ=27 -7 AK =K' — K.
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o We start by proving the first estimate. Let us consider the following processes

Cl o h(XLé?}/sla Z;7 Kfev]P)(X;,Yg’)) - h(XS)Y:slv ZL;) KL/w]P)(Xg,Yg’)) 1
i X, — X, {X:#X}
CQ . h(XS7)/s/7 Zé7Ké7P(Xg,)/;)> - h(XS71{97Z;7K;7P(Xé,YS’))1
s Y, — Y, {vs#Y!}
3 h(Xs>Y:€>ZgaKg7P(X§,Y5’)) _h(XsavaaZ&K;a]P)(X;Ys’)) /
< AL (2= 20\ zpzy:
S S

which are respectively bounded by C7, C/, Cf due to the Lipschitz assumption on h. We apply
Ité’s formula to the process |AY|? and we obtain

T
E|AY;[?) = Elg(Xr Px;) — g(Xr,Px, ) + 2B [ AV[CIAX, + GAY, + (PAZ)ds
t
. r 2 2\ ~ . r 2
E[[ [ (AYi- + AK(e) — |AY,-[*)f(de,ds) = [ [|AZ|ds]
t E t
T T
— E| / / (1AY,- + AK,(e)2 = [AY,-[2 = 2| AY,- AK(e)| )n(de, ds) - / 2AY,AZ,dW]
t E t
T ! !
+ QE[/t AY; [h(US,P(Xg’YS/)) - h(Usap(Xs,Ys))]dS
T
+ 215:[/ AY; [A(X, Yy, Zss KL P 1)) = B(X, Y5, Z, Ko, Pxy 7)) ] ds.
t srts st s

Since the stochastic integrals are true martingales, we conclude that

BAViPIE( [ [aZ)ds) + B[ [ AU, Pa(de,ds)
= B} Px,) ~ g(Xr, Bx, )] + 28 [ AVICIAX, + CAY, + (AZJds
+ E[/tT AY;[M( X5, Ys, Zs, K3 P yny) — WX, Vs, Zs, K, Pxy ) ds]
o] [ AV Bl ) — AU B, lds) (46)

Using the Lipschitz property of h, we obtain that

T T
EIAYIE+ [ 18zds+ [ [ |AK.(e)Pn(de.ds)] < Ellg(Xr.Pxy) = 9(X7. Px, )]
T
+28 [ AY[CEIAX,|+ CIAY.| + CRIAZ,| + CEIAK, | Jds
t

T
+28( [ AVIMUL Py vy) — (UL Py, v)lds. (4.7)
t
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Notice that, in one hand, we have

2AY (UL B(xrvny) — MUL Prx, vyl < 2CKAY|(VEIAX P + E[IAY: ), (4.8)
and in the other hand, we have

2AY,[CEIAX| + CY|AY| + CF|AZy| + CE|AK,|s)ds (4.9)
< CFIAY,]? + CEIAX|? + (C7)?|AYS)? + |AZ|? + (CF)?|AY; [ + |AK|2 + 2C7 |AY, .

Moreover, by Young inequality and the Lispchitz property on g we obtain

9(X7,Pxr ) = 9(X1, Pxy) |* = |9(X7, Pxs ) — 9(X7, Pxr ) + 9(X7, Pxy ) — 9(X7, Py )|
< |C51X7 — Xr| + CyWa(i, )
< (CPIAXT? + (C))*|AXp[? + 2C5 C | AX [ Wa (1, 1)

< (CfPIAXT[* + (C)*|AXT|* + C5 Cf |AX7|* + CFCyW3 (1, 1)
< (Cf)PIAXT[* + (C)?*|AXT|* + 205 Cy | AXr|?
< (CF + CY)*|AX ] (4.10)

Now, plugging (4.10), (4.9) and (4.8) in (4.7) yields
E[AY? < (C5 +C)PE|AXc ) + | (i + CYEIAX,2ds
B[ [ (CF + ()P + (O} + 2} + 20})|AY:Pds],
Finally, Gronwall’s lemma implies
E[AY,[?] < e[(Cﬁ+(Ci)2+(C£)2+2CZ+2C}§)}T[(C;: OV E[AXL[Y) + (CF + ) /OTE‘ AX.J? ds}’
and we obtain the following inequality
E[|AY,[2] < O'E[AX[?] + 62 /OTE|AXS|2ds. (4.11)
e Let us now prove the second estimate. Recalling (4.7) and noting that

2CF|AYS||AZs| < 2(C7)?|AYs | + 3| AZ[?
2CF|AYS[|AK |5 < 2(CF)?|AYS 2 + J|AK,[2,
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we obtain
SB[ [ IAZP + 16K, Plas] < (€5 + CPBIAXH) + [ (G + CpBIAX, s
+ E[/tT(Cff +2(CP)? +2(CF + Cp)? 4 2CY) | AY;*ds].
Henceforth, making the following notations

©' = 2((CF + (C})? + (CF)* + 20} + 2C})|0" + 2(CF + CY)?
0% = 2[(CF 4 (CF)? + (CF)* + 2Cy 4 201)]02 + 2(CF + CY),

we obtain the desired result

T - T
IE[/ (AZ 2 + |AK|2)ds < O'E[|AX7 [ + @2/ E|AX, % ds.
t 0

These previous estimates allow us to prove the following uniqueness result of the solution of

the mean-field FBSDE with jumps (S).

Proposition 4.3.3. Under (H1), there exists a unique solution U = (X,Y, Z, K) of the mean

field FBSDE with jumps (S).

Proof. Suppose that (S) has another solution U’ = (X', Y’, Z', K'). Applying Ité’s formula to the

product A X;AY; gives
d(AXAY) = AXd(AY;) + AYd(AXy) + d(AXy, AYr)e

Taking the conditional expectation, we obtain

T
Iy = E[AXrAYy] = E[/O ((b(s, Uy, vs) — b(s, U, VL)) AY,

R

+ (h(s,Us,vs) — h(s, UL, V)AXs + (0(s,Us, vs) — (s, UL, V) AZg}ds

R R

T T
+/0 /E(B(S,US,VS) — (s, UL V) AK (ds, de)] —HE[/O AX,AZ,dW,]

T T )
—i—/ / AX;AK 7 (ds,de)] + E[/ AYs(o(s,Us,v) — o(s,Ug, vg)dWs]
0 E 0

T AN
+IE[/O /EAYS(B(S,US,VS)—B(S,Us,us))ﬂ(de,ds)].

Let us observe that the local martingale fg' AXAZ dW, + fOT AX;AK7(ds,de) is atrue (P, F)

martingale.
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Indeed, using the BDG inequality with the help of the square integrability of AY, AZ and AK,
we get

E[ sup |

t T 1
AXSAZSdWs@ < CE| sup |AX, % / |AZ|?ds] ?
0<t<T JO 0<t< 0

T
< C(E[ sup |AX[ +E[/ IAZ,[2ds]) < +oo,
0<t<T 0

and

NI

E[ sup |/ / AX,AK 7 (de, ds)] <C]E/ / IAXLAK,[2(de, ds)]
0<t<T

< C(E[ sup |AX,[?] +IE/ / |AK,|?n(de, ds)]) < +o00.
0<t<T

In the same way, we can prove that

T
/ AYs(o(s,Us,v) — o(s, U, v.)dW, +/ / AY,(B(s,Us,vs) — B(s, U, v,)7(de, ds),
0

is a (P, ¥)-martingale.

Afterwards, we study each term separately. Let us start by the term AX;AY7: In one hand,
using (H1), we make the following computation

7 = E[(AX7)(9(X5 Pyxy) — 9(X7,Px,))]
> E[K|[AX7|* - O (|AX7| Wa(Px; , Px,))]
> K'E[|AX7|%] - CYE[| AX7||E[| AX7|*)2
> (K — CY)E[ AX7[?]. (4.13)

On the other hand, we have

T
Pr < B[ [ {A(sUs UL + (65, Ul ) = bls, UL V). A,
+ (h(s, UL, vs) — h(s, UL V). AXs + (0(s, UL, vs) — o (s, UL VL)) AZs }ds

+/ [ (Bs,ULv2) = Bls, UL V) AR n(ds, de)|
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The Lipschitz assumption together with Young inequality (ab < %(a2 + b?)) imply that

T ’ /
< E[/ [A(s, Uy, Uy, v) + (CHIAX| + CHAY,| + CHIAZ,| + CHAK|s) Wa(vs, v,)]ds|

0

T 1 T I /

<E[[ ~HIAX,Pds)+ B[ (CRIAXLE + CHWS(wh,) + CHIAYi[? + CYW3(v,,v))ds
0 0
1 T v 2 van2(,, 1 T v 2 vAn2(,,)
+ B[ (CHIAZP + CoW3(vy,v))ds + SB[ (CHAK,E + CyW(v,,v.))ds]
0 0
Using the following inequality
W3(vs,vs) < E[JAXS’] + BIIAYL[, (4.14)
we obtain that
T T 1
Pp <B[[ —HAX.Pds| + B[ [C+5(CF +Cy + CHIAX.[ds
0 0
T 1
+E[[ G} + 5(CE + Cy + ClIAY, Pds)
0
1 v r 2 1 v T 2
+ OBl [ I18Z,)Pds) + JCEL [ IAK,Lds].
2 0 2 0
Now, using the estimates in Lemma 4.3.5, we get
T 1 9
Pr<E[ [ (<k+ (G + 5(CF +C2 + CHIAX,fds
0
1 T
+(C + (Ch+ O+ Cy)I(O'BIAXT ] + 07 [ EJAX,[ds)
0

_ _ T
+(CY V%) (O'E[|AX [ +@2/ E|AX,[*ds)].
0

N | =

Hence, (4.13) gives that
(K — CYE[AXT[?] < (@1 [Cy + %(C,q +CY+Ch)] + %(C;’ Vv cg)(:)l)]EHAXTF] (4.15)
(B OF + 5(CF +C + ORI+ [CY + 3 (Ch +CY + CHIO% + 2 (CY v 05)62)E[/0T |AX,[2ds)].
Henceforth, taking
(K~ Cy) > ' [CY + 5(Ch + Ty + CY)] + 5(CY v )6,
k> [CF + %(cg Lor e Loy + %(cg Lo Cy)e? %(cg v Cy)e?,

we obtain that X7 = X%, and V¢ € [0, T], X, = X; P-a.s. Hence, (Y, Z, K) and (Y, Z, K) are two
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solutions of
T T T
Yt:g(XT,]P’XT)+/ hs(Xs,Ys,ZS,KS,P(X&YS))ds—/ stws—/ /Ks(e)ir(ds,de).
t t t E

However, this mean field BSDEs with jumps admits a unique solution (see [77] ). Therefore, the
system (S1) admits a unique solution.

Theorem 4.3.4. Under Assumption (H1), there exists a solution U = (X,Y, Z, K) of the mean
field FBSDE with jumps system (S).

Proof. In order to prove the existence of the solution, we use an approximation scheme based

on perturbations of the forward equation. Let § €]0, 1] and consider a sequence (X", Y™, Z" K")

of processes defined recursively by (X%, Y°, 7% KY) = (0,0,0,0) andforn > 1,U" = (X", Y™, Z" K")
satisfies

t t
th+1 XO +/ [b (Un—&-l, ;L) _ 6(st+1 —st)]ds—i—/ [ <Un+17 ;z) _ 6(Z;L+1 _ Z;L)]dWS
0

// By (UL p) — 5K+ — K;”))fr(ds,de),

T T T
Yo = g - [ nrtds— [ zaw, - [0 ] ke s de).
t t t E
(4.16)
Hereafter, we shall use the following simplified notations: For n > 1, ¢t € [0, T], we set

Xpth= Xt - xp, Ypthe=yrtt oy, Zpth =20t - zp KPP = KPT - K
and for a function ¢ = {b, h, 0, 3}, we set
= ot Ut ) = ot U Y, 6 = o8, UF ) = o (8 U v ).
We first apply Itd’s formula to the product X7+1yn+1
BT B[ 7 - a0 = P ds 4 B[ 7o - 62 - 2w
B[ [ SR ) - R@de,ds) + B[ X

_E /0 g g / ' /E XHLR (0)7 (de, ds)]

+E[[ Lo s(Zn - B, 2] + | / [ R G — sy~ K7)n(de. ds))
Using the BDG inequality, we can easily see that the stochastic integrals in the above expres-
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sion are a true martingale. Hence we obtain

T A A
E[Xn1Y+) = / VoLl sy — Y ds —HE[/ X g

T A R
+E| / (67— §(Z = 2™), Zr Y ds] + / / R (Bl — (R — K™))n(de, ds)].
0

Rearranging terms, we get
T . T N T N . . N
5| /0 AR /0 ZmH gnds 4 /0 /E K Ry (de, ds)] = E[XzHYmH)
T N R N R T R N
[ XA R 2o s + [ RIFBT e, ds))
0 0 E
T A A
+ 5E[/ Y2 || 28?4 [ K Rds)
0
Since XYt = XPH [g(X2HL uib) — g(X2, 1)), we have from (H1)

XAyt = Xot g(XEt plt) — g(X3, p )]
= XP (X2, 1) — (X3, )] + X g(XR, i) — (X3, pii™)]
> K| XP2 = CYIXP Wa (i, s ).

Using (4.2) and the elementary inequality : Ve > 0, 2ab < ¢~ 'a? 4 €b?, we obtain

Sntlvrntl r Cge ont12 Cy O 2
BIRRFE] > (K — “LOR[REP) - SUE]RHP)

In the other hand, using once again (H1)

/ [XPHLRHL 4 yptipntt o Zntlgntl) ds+/ /K”Hﬁ"+1 (de, ds)

= / (s, UPTL Un, ™) + YPHpr 4 XPHLe 4 205 ds + / /E K130 (de, ds).
0

(4.17)

(4.18)

A T A A A A
<k IR Pds 4 [ ICRIKI F GHITI 4 CHIZI N + CHIRTHIWa(0, v s
0 0

Using Young inequality : Vé > 0, 2ab < ¢ 'a? + éb%, we obtain

T o A T
/0 [Xg*lh?H—i—Y;"HbQH+Z§+1&Q+1]ds+/0 [EK;LHﬁ?Hn(de,ds)
eC? T o e (T N N .
< (67}1 —k) | IXPTPds+ - [ (CEIYITP 4+ CUNZETP + ChIKET ) ds
2 0 2 Jo
CV+CV+CU+CV
e W .
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Notice that W3 (v, v7~1) < E[|X"[2 4 |Y7"|2]. Hence, taking the conditional expectation in the
S S

s§17s

expression above, we obtain

T R R R R T R R
E[/ [X;L+1hn+1(s)—I—}/sn+1bn+1(8)+Zg+15'n+1(8)]d5+/ /K;LJrlﬁngln(de,dS)]
0 0 JE
€Ci1: _ r on+1)2 E r vy n+12 v|| on+112 v|frn+1|2
< (5 —RE[ XS Pds] 4+ SB[ (GRS + Gl 25 + Gl 5)ds]
Oy +CY + CY + Oy
+ ’E
€

T A A
[ 1R+ 177 (4.19)
0
In addition,
T R R R R T . R
B[ (74 2 Znds+ [ [ KRR (e, ds)
0 0 FE
R T Sn112 Sn+112 An-412 1 T D) 51012 £n )2
< 7F| /0 VL2 4 2P+ R 2ds) + B /0 VAR 4|20 + |KP2ds). (4.20)

Plugging (4.18), (4.19) and (4.20) in (4.17) we obtain

/ g€ o Cy %20 T %0 Sn n
(= S BRE ) - SBR + o | IR 2 R s
+( €§h —{—kﬁ) [/ |Xn+1’2d / Cb|Yn+1’2+CV||Zn+1||2+OV|Kn+1|2dS]
Cy+Cy+Co+Cy

[ |X:P+m"12ds1

2e 0

57’{ T Orn+1,2 on+112 n-+12 i T on+1,2 Sn-+1112 >n+12

< E[ Y+ 12871 + K ods] + o K ; Y+ 1287 + K [Sds]

Rearranging terms we get

Cye . 0 T 5 €C% T
(0 = LRI P+ - SShyml [ 1800 a6 - 5 - SDB( [ 190 R
0
/weq LN ko €Cp A
+( L[ 12 Pas]+ 6~ L[ i 2
2 0 2 2 0
cy o CEACLHCLECY (T
s;gEUXTFH B[ %
€ €
5 T CY+Cy+Ci+Ch 6 T
— s K? —IE Yr
o B 1220+ K 2ds) + N + 5Bl 197 s
Setting

cy CrHCY+Cy+Cy s

X ’ cY ecr ecy ecy
{ ’V:Zmzn(k - Sejk— 2’1,((5—%6— Qb)7(5_%5_ 20)7( _T_Tﬁ))
0 = mar(5%, ———5—F" —&-ﬂ),
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we obtain that

A T A A T A
E[IX?HIQHE[/O 1O+ 2 ds] < (EHXWHE[/O 1UZ[2ds]). (4.22)

0
;
Choosing ¢ and ¢ so that # < ~, the inequality becomes a contraction. Thus, ()A(%)nzo is a
Cauchy sequence in H2(2,P) and (X™)n>0, (Y™)n>0, (Z")n>0 and (K™),>o are Cauchy se-
quences respectively in H*([0,T],Q,dt ® dP)and H}([0,7],Q,dt ® dn). Hence, if X,Y, Z and
K are the respective limits of these sequences, passing to the limit in (4.16), we see that
(X,Y, Z K) is a solution of (4.3).

4.3.2 Existence and uniqueness under (H2)

Our second main result is an extension to the case where the datas satisfy a weaker monotonic-
ity assumptions. We adopt here a common strategy which is the Picard approach: we construct
a schema based on small perturbation. This helps us to construct the contracting maps and
therefore deduce the existence of a unique solution of the system (S). Consider the following
assumption

(i) There exists k > 0, s.tVt € [0,T],v € Ma(R? x RY), u, v’ € RITIHIxd  [9(B(E),n),
At u, o, v) < —k(ly — o' 2 + ||z = Z||? + |k — K'|,), P-as.

(H2)
(ii) There exists k' > 0, s.t Vv € Ma(R? x RY), z, 2’ € R?

(9(z,v) — g(a',v)).(x — 2') > K|z — 2'|?, P-as.

As in the previous section we will give a useful a priori estimate.

Lemma 4.3.5. Let (Y',Z',K') another solution of the the system (S). Then, under (H2) we
have the following estimates

exp(T.T1) — !
Tl

T T T T
IE[/ IAX,[2ds] < [TQE[/ \AYS|2ds+T3E[/ \AZ5\2d5+T4E[/ IAK,[2ds],
0 0 0 0

where
T!:=3+2C) +5(C%)* +5(C%)* + 2CF + 5(C¥)* + 5(C})?
T2 = (CY)* +5(CY)* +5(CH)* + Cy +5(C5)* + 5(Ch)?

T3 = (CF)? +5(C2)? + 5(C)>?

T4:= (CF)? +5(CH)? +5(Ck)?,
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Proof. Applying It6 formula to |A X |?, we compute using the Lipschitz assumption
E[|AX,[*] < QE[/Ot |AX|(CEIAX | + CY|AY| + CFIAZ|| + CFIAK | g2(y) + CE Wa(v), vs))ds
+ 5E[/{)t[(C§)2AXs|2 + (CYPAY [ + (CPNAZ|]* + (CE*|AK [ Ze(yy + (CF)* W3 (v, v5)]ds
+ 5E[ /0 t (CHAXP + (CRPIAY + (CHPIAZ|? + (CH2IAK, Ry + (CH* Wavh 1)’
Then, we apply Young inequality and we obtain
E[AX ] < (3+20F +5(CE)* + 5(C5)* +2CY +5(C4)? +5(C)? / IAX,|2ds
+ ((CY)2 +5(CY)2 +5(CY)2 + Cf +5(CL)? + 5(0”)2E[/ IAY,|%ds
+((CF)? +5(C2)? + 5(C5)?) / AZ,[2ds] + [(CF)2 + 5(CE)? + 5(C5)2 / AK,|2ds].
Thus, taking T!, T2, T3, and YT* as in (4.23) and applying Gronwall lemma imply

exp(t.T1) —
T1

1 t ) t t
E[lAX? < B[ A, Pds + B[ [AZ,Pds + T [ AK,[ds])
0 0 0

which gives the desired result.

Proposition 4.3.6. Under Assumption (H2), there exists a unique solution (X,Y, Z, K) of the
FBSDE with jumps system (4.3).

Proof.LetU = (XY, Z, K)and U’ = (X', Y’, Z', K') be two solutions of the mean-field FBSDE
with jumps system (S). Using the same notation as in Proposition 4.3.3, We have as proved
earlier in (4.13)

I'r > (K — CYE[|AX7|?]. (4.23)

On the other hand, using (H2) and the Lipschitz assumption, we compute
T 2 2 2 T 1 2
Pr <Elk [ (AP +|AZP+AKP)ds + [ [CF+ 5(C) +Cy + C)AX, Pds)
0 0

T 1 T T
+E[/ [Cf,’+5(0,’{+C§+C§)]\A}g|2ds+0§/ HAZSHst—i—CE/ [AK[2ds].
0 0 0
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Combining (4.3.5) and (4.23) we obtain

T
(K — CHE[|AX 2] + k:E[/ |AY,[? 4 [AZ|* + |AK,|2ds]
0

£ — ! 1 t
< [1v O TB T2+ (G + 5(CF + Cy + CME[/ [AY:[ds
0
yexp(t.Yh) — 1t Cs /t 2
LT = T+ F1El) 1AZ:[ds]
Jexp(t.T1) — Y1 Ch !

where YV := [CY + 1(CY + CY% + C%)]. Choosing the Lipschitz constants small enough to obtain

Lexp(t. 1) — 1t , 1, y y
k> [T ( Tl) T2+(Cb +§<Ch+ca+cﬁ)]

yexp(t.Yh) — 1t Cy yexp(t. Yy —rt_ . Cf
k> [T T T+2], k> [T T T+—2)],

and k' — Cy > 0. Thus, we have
T
(¥ = COBIAXTP] + ks [ (V! =Y + 112, = ZoIP + KL - Ko2)ds] <0,
0

This implies that X, = Xy andforallt € [0,T], X, = X, Y, =Y;, Z, = Z; and K, = K, ,P-a.s
which gives the desired result.

Theorem 4.3.7. Under Assumption (H2), there exists a solution (X,Y, Z, K) of the FBSDE
with jumps (4.3).

Proof. Following the same approach as in Proposition 4.3.4, we use an approximation scheme
based on perturbation. However, perturbations here are made in the backward SDE with jumps.
Let 5 > 0 and consider a sequence (X", Y™, Z" K™) of processes defined recursively by :
(X0, v% 7% K°) = (0,0,0,0) and forn > 1, U™ = (X", Y™, Z", K") satisfies

t t t
XPH = X, + /0 b (UM, 1) ds + /0 oo (UL UMW, + /0 /E B(U™HL, UM)7 (ds, de),

T
Yt = g(XEH ) + O = X — [ (U ) + (X = X2)ds

T T
—/ Zg+1dWS—/ /Kg“(e)fr(ds,de).
t t E

(4.24)
with ,u% = PX;, Z/F = P(szytn)'
We keep the same notation as in Theorem 4.3.4 and we apply 1t6 formula to the product
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X;l—é-ly;n-i—l_
Xyl eyl - /O Yoty o /0 Yrrlgm g, (4.25)

T . R . T . T . .
+ / XPHU AL §(X0 L — X™)]ds — / Xt zntlaw, — / / XL ()7 (de, ds)
0 0 0 E
T R T . . T . .
[ zthas s [ [ R, ds) + [ Ve ia e, ds).
0 0 E 0 E
Notice that, since the terminal condition is given by
VP = (g i) — g (X7 )]+ S(XEH = X3,
we rewrite the above equation as follows
B[XH (g(XFH p) — g(X7, ui) + 0| X3 — X X 7]
T . T . T R
:IE[/ n”*lbg“dﬁ/ Xg+1hg+1ds+/ (654, 25 ds]
0 0 0
T . R T T .
FE [ [ R prtde,ds) - o[ X0 Rds - [ K0 Kds))
0 E 0 0
Using Assumption (H2) and Young’s inequality, we obtain

E[XR (g(XB, ) — g (X, 1)) = B[ RBT (g (X8, ) — g(X, 1)

FE[XE (g(XR, 1) — (X3, 1)
> —CVE[|XFH | Wa (i, ) + K'E| X3

C¥e N 20" B
> (k' = - EIXE ) = =S Wa (e, np )
Cle . 207 .
> (K = 5 )E[ X7 - —2E[X7[7. (4.26)

Besides, classical linearization technics imply that
T . R . R . T R R
B[ (7t et ot 2 s+ [ [ R B (e, ds))
T ~ _ ~ - ~
B[ [ (A, UZ LU, o)+ V20 + X0 4 207 ds
0

T
>n+1an
+E[/O /E R 5 (de, ds)].
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Once again, Assumption (H2) and Young inequality give

T . . . . T N .
B[ [ it e Xr e o0, 20 s + [ [ R ATHIn(de, ds))
Cy o

T A A A T A
< <RE[[ TP 2R (R Rds] 4 (C5 R8P
0 0

T
+E[/ [CHIXET + CYIYI + G 28 + CEIRE T 2| Wa (v, v ™) ds]
0

cv T CY+Cl4+Cy+CY .
< B[ [ X0 Pas) + PE((7 + (97 )ds
2 0 2cy
Yoy T o Cha T .
(55— L[ 122 Pds) + (o — L[R2 ) 4.27)
0

Therefore, we obtain from (4.26) and (4.27)

E[(k’ L ’Xn'H‘Q—i—/ Cha_|_5_7 ’Xn—&-l 2ds +/ Cba k),&n—kl‘st}

+E[/O< — )27 s L (25— kIR ]
2C 6. A TCor4+CY+CY+C% 5 A

< 9, %\ onp2 / h b o B, 0\ %n2

<E[(= 2+ 1%+ [ y + 5| Kods]
T Oy + CY + CY + O

+E[/ LR 8
0 o

V7 2ds].

Henceforth,
A T o, N T
SEIXEHP + [ 100+ Pds) < GRIXHE + [ 107)ds) (4.28)
0 0

Choosing ¢, « and € so that % < 1, the inequality (4.28) becomes a contraction. Thus, (X{;)nzo
is a Cauchy sequence in H2(,P) and (X™)n>0, (Y")n>0, (Z™)n>0 and (K™),>o are Cauchy
sequences respectively in H?([0,7],Q,dt ® dP) and H([0,7],9Q,dt ® dn). Hence, if X,Y, Z
and K are the respective limits of these sequences, passing to the limit in (4.16), we see that
(X,Y,Z, K) is a solution of (4.24).

4.4 Application: Storage problem

4.4.1 Description of the model

We consider a stylized model for a power grid with distributed local energy generation and
storage. The grid connects N nodes indexed by i = 1,--- , N. Each node is characterized by
two state variables:
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» The storage level S; representing the total energy available in the storage device.

» The net power production of the energy (photvoltaic panels, diesel energy,..) that each
nodes produces after all costs subtracted Q.

We assume that the nodes forming this grid can be partitioned in T" different groups: the nodes
in the same group  share the same characteristics of local net power production and storage,
yet these characteristics vary from one group to the other.

We denote by NN, the number of nodes in group ~ so that N = 25:1 N, and we define
7 = N,/N as the ratio of the population size of region « to the whole population. We shall
abusively write i € « to signify that the node i is in region ~.

In order to model the dynamics of the state variables, we consider a probability space
(92,7, P) carrying N + 1 Brownian motions B°, B!, ..., BY and a Poisson process defined on
[0, T x © x R* to which is associated a counting measure N (de, dt) = n(de)dt. We suppose that
the predictable measure n(de) is positive, finite and satisfies the following integrability condition

/'*(1 A Je])2n(de) < oo. (4.29)

We also consider N + 1 independant Poisson measures (N°, N',--- , N¥) a N independant
identically distributed random variables =}, = (s}, ¢) which are independant from B°, N the B
and the N‘. We denote by F = {J;} the filtration defined by

Ty = o{(sh,q),q5), BY, B:, N, N* where i = 1,--- N, s < t},

and the filtration 7° = {F?} generated by B° and N°. We also denote by A the set of F-adapted
real-valued processes a = {a;} such that E[f(;f la,|?] < co. Let us now define the dynamics of
the state variables.

« The power production of the energy Q! of each node i € {1,---, N} in the region ~ at
time ¢ is modeled in the following way:

{ dQi = ' (t, Qi)dt + dM; + dMY 4.30)

Q6 - QS7
where
dMi = o (t, Qi)dB] +/ B7(t,e, Q1 )N (dt, de),
FE
AMY = 07" (£, QDB + [ 57t e, Q) )N(d, de).
E

111



Mean Field Forward-Backward SDE with jumps and storage problem in smart grids

- The battery level S} of the node i in the region ~ is controlled through a storage action
a7t € A according to

(4.31)

The quantity Qi — o! is the net injection of the node. It can be either positive or negative:
. If Q! — ol is positive: It corresponds to electricity being sold from the node i to the grid.

« If Qi — ol is negative: It corresponds to electricity being bought by the node i from the
grid.

Remark 4.4.1. In our framework, in contrast with the paper of Alasseur et al [1], we assume
that the production of energy is unpredictable. This is due to its dependence on environmental
conditions such as the sun, the speed of the wind which are intermittent and irregular which is
traduced by including the jump component in our analyses. We will also assume that the storage
level will be enforced by a constraint. In other words, we assume that there is a maximal level
for which the battery can support. Sy,.... is the battery’s maximum instantaneous power output.

As in [1], we include a micro grid system indexed by 0 called the "rest of the world", which
is characterized by one state variable, its local net power production Q?, and which does not
possess any storage. The net production of the rest of the world is given by

{ dQY = pO(t, Q9)dt + oO(t, Q9)dBY + [5 B°(t, e, QO )NO(dt, de), .32

Qb = qf-

In our model B, and N° represent a common signal which affects the energy demand of the
whole grid. Then for each i, o7 : R — R and 3" are given functions which allow to model how
the node i of region ~ is affected by the common signal BY and N? . We assume that the rest
of the world is only affected by this common signal BY and N}.

Electricity spot price
We make the assumption that the electricity price per Watt-hour depends on the instantaneous

demand. When the strategy o = (a!,--- ,aV) € AV is implemented, the spot price is given by
P =p (—Q? > Qi - ai)) ; (4.33)
=1

where p(-) is the exogenous inverse demand function for electricity and 7 is a scaling parameter
which weights the contribution of each individual node i to the whole system.

112



Mean Field Forward-Backward SDE with jumps and storage problem in smart grids

We assume that p is a strictly increasing function. Since the energy model here is given through
a macro grid system connecting a large number of small nodes i, we shall consider the limit
when N — oo and n — 0. Here we assume that n = % So, the spot price can be written as
follows

Qt - 0% ) (4.34)

Z\H

N,ao __ a
P =p Z

where + >N (Q} — i) is the averaged net injections.

The control problem
We consider a finite time horizon 7' > 0. When the control action o = (a!,--- ,a") is imple-
mented, the cost incurred at the node i in the region ~ is given by

JN / P (i = Q1) + Lp(Qi o) + Ls(S™ o)t +g(S5™)]. (4.35)

where L7, Ly : R — R and g : R — R are continuous functions.

. PtN “*(af — Q?) represents the current volumetric cost (resp. profit) of electricity consumed
(resp. produced) at the spot price PtN’a

. LS(Si7°‘i, ! represent the current and it is assumed to be identical in all the regions .

« L1((Qi, of is the volumetric charge. This electricity cost is closely related to the power
that the system requires in peak hours and hence produce enough power to satisfy the
highest level of peak demand.

The rest of the world incurs only energy and transmission costs

TON (o U — PN Q0 4 19.Q0, 0)dt | . (4.36)

Central Planner control problem
The central planner aims to dictate a storage rule: o = (a!,---, /) in order to minimize the
egalitarian cost function between the nodes and the rest of the world

JC,N( JON _|_Z J'L'yN

where 1/N is the scaling parameter which weights the contribution of each individual node to
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the system. The cost function J¢V () can also be written as
JC,N (Oé) :JO,N _|_Zﬂ_'yz J’L’)/N
1=

Definition 4.4.2 (Optimal coordinated plan). We say thata = (a',--- &) € AV is an optimal
coordinated plan if: & = argmin,c4n JONV(a).

Assumption 4.4.3.

The current cost (s, q,a) — LJ.(q, ) + Ls(s, ) is strictly convex with respect to (s, ).
The terminal cost s — g(s) is strictly convex with respect to s.

There exists some constant C > 0 such that

L7 (g, )| + [Ls(s,a)| + [g(s)] < C (la* +[s* +[al?)

The functions L}, Ls and g are continuously differentiable and their derivatives are a
Lipschitz continuous functions.

The coefficients i° and o° (respectively 17 and o”) are Lipschitz continuous functions
and with linear growth in the state variable.

4.4.2 Reformulation: Mean field type control problem

In this section we consider a filtered probability space (2, F, F, P) carrying I" standard Brownian
motions {BY,v=1,--- ,T'} and an independant Poisson random measure {N7,v=1,--- ,T'}
which are mutually independent and independent from the filtration F°. We shall use the follow-
ing notation. If ¢ = {¢&} is an F-adapted process, then ¢ = {£;} denotes the process defined by
D& = E[&|F7).

Let zo = (s0,q0) = (x4 = (SO’qO))IS'ySF be a random vector which is independent from J°. Let
Q" and Q" be the production processes defined by

t t .
Q=i+ [ w0 Qdu+ [ o@D+ [ 07w, @B
+/0t/EﬁV(u’e’Qz‘_)N7(du’de)+/(:/Eﬁw(u,e,Qg_)NO(du,de).

+ t t -
Q0 = 0 + /0 17 (1, Q) + /0 9w, QV)dBY + /O /E 87(u, e, Q\N(du, de).  (4.37)
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If v = (¢%,---,o") is an F0-adapted R'-valued process, we denote
B/ =p (—Q? - > (BIQYIFY) - u?)) : (4.38)
verl’
Now, for 70 = (%0, ... [ 51'9), a = (a!,--- ,al") and for each v = 1,--- ,T', we consider the two

following cost functions

700, 9) =B [ [PFa] ~ Q) + L@ 0]) + Ls(ST,a]) | i 4 E[o(s])]. (439)
T ~ r
IS (@) =E [ -PRQY+ LH(@) 0Nt + Y 7 (a7 ). (4.40)
0 =

where S} = s§ + [i aldu.

Definition 4.4.4 (Mean field Nash equilibrium). Let z¢ = (so,q0) be a random vector indepen-
dent from F°. We say that o* = {a"*,1 < v < T'} is a mean field Nash equilibrium if, for each
v, a7* minimizes the function o — JJ (o, {E[a}|F]}).

Definition 4.4.5 (Mean field optimal control). Letzy = (s, qo) be a random vector independent
from 3°. We say that & = {&7,1 < v < T} is a mean field optimal control if, & minimizes the
function o — JS (av).

Characterization of mean field Nash equilibrium

Proposition 4.4.6. Let v be a given 7°-adapted R" -valued process. Then there exists a unique
control (o', ... ar*) = o* (v, x0) such that

e Foreach~ € 1,...,I', a™* minimizes the function o — JJ (a7, ).

e If (S7*,Q") is the state process corresponding to the initial data condition z, to the control
a*, and to the dynamic above, then there exists a unique adapted solution

(Yrx, 20z Vo VOr*) of the BDSE with jumps

T T
Y = 8,9(SE*) + / 0, Ls (ST, ™)t + / Z97*4BY + 2B
0 0
T ~ T 0 ~
+ / / V)™ (e) N7 (dt, de) + / / VO () NO(dt, de), (4.41)
0 E JO E
satisfying the coupling condition
Y + PY + 0aL3(Q7,a]™) + 0aLs (S, a]™) = 0. (4.42)
Conversely, assume that there exists (a*, SY*, Y V*, Z0* 77> V= VO07*) which satisfy the
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coupling condition (4.42) as well as the FBSDEJ, then o”* is the optimal control minimizing
J, (7, v) and S7* is the optimal trajectory.
e If in addition: Yy =1,--- ,T E [a]*|F9] = 7;"°, then o* is a mean field Nash equilibrium.

Proof. e Since the dynamic programming principal does not work in this context, our proof
consists on the classical Pontryagin’s maximum principle where the characterization of the
Mean field Nash equilibrium is given by the associated McKean-Vlasov FBSDEs. Uing the
fact that J7 is a strictly convex coercive function and Gateaux-differentiable (see Assumption
(4.4.3)), we have

dgJ}, (., v) = 0. (4.43)

We start by computing the functional directional derivative of .J) (., 7)
T
d5.3,(-7) =& [ [ P2+ 0aL3(Q3 %) + 0aLs (57 03) + DuLs (S, awmczu] (4.44)
0
+E[$70,9(57)] -

Hence, there exists a unique optimal control a”* = a7*(v, ) satisfying the following Euler
optimality condition

T -
E [ | PE + 0a13(Q3 0} + aLs(57,07) +asstz,az)mcmS@asgw%)] 0. (445)
0

We denote by S7* the optimal trajectory associated to «”*. Applying 1td6 Tanaka formula to
SPY™* we get

~ ~ T T _ T _
Sy = Sy 4 / YO *Byds — / SB0,Ls(ST*, a2*)ds + / 8707+ dBY

t t 0

T _ T B B T ~ 5
4 / S8 77*dBY + / / SBVI* ()N (ds, de) + / / SEVOTH (&) N0 (ds, de)
t 0 E 0 E
Taking the conditional expectation in the equation above, we obtain
- T T |
E[35v7"] = E[ / YO* Byds — / §80,Ls(S7+, a7)ds]. (4.46)
t t

Taking into account the terminal the terminal condition Y = 959(57.™) and the Euler optimality
condition (4.45), the previous equation leads to

T _
E [ / (Y2 + PY 4 0aLp(QY, 07%) + OaLs (8], a7™)) fgds] ~0. (4.47)
0

e Suppose that (a7*, S7* Y7* Z07* z7* vr* V07%) is a solution of the following coupled
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Forward-Backward SDE with jumps.
T T
Y* = 0,9(S) + / 0, Ls (ST, a7*)ds + / Z97*dBY + 707 dB)
0 0
T f - T -
+ / / VI*(e)N (ds, de) + / / VOr*(e)NO(ds, de).
0 E 0 E
T T T
Pea [ Qs+ [ o (s, QDB+ [ 07 (s Q1B (4.48)
0 0 0

+ /0 ' /E B87(s, e, Q)N (ds, de) + /0 ! /E F79(s, e, Q10N (ds, de)

t
S) =53+ [ alds
0
with
Y+ PY 4 0aLp(Q1, 00%) + 05 Ls(ST, 1) = 0,

The idea is then to compute the the gateau derivative of J2:MG(. ) at a* to obtain zero and
then from the strict convexity of Jg(;MFG(-, v) we obtain the desire result.

Characterization of mean field optimal controls

Proposition 4.4.7. Assume that & = (&',---,a&%) minimizes the functional JS («), and de-
note by S = (5‘1, s, ST ) is the corresponding controlled trajectory. Then there exists a unique
adapted solution (Y = (Y',--- Y1), Z = (Z',--- ,2"),20 = (Z%',... , 200,V = (V,... . VD) V0 =
(Vo1 ... VOIY) of the BDSE

4}’ = ~0.Ls(8].67)dt + 207aB) + 2)aB] + [ V()N (dt.de) + [ VPNt de)
E E

Y/]Y = 85g(§%).

(4.49)
satisfying the coupling condition: forallv=1,...,T
0=Y +0aL}Q7,67) + 0aLs(Si.47) + P (4.50)

7 (—Qg —1Ip - (Qt - 5@)) (—Qg —1IIp - (Qt - &:)) :

with &y = Eléy|F9) and Iy = (m1,...,nr)". Conversely, suppose that (S,4,Y,2° Z) is an
adapted solution to the forward-backward system (4.31)-(4.49) with the coupling condition
(4.50), then & is the optimal control minimizing J¥C(«) and S is the optimal trajectory.

Proof. Exactly as [1], we only prove the necessary condition of Pontryagin’s maximum princi-
ple for optimality. The sufficient condition could be proven exactly as it is done in Proposition
4.4.6. Thanks to Assumption 4.4.3 insures that the cost function « € A — cho(a) is Gateaux
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differentiable with Gateaux derivative given by
~ 27 T ¥
d5JC (@) = E lasg(s;)sé + / 8,Ls(S7,a])S? du]
0
T .
+,7E [ / { P2+ 0aL}(Q7,00) + BaLs(S7,07) } B;’du]
0
T
— ’YE/ (- O—H : 7u__u - 2_]-_-[ 7u__u Q'Zd ’
$re| [ (-t (@-au)) (-0t (@)}
where S?" is the process defined by
& ~ 37
ds? = Bldu, SJ =0.
Hence the optimal control & satisfies the Euler optimality condition: for all 3 = (5%, --- , 3")
o [T ,
0 = .mE|0,9(S0)3 + / 0,Ls(S7,a1)S5 du
0
T _
+,77E [/ {Pg + 0o L7 (Q1, a) 4+ 0aLs(SY, al)} B;’du]
0

—Z;fW{[f{ﬂ(—QS—HF(QS—@w)(—QS—HF«Qu—aﬁ}ﬁamL

e Now, let (Y, Z, Z° V7, V%7) be the unique solution to the BSDE with jump (4.49), and let S
be the state process associated to the optimal control &, applying 1t6 formula, we obtain

SOR[3S] = Yem [ [ ous(@uan + 57} du] |
v v

Taking into account the terminal condition Y, = 8Sg(S;C) and the Euler Optimality condition for
& we get: forall g = (%,---,p") € AT:

T A = ~
0=wﬂﬂ/{w+w+%w<a%+%%@mw
0

O

' (=@ —Tir - (Qu—éw)) (—Q8 —Tr - (Qu — &) ) } Bydu]

We deduce the coupling condition (4.50).

Proposition 4.4.8. Assume that & is a mean field optimal control for the problem with a pricing
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rule p. Then & is a mean field Nash equilibrium for the MFG problem with pricing rule
M (@) = p(a) + xp(2) . (4.51)

Proof.This result follows straightforward from comparing the two coupling condition (4.50) and
(4.42) since the two McKean-Vlasov BSDEs (4.41) and (4.49) are of the same form.

4.4.3 Explicit solution of the MFC with 1 region

In this section, we provide an example where an explicit solution of the MFC problem is ob-
tained. We consider a linear pricing rule of the following form

p(z) = po + p1z. (4.52)

The storage cost Lg is defined by: For A; < 0,45 > 0,C <0,

A C
Lg(s,a) = Ays + 7232 + 5042.

For some given positive constant {KV}Ezl, the transmission cost L. is defined by

K7

Li(g.0) = 5 (=),

For some constants B; and By > 0, the terminal cost

=2 (-0
=—\(s—= ] .
= Bs
Now, we will consider the simple case of one region, i.e. when = = 1. we aim to find an
explicit solution to the MFC problem associated to the linear quadratic case.

Step 1 In this first step, we use the forward-backward system (4.49)-(4.31) and the coupling
condition (4.50) in order to get the optimal control & and the optimal trajectory S associated to
one node in this region. We have

dS; = audt, Sy =0,
{ b it 90 (4.53)

d}_/}/ = —(Aggt + Al)dt + ZtOdB? + fE ‘7;5 ’*(e)N(dt,de), }_/T = B2§T — B.
To find the optimal control &, we use firstly the coupling condition (4.50) to obtain
Y, — K(Qr — &) + Cay + PP — p'(—Qf — Q1+ @) (—Q) — Q¢ + &) = 0, (4.54)
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where QY and @ are defined by (4.37). Now, Proposition 3.3 in [1] and the linear form of p in
(4.52) give
P =po+2p1(—Q) — Qr + ay), (4.55)

and we obtain the following expression of the optimal control a:

1 _ _
v, - = _ 0_
e (Vi 40— p1Q) = (p1 + K)Q1)

= 7A(1_/}/ + bt)v

where A = 7 and b, = po — p1Q) — (1 + K) Q.
We expect the solution of the FBSDE (4.53) to be affine. It has the following form:

Yy = ¢St + i, (4.56)
where ¢ and ¢ are deterministic functions. Computing dY; from this expression, we obtain
AV, = Sy(—AG2 + by)dt — Ady(Prdt + by)dt + . (4.57)
Identifying the two expressions of dY; we get, in one hand, that
oo~ MG+ Ay =0, (T) =By (4.58)

which is a Riccati equation. In the other hand, we obtain that « is the unique solution of the
BSDE
ddy = AGy(dy + by)dt — Avdt + Z0dB° + / U (e) N (dt, de). (4.59)
E

Consequently, substituting b, we get the following BSDE
dpy = A (Y + Pr)dt + Z)dB) + / V" (e)N(dt,de), 7 =—B. (4.60)
E

This allows us to find the expression of the approximated electricity price. In fact, in one hand
we have

i = Adu(in + Pdt + Z0aBY + [ (€N (at, de)
E
= MG (Yy — 1Sy + Po)dt + ZdB) + / V" (e)N (dt, de)
E

— AGVidt — A(d)2Sydt + /E V)™ (e) N (dt, de).
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In the other hand, we have that di; = dY; — q@tStdt — ¢dS;. So, we obtain
—(AsSydt + A1)dt — AgyPrdt = ¢pSydt + ¢pdSy + AdyYi — A(y)2Sdt.

Finally, using the Riccati equation (4.58) in the equation above, we obtain directly the following
price expression
As it can be seen, U is the solution of linear BSDE with jumps. So it has the following expression

_ T o

U, = E[-Ty 7B + / Ty wA¢, Pydu|FY),

t
where I'; 7 is the adjoint process and in this case, it is the solution of
dTys = Ty s Agsds,

which is T; s = exp( [ Ag¢sds). Consequently, ¥, is given by
_ T T u o _
U, = —Bjexp {—/ A(Z)(u)du} —E l/ A¢p(u) exp {—/ Aqﬁ(s)ds} Pudu|ff"?] :
t t t

The function ¢ is given by

- p e T D(—ByA +p) =P T D(BoA+p)
H = -2 th p:=+vAA
o(t) A P00 BAtp)+ePTD(ByAtp) 0 F 25

Now, to find S;, it suffices to solve the following simple EDO

. . _ A
dS; = [ — AgSy — AW, + P, + A—(;)]dt, (4.61)

for which the solution is given BY

S, = 5, exp(/ot —Adyds) — A/Ot exp(/t —Adyds) (U, + P, + AA(g)du. (4.62)

u

As S, = 0, the solution is then

Sy =—A /Ot exp {— /ut Agb(s)ds} (Pu + U, + AX;EW) du

Step 2 Once we obtain all the optimal elements of one node in the first step, we use the FBSDE
(4.41) and the coupling condition (4.42) to find the optimal objects associated to one region

121



Mean Field Forward-Backward SDE with jumps and storage problem in smart grids

containing a number of identical nodes. Using the FBSDE (4.41), we have

as; = 5(Yt+Pt+ )dt So =

Ay
59(t)
dY; = —(A2Sy+ A1)dt+ Z)dB} + Z,dB, + / Vi(e)N(dt,de), Yr = BySr — B

E

Again, we look at a solution of the form
}/;f — QD(t)St + ’(;Z}tv
and using the coupling condition (4.42), we obtain the expression the optimal control «. In fact,

Yt—K(Qt—ozt)+Cat+Pt5‘—p1(—Q?—Qt—at)=0

where P = po + 2p1(—QY — Q¢ + &;). Then

_ A
Oétz—5(Yt+p0—KQt—2p1(Q?+Qt—07)-l-?;t)
Ay

5(Yt+Pt+575t)

where § = K+C’ P, =po—KQ;—2p1(QY+ Qi — ay) — éATi' Once again, we aim to find a solution
to the FBSDE above which has the following form

Y, = o(t) St + ¢y,

where ¢ and ) can be explicitly calculated in the same way as before. In fact, ¢ is the solution
of the following equation

dipy = =8y (Yedt + Py) + Z2dBY + Z1dB; + / Vi(e)N (de, dt) (4.63)
E
and o, satisfies the following Riccati equation
5p7 — Py — Ay =0 (4.64)

whose solution is given by

o T Bb k) = PTIBO D) s

o(t) = 5 e n(T— )(—=Bad + p) + /T (Byd + p)

As it can be seen, v, is the solution of the following BSDE driven by a 2-dimensional Brownian
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motion
dipy = =8¢ (Yy + P)dt + ZydBy + / Vi(e)N (de, ds), (4.65)
E

where Z; = (Z?,Z;) and B; = (BY, By).
Finally

Sy = spexp {_ /Ot 5¢(u)du} — 5/0t exp {_ /ut 5(p(s)ds} (Pu + Py + 5;(2)) du.

Remark 4.4.9. Notice that in the example that we treated above, we only assume the presence
of a common noise B° (no common jump N°) in order to simplify computations. However, we
emphasize that the presence of the common jump N° make just little changes in the proof.

4.5 Appendix

In this section, we extend some of the results of Hamadene [47] concerning FBSDEs in the
Brownian setting to the case of jumps. Let us note that arguments of proof are close to the
one used by Hamadne in [47] with some minor modifications due to jumps setting. However,
we still provide the proof of existence. We look for the solution of the following fully coupled
forward-backward SDE with jumps

t t
Xi= Xo+ [ B(X0 Ve Zo K)ds + [ 0i(X0 Yo Zos K€)W,
0 0
t

s) [ ] B Yo Zo K ()R (s de). 0< ¢ < T, Pas,
0 JE

T T T
Y: = g(X7,Px,) —/ hs(Xs,Ys, Zs, Kg)ds —/ ZydWy — / / Ks(e)w(ds, de),
t t t JE

We assume the following assumptions:

e The functions f, h, o, 3 defined on R4*+4+dxd » ¥0(B(E),v) are Lipschitz in (z,y, z, k) and
uniformly in w € Q.

e The function g is defined on  x R? and valued in R? such that for any = € R, g is
Fpr-measurable and square integrable. Moreover, g is Lipschitz in z and uniformly in w € Q.
Finally, for v = (z,y, z, k) and v’ = (2, ¢/, 2/, k') € Ré+d+dxd we define the function A as follows

At u,u') = [be(z,y, 2, k) — b (2, v, 2 K ) (y — v) + [he(, 9, 2, k) — he(2, 2/ K] (2 — )

+ [O’t(.%', Y, %, k) - Ut(l’l,y/, Zlv kl)](z - Z/) + /E(Bt(l‘v Y, %, k) - /Bt(xlvy/> Zla k/))(k - k/)(e)n(dtv de)
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We make the following assumption

Assumption 4.5.1.

(i) There exists k > 0, s.tVt € [0,T],v € Ma(R? x RY), u,u’ € RIFd+Ixd  [.0(B(E),n),
At u,v') < —klz — 2'|?, P-a.s.

(H1) < (ii) There exists k' > 0, s.tVv € Ma(R? x R?), z, 2’ € R?
(g(z,v) — g(a',v)).(x — ') > K|z — 2'|?, P-a.s.

(i33) min{k,k'} > C(C +1).

Proposition 4.5.2. Under Assumption (H1), there exists a unique solutionU = (X,Y, Z, K) of
the FBSDE with jumps (4.5).

Proof. In the following poof, we will use the notation C to denote a generic constant that may
change from line to line and that depends in an implicit way on 7" and the Lipschitz constants.
The key point of the proof is to consider a sequence U™ = (X", Y™, Z™ K") of processes
defined recursively by : (X% Y% 72 K% = (0,0,0,0) and for n > 1, U™ = (X", Y™, Z" K")
satisfies, for all t € [0,7] and § €]0, 1], the following system
X —m—l—/ Fo(XTHL Yl gl genebly oyl _st))ds

+/ Us Xn+1 Yn+1 Zn+1 Kn—H) 5(}/;71—&-1 —Y;n))dWS

+ / [ (Bt Y 2 K s - K R(ds, ),

T
Yy = g(xmt) - / By (XTHL, YL 70+ K g / Zm W, — / / K™+ (e)7(ds, de)).
t

Forn > 1,t € [0, T], we consider the following processes
XptH=xptt - xp, oyttt oy, Zpth=2pt -z, Kpth = KPP - KT
and for a function ¢ = {f, h, o, 5}, we set
n+1 . ¢<t Un+1 )_¢(t7Utn?VZ’L_1)7 d;? = ¢(t7UgL7VZL)_¢(t7U[L7VZL_1)‘
In order to prove the existence of the solution, we will show that (X", Y™, Z" K"),>0 is a
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Cauchy sequence. First, we apply 1td’s formula to X" +1Y"+! and take the expectation
A A T A A A A T A A
ELSG ) = B[ T (A — (0t = 97))ds + B[ [ R+t
T . N . T . . . .
FE[[ @ =62 = 20, 25 ds [ [ RIFIB -SRI - RD)n(de, ds))
0 0 E
Rearranging terms, we get
A T A A A
E[X7H(g(XF) — g(X7)] + 5E[/ VPP 1252 + | K 2 ds)
0
T . N N R T . .
_E[/O X§+1h§+1+YS”“f§H+c’}”“(s)Z§LHds—|—/0 /EKQHBQHU(de,ds)]
T R R . T R .
— 5| /0 Yoy g gntl gngs /0 /E R Ry (de, ds)]. (4.66)
Using Assumption 4.5.1, we get
. T ~ ~ T
BIE XG0 [ 7P 4 20 R s + b [ 1% P
0 0
T . . . T . .
< 6E[ /O Yoy g grt gngs o /0 /E P R (de, ds)). (4.67)
In addition, the elementary inequality ab < a?/2 + b?/2 yields to
T . R . R T . R
E[ / Yoy 4 20t Z0ds) 4 / / K™ K" n(de, ds)
0 0 E
1 T . A N
< §E[/ VPP 12572 + | K 2ds)
0
1 T 1|2 5n |12 n |2
+ SB[ IR+ 12217 + K2 2as) (4.68)

Pugging (4.68) in (4.67), we obtain

’ ~ T ) T ~ ~
KEIXP) + KB 1X0HPds] + SEL[ TP+ |20 R s (469)
0 0
1) T . .
SQ[E[/ m”|2+||z;bu2+|ff:|§ds1]. (4.70)
0

Now, using It6’s formula to |Y™|2, we obtain classically that

T . R R T
¥n>1,3C" >0, E [/ Y+ HZ?H”IK”I?ds} < Cl(EHX%I2+/ |X72ds]).
0 0
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Plugging this estimates in (4.69), we obtain by choosing ¢ := min(k, k')/C,
on+12 T on+12 i o112 T o1
E[| X7 1°] + E[ ; (XS] < SR [BIX7” +E ; | X[ ds].
Besides, we also have for alln > 1

TAn2 on |2 o |2 c! 12 TA12
B\ [ IR+ 122+ 1K ds| < g (B |1+ [ [%2Pas) ).

Thus, (X2),>0 is a Cauchy sequence in H2(Q,P) and (X"),>0, (Y™)n>0, (Z™)n>0 and (K™),>0
are Cauchy sequences respectively in H?([0, 7], Q, dt © dP)and H2 ([0, 7,2, dt ® dn). Hence, if
X,Y, Z and K are the respective limits of these sequences, passing to the limit in (4.5), gives
us the desired result.

In order to prove that the system (4.5) has a unique solution, we suppose that (X,Y,Z,K) is
also solutionof (4.5). Let X = X! - X2,V =Y!' V2 X =27 - 72, K = K' — K2

Apply 1t6’s formula to the product XV, it follows straightforwardly from Assumption (H1) that

’ — T o_
FE(Xr + B[ |%,[ds] <0,
0

and conclude that X7 = 0, X; = 0, V¢ € [0,7], P-a.s. Thus, in order to finish the proof we need
to show that (Y, Z, K) = (0,0,0). This is actually a simple consequence of [123].
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applications

Mots clés : Equations différentielles stochastiques rétrogrades, maximisation d’utilité, solutions de
viscosité, options Américaines, jeux a champs moyen, EDS progressive-rétrograde.

Résumé : Cette thése est consacrée a I'étude des
équations différentielles stochastiques rétrogrades
(EDSR) et leurs applications. Dans le chapitre 1, on
étudie le probléme de maximisation de I'utilité de la
richesse terminale ou le prix de l'actif peut étre
discontinu sous des contraintes sur les stratégies de
l'agent. Nous nous concentrons sur I'EDSR dont la
solution représente I'utilité maximale, ce qui permet
de transférer des résultats sur les EDSR
guadratiques, en particulier les résultats de stabilité,
au probléme de maximisation d'utilité. Dans le
chapitre 2, on considére le probléme de valorisation
d'options Américaines des points de vue théorique et
numérique en s'appuyant sur la représentation du
prix de l'option comme solution de viscosité d'une
équation parabolique non linéaire. Nous étendons le
résultat prouvé

pour un put ou call Américain & un cas plus général
dans un cadre multidimensionnel. Nous proposons
deux schémas numériques inspirés par les
processus de branchement. Nos expériences
numériques montrent que l'approximation du
générateur discontinu, associé a I'EDP, par des
polynébmes locaux n'est pas efficace tandis qu'une
simple procédure de randomisation donne de trés
bon résultats. Dans le chapitre 3, nous prouvons
des résultats d'existence et d'unicité pour une
classe générale d'équations forwrad-backward a
champs moyen sous une condition de monotonicité
faible et une hypothése non-dégénérescence sur
I'équation forward et on donne une application dans
le domaine de stockage d'énergie dans le cas ou la
production d'électricité est imprévisible.

Some contributions to backward stochastic differential equations and applications

Keywords : Backward stochastic differential equations, utility maximisation, viscosity solutions,
American options, mean-field games, forward-backward SDEs

Abstract : This thesis is dedicated to the study of
backward stochastic differential equations (BSDES)
and their applications. In chapter 1, we study the
problem of maximizing the utility from terminal wealth
where the stock price may jump and there are
investment constraints on the agent 's strategies. We
focus on the BSDE whose solution represents the
maximal utility, which allows transferring results on
guadratic BSDEs, in particular the stability results, to
the problem of utility maximisation. In chapter 2, we
consider the problem of pricing American options
from theoretical and numerical sides based upon an
alternative representation of the value of the option in
the form of a viscosity solution of a parabolic
equation with a nonlinear reaction term. We extend
the viscosity solution characterization proved for

call/put American option prices to the case of a
general payoff function in a multi-dimensional
setting. We address two new numerical schemes
inspired by the branching processes. Our numerical
experiments show that approximating the
discontinuous driver of the associated
reaction/diffusion PDE by local polynomials is not
efficient, while a simple randomization procedure
provides very good results. In chapter 3, we provide
existence and uniqueness results for a general

class of coupled mean-field forward-backward
SDEs with jumps under weak monotonicity
conditions and without the non-degeneracy

assumption on the forward equation and we give an
application in the field of storage in smart grids in
the case where the production of electricity is
unpredictable.
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