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1

Introduction

Magnetic materials can be used to store information in a non-volatile manner. Mag-
netization has first been used for memory applications by the late XIXth century. The
magnetic wire recording was based on a steel wire pulled across a recording head
allowing an analog information to be written or read. This principle of an in-line
magnetic memory was found in others technologies: the very successful magnetic
tapes, the not so successful bubble memories or the under development racetrack
memories. The discovery of the giant magnetoresistance effect (GMR) by Albert
Fert and Peter Grünberg in 1988 was a breakthrough for magnetic memories. The
conductance of a stack comprising two ferromagnetic films depends on the relative
orientation of their magnetization. With this property, it became possible to access
information from simple electrical measurements, opening the age of spintronics.
Based on GMR magnetic random access memories (MRAM) were developed. In a
MRAM device the magnetization of a layer (called the free layer, FL) can be reversed
by an external field, while the magnetization of the second layer (the reference layer)
is kept constant, as illustrated in figure 1. The MRAM are commercialized and oc-
cupy a niche in the memory market. One of their main drawback is the writing that
is done by a current-induced magnetic field: this is not energy-efficient and limits the
scaling down of the MRAM because of the possible cross-talks. An alternative for
writing has been under study for the past 20 years: the spin transfer torque (STT).
Under this effect, predicted by John Slonczewski in 1996, the magnetization of a
thin ferromagnetic layer can be reversed by a polarized spin current through trans-
fer of angular momentum. The STTMRAM are based on these two effects: reading
through tunnel giant magnetoresistance and writing through STT.

Compared with their semi-conductors based counterparts, the STTMRAM have
the advantage of being non-volatile. But still some improvement are being made on
their scaling down and their speed. A state of the art STTMRAM device now has a
diameter of a few tens of nm and can operate in a few tens of ns. To keep improving
these performances it is necessary to have a deep understanding of their dynamics
in this nano scale, namely of how the switching of the free layer occurs. Indeed
several different scenarios can be imagined leading to the reversal of the free layer:
coherent reversal, domain wall based reversal, nucleation of a subvolume. These
possible switching scenarios are called the switching paths of the STTMRAM. They
correspond to the different intermediate configurations that the magnetization can

Low resistanceHigh resistance

Free Layer

Reference layer

Spacer

Electric current

STT
FIGURE 1: STTMRAMs in a nut-
shell. The represented device corre-
sponds to an out-of-plane geometry
with an insulating spacer between
the two ferromagnetic layers. The
information is read through the
TMR effect and is written using the

STT by applying a current.
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FIGURE 2: The switching paths in STTMRAM devices. Two possible
paths are represented, the macrospin reversal and the domain wall

based reversal.

take between its initial and final states (figure 2). The question I intend to answer
in this manuscript is the following: what is the switching path in latest STTMRAM
devices?

This work is the result of a close collaboration between two teams: the novel
magnetic devices group (NOMADE) of the centre de nanosciences et nanotechnolo-
gies (C2N) and the memory team of the Interuniversity microelectronics centre (IMEC).
The NOMADE group is a CNRS-Université Paris-Sud mixed unit that is specialized
on the understanding of magnetization dynamics in next generation magnetic de-
vices. The resources of this group include high-frequency electrical measurements,
ferromagnetic resonance measurements, Kerr microscopy and a numerical calcu-
lation cluster. I worked under the direction of Thibaut Devolder, while Joo-Von
Kim provided much help on the theoretical and numerical simulations aspect of
this study. IMEC is a public Belgian institute financed by many industrial partners.
The aim of the memory team of IMEC is to develop the next generation of mem-
ories for industrial applications. IMEC is providing the samples presented in this
manuscript. The development of the stack, the patterning, the reliability study, the
integration are performed at IMEC. NOMADE performs the high frequency mea-
surements and help with the physical understanding of the device’s dynamics. My
PhD was a direct result of this collaboration since I am a Université Paris-Sud stu-
dent financed by IMEC. I worked mostly at the C2N, spent two full months at IMEC
for specific measurements and of course made a lot of shorter visits there. Through
this work we try to understand the physical effects occurring in a STTMRAM free
layer, while keeping in sight what are the consequences of our insights for the de-
velopment of higher performance devices.

To study the switching path, we organise this manuscript as follows: in the first
chapter we present the basic concepts necessary for the rest of this manuscript. It in-
cludes the energies at stake in a STTMRAM free layer, the presentation of the tunnel
giant magnetoresistance, the spin transfer torque and the basic equations of mag-
netization dynamics. The second chapter is our state-of-the-art. We present what
was known about the switching path before the beginning of this PhD. We discuss
models of the coherent and domain wall based reversal and how they compare with
measurements. We also present briefly the state-of-the-art of devices performances
and finally what measurements were made to directly observe the switching path.
Our first result chapter focuses on micromagnetic simulations of the reversal. The
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idea is to solve numerically the basic equation of the magnetization dynamics pre-
sented in our first chapter in a simulated STTMRAM free layer. The switching path
obtained is discussed while we vary the size of the system. We also study the im-
pact of thermal fluctuations on the switching. In the micromagnetic simulations, it
is found that the domain wall dynamics inside the free layer are complex and that
they can be detrimental to the performances of the device. As a result we develop
in the next chapter chapter a model for domain wall dynamics based on the existing
ones presented in our state-of-the-art. At the end of this chapter we have an almost
complete understanding of the domain wall behaviour inside the free layer as it was
simulated micromagnetically. Then starts the experimental part of this manuscript.
First we present our samples and their characterization. We show basic character-
ization measurements such as loops obtained by vibrating sample magnetometer
and by sweeping the external field or the voltage. We then present a more complex
ferromagnetic resonance measurement from which we can extract key parameters
of the devices. The final chapter discusses time-resolved electrical measurements of
the reversal. Such measurements give information on the switching path, while we
vary the diameter of the device and the voltage applied. The experimental findings
are compared with our different models to conclude on the switching path in our
STTMRAM devices.
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Chapter 1

Magnetic tunnel junction and
magnetization dynamics basics

In this chapter we introduce the basic concepts necessary for the rest of the manuscript.
We start with the most simple model for the STTMRAM free layer, a ferromagnetic
thin film, and describe the energies at play. We then introduce spintronics by pre-
senting the magnetic tunnel junctions. We discuss the basics of magnetization dy-
namics and introduce the spin transfer torques. Finally we solve the obtained equa-
tions and present the coherent dynamics.

1.1 Energy potential in thin ferromagnetic films

1.1.1 Introduction

Let us consider a thin ferromagnetic film. The magnetization is described by the unit
vector −→m and the saturation magnetization Ms. The different micromagnetic energy
densities uµmag, i that are at play in such a film are related to the total energy of the
system following:

Utot = ∑
i

∫
Vol

uµmag, i d3r (1.1)

Each energy contribution gives rise to an effective field
−→
Heff following:

− µ0Ms
−−→
Heff, i =

δuµmag, i

δ−→m
(1.2)

1.1.2 Zeeman energy

The magnetization tends to align with an external field
−−→
Hext:

uZeeman = −µ0Ms
−−→
Hext .−→m (1.3)

this contribution is called the Zeeman energy.

1.1.3 Heisenberg exchange energy

The exchange energy causes adjacent magnetic moments (or spins) to align parallel
(for a ferromagnet) or antiparallel (for an antiferromagnet) to each others. Following
the Heisenberg model the contribution of exchange of a pair of atoms (i, j) to the total
energy of the system is written:

Uex = −∑
i,j

Jij
−→
Si .
−→
Sj (1.4)
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Where
−→
Si and

−→
Sj are the spins of two different atoms and Jij the interatomic ex-

change constant between them. In this work we study only ferromagnets and the
exchange constant is positive. If we assume that the magnetization is varying slowly
in space compared to the interatomic distance, the exchange energy density becomes
at the first order:

uex = Aex[(
−→∇mx)

2 + (
−→∇my)

2 + (
−→∇mz)

2] (1.5)

Where Aex the exchange stiffness (in J/m) can be expressed from the Jij of two adja-
cent atoms and the interatomic distance. In practice it is the exchange stiffness that
is directly obtained experimentally.

1.1.4 Dzyaloshinskii-Moriya interaction

The exchange energy discussed previously also has an antisymmetric contribution
called the Dzyaloshinskii-Moriya interaction (DMI) [37, 74]. The DMI can arise when
the inversion symmetry is broken in the material, for instance in the presence of
asymmetric interfaces between layers. It can therefore be present in the STTMRAM
free layers we consider. Similarly to the symmetric exchange, the total contribution
of DMI to energy density is written:

UDMI = −∑
i,j

−→
Dij.
−→
Si ×

−→
Sj (1.6)

In the same approximation of slowly varying magnetization in space, the DMI den-
sity energy for our thin film can be written:

uDMI = D[mz
∂mx

∂x
−mx

∂mz

∂x
] + D[mz

∂my

∂y
−my

∂mz

∂y
] (1.7)

Where D is the DMI constant (in J.m−2). The DMI is ignored in most of this manuscript.
We will consider its effect only while extending our domain wall models in the cor-
responding chapter.

1.1.5 Magneto-crystalline and surface anisotropy

The magneto-crystalline anisotropy accounts for the interaction between the crys-
tal lattice and the magnetic moments. This creates a preferential direction for the
magnetization along what is called the easy axis. If we note θ the angle between the
easy axis and the magnetization, then the first order magneto-crystalline anisotropy
contribution in the uniaxial case can be written as:

uK, m−c = Km−c sin2 θ (1.8)

The magneto-crystalline anisotropy is a volume effect and Km−c is expressed
in J.m−3. As the thickness scales down in a thin film another contribution to the
anisotropy called the surface anisotropy becomes of great importance. This anisotropy
accounts for the interactions between the magnetic moments and the orbitals of
the layer adjacent to the studied thin film. This adjacent layer is not necessarily
ferromagnetic or even metallic (in our case it is MgO). The amplitude of this sur-
face anisotropy depends on the materials of the two layers as well as on the qual-
ity of their interface. Similarly to the magneto-crystalline anisotropy, the surface
anisotropy defines an easy axis along which the magnetization tends to align itself
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following:

uK =
Ks

d
sin2 θ (1.9)

where d is the thickness of the magnetic film and Ks the surface anisotropy constant
is expressed in J.m−2 (positive with our MgO interface). In this work, we shall group
these two anisotropy contributions into a single anisotropy constant K (in J.m3) as-
suming they share their easy axis. We often use the corresponding anisotropy field
HK = 2K

µ0 Ms
. The anisotropy easy axis is out of plane in our modern STTMRAM de-

vices (Perpendicular Magnetic Anisotropy or PMA) and is therefore responsible for
the out of plane magnetization.

Higher order anisotropy terms exist for both the surface and the magneto-crystalline
contributions. We have only presented the uniaxial anisotropy energy as it is the one
relevant in our system, but non-uniaxial terms can be written to define more than
one easy axis. Both the higher order anisotropy or non-uniaxial anisotropy are not
considered in this work.

1.1.6 Demagnetizing effects

General considerations

The magnetization of the thin films creates a dipole field which acts on itself. This
field is called the demagnetizing field

−→
Hd and its direction depends on the direc-

tion of the magnetization and on the shape of the system. The demagnetizing field
contribution to the total energy is written as a Zeeman contribution:

ud = −µ0Ms

2
−→
Hd .−→m (1.10)

with a 1/2 factor to avoid double counting of the self interaction. To better under-
stand the meaning of the demagnetizing field, it is useful to introduce the notion of
magnetic surface charges and magnetic volume charges by analogy with their elec-
trical counterparts. The volume charges are given by −Msdiv−→m and the surface
charges (for a surface of normal −→n ) by Ms

−→m .−→n . The demagnetizing field is pro-
portional to the total magnetization. The magnetization tends to follow the demag-
netizing field in order to minimize the magnetic surface and volume charges. The
calculation of

−→
Hd is complex in most geometries and this fields is almost never uni-

form in space. In the most general case the demagnetizing field is written through a
potential given by integrating the magnetic surface and volume charges.

For example, let us consider that a strong anisotropy forces the magnetization
of the thin film to be uniformly out of plane, namely along the z direction. Then
the demagnetizing field which is also along z and of opposite direction simply reads
−→
Hd = −Ms

−→ez .

Demagnetizing field in patterned devices

It can be proven [81] that in the case of an uniformly magnetized ellipsoid, the de-
magnetizing field is uniform and can be expressed through a demagnetizing tensor
−→
Hd = −Ms

¯̄N.−→m .
To obtain devices the thin film is patterned into disks of varying diameter. Dur-

ing this PhD typical diameters are between 20 and 200 nm, for a thickness of about 2
nm. Let us consider a disk perpendicularly magnetized by a strong surface anisotropy
(see inset of figure figure 1.1.a). Then the demagnetizing field is not homogeneous
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FIGURE 1.1: Demagnetizing effects in a thin perpendicularly mag-
netized disk. a) Effective anisotropy field profile resulting from the
demagnetizing contribution along z. b) Nz determined from micro-
magnetic simulations of the free precession or from equation 1.12

(Mizunuma) and 1.13 (Beleggia).

since it is not an ellipsoid. We recover the exact demagnetizing profile using mi-
cromagnetic simulations. The effective anisotropy field is shown in figure 1.1.a, it
corresponds to the anisotropy field minus the z component of the demagnetizing
field. The demagnetizing field is stronger at the center of the disk than on the edges.
This is explained by the fact that a magnetic moment in the center is surrounded by
more neighbours exerting a demagnetizing field upon him than the same magnetic
moment placed near the edges.

Now we make a simplification and describe this complex demagnetizing field
profile by a uniform demagnetizing field whose amplitude is chosen to yield the
correct total demagnetizing energy. We introduce the demagnetizing factors of the
disk (Nx, Ny and Nz) which are the diagonal elements of the demagnetizing tensor
given in the uniformly magnetized ellipsoid case. With this approach, the disks is
under a uniform effective anisotropy of:

Hdisk
k, eff = Hk − (Nz − Nx)Ms (1.11)

Nz− Nx appears because the energies in the fully in plane and the fully out-of-plane
cases are compared. In the case of the disk, Ny = Nx and by definition of the de-
magnetizing factors Nx + Ny + Nz = 1. Therefore we only need to determine Nz to
obtain the demagnetizing field along z. This problem has been studied in literature
and several formula are available to us. Mizunuma et al [72] propose:

Nz = 1− 3
4

πτaspect (1.12)

where τaspect = thickness/diameter is the aspect ratio of the disk. This formula for
the demagnetizing factors assumes a flat disk.

In reference [3] the equivalent ellipsoid of a magnetic body is studied, the fol-
lowing formula is given for Nz:

Nz = 1 +
τaspect

π
(1 + ln(

τ2
aspect

16
)) (1.13)

To estimate the validity of these two formulas, we performed micromagnetic
simulations. We do not detaild here the principle of this method since it is done in
the state of the art chapter and in the micromagnetic simulations of the switching
path chapter. The idea is to simulate a disk of fixed thickness (2 nm) and of varying
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FIGURE 1.2: Schematic illustration of the TMR effect in a MTJ. The
magnetization of the two ferromagnetic layers are represented, as
well as the density of states of each spin bands in the parallel and

antiparallel configurations. Inspired from ref. [120]

diameter. For each disk we let the magnetization precess following equation 1.23
with a small tilt angle of 5 degree. The frequency of the precession is related to the
effective anisotropy over the full disk following Kittel’s formula of ferromagnetic
resonance [57]:

ωFMR = γ0Hdisk
k, eff (1.14)

where γ0 = γµ0 with γ the gyromagnetic ratio of the electron. From Kittel’s equa-
tion and equation 1.11 we recover a Nz corresponding to the micromagnetic sim-
ulations. This demagnetizing factor is compared to equation 1.12 and 1.13 in fig-
ure 1.1.b. There is a very good agreement between the micromagnetic simulations
and equation 1.13 at larger aspect ratio, while for the smaller one equation 1.12 gives
a better estimate.

Using the demagnetizing factors of the disk always assumes that the demagne-
tizing field along z profile can be replaced by a homogeneous field. In some cases
such as the micromagnetic simulations of the full reversal of a 50 nm disk, the exact
demagnetizing profile must be considered (see section 3.2.1).

We don’t consider here the in plane component of the demagnetizing field since
the magnetization was assumed to be uniformly out of plane. These terms are of
great importance in other magnetic configurations as will be highlighted in our do-
main wall models.

Finally there exists a calculation obtaining the demagnetizing factors of a cylin-
der in reference [18]. In this study tables are computed for the demagnetizing factors
but no approximate analytical expression are given, we did not compare this result
with our micromagnetic simulations and with equation 1.13 and 1.12.
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a)   Amorphous b)   Crystalline FIGURE 1.3: From reference [120]:
schematic representation of the or-
bitals tunnelling through a amor-
phous (a) or crystalline (b) barrier.
The Bloch states are of symmetry:
∆1 spd hybridized, ∆2 d and ∆5 pd

hybridized.

1.2 Transport in magnetic tunnel junctions

1.2.1 Jullière’s model for tunnel giant magnetoresistance

When two metallic layers are separated by an insulator, some electrons can still flow
across the barrier through the tunnel effect. In the case of two ferromagnets sep-
arated by an insulator, the conductance through the barrier depends on the rela-
tive orientation of the magnetizations of the two layers [54]. Such a stack is called
a magnetic tunnel junction (MTJ). In the parallel configuration the conductance is
generally higher than in the antiparallel configuration (see figure 1.2). This is due
to the non-zero spin polarization of the ferromagnetic electrodes at the Fermi level
EF. In the model of Jullière [54] the variation of the conductance is deduced from the
polarization of the two ferromagnetic electrodes at the Fermi level:

GP − GAP

GP
=

2P1P2

1 + P1P2
(1.15)

and the polarization are obtained from the density of states at the Fermi level [120]:
Pi = (Di↑ − Di↓)/(Di↑ + Di↓). These equations link two different conductances to
the four respective densities of state at the Fermi level.

The strength of this effect is often expressed by the tunnel magnetoresistance
(TMR given absolute or as a ratio in %). It is defined from the resistance in the
parallel and antiparallel configurations:

TMR =
RAP − RP

RP
(1.16)

If the MTJ is symmetrical P1 = P2 = P and we recover:

P =

√
TMR

TMR + 2
(1.17)

In Jullière’s model only the spin resolved density of states at the Fermi level mat-
ters. The nature of the barrier (amorphous or crystalline) has no impact on the TMR.
A measurement of the TMR in such an amorphous barrier MTJ (CoFeB/Al2O3/Co)
can be found in reference [73].



1.2. Transport in magnetic tunnel junctions 11

1.2.2 Tunnel giant magnetoresistance in Fe/MgO/Fe stacks

Qualitative understanding

In 2001, Butler et al predicted very high TMR in Fe/MgO/Fe MTJ from first-principle
based calculation[12]. The tunnelling through the crystalline MgO barrier is orbital
dependent: some of the Bloch states tunnel at a faster rate than the other Bloch states.
This is due to the orbital overlap through the barrier that is not the same for each
Bloch state symmetry. As the Bloch states at a Fe/MgO interface are spin-polarised
the tunnelling through the barrier becomes spin dependent. Most notably the ∆1
spd hybridized state is 100% spin polarized and present a great overlap through the
barrier because of its s-like symmetry (figure 1.3). In cristalline MTJs, the tunnelling
is now conserving the symmetry of the Bloch states. If the tunnelling was involv-
ing only the ∆1 states, the effective spin polarization would be unity and the TMR
would be infinite. Minor contributions from other Bloch states decrease the TMR
value but in practice it can be much larger than the one predicted for the amorphous
MTJ discussed in Jullière’s model. One can recover equations similar to the one of
Jullière’s model using effective spin polarization Peff

1 and Peff
2 instead of the P1 and

P2.

Equivalent circuit for a MTJ

To recover such equations one starts from the equivalent circuit of the MTJ shown
in figure 1.4. Here the current densities Jσσ′ corresponds to the four different spin-
channels (two in each configuration) with σσ′ = ±±, where the signs indicate ma-
jority or minority spin channels at the Fermi level. The MTJ can also be described by
four corresponding spin-channel conductance defined by [92]:

dJσσ′

dV
= Gσσ′〈σ|σ′〉2 (1.18)

where 〈±|±〉 = cos θ
2 and 〈±|∓〉 = ± sin θ

2 . These four spin-channel conductances
are related to the conductance of the parallel and the antiparallel states introduced
in Jullière’s model following:

GP = G++ + G−− , GAP = G+− + G−+ (1.19)

In this model instead of expressing the two conductances from the polarization Pi
which are obtained from the densities of states, we express the conductances by
computing each Jσσ′ for each Bloch states and by summing them to obtain the total
spin-channel current. The expressions of the spin-channel conductances are going
to be discussed again in the following section in order to express the spin transfer
torque in such Fe/MgO/Fe MTJ.

Once the spin-channel conductances are known, they can be used to define the
effective polarizations Peff

i for each layer[92]:

Peff
i =

√
GP − GAP

GP + GAP
(1.20)

This is simply a convenient notation in order to recover the same expression for
the TMR as in Jullière’s model. This is necessarily an assumption because we re-
duced a system described by four variables to only two, it is valid when G++ �
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G+−, G−+ � G−− which corresponds to a high TMR assumption, for instance when
the transport is dominated by the ∆1 states.

Conductance for any arbitrary angle

For any angle θ between the magnetizations of the two layers, it was found experi-
mentally that the conductance through the MTJ can be described by the general form
[90]:

G(V, θ) = G⊥(V)(1 + ι(V) cos(θ)) (1.21)

Where G⊥ is the conductance when the two layer’s magnetizations are perpendicu-
lar and ι(V) the coefficient of magnetoconduction. This coefficient can be expressed
from the effective polarization ι(V) = Peff

1 (V)Peff
2 (V) if we assume that the transport

properties of the MTJ ensemble can be separated in the properties of each electrode.
All along this manuscript we choose to disregard the bias dependence of the TMR
for the sake of simplicity. Namely we assume that Peff

i (V) = Peff
i (V = 0). The bias

dependence was notably studied in references [90, 101]. Since we shall predict that
the switching path depends little on voltage, this assumption is not of great impact
as long as our study focuses on this aspect of MTJs. In the specific case of a symmet-
rical junction, we can write Peff

1 = Peff
2 = P and then the conductance for any given

angle θ is simply

G(θ) =
1 + P2 cos θ

R⊥
(1.22)

where R⊥ = 2RPRAP
RP+RAP

is the median resistance. This expression for the conductance
is going to be used throughout this manuscript to link the magnetization dynamics
θ(t) with the conductance that can be measured electrically.

1.3 Magnetization dynamics in magnetic tunnel junctions

1.3.1 Landau-Lifshitz-Gilbert equation

In this section we introduce the Landau-Lifshitz-Gilbert (or LLG) equation, which is
commonly used to describe magnetization dynamics.

The Landau-Lifshitz model describes the dynamics of the magnetization under
an effective field

−→
Heff:

d−→m
dt

= −γ0
−→m ×−→Heff (1.23)

The total effective field seen by the magnetization is obtained from the micromag-
netic potential described in the previous section following equation 1.2. If the mag-
netization is aligned along the effective field, its derivative is zero and it remains
unchanged. If that is not the case the magnetization remains forever along a given
cyclic trajectory. The instantaneous precession frequency is γ0Heff.

To better predict the observed magnetization dynamics, a damping term (called
the Gilbert damping) was added to this equation. This gives the LLG equation:

d−→m
dt

= −γ0
−→m ×−→Heff + α−→m × d−→m

dt
(1.24)

where α is called the Gilbert damping constant (or simply "Gilbert damping" or
"damping"). This term is phenomenological and is added by analogy with a viscous
drag (it is proportional to −̇→m ). The origin of damping is multifold. The coupling
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FIGURE 1.4: From reference [90]:
equivalent circuit of a magnetic
tunnel junction. The current in the
P state is given by J++ and J−−, in

the AP state by J+− and J−+.

of the magnetization with the others degrees of freedom of the system are a cause
of damping (magnon-phonon, magnon-electron, defects, interfaces ...). Under the
effect of this term the magnetization relaxes until it aligns along the effective field,
while it precesses around it. The angle of precession and the frequency are no longer
constant.

It is sometimes useful to write LLG in an explicit manner. This is done by multi-
plying the equation by−→m× and injecting it back into itself to eliminate the derivative
term in the left side, one can obtain:

(1 + α2)
d−→m
dt

= −γ0
−→m ×−→Heff − αγ0

−→m × (−→m ×−→Heff) (1.25)

1.3.2 The spin transfer torque

Effect of a spin polarized current on a ferromagnetic thin film

A spin polarized current can transfer its angular momentum to the ferromagnetic
layer it is flowing through. This effect known as spin transfer torque was first pre-
dicted by Slonczewski in 1996 [93]. This effect can be understood as follows: the spin
current loses its coherence as it flows through the ferromagnet by interacting with
its magnetic moments, since the total angular momentum is conserved, a torque is
applied to the magnetization. This torque can be used to change the magnetization
direction of a thin film. Like any other torque, the STT can be decomposed in two
orthogonal torques providing two additional terms within LLG [121]:

d−→m
dt

= −γ0(
−→m ×−→Heff + bj

−→m ×−→p ) + α−→m × d−→m
dt

+ γ0aj
−→m × (−→m ×−→p ) (1.26)

where −→p is the polarization vector of the spin current (namely the direction of the
magnetization of the reference layer in STTMRAM context), bj the field-like torque
efficiency and aj the Slonczewski-like torque efficiency. In our system, the spin cur-
rent is polarized out of plane such that −→p = −→ez . At the remanance the effective field
is also along z through a strong perpendicular anisotropy. Then the bj term is called
the field-like torque as it simply adds to the effective field. In this configuration the
aj term is going to be responsible for the switching by acting as an anti damping
early during the reversal, it is called the Slonczewski-like torque.

Slonczewski spin transfer torque through a tunnel barrier

The Slonczewski-like term through a crystalline MTJ is studied in references [90, 92],
we discuss some findings of these two studies here. The magnetic tunnel junction is
represented by its equivalent circuit shown in figure 1.4. The aim is to express the
STT exerted on the right layer, which plays the role of the free layer. This torque
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depends on transport properties through the crystalline tunnel barrier similarly to
the TMR calculations of section 1.2.2.

Assuming that all the angular momentum carried by the current is deposited
within the right layer, the torkance applied on the right layer takes the general form,
following the geometry of figure 1.4:

d−−→τSTT

dV
=

h̄
4e
(G++ − G−− + G+− − G−+)

−→m × (−→m ×−→p ) (1.27)

where Gσσ′ are the spin-channel conductances defined in section 1.2.2. The h̄
2e factor

converts the electrical current carried by an electron into a spin angular momentum
applied to the magnetization. Now what is left to obtain the STT is to express the
spin-channel conductance by considering the tunnelling of the different Bloch states
through the barrier. In reference [92] the elastic tunnelling of the different Bloch
states is first considered. From this approach, the predicted voltage dependence of
the conductance in the antiparallel state takes the asymmetric form GAP = a + bV.
This is an issue because the measured conductance is rather voltage-symmetric and
presents what Slonczewski and Sun call a "broken-linear" dependence on voltage,
namely GAP = a + b|V|. To obtain such a voltage dependence in the model, they
consider the inelastic tunnelling through the barrier without detailing the nature of
such a tunnelling (maybe electron traps at oxygen vacancies). From these additional
channels, one obtain the broken-linear dependence of GAP on voltage and a general
expression for the torkance:

d|τSTT|
dV

=
h̄
4e
[G′P +(U+−−U−+)ρ+ρ−,0 +(DL−DR)|V|+(U+−+U−+)ρ+ρ−,1V] sin θ

(1.28)
Where the Uσσ′ are the elastic tunnelling coefficients, ρσ the densities of states at the
Fermi level and DL , DR inelastic tunnelling coefficient that are assumed positive
and not specified. We do not detail each of these terms in this manuscript because
we are going to focus on a system for which they cancel out. The conductance G′P
corresponds to the conductance in the parallel states corrected to account for the
small G−− term in its expression (equation 1.19):

G′P =
2P

1 + P2 GP(V) (1.29)

This correction is valid if G++ � G+−, G−+ � G−−, namely for a strong TMR.
Equations 1.28 and 1.29 are also only valid if we assume that a single effective polar-
ization factor P can be written. This assumption, which depends on the separability
of the left and right contribution to the total tunnelling, is discussed into detail in
reference [90] (see equation 16). For instance it is valid for perfect MgO barrier, but
could also be valid in other cases. Here the bias-dependence of TMR is also disre-
garded as P does not depend on V, similarly to equation 1.22.

After obtaining these equations, Slonczewski and Sun discuss various systems
in which the torkance is predicted by equation 1.28. In our STTMRAM system, we
focus on symmetrical MTJs. In that case all the terms in the torkance equation are
zero save for G′P. We obtain a simple expression for the Slonczewski-like torkance:

d−−→τSTT

dV
=

h̄
2e

P
1 + P2 GP

−→m × (−→m ×−→p ) (1.30)
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According to this model there is no field like torque, if all the angular momentum is
indeed deposited within the right layer.

The field like torque

In reference [101] Theodonis et al predict the current flowing through a symmetrical
MTJ using tight-bindings and free-electrons calculations. The free electron model
for a similar system (symmetrical MTJ) is also discussed in reference [113]. We do
not detail the calculations of these models in this manuscript. The main findings
of the two studies are the following: i) Two spin currents are created on the right
layer, one carrying an angular moment in the plane of the layers and one out-of-
plane. The two currents corresponds to the field-like torque (for the out-of-plane,
perpendicular current) and the Slonczewski-like torque (for the in plane, parallel
current) as defined in equation 1.26. They are of comparable amplitude. ii) The
field-like torque depends quadratically on voltage. iii) The Slonczewski-like torque
presents an anomalous bias dependence on voltage, i.e. it is not always proportional
to the voltage. It can change sign without the voltage changing sign and follows
an unexpected quadratic voltage dependence in certain regions. This last finding is
in disagreement with the models of Slonczewski and Sun that we presented in the
previous paragraph, which predicted a linear dependence of the STT on voltage in
the case of a symmetrical MTJ.

Measurement in in-plane magnetized MTJ are performed in references [87] and
[60] in order to check the theoretical predictions. In both studies the field like torque
is indeed measured to have a quadratic dependence on bias, as was predicted by
the free electron and the tight-bindings models. In [60] the Slonczewski-like torque
voltage dependence has a good agreement with the anomalous dependence pre-
dicted by Theodonis et al. While in [87] the torkance is measured to depend little on
voltage for the smaller voltage values studied (below ±0.4 V approx), which corre-
sponds more to the prediction of Slonczewski and Sun in the symmetrical MTJ case
and therefore to our equation 1.30.

We have come to the conclusion that there is no consensus in literature. In the
studies of Slonzewski and Sun the field-like torque was not predicted and the bias
dependence of the Slonczewski-like torque did not correspond to the one of refer-
ences [101, 113]. In our manuscript we chose to follow the approach of Slonczewski
and Sun that we detailed in the previous paragraph: the field-like torque is not go-
ing to be considered and the Slonczewski-like torque (simply written STT) is con-
sidered to depend linearly on voltage following equation 1.30. In our out-of-plane
systems the field-like torque would have the effect of an effective field along z at the
remanance, as we already stated. The field-like torque thus has two contributions
to the dynamics [105]: i)Changing the precession frequency. ii) Favoring one state
compared to the other one because of the quadratic bias dependence, leading to non-
symmetric switching performances. But this effect of field-like torque on switching
voltage is rather weak in our system. This is shown in reference [105] and can be
extrapolated from our own calculation in the following section by adding the field-
like torque to the effective field. In chapter 5 we present symmetrical R(V) loops,
hinting a weak effect of field-like torque in our samples (figure 5.5).

Final LLGS equation

To express the Slonczewski-like torque of equation 1.30 into the LLGS equation, we
multiply by the gyromagnetic constant γ and we divide by the total reversed volume
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Ad (d is the thickness and A the total free layer area). We obtain the LLGS equation
that is used for all this manuscript:

d−→m
dt

= −γ0
−→m ×−→Heff + α−→m × d−→m

dt
+ γ0P

V
AR⊥

h̄
2eµ0Msd

−→m × (−→m ×−→p ) (1.31)

We give this form with AR⊥ and V because it is the most suited for comparing with
the forthcoming measurements. Indeed as we vary the diameter of the device, the
resistance changes while the area resistance product remains constant. Furthermore
our measurements or simulations are performed at fixed voltage. The voltage is a
more correct metric than the current to describe the STT in a MTJ context: the insu-
lating nature of the tunnel barrier renders the voltage laterally uniform across the
device, while the current density is not necessarily uniform because the magnetiza-
tion can be non-uniform (for instance in a domain wall-based reversal).

To summarize, the main assumptions for this formula are: i) The field-like torque
is not included. ii) No bias dependence of the TMR. iii) Symmetrical barrier tun-
nel. iv) Separability of the left and right contribution to the total tunnelling. v) A
sufficiently strong TMR (namely G++ � G+−, G−+ � G−−).

1.4 Coherent reversal of the free layer

We now solve the LLGS equation 1.31 in the single spin limit. The obtained dy-
namics correspond to the trajectory of the magnetization in the case of a coherent
reversal of the free layer (namely within the macrospin assumption). But first we
discuss how much voltage or external field should be applied to the system in order
to reverse it.

1.4.1 Critical external stimuli for the reversal

Equation 1.31 can take an explicit form, similarly to the procedure used to obtain
equation 1.25:

(1 + α2)
d−→m
dt

= −γ0
−→m ×−→Heff − ασj−→m ×−→p

−αγ0
−→m × (−→m ×−→Heff) + σj−→m × (−→m ×−→p )

(1.32)

Where σj = γ0P V
AR⊥

h̄
2eµ0 Msd is the frequency corresponding to the STT term. We

consider the case of a thin disk with a strong perpendicular anisotropy uniformly
magnetized, a reference layer magnetized out of plane and an external field applied
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along z. Then: i) −→m is uniform (macrospin assumption). ii) −→p = −→ez namely we
have a perfectly out-of-plane reference layer at all time. iii) The effective field is
approximated by

−→
Heff = (Hdisk

k, eff cos(θ) + Hext)
−→ez , namely the demagnetizing field

considered uniform and written within the effective anisotropy following the calcu-
lation of section 1.1.6. There is no exchange terms into the effective field because the
system is described by a single spin.

In this system, the first two terms of equation 1.32 are precession terms: the fre-
quency is given by the effective field corrected by a STT term multiply by α. Typi-
cally the field dynamics are faster than the STT dynamics and the damping is of the
order of 10−2 such that the STT contribution to the precession is negligible.

The two last terms correspond to the damping and the spin transfer torque. They
dictate if the magnetization is reversed or not (namely if mz remains constant or not).
Along z, equation 1.32 reads:

(1 + α2)θ̇ sin θ = [−αγ0(Hdisk
k, eff cos(θ) + Hext) + σj] sin2 θ (1.33)

For a small angle θ, we can write:

(1 + α2)θ̇ = [σj− αγ0(Hdisk
k, eff + Hext)]θ (1.34)

This equation shows that the magnetization moves away from the effective field
when θ̇ is positive (for an P to AP reversal). The equilibrium corresponds to:

αγ0(Hdisk
k, eff + Hext) = σj (1.35)

This is equivalent to:
V
Vc
− Hext

Hdisk
k, eff

= 1 (1.36)

where we introduced the macrospin critical switching voltage Vc defined by:

Vc =
2αeAR⊥µ0MsdHdisk

k, eff

Ph̄
(1.37)

To better illustrate the role of the external field and the applied voltage on the switch-
ing, it is convenient to introduce the critical external stimulus h defined by:

h =
V
Vc
− Hext

Hdisk
k, eff

(1.38)

Such that the free layer is reversed if h > 1 (for P to AP reversal) and otherwise it
remains along the effective field. A negative field or a positive voltage favor the P to
AP reversal. For the AP to P switching the same equations can be obtained and the
reversal occurs for h < −1, a negative voltage or a positive field favor the switching.

The macrospin critical switching voltage corresponds therefore to the minimum
voltage than can reverse the system if there is no external field. This voltage is no-
tably proportional to the damping, to the area-resistance product (called RA prod-
uct) and to the effective anisotropy of the disk. We have already shown that this
effective anisotropy depends on the diameter of the disk because of the demagne-
tizing effects, therefore the macrospin critical switching voltage also depends on the
diameter following equation 1.11. Figure 1.5 illustrates this dependence using the
demagnetizing factors obtained from the free precession simulation method. The
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Magnetization Damping Anisotropy Resistance area TMR Exchange Layer
constant field product (P state) stiffness thickness

MS = 1.2 MA/m α = 0.01 1.566 MA/m 8.55 Ω.µm2 150% 20 pJ/m 2 nm

TABLE 1.1: Material parameters meant to mimic a dual MgO FeCoB-
based layer [21, 31]. .
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FIGURE 1.6: Macrospin trajectory. The reversal predicted by equation
1.39 and 1.40 is presented, a) mx and mz versus time, b) 3D trajectory
over a full switching. This reversal corresponds to a 40 nm diame-
ter disk described by the parameters of table 1.1 under an external

voltage of -6 V and no external field. The initial angle θ0 is 10 deg.

parameters that are used correspond to our best estimation of our STTMRAM de-
vices (see the chapter on the basic properties of our devices) and are presented in
table 1.1. We expect the largest devices that we study (200 nm diameter) to be re-
versed at around 0.7 V while the smallest (20 nm) at about 1.3 V. This highlights
the strong expected effect of the demagnetizing field. But of course this approach
is valid only for a coherent reversal and at 0 K, the temperature greatly affects the
measured switching voltage.

With no external voltage applied, the free layer is reversed for −Hext > Hdisk
k, eff

(P to AP). The coercive field as predicted by the macrospin model at 0 K is the total
effective anisotropy field.

1.4.2 Trajectory of the magnetization

We now assume that the external stimulus is sufficiently strong to initiate a reversal
from P to AP. The magnetization follows equation 1.32. The reversal is described by
the dynamics of mz and φm obtained from equation 1.32:

ṁz =
γ0αHdisk

k, eff

1 + α2 (mz + h)(1−m2
z) (1.39)

φ̇m =
γ0Hdisk

k, eff

1 + α2 (mz + α2 V
Vc

+
Hext

Hdisk
k, eff

) (1.40)

φm is the azimuth such that mx = cos φm sin θ. The notation φ is preserved for do-
main wall models.

Note that the individual contributions from the applied voltage and the external
field cannot be grouped in a generalized stimulus h in the second equation. This time
both a positive field and a positive voltage increases the precession frequency. The
voltage contribution is bound to be weaker because of the damping square prefactor.



1.5. Conclusion 19

These equations are solved and the obtained trajectories are presented in figure
1.6. The figure corresponds to a 40 nm diameter disk described by the parameters
from table 1.1 under a voltage of -6 V and no external field. A very high voltage was
chosen in order to observe less oscillations during the full reversal, which gives an
easier to read figure. For more reasonable voltage values (between 1 and 2 V since
Vc = 1 V at 40 nm) the trajectory is qualitatively the same, but with slower mz drift
and therefore more oscillations of the in plane component of the magnetization.

The z component of the magnetization first decreases slowly because the STT
and the damping are opposed. Once the equator is reached (namely mz = 0), both
the STT and the damping term push the magnetization down and therefore the rate
of reversal is increased compared to the first part. This can be seen in the left graph
of figure 1.6.

Concerning the oscillations, the frequency first decreases as mz decreases follow-
ing equation 1.40. Once the equator is reached the magnetization precess in opposite
direction with a frequency increasing as mz decreases.

From this approach, we cannot give an absolute switching time since it is strongly
dependent on the chosen initial angle θ0. In the first section of the following chapter
we shall discuss the implications of this macrospin trajectory for STTMRAM devices,
as well as compare this model with stability diagrams measurement from literature.

1.5 Conclusion

In this chapter we have introduced the basic concepts used in this manuscript and
necessary to understand the forthcoming state of the art chapter: the relevant en-
ergies of the system, the transport properties through a tunnel barrier, the effect of
spin transfer torque and finally the basic magnetization dynamics in the macrospin
approximation.

Other basic studies are kept for later. The introduction to domain wall models is
done in the state of the art chapter, while their basic calculation with our parameters
is presented in the Modelling the domain wall motion chapter 4. The design and the ba-
sic properties of our STTMRAM devices are presented in chapter STTMRAM devices
and their basic properties 5.
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Chapter 2

State of the art on free layer
dynamics

In this chapter we present what was the common understanding of the switching
path of the free layer at the beginning of this PhD. First we discuss the predictions of
the macrospin model and its comparison with stability or switching time measure-
ments. Second we present results obtained from micromagnetic simulations of the
switching path. Third the domain wall models applied to STTMRAM are shown.
The last two parts of this chapter focus on the design of state-of-the-art STTMRAM
devices and on the possible direct observations of the switching path in such devices.

2.1 Spin transfer torque induced coherent reversal

This section focuses on the use of the macrospin model to explain two types of
measurements: stability diagrams and switching time studies. The basics of the
macrospin model were presented in the previous chapter both in term of critical
switching external stimuli and of magnetization trajectory.

2.1.1 Stability diagram measurement compared to the macrospin model

Predicting the stability diagram

The macrospin model predicts that an external field along the out of plane axis or
an external voltage can reverse the magnetization of the free layer if they are suffi-
ciently strong, following equation 1.36. A stability diagram is a measurement of the
possible states of a STTMRAM device (P only, AP only, or both states possible) in the
(Hext, V) space. These diagrams can be directly compared with the prediction from
a macrospin model such as the one we presented in the previous chapter.

The shapes of the stability diagram have been derived for different geometries
and external stimuli by Bernert and al in reference [5]. Their study is more complete
than the macrospin model we derived previously. It includes the effect of the field
like torque, of an external field applied in plane and study the case of an in-plane-
magnetized free layer. The phase diagram they predict for a fully perpendicular
system are shown in figure 2.1.a. Similarly to what is obtained from equation 1.36
the diagram is symmetrical with P to AP and AP to P switching being equivalent.
The limits are given by a straight line.

In reference [62] Lavanant et al predict stability diagrams in out-of-plane STTM-
RAM from a different method. They use a power dissipation approach where only
the dissipative terms (damping and Slonczewski-like STT) are included in a dissipa-
tion function. Then the Euler Lagrange equation is solved. Lavanant et al obtain the
same result as from the LLGS approach, as shown in the third figure of [62]. They
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dicted by LLGS equation. b) From reference [62]: diagram with a tilt
of 5 deg between the easy axis and the applied field, as computed by

the power dissipation approach.

also extend their model to the case a strong second order anisotropy and consider a
possible tilt between the easy axis of the free and the applied field. Such a tilt breaks
the cylindrical symmetry of the stability diagram and even an angle as small as 5
deg leads to a case such as the diagram of figure 2.1.b. They predict a strong impact
of a tilt or of second order anisotropy on the stability diagrams. This more complete
model will prove useful to understand experimental state diagrams.

Comparing with measurements

In reference [105] Timopheev et al study stability diagrams of perpendicularly mag-
netized STTMRAM through macrospin modelling, micromagnetic simulations and
direct measurements at room temperature. In their model the influence of the field-
like torque is discussed. The obtained diagrams are similar to the one predicted in
reference [5] save for the vertical lines delimiting the Hext = ±Hdisk

k, eff regions. The
field-like torque has a weak effect on the state diagram if the Slonczewski-like torque
is sufficiently strong. This is confirmed in micromagnetic simulations. The simula-
tions also discuss the effect of being at room temperature on the stability diagrams:
the overall shape is conserved but the switching voltage or field are reduced. Their
measurement is shown in figure 2.2.a. There is a good qualitative agreement be-
tween the measured diagrams and the one predicted by the macrospin model or the
micromagnetic simulations in the case of a weak field-like torque.

In reference [95] Strelkov et al study the state diagrams of similar devices while
varying the tilt angle between the applied field and the easy axis of the free layer. For
the case of an out-of-plane field, they recover diagrams similar to the one predicted
by the macrospin model and presented in figure 2.1. But for an in plane applied an-
gle a stability diagram such as the one presented in figure 2.2.b is measured. Strelkov
et al then show that the macrospin model can account very well qualitatively for the
change of shape of the diagrams while the tilt angle varies.

Measurements of stability diagrams in out-of-plane spin valves (with a metallic
spacer) are compared with macrospin models by Le Gall et al in reference [63]. In
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this paper the macrospin model fails to predict all the features observed in the mea-
surement. A tilt between the field and the easy axis of the free layer and/or a second
order anisotropy term are necessary to explain the experimental observations. In
some region of the diagrams neither the P nor the AP state are stable and Le Gall et
al attribute this signal to dynamical states.

In MTJs based devices the macrospin model can fail to account for all the ob-
served features of a stability diagram. In reference [22] some features of the stability
diagrams are explained by considering the existence of intermediate states between
P and AP existing through domain walls.

Other groups studied stability diagrams, we here reviewed only out-of-plane
devices but similar studies were performed for the in-plane configuration such as
reference [86]. Those devices are less similar to the one we study throughout this
manuscript.

Discussion: what the macrospin model could and could not explain from the sta-
bility diagrams ?

The macrospin model could explain the shape of the stability diagram qualitatively.
Several elements should be added to the model compared to the basic one that we
presented in the first chapter in order to explain all the measured features. Most
notably a tilt between the easy axis of the free layer and the applied field or a second
order anisotropy both have a very strong impact on the shape of the diagrams. This
was both predicted and measured in the case of a tilt. Without this tilt the limits
of the diagrams are predicted to be infinite by the macrospin model, unlike what is
measured. However diagrams with a strong breaking of symmetry where measured
while no tilt angle or second order anisotropy are expected (such as figure 11 of
reference [62]). To make a more quantitative prediction of the diagram boundaries,
temperature should be added to the model similarly to what is done in reference
[105]. Otherwise the macrospin model overestimates greatly the voltage or field
needed to reverse the device. Thermal activation in STTMRAM devices is discussed
in the following subsection within the macrospin assumption.
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There are also some other experimentally observed features that cannot be de-
scribed by the macrospin model: possible dynamical states or domain wall based
intermediate states.

2.1.2 Prediction of the switching time through the macrospin model

Switching time measurement: two regimes are observed

A pulse-induced switching measurement consists in sending a voltage pulse through
a STTMRAM device with no external applied field and checking whether the free
layer has switched or not. The reversal is stochastic, the same pulse can sometimes
reverse the free layer and sometimes not. The probability of reversal is obtained by
repeating the experiment many times. Such probability of reversal measurements
can be done while varying the duration of the pulse as well as the applied voltage.
It is convenient to describe the obtained statistics of the switching time through the
voltage dependence of the average switching time τsw(V).

Such measurements have been performed early on the older STTMRAM stacks.
Here we present more recent studies where the devices are perpendicularly magne-
tized. In reference [2] Bedau et al discuss such a measurement performed in a fully
metallic spin valve. In such samples a larger current range can be explored because
there is no tunnel barrier to break down, but the physics of the switching remain es-
sentially the same. Similar results are presented in reference [106] by Tomita et al in
a PMA-MTJ samples. Their results are shown in figure 2.3 a) and b) respectively. It
is observed that the switching time depends very strongly on the applied switching
voltage, especially at low voltages/long switching time. Both studies also present
two distinct regimes for the pulse duration versus voltage graphs. Those regimes
are called the precessionnal (or ballistic) regime at high current and the thermally
activated regime at low current.

In the two papers we presented, macrospin models are compared to the experi-
mental results. We now discuss these models origins for both regimes before going
back to the measurements and compare each others in the discussion paragraph.
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FIGURE 2.4: Switching time as predicted by the macrospin dynamics
in the precessionnal regime. a) Switching time versus external stimuli
h for a fixed initial tilt angle of 10 deg. Are compared the exact equa-
tion 2.2 and the approximate expression proposed by J. Sun (equa-
tion 2.1) taken at mz = 0 to obtain the switching time. b) The same
equations are compared while varying the initial tilt angle between
mz0 = 0 (in plane) and mz0 = 1 (out of plane) for a fixed external

stimuli of h = 1.5.

Switching time in the precessional regime

The first prediction of the switching time in a device reversed by STT was proposed
by J. Sun in reference [97]. This study concerns the general case of a parallelepiped
uniformly magnetized and reversed by a spin current. It is therefore within the
macrospin assumptions. J. Sun derives equations similar to the LLGS equation that
we presented in the previous chapter and predicts a critical switching current as well
as the magnetization trajectory in a similar manner. Several geometries are discussed
as well as the influence of an external field. This paper integrates the θ̇ dynamics
and gives an approximate switching time for small θ. For a uniaxial anisotropy only
system, the time needed to go from θ0 to θ is given by equation (27) of reference [97]
which translates with our notations into the "first Sun’s law":

t(mz) =
1 + α2

αγ0Hdisk
k, eff

1
h− 1

ln(
θ

θ0
) (2.1)

We define the switching time as the time needed to reach mz = 0 (because if from this
point we stop sending external stimuli the free layer still switches). The switching
time is proportional to ln θ0 and the inverse switching time is linear with h following
equation 2.1.

This equation is obtained considering only the leading order of the h depen-
dence, namely is valid for small θ. To have a more precise formula, we can integrate
our equation 1.39 on the dynamics of mz. This has already been done in reference [7]
and lead to the following equation:

t(mz) =
1 + α2

αγ0Hdisk
k, eff

1
2(h2 − 1)

[(1− h) ln(
1−mz

1−mz0
)+ (1+ h) ln(

1 + mz

1 + mz0
)− 2 ln(

h + mz

h + mz0
)]

(2.2)
This equation gives the switching time corresponding to our basic LLGS equation.
The exact formula and the approximate expression derived by Sun are compared
in figure 2.4 while varying the generalized stimuli or the initial tilt angle. Even
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b)a)

FIGURE 2.5: Probability density of the magnetization’s destribution
as predicted by a Fokker-Planck equation. Both figures concern PMA-
MTJs. a) From reference[83]: distribution histogram at equilibrium
before any STT is applied. The histogram is obtained by solving nu-
merically the Fokker-Planck equation (equation 2.3) while the ref line
is a Boltzmann distribution fit (equation 2.6). The thermal stability
factor is ∆T = 80. b) From reference [13]: distributions of the mag-
netization obtained from the Fokker-Planck equation at different nor-
malized time for an applied external stimuli of h = 1.5 and a thermal

stability factor ∆T = 60.

though the approximate expression overestimates the switching time, there is a good
qualitative agreement on the effect of h and mz0 on the switching time. Since the
macrospin models will prove once again to be only qualitative when compared with
measurement of the switching time, the approximate expression proposed by J. Sun
finds use in literature.

In a measurement of the switching time, we have a good control of the applied
external stimuli but we have no control on the initial state mz0. This initial state
depends on the temperature of the device: the thermal fluctuations have the effect
of tilting overall the magnetization away from the effective field by an angle θ0.
This angle can be derived from a Fokker-Planck equation and by considering that
the magnetization aligns itself with the Boltzmann distribution obtained around the
effective field. This approach is shown after the next paragraph since it is necessary
to introduce the Fokker-Planck equation to estimate the thermal regime switching
time.

Now if we assume that the only effect of temperature on the switching is this ini-
tial tilt, then we can predict a switching time depending on h and T using equation
2.1 or 2.2. The regime where this assumption is considered valid is called the preces-
sionnal regime, because the switching is then described only by the precessionnal
dynamics of the macrospin model. This predicted switching time can be compared
with measurement, as we shall present in the last paragraph of this subsection.

Switching time in the thermally activated regime

The first theoretical studies of the impact of thermal fluctuations on the STT based
reversal where proposed by Sun et al, most notably in references [98] and [45]. These
studies are performed in geometries different from ours. More recent works (refer-
ences [13, 83, 106]) focus on our fully out-of-plane case. In both the older and the
more recent papers, the temperature is considered through a stochastic field that is
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added to the effective field in the LLGS equation. Under the effect of thermal fluctua-
tions the magnetization is described by a distribution. We note p(θ, t) the probability
density that the magnetization makes an angle θ with the easy axis at time t. This
probability follows a Fokker-Planck equation, in our fully out-of-plane geometry for
mz it is written [13, 83]:

∂p
∂t

=
∂

∂mz
[(mz + h)(1−m2

z) +
1−m2

z
2∆T

∂p
∂mz

] (2.3)

where ∆T is the thermal stability factor of the device defined by:

∆T =
Kdisk

eff Vol
kBT

=
µ0MsHdisk

k, effVol
2kBT

(2.4)

with kB the Boltzmann constant, T the temperature and Vol the volume of the free
layer. For a 40 nm disk with the parameters described in table 1.1 at room tempera-
ture, ∆T = 84.

The Fokker-Planck equation 2.3 describes the dynamics of the distribution of the
magnetization. The first term in the bracket is the flow: it accounts for the dynamics
of the magnetization in the absence of thermal fluctuations following equation 1.39.
The second term is the diffusion: it is proportional to temperature and accounts for
the diffusion of the distribution over time.

Such an equation can be solved numerically to predict the distributions of the
magnetization over time as the device switches. This is done for PMA devices in
reference [83]. Reference [13] gives analytical approximate expressions for those dis-
tributions and the switching time, and compares them with the numerical results.
Figure 2.5.b presents distributions obtained from this reference. Note that initially
it is centered around the initial state θ = 0 and at the end of the reversal (τ = ∞)
around the final state θ = π.

One other key result from these two papers is the estimation of the switching
time in the so-called thermal regime. The thermal regime assumptions are: i) the
system follows a Boltzmann distribution about the effective field before the voltage
is applied; ii) the STT can be considered as a perturbation, namely the switching is
considered a rare event; iii) there is no switching back to the initial state once the
reversal is done. Then the mean value of the switching time (switching meaning
that we crossed the barrier, namely mz < 0) takes the general form [83, 106]:

tsw =
1
Ω

exp[∆T(1− h)2] (2.5)

where Ω is the attempt frequency.
Determining the attempt frequency is a complex issue. Two different forms are

proposed in reference [83] and [106]. For both references it is expected to depend on
voltage as a power of 2 or 3. In all cases, the voltage dependence of the switching
time is mostly given by the exponential term. A quadratic dependence of ln tsw is
therefore expected when analysing measurements.

Note that while references [13, 83, 106] all predict this quadratic dependence
and compare it with numerical calculations and measurements, earlier studies of
the thermal fluctuations predicted a linear dependence. The linear dependence on
voltage of ln tsw is obtained following a Fokker-Planck equation, but reduced to a
standard eigenvalue problem. This approach is detailed in reference [98] and [45].
This prediction of the switching time is compared to measurements in reference [2].
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Predicting the initial tilt angle

The Fokker-Planck approach of thermal fluctuation can be used to obtain the θ0
that is necessary to predict the switching time in the precessionnal regime follow-
ing equation 2.2. This is simply done assuming a Boltzmann distribution (see figure
2.5.a) around the effective field [13]:

p(mz, 0) = C exp[−∆T(1−m2
z)] (2.6)

where C is a constant that is obtained by normalizing the probability density func-
tion. If we assume that initially the magnetization is fully distributed between mz =
1 and mz = 0, then:

C−1 =
∫ 1

0
exp[−∆T(1−m2

z)] dmz (2.7)

Once C is obtained we have the full initial probability density function. The initial
average magnetization mz0 is simply given by the expected value of p(mz, 0).

mz0 =
∫ 1

0
p(mz, 0)mz dmz (2.8)

For a disk of 40 nm diameter at room temperature (∆T = 84), we obtain θ0 = 6.4 deg.
In reference [64] a formula is proposed to estimate the typical initial tilt based

solely on energy considerations (i.e. disregarding the entropic contribution linked
to the energy degeneracy within the φm degree of freedom). Within the macrospin
assumption the energy is written as Utot =

1
2 µ0MsHdisk

k, eff sin2 θ (with no external field
or DMI). The initial tilt angle is given by the standard deviation of θ around its
equilibrium position, which is obtained by expanding the energy:

Utot(θ0) =
1
2

kBT =
1
2

∂2Utot

∂θ2 θ2
0 (2.9)

Which is equivalent to θ0 =
√

1
2∆T

. This equation gives θ0 = 4.42 deg, in reasonable
agreement with the calculation from the Boltzmann distribution.

Discussion

Usually the average switching time versus voltage graphs are fitted using a h−1 de-
pendence for the precessionnal regime and either a exp(1− h) or exp(1− h)2 in the
thermal regime. Reference [2] uses the (1− h)1 model while [106] the (1− h)2 model
and a more complex formula for the precessionnal regime switching time. Even
though there is no clear consensus in literature regarding the power factor, the more
recent studies in the PMA geometry all gave (1− h)2.

For all measurements in literature or performed during this PhD, a fit can be
obtained only by leaving numerous free parameters: the thermal stability ∆T, the
attempt frequency Ω and the critical macrospin switching voltage V0. There is no
study to our knowledge obtaining these three quantities in a unrelated measure-
ment and then using it to fit switching time graphs. Qualitatively the fit obtained
in both regimes are satisfactory, the macrospin model with thermal fluctuations
could indeed predict two regimes and predict the overall voltage dependence of the
switching time in both regimes. But because of these free parameters, the macrospin
model is once again only qualitative and by no means can be quantitative. Using the
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FIGURE 2.6: From reference
[118]: snapshots of the mag-
netization during the rever-
sal of a 40 nm diameter disk
by STT. This system simu-
lates a perpedicularly mag-
netized free layer. The cor-
responding material param-
eters and applied current are
given in the corresponding

reference.

macrospin-predicted value for ∆T, Ω and V0 gives switching times longer than the
measured one.

The macrospin approach that we have presented here gives expression only within
the thermal or precessional limits, they are bound to be invalid in between. In the
ballistic regime we assume that the thermal fluctuations only influence the initial
state but have no effect on the dynamics. On the contrary in the thermal regime we
assume that the STT is a perturbation to the system and that the switching is a rare
event. In our micromagnetic simulations at 300 K and in our time-resolved mea-
surement, the macrospin model fails to predict the switching time partly because of
these limitations.

2.2 Micromagnetic simulations to study the switching path

So far we have compared the macrospin model with different measurements of the
reversal. In this section we discuss the switching path in micromagnetic simulations
of the reversal found in literature.

2.2.1 Simulated dynamics under spin transfer torque

Through a grid, the free layer is divided into small elements where the magneti-
zation is considered uniform. This approach is possible because of the exchange
energy: at small size scale we expect a small volume to behave as a macrospin.
Therefore the LLGS equation can be solved for each of those single elements. This
method includes the exchange energy between each macrospins as well as the de-
magnetizing effects that they exerts on each others into the effective field, in addition
to the terms already presented in equation 1.31 from the previous chapter.

The oldest micromagnetic studies of the STTMRAM dynamics were performed
for in plane systems, such as in reference [67]. In this work, Li and Zhang consider a
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thin ferromagnetic film with in plane anisotropy. Temperature is included as a ther-
mal field added to the total effective field in the LLGS equation. The impact of the
STT on the field hysteresis loop is discussed. In this paper, for their 64x64x2.5 nm
system, the switching path is mostly coherent as the angle between each individual
moments never exceeds 5 degrees during the reversal. In spite of this simple switch-
ing path, the system can still undergo complex precessionnal states in the right field
and voltage conditions. These precessionnal states are studied into details in this pa-
per. They can persist in this in-plane geometry because energy keeps being pumped
into the system by STT. In their study, they also discuss the switching time depen-
dence on voltage in both the precessionnal and the thermal regime. They found that
in the precessionnal regime tsw is proportional to (h − 1)−1 as predicted from the
macrospin models (equation 2.1). In the thermal regime, they recover the exp(1− h)
dependence that was predicted and measured in earlier STTMRAM literature. In
their work, micromagnetic simulations could be used both to check whether the
predictions of the macrospin model still hold beyond this assumption, but also to
predict more complex dynamics (precessionnal states) that are outside of the scope
of the macrospin model. For a more recent study in in-plane-system, one can con-
sider reference [117], where both the free layer and the reference layer are simulated.

Micromagnetic simulations for the out-of-plane anisotropy are performed by
Chun-Yeol You in reference [118]. The aim of this study is to reduce the switching
current by elongating the shape of the free layer, or by tilting the easy axis compared
to the polarization vector. It is found that breaking the circular symmetry of the
system does the job. Additionally to this critical current study, this paper present
a switching path of the free layer through snapshots of the magnetization config-
uration at different times during the reversal. It is found that during the first few
ns of the reversal of a disk the out-of-plane plane component of the magnetization
decreases almost uniformly across the disk under the effect of spin transfer torque.
The center of disk reverses slightly faster. During this phase the in plane component
adopts a vortex-like state (see figure 2.6.b). Once a certain critical angle θ is obtained,
there is a nucleation of a 180 degree domain wall. Then the switching occurs by do-
main wall motion. This more complex switching path is related to the one we obtain
with our own micromagnetic simulations and that is detailed in the corresponding
chapter of this manuscript. This work from You does not focus specifically on un-
derstanding the free layer dynamics therefore a more complete study is necessary. In
this manuscript we focus on the size dependence of the switching path and compare
each reversal steps with appropriates models.

2.2.2 Minimum energy reversal path

Introduction to the nudged elastic bands method

The simulations of the switching path that we presented so far relied on solving the
LLGS equation. Another method called the Nudged Elastic Bands method (NEB)
[52] can give the switching path in the thermal regime, namely when the switching
is a rare event. The free layer is simulated as a grid of magnetic moments, just like
in the LLGS equation based method. The idea is to fix the initial and the final states,
then an initial path is assumed between those states. This initial path is then de-
scribed by a finite number of configurations of the magnetization Mi linked together
by springs. The minimum energy reversal path is obtained if each Mi is connected
by a minimum energy transition, in other words if the gradient of the potential Utot
always leads from Mi to Mi+1. To obtain the minimum energy reversal path from
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the initial path an iterative scheme can be used, the sum of all the configurations
being relaxed towards a lower energy.

Once the minimum energy path is obtained, it is assumed to be the path that
the magnetization is the most likely to follow during a reversal. Because of the
thermal fluctuations the actual switching path is of course slightly deviated from
this minimum energy path. This method is only valid in the thermal regime where
the switching is a rare event. For instance it is appropriate to study a spontaneous
switching due to thermal fluctuations and with no STT applied.

Older results for in plane systems

Earlier uses of this method are presented in references [38] and [36]. For these two
papers the considered systems are in-plane devices. In the first reference the ob-
tained switching path is domain wall based for the thinner geometry considered
(200x200x10 nm) and vortex based for the thicker one (200x200x50 nm). In the sec-
ond paper it is shown that the switching path depends on the strength of the ap-
plied external field. The stronger is this field and the more inhomogeneous is the
minimum energy path.

Recent studies on out-of-plane systems

The NEB method has been applied in out-of-plane systems more recently, for in-
stance in reference [85]. In this work Sampaio et al study a disk of 32 nm diameter
and a thickness of 1 nm, with material parameters close to ours. The main focus
of their work is on the effect of the DMI on the switching performances, but they
also details the minimum energy path. For all DMI values (from 0 to large), this
path includes a domain wall within the system. Concerning the impact of DMI on
the switching, it is greatly detrimental. Indeed the DMI both decreases the thermal
stability factor ∆T and increases the critical switching voltage Vc.

In reference [24] the thermal stability of out-of-plane system is studied. The im-
portance of carefully selecting the Arrhenius prefactor is discussed. The minimum
energy path is a domain wall based reversal.

Discussion

The NEB method, as we already stated, computes a minimum energy switching
path that the magnetization can follow under thermal fluctuations. The STT and
the damping terms are not included in this picture. Therefore if too much energy is
brought to the system through STT, the magnetization is more likely to stray away
this path. For this reason the switching paths obtained from solving the LLGS equa-
tion in the ballistic regime can be different from the one obtained from the NEB
method. Conversely, if we could perform Langevin dynamics (namely solving the
LLGS equation with a thermal field included) for a small excitation and a very long
time scale, we should recover the minimum energy switching path predicted by
NEB. Such simulations are hard in practice because of the computation time neces-
sary for Langevin dynamics.

However for both methods, when the system is similar to our devices both in
term of geometry and of material parameters (reference [118] for LLGS and [85] for
NEB), the predicted switching path is domain wall based. This highlight the im-
portance of understanding the domain wall nucleation and domain wall motion to
elucidate the dynamics in STTMRAM free layers.
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a) b)

FIGURE 2.7: a) From reference [17]: energy barrier in the macrospin
(straight line) or domain wall (dotted line) configurations versus as-
pect ratio of the considered disk. This is predicted by energy con-
siderations for a perpendicularly magnetized system. The squares
correspond to the result from micromagnetic simulations. b) From
reference [30]: comparison between a time resolved pulsed induced
reversal (gray lines) and the (q, φ) model computed for different ap-

plied fields in a stripe geometry.

2.3 Modelling the domain wall based reversal

2.3.1 Predicting the critical size for domain wall based reversal

Micromagnetic simulations predict that domain walls are generally involved in the
switching path of a perpendicularly magnetized STTMRAM free layer. Only if the
considered free layer is sufficiently small (typically 20 nm), then the magnetization
is expected to remain homogeneous because of the exchange energy. It exists there-
fore a critical diameter for which domain wall based reversal starts to become more
energy efficient than the fully coherent reversal.

The prediction of such a diameter is done by Chavez-O’Flynn et al in reference
[17]. It is based on energy considerations: the energies of the system when a domain
wall is placed at the center of the disk and when the magnetization is coherently
in-plane are compared. The diameter dependences of these two energy barriers
are compared in figure 2.7.a, taken from reference [17]. In our section 3.2.2 of the
chapter on micromagnetic simulations we apply their critical diameter formula and
proposed an improved version of it that is compared with the simulated result (see
figure 3.9).

In reference [17], the influence of the external field is then studied using a NEB
simulation. The dynamics of the domain wall isn’t discussed.

2.3.2 Domain wall dynamics within the free layer

The domain wall dynamics in a simple geometry (namely an infinite stripe or an
infinite nanowire) have been well predicted by the so called (q, φ) model, or 1D
model. Early calculations of such a model can be found in reference [91] while the
STT is considered in the work of Thiaville et al for instance [102, 103]. The deriva-
tion of the (q, φ) model in our geometry and with our parameters will be the focus
of the chapter 4 of this manuscript. Therefore the basic calculations of this model are
not presented in this state of the art. In a nutshell the (q, φ) model within a stripe
predicts that the domain walls has a drift velocity proportional to the current. On
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top of this drift, oscillations of the domain wall positions are predicted with a fre-
quency and amplitude depending on the total field seen by the domain wall (Walker
oscillations). We now focus directly on the existing comparison between free layer
dynamics and domain wall dynamics predicted by the (q, φ) model.

In reference [30], Devolder et al performed time-resolved electrical measure-
ments of the reversal. This technique, detailed later in our state of the art, gives
a direct signature of the free layer switching path through the spatial average value
of mz(t). In this study, such time traces are compared with the predicted domain
wall dynamics in figure 2.7.b. The oscillations predicted by the model are somehow
found in the time-resolved reversal signatures. The (q, φ) model has been used in
other works such as reference [22] to predict the influence of STT on the domain wall
depinning or nucleation in PMA free layers.

The 1D model as existing in literature at the beginning of this PhD is not sufficient
to account for the dynamics observed experimentally, or even for the one predicted
by micromagnetic simulations (are we shall prove in this manuscript). There is a
need for an improved domain wall dynamics model in STTMRAM free layers. In
particular the approximation made in the existing models that consider the finite
geometry of a device as an infinite stripe needs to be better evaluated.

2.3.3 Modelling the domain wall nucleation

We have seen the existing models for predicting the critical diameter for domain
wall-based reversal and for predicting the domain wall dynamics. Another impor-
tant effect to be studied for understanding domain wall-based reversals is the do-
main wall nucleation. The nucleation is a long standing issue in magnetic bodies
[94, 1], we present here more recent theoretical works on the nucleation of domain
walls in an STTMRAM PMA free layer.

In the already discussed reference [118], the nucleation predicted by micromag-
netic simulations is occurring from a coherent state that reached a certain critical θ
angle after amplification of a quasi-coherent precession. The nucleation is chang-
ing the magnetization all over the free layer, such that it is going back up in some
regions and all the way down in other regions, creating a 180 degree domain wall.
In reference [77] and [110] Munira and Visscher give a possible origin for such a
nucleation mechanism. They prove that beyond a certain θ angle for the coherent
precession (which corresponds to mz, c ≈ 0.875 with their parameters), there exists
a non-uniform perturbation that grows exponentially creating a domain wall. In
their work they predict that such a non-uniform perturbation occurs spontaneously
during the precessionnal switching, they call this perturbation the magnetostatic in-
stability.

This means that the nucleation is a global process similarly to what was reported
in micromagnetic simulations in reference [118]: the magnetization is changing ev-
erywhere within the system during the nucleation (see figure 3.6 for the same result
obtained in our simulations). Therefore the domain wall is nucleated near the edges
but not from the edges. Indeed during the nucleation the mean mz value across the
disk cannot change abruptly (it is only amplified by STT), such that the reversed do-
main is smaller than the non-reversed domain after nucleation around mz, c ≈ 0.875,
leaving a domain wall near the edges. Concerning the impossibility of nucleating
a domain wall from the edges, in reference [110] Visscher et al confirm it by being
unsuccessful in forcing the reversal from such a nucleation.

The nucleation is a global process, bound to happen once the system reaches a
certain critical angle after a coherent precession if the disk diameter is sufficiently
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FIGURE 2.8: Typical design for
a perpendicularly magnetized
STTMRAM stack. Such a stack
is grown from bottom to top, it
is called a bottom-pinned design.
Each of the layers can be composed
of several sub-layers as described
in the main text. The Magnetic
Tunnel Junction (MTJ) and Syn-
thetic AntiFerromagnet (SAF) are

shown.

large. This critical angle is not predicted. In this manuscript we shall perform mi-
cromagnetic simulations to recover the switching path described in reference [118].
Concerning the nucleation we check that it is indeed a global process with a nucle-
ation near the edges as predicted by the magnetostatic instability approach. We do
not propose a different model for the nucleation than the one of Munira and Viss-
cher.

2.4 Perpendicularly magnetized STTMRAM stack

2.4.1 Overall stack design

Early STTMRAM devices were magnetized in plane through shape anisotropy, until
the emergence of PMA MTJs in 2010 [50, 116] which allow for the out-of-plane ge-
ometry to exist. Early in plane devices are described for instance in reference [79].
A summary of the existing designs can also be found in the review of Khvalkovskiy
et al on STTMRAMs [55] as of 2013. In this review the performances of the in-plane
and of the out-of-plane geometries are compared which highlights the advantages
of having the latter. It permits a better scaling down of the devices diameter as well
as a larger anisotropy and an easier to switch free layer [55, 19, 41].

In this section we discuss the typical perpendicularly magnetized STTMRAM
stacks as shown in figure 2.8. The devices we performed our measurement on are
based on a similar design. The exact composition (material and thickness) of the
stack used for our own devices is shown in the chapter 5 figure 5.1. The basic com-
ponents of the STTMRAM stack is the MTJ, namely the free layer, the reference layer
and the insulator separating them (figure 2.8). The reference layer is coupled anti-
ferromagnetically to another magnetic layer called the hard layer. Such a reference
system is called a Synthetic AntiFerromagnet (SAF) and limits the stray field created
by the reference system onto the free layer. We now detail the state of the art for
the free layer and the reference system before discussing the scaling and the device
performances.
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2.4.2 The magnetic tunnel junction design

The study of Ikeda et al in reference [50] was a breakthrough for the development of
out-of-plane MTJs. In this work a Ta/CoFeB/MgO/CoFeB stack is reported to have
120% TMR, low damping, high thermal stability and low switching current. Follow-
ing this work CoFeB/MgO MTJs became the standard approach. The perpendicular
anisotropy (PMA) present in such a stack comes from the CoFeB/MgO interface
[68]. The tantalum capping the CoFeB layer is suggested to absorb the boron [115,
76], which is also necessary to obtain PMA and a high TMR . Therefore the exact
composition of the CoFeB layer needed to optimize PMA has been extensively stud-
ied (e.g percentage of boron).

In modern designs the free layer can be more complex than a single CoFeB layer
capped by tantalum. The dual-MgO free layer which consists in a MgO/CoFeB/Ta/
CoFeB/MgO stack has been proposed in reference [88] for higher PMA. In such a
design there are two CoFeB/MgO interfaces creating anisotropy. The tantalum is
necessary to ensure that the crystallization of CoFeB happens correctly during the
annealing of the stack. Indeed since the crystallisation fronts coming the the bot-
tom MgO/CoFeB interface and from the top CoFeB/MgO interface have to meet
somewhere near the midst of the free layer, any difference in the orientation of their
texture results in an (undesired) grain boundary at the midst of the free layer [32].
Such a situation would be extremely detrimental to both the anisotropy of the free
layer and to the transport properties of the MTJ. A tungsten layer can play the same
role as the tantalum one. The dual MgO free layer design is used in the devices stud-
ied during this PhD (see figure 5.1 for the exact stack). It must be checked that such a
free layer behaves indeed as a single magnetic layer, otherwise all our modelling of
the dynamics of the free layer is no longer valid since it assumes a 2D system. This
assumption will be checked during our devices characterization.

More complex free layer designs have been proposed in the out-of-plane geom-
etry. PMA as been reported in Co/Pt, Co/Pd or Co/Ni multilayer [114]. The origin
of anisotropy in such a Co based multilayer is discussed for instance in reference
[53]. The Co/X multilayer have the interest of being easily tunable by changing the
element, the thickness or the number of layers, giving access to different Ms or Hk
values. However all these systems are fcc (111) crystals (i.e. with planes of hexago-
nal symmetry), hence they can not be grown epitaxially on/under the MgO surface
which has cubic symmetry. This absence of epitaxy prevents coherent tunnelling of
the electron Bloch states, and therefore the TMR cannot be as large as when CoFeB
is used. These multilayers cannot alone compete with CoFeB. But it is possible to in-
clude Co/X multilayer with CoFeB in what is then called an hybrid free layer [119,
69]. This idea results in free layer of too great volume and damping compared to the
pure CoFeB case, such hybrid multilayer however find much use in the reference
system.

2.4.3 The reference system design

The reference layer is based on CoFeB that is coupled ferromagnetically to a harder
layer (i.e a magnetic layer with a stronger perpendicular anisotropy). Having CoFeB
at the interface with MgO is necessary for high TMR and to polarize the electrical
current flowing through it by exchange of angular moments (spin transfer torque
effect from the layer to the current). This CoFeB layer is therefore called the polariz-
ing layer. This also ensures a symmetrical MTJ which was assumed in our transport
models of the first chapter. The ferromagnetic coupling to a harder layer ensures
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that the magnetization of the polarizing layer remains perfectly out of plane. This is
important both to keep the polarized current vector in the right direction, but also
to avoid a loss of TMR because of an initial tilt of the reference layer. The ferromag-
netic coupling can be done for instance through tungsten (3-4 Å) to a cobalt layer,
the reference layer then reads CoFeB/W/Co.

The reference layer exerts a stray field on the free layer. This impacts its switch-
ing performances since the AP state is now favoured compared to the P state. Both
switching are no longer equivalent which is detrimental for applications. To sup-
press this stray field a possible solution is to add an additional magnetic layer below
the reference system, with opposite magnetization direction. Such a layer called the
hard layer is coupled antiferromagnetically to the reference layer forming a synthetic
antiferromagnet (SAF). This ensures that the stray field compensates at the free layer
position and also strengthen the pinning of the reference layer through the coupling.

Hard layer based on Co/X (Ni, Pt, Pd) multilayer have been proposed with a
AFM coupling through ruthenium [15, 14, 25]. The multilayer structure has the tun-
ability of Ms and Hk necessary for stray fields compensation and a high coercive field
for pinning. The inter-layer exchange coupling that is used in the reference layer and
in the SAF have its origin discussed in reference [10]. This effect is described in term
of quantum interferences due to confinement in ultrathin layers. It is predicted in
this study and verified experimentally that depending on the thickness of the spacer
(whether tungsten or ruthenium) the coupling strength and sign (FM or AFM) varies
at the scale of the angstrom. This allows once again a good tunability of the SAF by
varying the spacer thickness.

2.4.4 Scaling of patterned devices

The stack is patterned to obtain devices of diameter as low as 11 nm around 2016.
The etching damages the performances of the device compared to the full stack be-
cause of damages at the edges of the pillar [107]. The TMR is reduced, the anisotropy
and the damping of the free layer can also be impacted by etching.

At the beginning of this PhD, the typical values for PMA-STTMRAM devices
with dual-MgO free layer were the following [88, 107, 80, 65, 100, 33]:

i) A TMR going between 150 % and 200 % at device level, up to 250 % at stack
level.

ii) A thermal stability factor ∆T around 50 to 100, going down with device diam-
eter following equation 2.4.

iii) A area-resistance product of about 5 to 20 Ω.µm2, in the parallel state.
iv) Diameters scaling down to 11 nm [80]. Typical diameters studied between 20

and 50 nm.

2.5 Direct measurement of the reversal

Here we report on two experimental methods which allow a measurement of the
switching path.

2.5.1 Scanning transmission x-ray microscopy

The STT induced switching in a magnetic thin film can be observed using the x-ray
magnetic circular dichroism effect (XMCD). The photoabsorption of circularly polar-
ized light by a magnetic layer depends on the spin density of the unoccupied bands
[89]. Therefore by sending left and right circularly polarized light onto a magnetic
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FIGURE 2.9: From reference [6]:
magnetic configuration of a Co/Ni
multilayer-based free layer during
its reversal by STT. The free layer as
an ellipse of 300x100 nm2. The im-
ages are obtained by XMCD by av-
eraging over numerous pulses. Be-
tween the preset and the 0 ps time,
an incubation regime occurs that is

not shown here.

film, we can obtain a contrast which accounts for the magnetization direction of the
absorbing layer.

This method commonly used in thin film has also been used in a patterned free
layer by Bernstein et al in reference [6]. Their study intends to probe the STT induced
switching in the precessional regime, namely at high voltage and short switching
time. Such an experiment necessitates a good temporal resolution, the typical time
scale in the precessional regime being given by 1

γ0 Hdisk
k, eff

following the macrospin as-

sumption. A good spatial resolution is also necessary given the STTMRAM devices
typical diameters, this can be obtain only with x-ray because of the diffraction limit.
Finally the x-ray are able to fit into the absorption edge to ensure a strong signal. For
these reasons, Bernstein et al performed their XMCD measurement of the switching
path at a synchrotron light source.

Additionally to this source limitation, the stack to be measured must be adapted
to the XMCD method. The free layer in reference [6] is a Co/Ni multilayer structure
with strong PMA. The signal comes from the absorption of the x-ray by the nickel of
the free layer. The light polarization is chosen such that the contrast gives the out-
of-plane component of the magnetization. The rest of the system is also modified
for x-ray transparency: there is no tunnel barrier, the reference and free layers are
separated by copper. Therefore the measured sample is not a MTJ, nor it is a typical
CoFeB free layer.

The obtained temporal resolution by Bernstein et al is 70 ps which is satisfying
compared to the typical precessional regime time. The spatial resolution is 25 nm,
which limits their study to large devices. The measurement is done only for an ellip-
tical device of 300x100 nm2. The dynamics in the smaller devices that are targeted
for memory applications cannot be probed by this method.

The final limitation of this measurement is perhaps the most critical one: the
inability of the stroboscopic techniques to perform single-shot time-resolved mea-
surements. Indeed, to construct a time-resolved curve, the signal must be acquired
at least as many times as the number points that is desired. Besides to obtain a suf-
ficient signal to noise ratio the signal must also be averaged over numerous pulses.
Therefore the obtained image shown in figure 2.9 is the average over numerous
switching events. This is critical because as will be shown in the next subsection,
the reversal is stochastic. The stochasticity is necessarily lost over the average in this
XMCD measurement.

The results of their measurements are shown in figure 2.9. The switching is first
described by an incubation period during which no domain is nucleated over the
full sample. During this incubation period non-uniformities of the magnetization
are still observed in the free layer. After this stochastic incubation time, a domain is
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FIGURE 2.10: a) From reference [44]: voltage and size dependence
of the mean transition and the mean switching times. Both times are
extracted from time-resolved measurements performed on standard
PMA-MTJ based STTMRAM devices. b) From reference [30]: single
shots of the time-resolved measurements performed on similar de-
vices. The devices are ellipse of 75x150 nm2. The grey line corre-

sponds to the average over numerous events.

nucleated near the edges around the center of the elliptical free layer. The domain
wall then propagates at around 100 m.s−1 until it reaches the edges and annihilates.

Bernstein et al finally compare the observed dynamics with micromagnetic sim-
ulations of the reversal. The qualitative agreement is good since the simulations pre-
dict the incubation time with a non-uniformity, the nucleation at the same position
and the domain wall propagation with a similar velocity.

This paper, despite the numerous limitations of the XMCD method that we de-
tailed, present several key results. i) It confirms that at large sizes the reversal is not
coherent and that domain walls are expected. ii) It shows that the incubation time
is still present even in the precessional regime where a strong voltage is applied. iii)
It shows that stochastic non-uniformities of the magnetization are expected during
this incubation time.

However the fine dynamics of the free layer is still unexplored, because of the
spatial and time resolutions, but also because of the averaging over numerous rever-
sal events. There is a need for a method able to probe a single shot reversal with a
good temporal resolution, for devices with diameters more relevant for applications.
This shall be possible in time-resolved electrical measurements.

2.5.2 Time-resolved electrical measurement

The principle of time-resolved electrical measurements (called "time-resolved mea-
surements" in this manuscript) is simple: a voltage pulse is applied to the device to
reverse its magnetization through STT and the conductance is recorded using a fast
oscilloscope while the reversal happens. The obtained conductance is related to the
mean value over space of the out-of-plane component of the magnetization in the
case of an out-of-plane geometry (equation 1.22), therefore this method gives some
information on the free layer dynamics and the switching path.

This method has several advantages compared to the XMCD. i) The switching
can be studied in devices that are not optimized specifically for this measurement.
ii) There is no spatial resolution limit. But on the smaller devices the signal to noise
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ratio deteriorates. iii) A single switching event can be extracted, allowing a study of
the stochasticity of the reversal.

The time-resolved measurements have also several disadvantages. i) For smaller
devices the resistance is higher which reduces the signal to noise ratio and makes the
reversal harder to study. This problem is reduced by a higher TMR and by the use of
high gain low noise amplifiers. ii) The main issue is that the conductance is related
to the mean value of mz over the full free layer, written 〈mz〉. Because of this it is
not trivial to identify the switching path from time-resolved measurements, as an
infinity of different magnetic configurations can lead to the same 〈mz〉 (for instance
a domain wall in the center of the disk and magnetization uniformly in plane both
give 〈mz〉 = 0). Assumptions must be made to deduce the switching path from such
a measurement compared to the more direct measurement made in XMCD.

Time-resolved measurement have been used early in STTMRAM developments,
for instance in reference [59]. In this work Koch et al show how from time-resolved
traces of the reversal one can extract a switching time. This switching time is then
compared to the macrospin model in both regimes (precessional and thermal). This
older study concerns in plane devices and does not focus on the switching path,
hence we would rather detail two more recent studies performed on modern PMA-
MTJ based STTMRAM devices.

The first of these studies is the work of Hahn et al in reference [44]. Their sam-
ples are standard CoFeB/MgO/SAF PMA-STTMRAM stacks similar to the one that
we described in the previous section. The stacks are patterned into devices of 50,
75 or 100 nm diameter. The reversal by a voltage pulse is time-resolved by an
oscilloscope giving a 50 ps resolution. The voltage applied as well as the device
size vary. Here are the main results from this study: i) A smooth switching is ob-
served for the 50 nm device, while intermediates states (conductance plateaus) can
be observed for the larger devices at low voltage. These intermediate states are in-
dicative of non-uniform magnetization states (they cannot be explained within the
macrospin assumption). Hahn et al suggest that the non-uniformity is due to the
non-homogeneous stray field coming from the SAF into the free layer (for a recent
study of the stray field profile, see [29]). ii) The switching traces are characterized
by two times: the switching time and the transition time. The transition time is
related to magnetization dynamics while the switching time includes both magne-
tization dynamics and thermal activation (i.e the incubation time). The voltage and
size dependence of these two times is shown in figure 2.10.a. iii) The transition time
size dependence is compared to the macrospin model and the domain wall model
predictions. They conclude that at low voltages only a domain wall based reversal
can qualitatively explain the large observed dependence, while at higher voltage the
weaker dependence on size could be explained within the macrospin picture. They
thus emit the possibility for the switching path to depend on voltage. iv) Finally
they use the formula of reference [17] for the critical diameter for macrospin versus
domain wall-based reversal, obtaining a critical diameter close to 50 nm and that
could therefore explain the size dependence of their measured dynamics. Hahn et al
conclude their work on the importance of having more sophisticated models for the
switching path.

The second study was performed by Devolder et al before my arrival in their
team [30]. The stacks are similar to the one from the first study, the devices are this
time elliptical shaped with 75x150 nm2 dimensions. In contrast to Hahn et al who
studied the response to a voltage pulse and thus mainly the precessional regime,
Devolder et al. study the response to a slowly increasing voltage ramp, i.e. mainly
the thermal regime. The main findings are the following: i) The reversal occurs at
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voltages matching well the macrospin critical switching voltage Vc. ii) The rever-
sal presents oscillations of the conductance and plateaus, which are assumed to be
the signature of a domain wall based reversal. iii) This assumed domain wall based
reversal is compared to the existing domain wall models, namely the (q, φ) model
within a stripe. This comparison give a reasonable qualitative agreement since oscil-
lations are indeed predicted, but the fitting can only be done by keeping an applied
field as a free parameter and the domain wall model cannot explain the stochasticity
observed in the measurements (figure 2.10.b and 2.7.b). Finally this paper discuss
back-hopping, a more complex dynamical effect that is explained by failures of the
reference layer. This study highlights the importance of having a better understand-
ing of the domain wall dynamics within a STTMRAM free layer.

2.6 Objectives of this PhD

Across this state of the art, we have shown that two different switching paths are
assumed to explain the various measurements done on perpendicularly magnetized
STTMRAM devices: either coherent or domain wall based. In literature little work
focus specifically on the study of the switching path, because the key quantities for
memory applications (Vc, tsw, ∆T) monopolize most of the attention. In the field
very close from application that are the STTMRAMs, we propose to answer a more
fundamental question: how does the magnetization switch depending on size and
voltage ? As we have seen, answering this question is of great importance because
the models used to predict the devices performances must make an assumption on
the switching path.

To answer this question we shall use methods that have already been presented
in this state of the art and improve them. We perform micromagnetic simulations of
the reversal while varying the diameter and the voltage, with a focus on the switch-
ing path. We improve the previously existing domain wall models to account for
the actual geometry of a STTMRAM free layer and compare our findings with our
simulations. We perform time-resolved measurements for devices with diameter
ranging from 20 to 200 nm and confront our observations with our micromagnetic
simulations or analytical models.
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Chapter 3

Micromagnetic simulations of the
reversal

In this chapter we present micromagnetic simulations of the free layer reversal. The
state of the art of this method was presented in section 2.2. This model solves exactly
the basic equation of magnetization dynamics for the full free layer, allowing more
complex switching path than the macrospin one. An other interest of this method is
the fact that thermal fluctuations are easily added. In this chapter we first discuss the
method and the implementation of the micromagnetic simulations. Then we present
the influence that the diameter of the free layer has on the switching path [9]. Finally
we discuss the impact of temperature on the reversal.

3.1 Micromagnetic simulations methods

We implement micromagnetic simulations using the free software mumax3 [109].
This software operates on nVIDIA GPUs and the calculation was done on a dedi-
cated cluster from the NOMADE team of the C2N. The details of the requirements,
examples of code, as well as the full list of command can be found in the mumax3
website.

Let us now describe the code that we use to simulate the reversal of a STTMRAM
free layer.

OutputFormat = OVF2_TEXT

// grid size and geometry

sizeX := 40e-9

sizeY := 40e-9

sizeZ := 2e-9

Nx := 32

Ny := 32

Nz := 1

setgridsize(Nx, Ny, 1)

setcellsize(sizeX/Nx, sizeY/Ny, sizeZ/Nz)

setGeom(ellipse(sizeX, sizeY))

// free layer parameters

Msat = 1200e3

Ku1=1.181e6

anisU = vector (0, 0, 1)

Aex = 20e-12

alpha = 0.01
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// initial magnetization state

theta:= 1

m = uniform(0, sin((theta*pi)/180), cos((theta*pi)/180))

// STT parameters

lambda = 1

Pol = 0.655

epsilonprime = 0

fixedlayer = vector(0, 0, 1)

Vext := 1.1

RAperp := 12.21e-12

jc := Vext / RAperp

J = vector(0, 0, -jc)

// managing outputs and running the simulation

autosnapshot(m, 100e-12)

tableautosave(10e-12)

run(10001e-12)

First the geometry is defined. The grid size is chosen such that a cell is small com-
pared to the characteristic lengths of our system. The Bloch length is given by the
exchange and the effective anisotropy for a film:

∆ =

√
Aex

Kfilm
eff

(3.1)

And the exchange length by the exchange and the magnetization:

λex =

√
2Aex

µ0M2
s

(3.2)

For instance with the material parameters presented in this code, the Bloch length is
8.5 nm and the exchange length 4.7 nm. The cell size should be smaller than ∆ and
λex for the macrospin approximation to be reasonable in each single cell, therefore
our cells will always be smaller than 2× 2 nm2. We assume a constant thickness of
2 nm for our free layer, therefore the simulated system is one cell thick along z.

In the second section of the code, the material parameters are entered. They
mimic a dual MgO FeCoB-based free layer [21, 31], they are extracted using methods
described in chapter 5. They were already used in the first chapter in table 1.1.

The magnetization is then initialized. In the given example the magnetization is
uniform with a non-zero initial tilt angle to allow the start of the reversal with STT. It
is possible to import arbitrary initial states in mumax3 using the .ovf matrix format
as will be done in the chapter modelling the domain wall dynamics.

The STT terms entered must correspond to the torque described in the first chap-
ter, namely equation 1.30. In mumax3, the total field torque term (Slonczewski-like
and field-like torque) is described following[109]:

τtot = β
ε− αε′

1 + α2
−→m × (−→p ×−→m )− β

ε′ − αε

1 + α2
−→m ×−→p (3.3)
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β =
jzh̄

MsetFL
(3.4)

ε =
PolΛ2

(Λ2 + 1) + (Λ2 − 1)−→m .−→p
(3.5)

We must choose the parameters Pol, Λ, ε′ and jc in mumax3 such that this torque
term corresponds to equation 1.30. This is achieved by taking: ε′ = 0 in order to
have no field like torque; Pol = P the spin polarization in mumax3 corresponds to
the one we used previously; Λ = 1 to have a symmetrical torque (P to AP and AP to
P equivalent); and finally jz = Vext

AR⊥
to define the laterally uniform bias voltage, also

taken constant in time.
Finally we set up the outputs, using three different formats: i) The full magneti-

zation of the layer, which corresponds to a 3 dimensional vector for each of the cell.
Mumax3 uses .ovf files to record such states. They are mainly used if all the details
are necessary or to create a complex initial state, but saving it at all time uses a lot
of space. ii) The magnetization over the full layer can also be saved as a snapshot.
This contains the same information as the .ovf file while taking much less space but
of course without giving access to the details for each cell. iii) Finally we save in a
file the mean value of the three components of the magnetization over the full sys-
tem. This allows to study the overall behaviour of the system: the mean value of
the z component of the magnetization (written 〈mz〉(t)) goes from 1 to -1 during the
reversal of a fully out-of-plane layer, acting effectively as a reaction coordinate.

Finally we set a fixed run duration. The simulation can also be set to stop auto-
matically when the reversal is over by tracking 〈mz〉(t): RunWhile(m.Comp(3).average()
> -0.94 && t < 5e-9).

3.2 Simulated switching path at 0 K

3.2.1 Switching path versus diameter

Here we discuss the influence of the diameter of the free layer on the switching
path. The simulation are performed at zero temperature, the influence of thermal
fluctuation being described later. The free layer is modelled with the parameters
described in the previous section, with no external field and an initial tilt of 1 deg.
To compare the reversal of two free layers of different diameters, we normalize the
applied voltage using the macrospin critical switching voltage which depends on
size following figure 1.5. We first compare the switching paths at V = 1.21 Vc,
the voltage dependence will be described later. We discuss only switching from
one out-of-plane state to the other because all the torques are symmetrical, ensuring
equivalent P to AP and AP to P reversals in the simulations.

Below 20 nm: macrospin reversal

For disks of 20 nm or smaller, the reversal is fully coherent (figure 3.1). The snapshots
of the magnetization give an information on the in plane component through the
color and on the out of plane component through the brightness (white to black
corresponding therefore to a full switching). Here we can see that at all time the
magnetization is uniform for all three components. To be quantitative we monitor
the degree of coherence using the modulus of the mean magnetization: ||〈−→m 〉|| =√
〈mx〉2 + 〈my〉2 + 〈mz〉2. This quantity is equal to 1 if and only if the magnetization

is uniform along the disk. The value of the degree of coherence during the switching
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FIGURE 3.1: Snapshots of the magnetization during the switching of
a 20 nm diameter disk under a voltage of V = 1.53 V = 1.21 Vc.
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FIGURE 3.2: Comparison between micromagnetic simulations and
macrospin model for the 20 nm diameter disk. 〈mz〉 is compared
to equation 3.6 on the left panel.The precession frequency extracted
from the simulation is compared to equation 3.7 on the right panel.

for different sizes is shown in figure 3.8. We can observe that for the 20 nm diameter
disk it remains at all time equal to 1 while for the 22 nm diameter one it drops around
10 ns.

As a reminder the macrospin dynamic is described by equations 1.39 and 1.40:

ṁz =
γ0αHdisk

k, eff

1 + α2 (mz + h)(1−m2
z) (3.6)

φ̇m =
γ0Hdisk

k, eff

1 + α2 (mz + α2 V
Vc

+
Hext

Hdisk
k, eff

) (3.7)

The result of these equations is compared with the micromagnetic simulations for
the 20 nm diameter free layer in figure 3.2. There is a perfect match both in term of
〈mz〉(t) dynamics and in term of precession frequency: the simulation follows the
macrospin trajectory described in the first chapter (figure 1.6).

From 22 to 26 nm: growing non-uniformity

From 22 nm to 26 nm, a non-uniformity appears and grows with the diameter. This
non-uniformity has the profile of a domain wall (to be discussed in the next chapter
equation 4.2), but only from 28 nm onwards a 180 deg. domain wall is observed.
Snapshots of the magnetization are compared for a 22 nm disk and a 28 nm disk in
figure 3.3 illustrating this. The 22 nm case shows non-uniformity around 10.5 ns but
no fully reversed domains.
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FIGURE 3.3: Snapshots of the magnetization during the switching of
a 22 and a 28 nm diameter disks under a voltage of V = 1.21 Vc. The

color scale is the same for all simulations.

10 ns 10.5 ns0 ns 11 ns 11.5 nsa)

6 8 10 12 14

-1.0

-0.5

0.0

0.5

1.0

 

Time (ns)

 Simulation

 Model

12 13 14

-1.0

-0.5

0.0

0.5

 

Time (ns)

b) c)

FIGURE 3.4: Domain wall based reversal. a) Snapshots of the mag-
netization during the switching of a 40 nm diameter disks under a
voltage of V = 1.21 Vc. b) Comparison between 〈mz〉 from the simu-
lation and from the macrospin model. The blue rectangle corresponds
to the domain wall motion. c) Zoom in the domain wall motion part

of the switching.

From 28 to 60 nm: single domain wall motion

We study the single domain wall based reversal observed from 28 to 60 nm by de-
tailing the switching of the 40 nm diameter free layer.

The switching can be decomposed in two distinct phases: the magnetization re-
mains coherent during the first 12 ns, until a domain wall is nucleated and sweeps
across the disk in a non-trivial manner causing the reversal. Figure 3.4.b compares
the micromagnetic simulation with the macrospin model from equation 3.6. As ex-
pected there is a good match up until the domain wall is nucleated.

However this first phase is not perfectly macrospin. During the precession the
amplification of the amplitude occurs at a slightly faster rate in the center of the
disk compared to the edges of the disk. This effect becomes more pronounced with
increasing diameter as seen in the inset of figure 3.5. It is due to a demagnetizing
effect: let us assume that the disk is fully magnetized out of plane, then on the edges
of the disk the magnetization does not see the same demagnetizing field from its
neighbour as in the center of the disk, because they are less of them. As a result
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FIGURE 3.5: Effective anisotropy field versus position along the disk
diameter, for a 40 nm disk. This profile was extracted using mumax3.
Inset: snapshot of the magnetization right before the domain wall

nucleation occurs for disks of 40, 50 and 60 nm.
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FIGURE 3.6: The nucleation. Variation of the z component of the mag-
netization over time during the nucleation at different positions along

a disk of 40 nm diameter.

the center of the disk is more strongly demagnetized than the edges of the disk,
making it easier to reverse. This translates into a stronger effective anisotropy field
on the edges compared to the center in a single cell (see figure 3.5 for the 40 nm
case). From the 〈mz〉 dynamics equation of the macrospin model (equation 3.6), we
see that this larger effective anisotropy field will cause a slower switching around
the edges compared to the center, inducing a non-uniformity. This non-uniformity
inducing effect is in competition with the exchange energy, therefore only when the
disk is large enough does the non-uniformity dominates. The in plane angle remains
uniform showing that the precession frequency is not as affected by this effect as the
〈mz〉 dynamics. This non-uniformity cannot be explained within assumption of an
uniform demagnetizing field that is made with the demagnetizing factors of section
1.1.6. This effect was already present in the micromagnetic simulations of reference
[118] but not discussed. This effect is also related to the fundamental spin-wave
eigenmode expected in the disk geometry, as seen for instance in the figure 6 of
reference [78].

Once the precession angle is sufficiently large, the nucleation occurs. It creates
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FIGURE 3.7: Snapshots of the magnetization during the switching of
disks of 70, 90 and 200 diameter. Each are under a voltage corre-

sponding to V = 1.21 Vc.

a domain wall near the edges but not from the edges: the nucleation is a process
changing the magnetization everywhere within the disk. This is not a domain wall
profile coming unto the disk from the edges as could be assumed as a possible nu-
cleation scenario. As seen in figure 3.6 the magnetization gets to -1 in the reversed
domain while it rises back up to 1 away from it, creating a 180 deg. domain wall.
It has been predicted that once we reach a certain critical angle for the precession,
there exists a non-uniform perturbation within the system that can grow, causing
the nucleation [77, 110] (these references are discussed in section 2.3.3 of our state of
the art). In our simulation there is a non-uniformity induced by the demagnetizing
field. Therefore the mechanism described in ref [77] and [110] could be responsible
for the nucleation.

After the nucleation the domain wall sweeps across the free layer causing the re-
versal. We observe that 〈mz〉 decays at a slower rate during the domain wall motion
compared to the macrospin picture (see figure 3.4). There are oscillations of 〈mz〉
during the second half of the reversal, which corresponds to oscillations of the do-
main wall position. Additionally to these position oscillations the in plane angle of
the magnetization keeps oscillating, and the domain wall gyrates around the disk
center. This complex domain wall motion will be the subject of the next chapter.

Above 70 nm: center domain and multiple domain walls

As we increase the diameter the radial gradient of the precession cone during the
macrospin phase gets more pronounced, such that for diameters of 70 nm and larger
the magnetization dips at the center creating a bubble (see figure 3.7). This central
domain formation is a gradual process which induces no change in topology unlike a
domain wall nucleation. Since this process is gradual it has no clear signature in the
〈mz〉(t) graphs as shown in figure 3.8 where the first red arrows indicates the center
domain creation. But the center domain creation is noticeable in the corresponding
modulus of the mean magnetization versus time plot.

Once created the domain expands in the center of the disk until it gets close
enough from the edges. It then wets one or several points of the perimeter of the
disk, depending on the disk diameter. Up to several domain walls are formed and
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voltage of V = 1.21 Vc.

will sweep across the device. The wetting induces a lot of fluctuation within the
simulations. Similar to the smaller disk case the domain wall creation has a clear
signature in 〈mz〉(t) and the domain wall motion presents the same characteristics.

We did not study free layers larger than 300 nm since the most relevant sizes for
memory applications are between 100 and 20 nm.

Influence of voltage

So far we have only shown result for voltages of 1.21 Vc. The corresponding val-
ues at all sizes can be found in figure 3.10 or figure 1.5 from the first chapter. We
performed the same study for voltages of 1.03 Vc and of 1.4 Vc. For those values
the qualitative switching path is the same as the one we already presented for each
diameters. The overall dynamics for the coherent regime, the domain wall motion,
or the center domain extension are faster with increasing voltage as expected from
both the macrospin model and the forthcoming domain wall models.

At zero temperature we cannot go below the macrospin critical switching volt-
age, but such simulations will be presented in the last section of this chapter. We did
not study the reversal at higher voltages, as for applications breakdown is limiting
the maximum voltage that can be applied in a real STTMRAM device. It is not clear
if the switching path dependence on size that we described is still valid for voltages
of several times the critical macrospin value.

3.2.2 Critical diameter for domain wall nucleation

The size study of the switching path gives access to a critical diameter for the fully
coherent versus domain wall based reversal. Between 20 and 22 nm the first non-
homogeneity appears, and between 26 and 28 nm the non-uniformity becomes a full
180 deg. domain wall. We call dc the critical diameter for nucleating a full 180 deg.
DW. Several expressions were proposed in the literature to predict dc. In the minimal
approach[17, 55], dc is estimated by comparing two energies. First the energy cost
of placing a domain wall along the diameter of the disk. In ref.[17], this energy is

written 8
√

AexKdisk
eff R d where Kdisk

eff is the effective anisotropy of the disk, R its radius
and d its thickness. This expression assumes that the disk is much larger than the
domain wall i.e. 2R � π∆ where ∆ =

√
Aex

Kfilm
eff

. The second relevant energy is the

one of the system when the magnetization is uniformly in-plane: πKdisk
eff R2d which

is necessary to overcome for a coherent reversal. The effective anisotropy of the
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disk depends on the demagnetizing factors Nz(R) and Nx(R) described in the first
chapter (figure 1.1). Assuming that the transition occurs when the two energies are
equal, we obtain:

dc ≈
16
π

√
Aex

Kdisk
eff

(3.8)

Solving this equation yields a critical diameter of 33.6 nm which is larger than the
domain wall width but differs substantially from 26.5 nm that we estimated from
simulations.

This difference can result from one fundamental and two technical deficiencies
of the minimal approach. Fundamentally, any comparison based on the energies of
static configurations is bound to underestimate the energy cost of an inherently dy-
namical process like reversal. However in STT switching, the energy lost by damp-
ing is supposed to be compensated by STT; therefore we conjecture that we can over-
look this fundamental objection. Besides, the minimal approach confuses the DW
energy within a disk with that within a fictitious infinite film that would have the
same effective anisotropy as the disk. Finally it neglects the dipolar energy gained
when breaking the system into domains. Neglecting the domain-to-domain dipolar
couping is a minute error in the ultrathin limit [49]. Conversely the imprecision in
DW energy can be substantial. Indeed the demagnetizing field in thin films is essen-
tially local within a DW [104], such that the wall energy is much more linked to the
effective anisotropy of the film rather than the effective anisotropy of the disk, and

therefore should be taken as 8
√

AexKfilm
eff R d. All together, an improved estimate of

dc is:

dc ≈
16
π

√
AexKfilm

eff

Kdisk
eff

=
16
π

√
2Aex

µ0Ms
×

√
Hk −Ms

Hk − (Nz − Nx)Ms
(3.9)

which has to be solved self-consistently because (Nz−Nx) depends on R. Figure 3.9
compares equation 3.9 and equation 3.8 with the micromagnetic dc in a relevant
interval of anisotropy field and exchange stiffness. The values from micromagnetic
simulations are extracted by monitoring the maximum and minimum values of the
local mz in order to identify a 180 deg. domain wall. The criterion for domain wall
nucleation is chosen as mz(max) − mz(min) ≥ 1.9. The diameters are changed by
step of 1 nm giving us a ±0.5 nm precision. The matching is satisfactory: as long as
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FIGURE 3.10: Critical voltages
versus size. Comparison of the
macrospin critical voltage and the
micromagnetic switching voltage

for different diameters.

the domain wall width is smaller than the disk diameter, Eq. 3.9 (red in figure 3.9)
is reliable estimation of dc extracted from simulations (black squares). Having such
a good match with the simulation is a surprising result given the simplicity of this
equal energy barriers approach.

3.2.3 Critical voltage from the simulations

We have shown that the macrospin model describes perfectly the coherent reversal
from the micromagnetic simulations. Let us now see whether the macrospin critical
voltage can account for the micromagnetic switching voltage, including for sizes that
lead to non-coherent reversal. Because of our uniform initial state, a voltage stronger
than Vc is a necessary condition for the reversal, but it might not be a sufficient con-
dition. Indeed even if uniform state is unstable with finite amplitude precession, the
precession amplitude could be limited by non-linearities and not lead to reversal,
as observed in in-plane magnetized metallic spin-valve [56, 28], in which there is a
net difference between instability and switching. We compare the Vc dependence on
diameter with the actual switching voltage extracted from simulations by varying
the applied voltage in figure 3.10. The macrospin and the micromagnetic switch-
ing voltage do agree for all investigated disk diameters: reaching Vc is a necessary
and sufficient condition for the reversal. This approach can be extended to include
an external field through the generalized stimulus: reaching h = 1 ensures a full
reversal.

3.3 Impact of thermal fluctuations

3.3.1 Implementing thermal fluctuations in mumax3

The temperature is included by adding the following code:
// thermal fluctuations parameters

SetSolver(6)

ThermSeed(1)

Temp=300

// initial run to thermalize

J = vector(0, 0, 0)

run(501e-12)

J = vector(0, 0, -jc)
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In the micromagnetism theory, temperature can be taken into account through
a stochastic thermal field. This method is applied in mumax3. The thermal field is
non-uniform, its amplitude depends on material parameters and temperature. Its
direction for each cell is varying stochastically overtime following a given time step
[109]:

−→
Bth = −→ηi

√
α2kBT

µ0Ms∆volγ0tstep
(3.10)

Where tstep is the time step, ∆vol the cell volume and −→ηi is a random unit vector that
is delta-correlated in both time and space, i.e. it changes from time step to time step
and from cell to cell. With usual material parameters, at room temperature and with
a time step of 1 ps, the thermal field amplitude is 22 mT. This value depends on the
time step and choosing it sufficiently short is critical. To tackle this issue, we use an
adaptive time step solver already implemented in mumax3 [66] and we therefore do
not need to define it manually. Reference [66] discusses the validity of the adaptive
time-step compared to the fixed time step method. As the stochasticity is pseudo-
random the thermal seed should be changed for obtaining different sets of stochastic
field for each simulations.

Additionally to adding this stochastic field, we thermalize the system in the ab-
sence of external stimuli. This is done to simulate a real STTMRAM device for which
the layer is already at room temperature for a long time before the voltage is applied.
The initial state for the following simulation will therefore be a thermalized system
and not a system uniformly magnetized and tilted to an arbitrary angle as it was the
case at 0 K. If we take a fully out of plane system and start the thermal fluctuations
with no external stimuli, the mean value of the z component of the magnetization
will sharply decrease until it reaches a plateau the value of which depends on the
variance of the stochastic field. Such time-dependence is shown in figure 3.11 for
a 40 nm disk at different temperatures. We shall first study the switching under
room temperature, at which 0.5 ns is sufficient to thermalize the system as seen in
figure 3.11.

In an actual STTMRAM devices the temperature is at least 300K, but there is ad-
ditional Joule heating due to the current flowing through the junction. The current-
induced increment of temperature depends on the device and the voltage. There
is no clear consensus on the heating efficiency because a direct measurement isn’t
straightforward [47, 108, 64, 16]. For the sake of simplicity we will present mainly
simulations at room temperature in this section, which is sufficient to give qualita-
tive understanding of its effect on the switching.

This method for including temperature is called Langevin simulations. It is
suited for cases in which the thermal activation time scale does not exceed a few
µs, otherwise the simulation time is too long. For magnetic systems with longer
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activation delays one should consider other methods such as reaction rate theory
[20], nudged elastic band method [35] or string theory [39]. In reference [23] sev-
eral of those methods are compared with Langevin simulations to study the thermal
stability of skyrmions, another magnetic system.

3.3.2 Qualitative impact of temperature

Temperature induces an extra delay

In figure 3.12 we simulate the reversal of a 40 nm disk at 300 K with a voltage be-
low the macrospin critical switching voltage, while varying the thermal seed. There
is a plateau of constant 〈mz〉 with a varying duration from one run to the other
before the magnetization drops and the switching occurs. This stochastic delay is
called the incubation time tincub. It is due to the fact that the thermal fluctuations
can stochastically help or prevent the initialization of the switching. Once the pre-
cession amplitude is large enough, there is no coming back to the initial thermalized
state. The right graph of figure 3.12 presents the distribution of the switching times
extracted from 100 runs, showing a large standard deviation due to the incubation
time distribution. This distribution depends strongly on voltage and temperature
as will be discussed in the following sections. The reversal under finite tempera-
ture can therefore be described in two parts: a stochastic incubation time depending
on temperature and voltage, then a transition time from the initial state to the final
state which depends on the switching path. The description of the switching by two
delays was proposed by Hahn in reference [44] in order to describe time-resolved
electrical measurement (see our section 2.5.2).

Extracting the two delays

From the initial and the final value of 〈mz〉 we define the initial and the final states
〈mz〉P and 〈mz〉AP (for a P to AP switching for instance). Then the incubation time
is arbitrarily chosen as the time between the beginning of the voltage pulse and the
moment the disk is 10 % reversed, namely:

〈mz〉(tincub) = 〈mz〉P + 0.1(〈mz〉AP − 〈mz〉P) (3.11)
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Similarly the transition time is defined as the time needed to go from a 10 % to a
90 % reversed disk:

〈mz〉(ttransi + tincub) = 〈mz〉P + 0.9(〈mz〉AP − 〈mz〉P) (3.12)

The two delays can be simply extracted using a threshold method (figure 3.13). An-
other extraction method that proved to be useful was the fitting of the full data set
with an arbitrary function, this shall be discussed in the chapter about time-resolved
measurement where two similar delays will be extracted. For this part only thresh-
old extracted data are presented.

Dependence of the fluctuations on size

During the incubation time, the fluctuation level seen on 〈mz〉(t) depends on the
diameter of the disk. This is observed in figure 3.14 where we performed simulations
at low voltage for each diameter, inducing a long incubation period. The fluctuations
of 〈mz〉(t) are much weaker for the 80 nm disk than for the smaller ones. The 16 nm
disk presents very strong fluctuations, where the magnetization can go as low as
〈mz〉 = 0.6 and still come back up. This size dependence is due to the fact that
the fluctuations are occurring independently for each cell: they are averaged over a
larger number of cells in the 〈mz〉(t) graphs for the larger devices compared to the
smaller one. This effect would be removed by simulating the different sizes with a
constant number of cell.

The larger fluctuations make the extraction of the delays less precise for the
smaller sizes, both in term of incubation and of transition time.
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3.3.3 Impact of temperature on the switching path

In this subsection we discuss only the impact of thermal fluctuations on the switch-
ing path, namely what happens during the transition time. We once again vary the
diameter of the free layer while keeping voltage constant and a temperature of 300
K. We check if the previously described size dependence is still valid.

Temperature and coherent reversal

We simulate the reversal of 20 nm disks at 300 K and check whether or not the re-
versal is still coherent. Our criterion for uniformity is the modulus of the mean
magnetization ||〈−→m 〉||. As seen in figure 3.15 it is subject to fluctuations due to tem-
perature even during the coherent phase. Indeed during the first 10 ns of the black
curve for instance while we are still within the incubation time which corresponds
to a coherent state, ||〈−→m 〉|| is fluctuating around 0.95 instead of being constant at
1 like at 0 K. This value corresponds therefore to a disk as uniformly magnetized
as possible despite thermal fluctuations. It is however clear that ||〈−→m 〉|| is reduced
well below 0.95 for all runs, around 1 ns before the end of the reversal (each graph
is plotted until the reversal is complete). Since ||〈−→m 〉|| goes lower than its coherent
value, the reversal at 20 nm is at some point not as coherent as it is possible to be in
the presence of thermal fluctuations.

It is also observed in figure 3.15 that the maximum value for the non-uniformity
is stochastic, some runs (like the one in red) being less coherent than the other ones.
Approximately one out of 10 runs presented a "strong non-uniformity" while most
are similar to the "weak non-uniformity" cases.

The macrospin critical size got lower because of temperature. But the situation
is now more complex: i) we can no longer define clearly a coherent reversal because
of the fluctuations in our homogeneity criteria; ii) the maximum non-uniformity
reached during the reversal is stochastic from one run to the other. We can still ob-
serve that as we decrease further down the diameter reaching a clear minimum of
||〈−→m 〉|| during the reversal becomes less and less likely. Consequently our discus-
sion in the previous section about predicting the critical diameter for domain wall
based switching through energy considerations is bound to overestimate the value
expected in an actual STTMRAM device.
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Temperature and domain wall based reversal

For devices between 28 and 60 nm we predicted a coherent phase followed by a do-
main wall motion at 0 K. Here we compare the 0 K case with the 300 K case for a 40
nm disk under a voltage of V = 1.21 Vc. We performed 100 runs with different ther-
mal seeds. Despite a large distribution of incubation time (to be discussed) the tran-
sition time distribution is very narrow and only a single switching path is observed.
The median value for the transition time is 2.425 ns and its standard deviation 0.14
ns. We can therefore compare our simulation at 0 K with a single run at 300 K, which
is done in figure 3.16. Apart from the incubation time at 300 K, the switching path
corresponds mostly to the one previously described: amplification of an in plane
precession; nucleation of a 180 degree domain wall while varying the magnetization
over the full device; and finally domain wall motion presenting coupled oscillations
of the domain wall position and of the in plane magnetization angle. The main dif-
ference being that at 300 K the amplified precessing part is not equally distributed
across the disk, which creates an early non-homogeneity before the creation of a
domain wall. This effect is illustrated in the snapshots of figure 3.16 and occurs be-
tween the "amplification" and the "nucleation" arrows. Such non-uniformities dur-
ing the incubation time were already predicted in micromagnetic simulations and
observed in XMCD measurement [6] (see section 2.5.1 of our state of the art).

The switching path is mostly unchanged by temperature in this regime of size at
300 K for the considered voltage values, only the amplification is done non-uniformly
before nucleation.
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Temperature and center domain

For disks between 70 and 300 nm at 0 K, after the amplification of the coherent pre-
cession a reversed domain appears at the center and expend until it creates a domain
wall on the edges. This center domain is not as easily observed at 300 K. Indeed the
thermal fluctuations break the cylindrical symmetry of the system, which has the
effect of moving around the center domain. As the center domain moves it will very
quickly reach the edges and create a domain wall for diameters below 100 nm, while
for very large diameters it can remain far from the edges for a few ns (see snapshots
of figure 3.17). As seen in the 200 nm case presented, two distinct domains are nucle-
ated: one stays a bit at the center while the other one is quickly wetted to the edges,
finally they merge creating a single domain wall.

For diameter below 100 nm, as illustrated by the 80 nm case, the domain wall
is nucleated after a much shorter bubble phase at 300 K compared to the 0 K case,
because of the fluctuations of the bubble position. This results in a longer domain
wall motion starting from one edge all the way to the other edge, instead of starting
near the center (see figure 3.7). We observe in the bottom graphs of figure 3.17 that
the behaviour of the domain wall near the center of the disk (〈mz〉 ≈ 0) varies from
one run to the other. In the most common reversal the domain wall seems to pass
linearly through the center, while in some rarer (about 10 %) events very strong
oscillations of the domain wall position are observed. This complex domain wall
effect was not observed at 0 K or for the 40 nm disk, as illustrated in figure 3.18
where we can see a much more narrow distribution of the transition time for the 40
nm disk compared to the 80 nm one. This effect can be detrimental for applications
(slower switching) and will be explained fully in the following chapter discussing
domain wall models.

For this size regime we can conclude that the center domain becomes unstable
with thermal fluctuations and is therefore only observed in the larger disks. Tem-
perature has a clear impact on the switching path for these diameters.



58 Chapter 3. Micromagnetic simulations of the reversal

3.3.4 Voltage-dependence of the transition time

Here we discuss the impact of voltage on the switching path and the transition time
while thermal fluctuations are included.

At 0 K the voltage had no impact on the switching path and only accelerated the
overall switching speed. This is still valid at 300 K: we varied the voltage between
0.7 and 1.8 Vc for 16, 40 and 80 nm disks and observed no change in the switching
path. For the 16 nm disk the switching path described in figure 3.15 is mostly un-
changed with voltage. For the 40 nm disk we still have a single, simple domain wall
motion. For the 80 nm we observe the complex domain wall motion with stochastic
oscillations at the center regardless of the chosen voltage within this interval.

Of course changing the voltage once again accelerates the overall dynamics. This
is shown in figure 3.19.a for all three sizes. One can see that the median value for the
transition time is reduced with increasing voltage, as well as its standard deviation.
The standard deviation remaines low (below 1 ns) for the 40 nm disk compared to
the 80 nm case even at the lower voltage we simulated. The 16 nm disk presents
larger median transition times than expected from the simulations a 0 K, where the
smaller was the disk and the faster was the switching. This is due to the stronger
overall effect that thermal fluctuations have on the switching at small sizes com-
pared to the larger disks (see figure 3.14). This induces longer transition time and
larger standard deviation as fluctuations are still going on in the transition phase.
The fact that the transition appears sometimes faster for the 40 nm disk compared to
the 16 nm one is therefore an artefact coming from the constant cell size used in our
simulations.

We remark that the inverse median transition time is proportional to the applied
voltage (figure 3.19.b) for the three considered sizes. For the 80 nm disk the fitting
is almost linear (the intercept is close to (0, 0)). This result is not surprising given
the switching path at these three sizes. For the 16 nm case, the reversal is mostly
coherent. Therefore the switching time follows Sun’s first law (equation 2.1) or more
precisely the exact expression of equation 2.2. These expressions predicts a linear
dependence (with offset voltage) of the inverse switching time on voltage for the
macrospin reversal, which is indeed verified here even with thermal fluctuations.
For the larger devices the issue is more complex because the switching path is com-
posed of both a macrospin and a domain wall-based periods. In the domain wall
regime, the drift velocity of the wall is proportional to the voltage (no offset volt-
age) in the absence of applied field (equation 4.48 to be proven next chapter). Thus
the macrospin and the domain wall model both predict a linear dependence of the
inverse transition time on the voltage. Note that for the 80 nm disk the intercept is
closer to (0, 0) than in the 40 nm case, which is explained by the fact that the larger
is the device and the more the domain-wall phase contributes to the total switching
time. Therefore the 80 nm disk is closer from the hypothetical fully domain-wall
based reversal where (0, 0) would be reached.

The voltage dependence of the transition time is well understood by our models
of the switching path. Only the very high thermal fluctuations in smaller devices
lead to the non-intuitive result of a 16 nm disk with a transition time as long as the
40 nm disk.

3.3.5 The simulated incubation time

This subsection focuses on the incubation time. We mainly discuss its dependence
on voltage but also give a qualitative understanding of the impact of disk diameter
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Typical incubation distribution

Before varying the different simulation parameters, we here detail the distribution
of the incubation time obtained for a 40 nm disk at the macrospin critical switching
voltage (1 V). The distribution obtained for 1000 runs is shown in figure 3.20, each
delay being extracted with the threshold method previously discussed. The distri-
bution is asymmetric. The asymmetry is due to the fact that for these parameters
the time needed to amplify the coherent precession and initiate the reversal is not
negligible compared to the medium incubation time. For instance in figure 3.16 we
can observe that 〈mz〉 decreases during the incubation time period (before the "am-
plification" arrow). This is not the case when the voltage is lower and the incubation
time longer, as seen in figure 3.14 where for all three sizes the average 〈mz〉 remains
constant during the incubation. As a result when we extract the incubation from the
threshold for the 1 V case (10 % reversal corresponding to 〈mz〉 = 0.77 because of
the thermalized initial state), a part of the amplification is necessarily included. In
other words the incubation delay as we defined it depends partly on thermal acti-
vation and partly on the beginning of the switching path. The longer is the median
incubation time and the smaller is this switching path contribution. Consequently
our extracted incubation delay can never go below a certain value which depends
on the characteristic time of the first stage of the switching. This effect deforms the
distribution for the small incubation times, explaining the observed asymmetric dis-
tribution.

Impact of voltage on the incubation time

Here we discuss the impact of voltage on the incubation time for a 40 nm disk. We
apply between 0.8 and 1.5 Vc similarly to what we did in the transition time versus
voltage study. As we increase V the median value of the incubation delay very
sharply decreases for the three studied sizes (figure 3.21). We plot the median value
since for the lowest voltage point we could not observe a full reversal for all of our
switching simulations, which doesn’t allow us to extract the mean or the standard
deviation of the distribution but still give access to the median since more than 50%
of the runs were reversed. The standard deviation of the incubation time increases
very sharply as we decrease the voltage for the three disk diameters (not shown).

The inverse median incubation time depends linearly on voltage as seen in fig-
ure 3.21.b. This trend is similar to the one we just described for the transition time



60 Chapter 3. Micromagnetic simulations of the reversal

0.8 1.0 1.2 1.4 1.6 1.8

10

90

 16 nm 

 40 nm

 80 nm
M

e
d
ia

n
 i
n
c
u
b
a
ti
o
n
 t

im
e
 (

n
s
)

Voltage (V)

2

0.8 1.2 1.6

0.0

0.2

0.4

0.6

 16 nm

 40 nm

 80 nm

In
v
e
rs

e
 m

e
d
ia

n

in
c
u
b
a
ti
o
n
 t

im
e
 (

G
H

z
)

Voltage (V)

b)a)

FIGURE 3.21: Voltage dependence of the incubation time. a) Median
value for disks of 16, 40 or 80 nm at 300 K. The macrospin critical
switching voltages are respectively 1.37, 1 and 0.83 V. b) Same data in
a reciprocal scale with the corresponding proportionality fit for each

sizes.

but the incubation time decays with voltage at a faster rate. In the case of the in-
cubation time, the intercept is never at (0, 0) regardless of size. The intercept does
not correspond neither to the macrospin critical switching voltage as seen in fig-
ure figure 3.22.b (otherwise the 3 intercepts would be 1). We believe that the linear
dependence on voltage of the inverse incubation time is related to the fact that for
most of our data points (typically below 10 ns) the incubation time includes the be-
ginning of the coherent amplification. The delay of this amplification is inversely
proportional to the voltage as we have discussed in the transition time section.

The incubation time does exist at high voltage, but it cannot be clearly distin-
guished from the transition time as it is the case in the long incubation regime. As
a result the models that we discussed in section 2.1.2 of our state of the art for the
switching time in the thermal regime cannot be compared to the results of our mi-
cromagnetic simulations. Despite this fact, the macrospin assumption made in these
models is still valid when studying the incubation time of the micromagnetic sim-
ulations as the initial stage is coherent. Finally it is of interest that in the XMCD
measurement described in section 2.5.1 of our state of the art, an incubation period
was measured even at high voltage, in agreement with our simulations.

Incubation time versus diameter

The dependence on size of the median incubation time is surprising. We observe
that the larger the disk, the easier it is to reverse at a fixed voltage (figure 3.21.a).
The first stage of the reversal is the amplification of the coherent precession for the
3 sizes presented here, hence we can discuss the incubation time using a macrospin
model at all sizes. For a macrospin system, the incubation time should depend on the
diameter of the disks because of the demagnetizing factors that changes with size.
For instance the demagnetizing field is included when solving the Fokker-Planck
equation [13] (equation 2.3 with our notations) for the models predicting the voltage
dependence of the switching time. We insist that the Fokker-Planck equation is valid
even at high voltage, only the approximate formula for the switching time must as-
sume a rare event and therefore are valid within the thermal regime only. As a result
in both regimes, we expect the larger disks to be easier to reverse because they have
a larger demagnetizing field, which is what we observe qualitatively. But following
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FIGURE 3.22: Dependence of the incubation time on macrospin criti-
cal switching voltage. a) Median value for disks of 16, 40 or 80 nm at
300 K. The macrospin critical switching voltages are respectively 1.37,
1 and 0.83 V. b) Same data in a reciprocal scale with the corresponding

proportionality fit for each sizes.

this reasoning, we would expect that the incubation delay does not depend on size at
a fixed normalized voltage value, because dividing by the macrospin critical switch-
ing voltage takes into account these demagnetizing effects. As seen in figure 3.22,
this is not the case and the larger disks are harder to reverse than predicted by the
macrospin picture with the normalized voltage.

To conclude this section we observed that the larger disks are easier to reverse
than the smaller one, but not as easy as predicted by the macrospin model. We be-
lieve that this is due to the non-uniformity growing as the amplification starts to
increase its rate (see figure 3.16). With temperature, the end of the incubation time
is no longer a coherent amplification but the amplification of the precession over a
smaller section. Then it is the demagnetizing effects of the smaller sections that give
the size dependence of the incubation time. Qualitatively, the smaller section area
increases only slightly with the diameter of the full disk. As a result the incubation
time does not depend on size as strongly as in the case of a coherent amplification.
We did not extract quantitatively the area of the smaller section and therefore can-
not give the corresponding demagnetizing factors to normalize the incubation time
data. Note that this smaller section observed in our simulation does not correspond
to the subvolumes discussed in reference [96] by Sun as a possible switching path.
The subvolume hypothesis of this study is compared with our experimental data in
section 6.5.3.

Finally it is of great interest to notice that the incubation delays extracted from
time-resolved measurement on STTMRAM devices at comparable sizes and voltage
do in fact follow the macrospin-predicted size dependence (see section 6.5.2 figure
6.24) unlike the present simulations.

Impact of temperature on the incubation time

Finally in this short paragraph we change the temperature from 300 K to 600 K. The
600 K case is used as an example of STTMRAM devices reversal where Joule heating
is very important (as already stated the exact expected temperature is unclear in
literature). We only varied temperature for one size (40 nm) and a single voltage
corresponding to 0.9 V = 0.9 Vc.
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FIGURE 3.23: 300 K versus 600 K.
Top: distributions of the incubation
delays out of 100 runs for a disk
of 40 nm under 0.9 Vc and a tem-
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10 〈mz〉(t) graphs for each tempera-
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tion time.

As expected the incubation time is significantly reduced by going at 600 K, as
seen in the top graph of figure 3.23 where both distributions are plotted. If the tem-
perature is larger, the amplitude of the stochastic field applied in our simulations is
larger (equation 3.10) and therefore the typical time that should be waited for the
fluctuations to accelerate the switching is shorter on average. The overall shape of
the distribution (asymmetrical) is unchanged.

The transition time is however only weakly affected by the temperature. As seen
in the bottom graph of the figure, we can stack together the time traces of the reversal
at 300 or 600 K regardless of the temperature. At 300 K the transition time has a me-
dian of 3.52 ns and a standard deviation of 0.33 ns while at 600 K the median is 3.34
ns and the standard deviation 0.59 ns. We also checked in the magnetization snap-
shot that the switching path described at 300 K remained unchanged qualitatively at
600 K.

To conclude this paragraph we can observe that considering a temperature of
600 K (strong Joule heating) instead of 300 K (no Joule heating) changes only the
incubation time without affecting the switching path or transition time.

3.4 Conclusion: the switching path from micromagnetic sim-
ulations of the free layer

In this chapter we have solved exactly the equation of motion for the free layer after
dividing it into smaller macrospin cells. The switching path depends strongly on the
diameter of the disk but is independent of voltage in a range reasonable for STTM-
RAM applications. Three main size regimes are observed at 0 K(figure 3.24): below
20 nm the reversal is fully coherent and can be described by a single macrospin; from
28 to 70 nm there is a coherent phase followed by a domain wall motion; above 70
nm a domain is nucleated at the center after the coherent phase and then expands to
create a domain wall near the edges.

Thermal fluctuations were added to the system. This adds an incubation time for
all sizes and affects slightly the switching path. The transition between macrospin
and non-uniform reversal is at lower diameters and becomes blurry because of stochas-
ticity. The amplification of the precession is done non-uniformly but the domain wall
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FIGURE 3.24: The switching path predicted by micromagnetic simu-
lations. For each size regime the typical switching path is shown as
well as its temporal trace and its behaviour with thermal fluctuations.
The exact transition between two size regimes is more complex than

what is shown in this figure.

motion is unchanged. Finally the center domain becomes unstable for disks smaller
than 100 nm.

The most relevant sizes for applications are disks between 20 and 100 nm (size is
scaled down to increase memory density), at a temperature of 300 K. Therefore the
expected switching path in this size regime is a mostly coherent phase followed by
a domain wall motion. We reported that the domain wall motion for a disk of 80
nm was more complex than what was observed for the smaller disks (figure 3.17),
including rare events that slow down the overall switching speed. For this reason,
we will in the next chapter focus on understanding the domain wall motion inside a
perpendicularly magnetized thin disk.
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Chapter 4

Modelling the domain wall motion

In the previous chapter we highlighted the importance of understanding the domain
wall motion in the free layer in order to explain the switching scenario expected in
actual devices. In this chapter we propose several models to elucidate the domain
wall dynamics induced by spin transfer torque in a perpendicularly magnetized thin
disk.

A domain wall is a collective state of the magnetization which separates two do-
mains. The domains are fully magnetized in opposite out-of-plane directions in our
case. For the thin disk that we study, the domain wall is a two dimensional object
since we assume that the magnetization is uniform along the out-of-plane direction.
Domain wall dynamics has been extensively studied in one dimensional object such
as nanowires or in thin films under the effect of an external field [91, 102] or a spin
current [103, 22]. In particular those two books were precious references for the fol-
lowing works [48, 46]. Most models for domain wall dynamics in literature are based
on the so called (q, φ) approach where the parameters q the position of the domain
wall and φ its tilt angle are used to describe its motion. Here we derive a similar
model while taking into account the full geometry of our system. The geometry of
the magnetic body proves to have a strong impact on the domain wall behaviour. In
our analytical model the domain wall remains straight but its curvature can be used
as an additional degree of freedom [43].

This chapter is organized as follows: we first present additional micromagnetic
simulations to better illustrate the complex domain wall motion that was mentioned
in the previous chapter. Then we recall the (q, φ) results in the simple case of a do-
main wall moving along an infinite stripe since it will prove to shed light into the
more complex disk system. We propose two ways of solving the equations of the
domain wall motion within a disk, either with an exact micromagnetic potential or
with an effective field approach. These two approaches are compared to the micro-
magnetic simulations, with an emphasis on the sensitivity of the three models to the
initial conditions of the system. We then discuss the impact of varying different pa-
rameters on the domain wall dynamics according to our models, in particular the
external applied stimulus. Finally the limits and possible extensions of our models
are presented.

4.1 Micromagnetic simulations of the domain wall motion

Even though we already encountered domain wall motions in our previous micro-
magnetic simulations, they were only a part of the complete reversal. To focus solely
on the domain wall dynamics and disregard any perturbation due to the complex
nucleation for instance, our initial state is going to be a domain wall close to the
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FIGURE 4.1: The initial state of the domain wall. Top: 3D representa-
tion of a a) Néel and a b) Bloch type domain walls. c) Snapshot of the
initial state following the static solution as will be imported in mu-
max3. d) Profile of the domain wall following equation 4.2 for q0 = 0.

edges. This approach also allows a better control of the initial state of the domain
wall (its position q0 and its tilt angle φ0) than a full switching simulation.

4.1.1 Methods for domain wall motion micromagnetic simulations

Parameters used

We use the same material parameters and the same mumax3 code as the one pre-
sented in the previous chapter. Only the initial state is different: instead of a uni-
formly magnetized state with an initial tilt angle (at 0 K) or a thermalized state,
we create an initial domain wall state that is imported inside mumax3 using the
m.LoadFile(”initial − state.ov f ”) command.

In this chapter we will also vary the diameter of the disk, studying in particu-
lar the 40 nm and the 80 nm cases. Studying these two sizes will shed light on the
full diameter dependence of the domain wall dynamics. We still use a voltage cor-
responding to the macrospin critical switching voltage for both of our disks. This
voltage is not intrinsically related to the pure domain wall motion that we are sim-
ulating since it is a characteristic of a full switching. But we still use the normalized
voltage for continuity with the previous chapter and to keep this study within the
broader context of the free layer switching path.

Static domain wall profile

To create our initial domain wall state, we first need to chose a domain wall pro-
file of minimum energy. If it is not the case (for instance if we create initially two
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domains without separating them by a domain wall) the simulations present strong
perturbations while the system relaxes to a more stable state. These perturbations
are as many artefacts added to the intrinsic domain wall motion.

To tackle this issue we first create a straight initial domain wall with a constant
tilt angle φ0 (the angle between the in plane magnetization and the domain wall
normal) and a profile following the static solution [48, 91]:

φ(x, y) = φ0 (4.1)

θ(x, q0) = 2 tan−1[exp(
q0 − x

∆
)] (4.2)

where the domain wall motion is parallel to the x axis (see figure 4.1.c), q0 is the
initial position of the center of the domain wall and ∆ is the characteristic width of
the domain wall given by ∆ =

√
Aex/Keff with Aex the exchange stiffness and Keff

the infinite film effective anisotropy. Note that the width of the domain wall is given
by π∆ rather than simply ∆ (figure 4.1.d).

This static solution is obtained by assuming a one dimensional system (namely
everything is constant along y and z) and by considering only the exchange and
the out of plane anisotropy energy. By solving this problem we obtain the profile
given by equation 4.2 and an initial tilt angle along the y axis. For our simulations
we will vary φ0 and q0 and thus differ from the minimum energy state. φ = π

2 [π]
corresponds to a domain wall in the Bloch state (the static solution, figure 4.1.b) and
φ = 0 [π] to the Néel state (figure 4.1.a).

To import the profile in mumax3 we need to create an ovf file. This is done by
first creating the data of the initial state in the three column format used by ovf files
(one for each component of the magnetization), which we do using simple loops in
mathematica. An example of final state is given in figure 4.1.d.

Curved or straight initial domain wall

During the domain wall motion observed in the previous chapter, the domain wall
curves itself towards the center of the disk. This effect is still observed if we initiate
a straight domain wall at any given tilt angle and position without any applied volt-
age: it quickly (in a few tens of ps) curves itself. This can be understood from wall
energy considerations in the circular geometry: after the nucleation of the domain
wall during a full switching or once we fix an initial state, the system is described by
a given 〈mz〉 value that will vary with time under the effect of spin transfer torque.
This given 〈mz〉 corresponds to a given reversed surface. The longer is a domain wall
the more it costs energy to the system because both the exchange and the anisotropy
are frustrated. This cost in energy is given by the domain wall surface energy den-
sity
√

AexKeff and is therefore proportional to the domain wall length. To minimize
the energy the system minimizes the length of the domain wall while maintaining
the fixed surface.

This problem becomes purely geometrical. When limited to configurations touch-
ing the edges it can be proven (calculation not shown) that the length is smaller at
a fixed surface for a curved domain wall (the intercept between the free layer disk
and a second circle with 90 degree angles at the edges) than for a straight domain
wall [17]. This explains why the domain wall quickly relaxes from our initial straight
state to a curved state.

This relaxation adds perturbations to the intrinsic domain wall motion: there are
fluctuations of the domain wall shape that we call a "breathing". The domain wall
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oscillates quickly back and forth between the straight configuration and the curved
configuration, with a frequency of about 15 GHz.

To suppress the breathing we can use an initial state where the domain wall is
already optimally curved. To obtain this new initial state we let the domain wall
go across the disk from q0 to 2R− q0 with R the radius while recording the magne-
tization configurations in ovf format. Then we take the magnetic configuration at
2R− q0 and we reverse the z component to obtain a curved initial state. This proce-
dure suppresses the breathing because this artefact only occurs during the first few
ns and becomes insignificant once the domain wall has crossed the center.

Consequently q0 and φ0 needs to be redefined for the curved initial state. q0 is
defined from the corresponding 〈mz,0〉 assuming a straight wall (equation 4.47). φ0 is
defined as the tilt angle at the center of the domain wall (the point the nearest from
the disk center). In fact the tilt angle is not constant along the domain wall since the
in plane angle of the magnetization is constant but the domain wall normal vector
varies because of the curvature.

Note that the breathing artefact is minor and cannot be spotted in the 〈mz〉(t)
traces while comparing the simulations from a straight initial domain wall with the
forthcoming curved initial domain wall case. All the micromagnetic simulations
shown in this chapter are obtained from curved initial domain walls.

4.1.2 Domain wall dynamics within a 80 nm disk

The figure 4.2.a illustrates the motion of a domain wall with an optimal initial curva-
ture, an initial tilt φ0 = 30 deg. and an initial position corresponding to q0 = 10 nm
within a disk of diameter 80 nm at the applied voltage Vc. As expected, the wall
sweeps through the disk, acquires a straight shape when at the disk center and then
bends again. The magnetic moment 〈mz〉 reverses in a few ns (figure 4.2.b). This
domain wall motion is similar to what was observed in the previous chapter for a 80
nm disk under 300 K. Let us here describe in details this dynamics.

Overall motion: domain wall drift and superimposed oscillations

The first important point is that the wall velocity and the tilt angle φ(t) (i.e. the
color in figure 4.2.a) are coupled: φ(t) increases monotonously during the domain
wall motion towards the disk center and this modulates the wall velocity. The wall
passes periodically from the Bloch state (φ = π

2 [π]) to the Néel state (φ = π [π]).
For 80 nm diameter disks, the domain wall advances (i.e. q̇ > 0) when near the Néel
state and moves backward when near the Bloch state (see the lower snapshots in
figure 4.2.b), at the noticeable exception of when the wall crosses the center of the
disk.

This fast back-and-forth motion of the domain wall is superimposed on the global
drift of the domain wall that sweeps through the disk. The oscillation of the moment
〈mz〉 has a more pronounced amplitude when the wall approaches the disk center
(when 〈mz〉 ≈ 0). As this same position the oscillation of the moment slows down
and the rate of change φ̇(t) of the tilt changes sign.

Sensitivity to the initial conditions

The second noticeable point is the large sensitivity of the dynamics to the initial
conditions (figure 4.2.b,c,d): minute changes of either the chosen initial DW position
(q0, not shown) or the initial tilt angle (φ0) alter substantially the dynamics when the
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FIGURE 4.2: Micromagnetic simulations of the domain wall dynam-
ics within a disk of diameter 80 nm for domain walls with optimal
initial curvatures. a) Snapshots of the chosen initial magnetization
state with {φ0, q0} = {30 deg., 10 nm} and its subsequent evolu-
tion under an applied voltage of 0.85 V. b) Resulting evolution of the
spatial average of the mz component of the magnetization. The micro-
magnetic snapshots are taken at the extrema of 〈mz〉. They illustrate
the Néel (Bloch) character of the wall when the DW velocity changes
from negative to positive (positive to negative). The panels c) and
d) present similar plots calculated for different initial states in which
in the initial tilts were rotated by respectively ∆φ0 = +100 deg. and
∆φ0 = +10 deg. The vertical bars are placed at 5 ns to better reveal the
resulting changes in switching duration. Inset in panel d): note that
the non-uniformity of the magnetization tilt within the wall ( ∂φ

∂y 6= 0,
which is seen by a multicoloured wall) correlates with the occurrence
of a switching scenario in which the DW performs multiple crossing

of the disk center in a swing-like manner.
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wall later arrives in the center of the disk. The same sensitivity to initial conditions
is observed when domain wall is initialized with a straight shape and was observed
in the full switching at 300 K from the previous chapter (rare event versus common
reversal in figure 3.17 and 3.18).

We have identified three scenarios: a drift-like one-way crossing, a one-way
crossing with pre- and post-crossing pauses and a swing-like crossing with multi-
ple attempts. Most initial conditions {q0, φ0} lead to a drift-like one-way crossing:
the wall sweeps through the center without stopping there. The time-resolved mag-
netic moment is rather linear (figure 4.2.b). For some specific other initial conditions,
the wall stops on either sides of the disk diameter before and after crossing the cen-
ter (figure 4.2.c). In both scenarios the domain wall crosses the center while being
essentially in a Bloch-type configuration. Note that this holds for a disk diameter of
80 nm but shall no longer hold for the smaller disk diameter. Occasionally, the do-
main wall swings several times back-and-forth in the vicinity of the disk diameter
and crosses the center multiple times before finally leaving the center (figure 4.2.d).
In this last scenario, the tilt φ of the magnetization within the wall gets substantially
non-uniform when the wall is in the vicinity of the disk center: a partial Bloch line
can even be created within the wall (inset in figure 4.2.d).

Minor features of the domain wall dynamics

Finally for the sake of completeness, let’s mention additional minor facts that can be
observed in the micromagnetic simulations (figure 4.2.a). In addition to its gradual
drift and its fast position oscillation, the domain wall also rotates around the center
of the disk. The gyration speed is minimal when φ is quasi-uniform; the gyration
speed seems to increase with the non-uniformity of the tilt. Unfortunately the de-
tails of the gyration of the wall depend on how the (ideally perfectly circular) disk is
deformed by mapping it on the square simulation grid of the micromagnetic solver.
Staircase artefacts prevent an objective analysis thereof. This effect is discussed fur-
ther into details at the end of this chapter (section 4.8.5).

4.1.3 Domain wall dynamics within a disk of diameter of 40 nm

The figure 4.3 presents the domain wall dynamics within a smaller disk of diameter
40 nm with an initial optimal curvature. The main qualitative features of the dy-
namics formerly observed in the larger disk are preserved: there is still a gradual
drift of the domain wall on which a fast position oscillation is superimposed. A wall
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curvature is also observed with a breathing when the wall is initialized with straight
shape.

However the reduction of the diameter induces quantitative differences on the
dynamics. In the 40 nm disk, the oscillations of the domain wall position are much
less pronounced and can hardly be noticed in the time-resolved magnetization curves
(figure 4.3.b), especially near the disk center where the motion looks very linear. The
oscillatory modulation of the domain wall velocity is weaker than the domain wall
drift velocity during the most part of the reversal. Among the 3 scenarios previously
identified in the 80 nm disk, only the drift-like one-way crossing is still observed
when the diameter is 40 nm. Another difference is that the initialization conditions
{φ0, q0} do no longer have a strong impact on the dynamics of the total moment. In
40 nm disks, the walls cross the disk center in a manner that does not depend much
on their Néel or Bloch character. The existence of a single type of switching event at
40 nm is consistent with the full switching simulations at both 0 and 300 K (figures
3.4 and 3.16).

Having described in details the domain wall motion as predicted by solving nu-
merically the LLGS equation, we now present the collective coordinates approach
leading to the (q, φ) model.

4.2 Domain wall motion within a stripe

We start our analytical models study by recalling the well known result of the spin
transfer torque induced domain wall dynamics within an infinite stripe, before dis-
cussing two different (q, φ) models in the disk (effective field model and exact po-
tential model). The infinite stripe results will prove useful for introducing the (q, φ)
approach in a simple system, as well as for understanding the more complex disk
case. Note that such models for a stripe were already compared to experimental data
on STTMRAM devices [22, 30] with relative success (see section 2.3.2 of our state of
the art). The geometry of the system is presented in figure 4.4.

4.2.1 The collective coordinate approach

Instead of solving the LLGS equation for every point within the domain wall, this
collective state will be described as a soliton using collective coordinates. For a do-
main wall the collective coordinates are q and φ as defined previously (the position
of its center along the propagation axis and its tilt angle). The domain wall width
∆ could also be used as a third collective coordinate , but with our parameters it
can reasonably be considered constant (as seen in [102] and in the micromagnetic
simulations where it appears mostly unchanged).

Solving LLGS for the full domain wall is equivalent to solving the Euler-Lagrange
equations for the two collective coordinates X = q, φ:

d
dt

∂L
∂Ẋ
− ∂L

∂X
+

∂WG

∂Ẋ
= 0 (4.3)

Where L is the Lagrangian of the system and WG its dissipation function.
The Lagrangian L = LB −Utot of the system is the difference between the kinetic

term:
LB =

Ms

γ

∫
Vol

φ̇(1− cos θ) d3r (4.4)
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and the total energy:

Utot =
∫

Vol
uµmag d3r (4.5)

The kinetic term is equivalent to the kinetic energy in classical Lagrange dy-
namics (written LB = 1

2 mv2). The form we adopt is commonly used in the case of
Lagrange formalism applied to magnetism as it corresponds to the LLGS equation
[112].

The micromagnetic energy density uµmag includes the conservative torques ap-
plied to the magnetization while the dissipation function corresponds to the dissi-
pative torques. Let us detail these torques.

4.2.2 Micromagnetic energy and dissipation function

Micromagnetic energy density

The total micromagnetic energy density includes the energy terms that were dis-
cussed in the first chapter section 1.1.

The magneto-crystalline anisotropy energy is uanis = K sin2 θ with K the anisotropy
constant. It is minimized by staying fully out of plane.

The exchange energy is uex = Aex(
dθ
dx )

2. We consider that φ is constant for all the
system, giving us this simple form for the exchange. It is minimized by keeping the
magnetization uniform.

The Zeeman energy density is uZ = −µ0Hz Ms cos θ for an external field Hz along
z. It is minimized by keeping the magnetization along the field.

The demagnetizing energy is complex in the domain wall within a stripe system.
Indeed there are out of plane component of opposite directions coming from each
domains and in plane components coming from the domain wall itself. In this model
and in the effective fields in a disk model we incorporate the out-of-plane demag-
netization into a global effective anisotropy. This term and the anisotropy energy
density merges into a single uanis,e f f = Keff sin2 θ. We will prove that this assump-
tion is reasonable by comparing the results of the effective field and exact potential
models for the disk.

The in-plane contributions of the demagnetizing field are written as a domain
wall anisotropy energy density: uDW [75] which reflects the fact that Néel-type do-
main wall have volume magnetic charges (i.e. we have ~∇. ~M 6= 0 within the wall)
while Bloch-type domain wall have magnetic surface charges only at the edge of
the stripe. The anisotropy energy density reads uDW = KDW cos2 φ sin2 θ where
KDW = µ0

HN↔B Ms
2 with the domain wall stiffness field HN↔B being the in-plane field

that one needs to apply to transform a Bloch domain wall into a Néel domain wall.
The stiffness field can be written [75] from effective demagnetizing factors of the

domain wall: HN↔B = Ms
2 (Ny − Nx). If w � d and w � π∆ the demagnetizing

factors are [81]:

Nx ≈
d

d + w
and Ny ≈

d
d + π∆

(4.6)

For example, a stripe of width w = 80 nm and of thickness d = 2 nm would have a
stiffness field of µ0HN↔B = 34 mT.

So far no Dzyaloshinskii–Moriya interaction (DMI) is included in the system, but
such terms could be included here into the total micromagnetic energy density. This
will be done briefly near the end of this chapter (section 4.7.5).
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FIGURE 4.4: Geometry: a straight
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tilt φ is at a position q within a
stripe of width w. The stripe thick-

ness is written d.

Dissipation function

The dissipation function includes the dissipative torques of LLGS equation, namely
the damping and the Slonczewski-like spin transfer torque.

The damping is accounted through the dissipation density [102] Fα = 1
2 α Ms

γ (~̇m.~̇m)

which gives by writing ~m into spherical coordinates: Fα = 1
2 α Ms

γ (θ̇2 + φ̇2 sin2 θ).
The spin transfer torque dissipation density is taken as FSTT = −σj Ms

γ ~p.(~m× ~̇m)
where σj is the amplitude of the spin transfer torque expressed in frequency. It can
be expressed in applied voltage V as we did previously (equation 1.32):

σj = γ0P
V
AR⊥

h̄
2eµ0Msd

(4.7)

The current density to voltage correspondence is σj = 1.1 GHz for an applied volt-
age of 0.85 V (namely at Vc for the 80 nm disk). Assuming a current polarized along
z we obtain FSTT = −σj Ms

γ φ̇ sin2 θ such that the dissipation function is:

WG =
1
2

α
Ms

γ

∫
Vol

( θ̇2 + φ̇2 sin2 θ) d3r− σj
Ms

γ

∫
Vol

φ̇ sin2 θ d3r (4.8)

4.2.3 Integrating the equations

Each term in the Lagrangian energy density and the dissipation function must now
be integrated over the full volume of the system. For the stripe case following fig-
ure 4.4 the integral is: ∫

stripe
= w d

∫ ∞

−∞
dx (4.9)

These usual expression are necessary, obtained using equation 4.2 and assuming
a constant domain wall profile during the motion:

cos θ = − tanh (
q(t)− x

∆
) (4.10)

sin θ = sech(
q(t)− x

∆
) (4.11)∫ ∞

−∞
sech2(

x
∆
)dx = 2∆ (4.12)

From this one can recover:

LB = −2wd
Ms

γ
φ̇q (4.13)
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Utot = 2wd
(

Aex

∆
+ Keff∆− KDW∆ sin2(φ)− µ0MsHzq

)
(4.14)

WG = wd
Ms

γ
∆
(

α(
q̇2

∆2 + φ̇2)− 2σjφ̇
)

(4.15)

Finally these three expressions are injected into the Euler-Lagrange equation 4.3
for the collective coordinates q and φ, giving:

− φ̇ + α
q̇
∆

= −γ0Hz (4.16)

q̇
∆
+ αφ̇ = γ0

HN↔B

2
sin 2φ + σj (4.17)

We obtain coupled equations for q and φ which describe their dynamics and
therefore the domain wall dynamics within a stripe.

4.2.4 The Walker breakdown

From the coupled equations, it is straightforward to obtain:

φ̇ =
1

1 + α2

[
γ0(Hz + α

HN↔B

2
sin 2φ) + ασj

]
(4.18)

q̇ =
∆

1 + α2

[
γ0(

HN↔B

2
sin 2φ− αHz) + σj

]
(4.19)

The solution of these equations depends on the relative strength of σj and the two
fields Hz and HN↔B. The domain wall can follow either a linear regime (or constant
mobility regime) or an oscillating regime called the Walker regime. The transition
between the two regimes is the well known Walker breakdown and shall be dis-
cussed here with our parameters.

Constant mobility regime

From equation 4.18 we can find a solution with φ̇ = 0 if γ0Hz + ασj ≤ γ0HW where
HW = α HN↔B

2 is called the Walker field.
When this condition is satisfied, the domain wall is within the linear regime.

Then the tilt angle takes a constant value:

φ∗ = −1
2

arcsin(2
γ0Hz + ασj

γ0HW
) (4.20)

While the domain wall center moves with a constant velocity given directly by re-
placing φ by φ∗ in equation 4.19:

q̇∗ = −∆
γ0Hz

α
(4.21)

Oscillatory regime

If we assume that γ0Hz + ασj > γ0HW then there is no solution of constant φ. The
equations still admit a simple solution if we assume γ0Hz + ασj � γ0HW . Then the
domain wall enters the Walker regime with coupled oscillations of φ and q.
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In the Walker regime within this assumption the tilt angle grows at a rather con-
stant rate given by:

φ̇ ' 1
1 + α2 (γ0Hz + ασj) ≡ ωφ (4.22)

We thus defined the φ angular frequency ωφ.
The q dynamics, still given by equation 4.19, is more complex. It can be decom-

posed into a drift part (domain wall motion of constant velocity) and an oscillating
part. The drift velocity, written ¯̇q, is given by the terms independent of φ:

¯̇q ' ∆
1 + α2 (σj− αγ0Hz) (4.23)

The angular frequency of q is twice that of φ because of the sin 2φ oscillating term:

ωq ≡ 2|ωφ| ' 2| 1
1 + α2 (γ0Hz + ασj)| (4.24)

Finally the amplitude of the q oscillations is obtained by integrating the oscillating
part of equation 4.19 over half a period:

Dosc '
∆

1 + α2 |
γ0HN↔B

2(γ0Hz + ασj)
| (4.25)

4.2.5 Numerical values for the domain wall motion within a stripe

Numerical values

The parameters used for the simulations gives ∆ = 8.5 nm. For a stripe of 80 nm
width and 2 nm thickness, then following equation 4.6 µ0HN↔B = 34 mT and there-
fore µ0HW = 0.17 mT.

The Walker field is very small, much smaller than the typical fields at stake in
a STTMRAM free layer (stray field from the reference layers for instance [29]). In
practice γ0Hz + ασj � γ0HW is verified and we can focus our study on the Walker
regime.

The evolution of q over time is plotted in figure 4.5 for an external applied field
of 50 mT and a external voltage corresponding to σj = 0.5 GHz. The domain wall
motion can indeed be decomposed into a constant drift with oscillations of fixed
amplitude and frequency.
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With our parameters, we remark that α2 � 1 and typically ασj � γ0Hz since
γ0Hz is of the order of the GHz while ασj of the MHz. We can rewrite the equa-
tions 4.24 4.25 into the simpler forms:

ωq = 2|ωφ| ≈ 2|γ0Hz| (4.26)

Dosc ≈ ∆
HN↔B

2Hz
(4.27)

Discussion

The drift velocity, the frequency and the amplitude of the q oscillations are key quan-
tities because they are the ones that can be easily evaluated from a micromagnetic
simulation (through 〈mz〉) or an electrical time-resolved measurement of the con-
ductance. The approximate formulas we proposed give a good insight into their
physics:

i) The drift velocity (equation 4.23), namely how fast the domain wall is moving
overall, is proportional to the voltage applied as well as to the field applied. But the
field term includes the Gilbert damping as a prefactor while the voltage do not.

ii) The frequency of both the q and the φ oscillations (equation 4.26) is mostly
given by the field applied along the z direction to the domain wall. The spin transfer
torque has little impact on it because of the damping prefactor.

iii) The amplitude of the oscillations (equation 4.27) is more complex since it in-
volves both the applied out-of-plane field as well as the stiffness field of the domain
wall. The stiffer is a domain wall (the more a Bloch state is stable) and the larger will
be these oscillations even at fixed external field.

We can already compare the domain wall dynamics predicted by our (q, φ) model
within a stripe to the micromagnetic simulations in a 80 or a 40 nm disk. In the sim-
ulations just like in this model there is a drift velocity with coupled oscillations of q
and φ on top of it. Similar to what was described for the 80 nm micromagnetic sim-
ulations in section 1.1.2 of this chapter, the domain wall advances (i.e. q̇ > 0) when
near the Néel state and moves backward when near the Bloch state in the stripe
model.

The main difference with the model is that in the simulations the amplitude and
the frequency of the oscillations varies with the position of the domain wall as it
moves across the disk. Furthermore, the stripe model does not explain the qualita-
tive difference between the domain wall behaviour at the center of the 40 and the
80 nm disks. Including the exact geometry and solving the same Euler-Lagrange
equation within the disk will resolve all these issues.

4.3 Domain wall motion within a disk: effective fields

In this section we derive the (q, φ) model within a disk, while keeping an analytical
potential similarly to what was done in the case of a stripe.

4.3.1 Integrating the equations

The Euler-Lagrange equation 4.3, the micromagnetic energy densities, the density of
kinetic energy and the dissipation densities are the same as the ones described in the
stripe model. The main difference is that now instead of integrating over the stripe,
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we integrate over the disk following (figure 4.6):∫
disk

= 2d
∫ R

−R

√
R2 − x2dx (4.28)

Using this integral we obtain:

LB = 2d
Ms

γ
φ̇

(
π

2
R2 +

∫ R

−R
tanh(

q− x
∆

)
√

R2 − x2dx
)

(4.29)

Utot = 2d
∫ R

−R
sech2(

q− x
∆

)
√

R2 − x2dx
(

Aex

∆2 + Keff − KDW sin2(φ)

)
+2dµ0MsHz

∫ R

−R
tanh(

q− x
∆

)
√

R2 − x2dx
(4.30)

WG = d
Ms

γ

∫ R

−R
sech2(

q− x
∆

)
√

R2 − x2dx
(

α(
q̇2

∆2 + φ̇2)− 2σjφ̇
)

(4.31)

The Euler-Lagrange equations gives, without injecting Utot:

− φ̇ + α
q̇
∆

= − γ

2Msd
∆

SDW(q)
∂Utot

∂q
(4.32)

q̇
∆
+ αφ̇ = − γ

2Msd
1

SDW(q)
∂Utot

∂φ
+ σj (4.33)

where SDW(q) has the dimension of a surface and reads:

SDW(q) =
∫ R

−R
sech2(

x− q
∆

)
√

R2 − q2dx (4.34)

SDW(q) can be viewed as the effective surface of the domain wall, as it corresponds
to the integral over the disk of sin2(θ), the in-plane projection of the magnetization.
It can be reasonably approximated in large disks (figure 4.7) by the product of the
wall width ∆ by the chord of a disk length, yielding:

SDW(q) ≈ 2∆
√

R2 − (R− q)2 (4.35)

If we inject the analytical potential (equation 4.30) into equations 4.32 and 4.33
we obtain:

− φ̇ + α
q̇
∆

= −γ0
[
Hz + Hstray(q) + Hstretch(q, φ)

]
(4.36)
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q̇
∆
+ αφ̇ = γ0

HN↔B

2
sin 2φ + σj, (4.37)

where we introduced two new fields: the stretch field (from the integrals of exchange
and anisotropy) and the stray field (added in an ad hoc manner). It is of great interest
that these coupled equations are exactly similar to the one computed in the case of
the stripe in the previous section, apart from the disk-specific terms that we shall
now discuss.

4.3.2 The disk specific terms

The stretch field

The stretch field Hstretch(q, φ) is the sum of two contributions: an elasticity part
Hstretch,el(q) that solely depends on the wall position and a dipolar part Hstretch, NB(q, φ)
that depends on both q and φ and that is related to the Néel or Bloch (NB) nature of
the domain wall.

The elasticity part of the stretch field reads:

Hstretch, el(q) ≡
2
√

AexKeff

µ0Ms

1
SDW(q)

∂SDW(q)
∂q

(4.38)

or equivalently:

Hstretch, el(q) = Heff
k

∆
SDW(q)

∂SDW(q)
∂q

(4.39)

This term, which comes from the integrals of both the effective anisotropy and the
exchange, simply illustrates that while moving within the disk the length of the wall
varies and this costs energy, hence why this effect isn’t found for a stripe of constant
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width. Hstretch,el plays the same role as an out-of-plane external field: it applies a
pressure on the wall. As the domain wall moves in the disk, its length first increases
(leading to Hstretch,el < 0, opposed to the forward motion of the wall) then decreases
once it has crossed the disk center (leading to a positive Hstretch,el that favors the
forward motion of the wall).

The other part of the stretch field depends both on the wall position q and on the
wall configuration φ (Néel or Bloch, NB). This Hstretch,NB accounts for the fact that
when a Néel domain wall is displaced, this induces a change of the volume in which
this Néel wall induces volume magnetic charges. It reads:

Hstretch,NB(q, φ) ≡ HN↔B

2
∆

SDW(q)
∂SDW(q)

∂q
cos2 φ (4.40)

From Eq. 4.39 and 4.40, it is clear that the spatial variations of the two parts of the
stretch field are identical. However they have very different magnitudes, with a
ratio being:

Hstretch,NB

Hstretch,el
≤ HN↔B

2Heff
k

so that the dipole-dipole part of the stretch field is typically a tenth of the elasticity
part.

For large disks with R � ∆, the stretch field can be approximated using equa-
tion 4.35:

Hstretch(q, φ, R� ∆) ≈
(

Heff
k +

1
2

HN↔B cos2 φ

)
∆(R− q)
q(2R− q)

(4.41)

The elastic part of the stretch field is strong (figure 4.8) ranging from -150 mT to
150 mT from one edge to the other on a 80 nm disk. It has a cubic shape with a zero
and an inflection point at the disk center. The demagnetizing part is much smaller
as mentioned.

The stray field

The stray field is the dipolar field induced by the two domains onto the domain
wall. Since in our finite disk geometry these two domains are not of the same size,
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this field is non-zero and should be added to the potential in an ad-hoc manner, just
like we did in equation 4.36. It depends on the position of the domain wall within
the disk, being zero in the center and changing sign. It is maximum when the wall
is at an edge because the two domains are then the most distinct.

Like most demagnetizing effects this field is non-uniform. For an accurate eval-
uation it has to be computed numerically, in practice using mumax3: we replace the
domain wall by a straight non-magnetic gap and estimate the resulting total demag-
netizing field at the center of this gap. The gap is necessary to separate the demag-
netizing contributions from within the domain wall (which are already included in
the stiffness field and the effective anisotropy) from the stray contributions of the
two domains. This procedure is used to obtain the demagnetizing field at the center
of the gap for several different gap position along the x axis (which corresponds to
different q values) and for different positions along the y axis (namely along the do-
main wall length). The result is shown in figure 4.9. One can see that the stray field
is indeed maximum at the edges and zero at the center while changing sign, for all
positions along y. The y dependence of the stray field shows that it is stronger close
from the edges compared to the center, but this effect is much more pronounced
when the domain wall is also placed far from the center.

To incorporate the stray field into our model in a simple manner, we make the
assumption that the domain wall sees a uniform stray field along its length Hstray(q)
(to keep the one dimension assumption). We chose to define Hstray(q) as the demag-
netizing field at the center of the domain wall length. This assumption is reason-
able when the domain wall is placed near the center of the disk as seen in figure
4.9. When the domain wall is near the edges this assumption seems hazardous fol-
lowing the figure. But since this data was obtained for a straight domain wall (the
straight non-magnetic gap) and since the domain wall bends itself near the edges,
figure 4.9 is not relevant in this region anyway. Fortunately the stray field is a rather
small effect compared to the stretch field as we will show, meaning that this causes
a minute error. This is confirmed by comparing the effective fields model with the
exact potential model where the stray field of a straight wall is considered exactly.

The value of Hstray(q) are shown in figure 4.8 for a 80 nm disk. It is typically
5 times smaller than the stretch field and it is of opposite sign. This means that
the stray field attracts the domain wall towards the center of the disk where it is
compensated, in contrast to the stretch field. The stray field reaches 25 mT when
the wall is near the edge of a 80 nm disk and has a shape that resembles very much
that of the elasticity part of the stretch field. This shape similarity can be understood
since in the ultrathin limit, the stray field that the two domains radiate on the wall
is mostly dominated by the magnetization configuration in the direct vicinity of the
wall. Qualitatively, the left and right neighbourhoods of the wall have compensating
contributions, except for the parts near the perimeter; these uncompensated parts
carry a total moment proportional to ∂SDW(q)

∂q and generate a field that is diluted on
the full domain wall surface SDW. As a result, the stray field has q-dependence that
resembles the 1

SDW(q)
∂SDW(q)

∂q shape of the stretch field.

Position dependent stiffness field

We terminate this review of the different effective fields by a word of caution. So far
we have abusively considered while computing the equations that the domain wall
stiffness field HN↔B is independent from the DW position. We need to analyse the
validity of this approximation. Indeed a Bloch wall generates surface charges at both
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graph is obtained from the demag-
netizing factors approximate ex-

pressions (equation 4.6).

end of its length. As the DW length varies also with the position q, the associated
internal demagnetizing field also varies and the energy difference between the Bloch
and Néel configurations also does. The magnitude of this variation can be estimated
from the approximate expression of the domain wall demagnetizing factors (equa-
tion 4.6) in which the stripe width w should be replaced by the wall effective length
`wall. This would predict µ0HN↔B = 34 mT when the wall is at the disk center and
µ0HN↔B = 28 mT when the wall center is 13 nm away from the edges for disk of
80 nm diameter (see figure 4.10). These numbers indicate that the error done when
approximating HN↔B by a constant number is of minor importance.

4.3.3 Deriving the effective field intuitively

This subsection is a side remark: the effective fields that we obtained with the cum-
bersome integrals over the disk can be guessed intuitively using general domain
wall consideration. We present here briefly this approach.

The Zeeman energy UZ is simply evaluated by the surface in which the magne-
tization has changed by −2Ms. Noticing that `wall ≡ SDW(q)/∆ is the wall effective
length when at position q, the Zeeman energy can be written as:

UZ(q) = −µ0dMsHz

(
πR2 − 2

∫ q

0

SDW(x)
∆

dx
)

such that the Zeeman force acting on the wall is:

∂UZ

∂q
= 2µ0dMs

SDW(q)
∆

Hz (4.42)

Equivalently, the two domains at x ≥ q and x ≤ q create a dipole field Hstray(q)
which is along z at the wall position. Hstray(q) thus simply adds to Hz in equa-
tion 4.42.

As long as the wall is constrained to keep its native profile (equation 4.2) the
effective anisotropy energy and the exchange energy can simply be accounted for
by multiplying the domain wall surface energy density 4

√
AexKeff by the wall cross-

sectional area d`wall to get Uel = 4d
√

AexKeff(SDW(q)/∆). The elastic force acting on
the wall is thus:

∂Uel

∂q
= 4d

√
AexKeff

∂SDW(q)
∂q

(4.43)

Finally, the energy arising from the in-plane demagnetizing fields of the wall can
simply be written as the product of the effective volume in which there are volume
charges 2dSDW and its uniaxial Néel-Bloch anisotropy field HN↔B, i.e.

Uφ,NB =
1
2

µ0HN↔B Ms cos2(φ)× (2d SDW(q)) (4.44)
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This energy term yields two forces. The first force favors the Néel to Bloch transition
and reads:

∂Uφ,NB

∂φ
= −µ0HN↔B Msd SDW(q) sin(2φ) (4.45)

The second force favors the domain wall motion only when the wall has a Néel
component (i.e. when φ 6= π/2 [π]) and reads:

∂Uφ,NB

∂q
= µ0HN↔B Msd

∂SDW(q)
∂q

cos2(φ) (4.46)

With this intuitive approach we have recovered the potential derived exactly in
equation 4.30.

4.4 Domain wall motion within a disk: exact potential

Before discussing the implications of the coupled equations that we derived with the
analytical potential within the disk, we present in this section a different approach
to tackle the problem. In this third model, the potential Utot is obtained numerically.

4.4.1 Why is a numerical potential necessary ?

The main approximation in our estimation of the total potential is the demagnetiz-
ing effects. The demagnetizing field seen by the domain wall was split into three
parts: the infinite film z component which is within the effective anisotropy, the in
plane component which is considered in the stiffness field and the stray field coming
from the two domains which is added ad hoc to the potential to correct the infinite
film term. Within these terms more approximations are made, most notably when
determining the stiffness field using the demagnetizing factor formula (equation 4.6)
which are only valid for a large disk. In the following section where we will com-
pare the three models (micromagnetics simulations, analytical potential and exact
potential), we shall see that for a 80 nm disk these approximations are reasonable
while they are no longer valid at 40 nm.

In this section we recover the potential from mumax3 which suppresses most of
our assumptions on the demagnetizing effects (save for the one of straight domain
wall). However this method necessitates more numerical tools and the physics is
less transparent since we cannot access each individual terms within the potential.

4.4.2 Methods: extracting the potential

The potential is obtained using mumax3. A domain wall state is created with vary-
ing q and φ and for each point the total energy of the system is saved using the E_
total option. The domain wall remains straight for each of the points, which is going
to be a limitation when we compare this model with the micromagnetic simulations
where the domain wall curves itself.

One point is taken every 15 deg. for φ and one each nm for the domain wall
position. The obtained matrix is then extrapolated and imported into mathematica
to solve equations 4.32 and 4.33.
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FIGURE 4.11: Energy landscapes Utot extracted from micromagnetic
simulations for all positions q and tilt angles φ for a straight domain
wall in perpendicularly-magnetized disks of diameters left: 80 nm
and right: 40 nm. A constant offset was added to the energy land-

scape to have the energy maximum be zero.

4.4.3 Discussion on the potential shape and the effective fields

The obtained energy landscape are shown in figure 4.11 for a 40 and a 80 nm disks.
The 80 nm disk potential has the simpler shape: a saddle. The energy is minimum
while on the edges and for a domain wall within the Bloch state. This shape was
expected from our effective fields model because the stretch field minimizes energy
near the edges and the stiffness field favors the Bloch configuration.

To be more quantitative on the 80 nm case, we extract different energy barrier
from the graph. At a fixed angle of π

2 the energy barrier in the q direction, namely
the energy difference between q = 10 nm and q = 40 nm, is 0.47 aJ. The one in φ at
the center of the disk is 0.044 aJ, namely an order of magnitude lower than the one in
q. In the effective field model previously derived, the stretch field is varying by 200
mT between q = 10 nm and the center. The stiffness field HN↔B was 34 mT at the
center, which corresponds to the Néel versus Bloch transition field. The difference
between these two fields gives very roughly an order of magnitude between the
expected effects of varying q or φ. Quantitatively the significantly larger barrier in q
than in φ seen in the potential is not surprising.

The 40 nm case is mostly similar, but the overall difference between Bloch and
Néel configuration is weaker. Consequently the potential is flat at the center of the
disk in the φ direction, meaning that no tilt angles are favored while the domain
wall is near the center for this radius. In terms of effective field it would correspond
to a stiffness field getting close to zero. This cannot be checked in the effective field
model because the demagnetizing factor equations 4.6 are not valid for smaller disks.

4.5 Comparing the domain wall trajectories from the three
models

We have proposed several different models for the domain wall motion. First the
micromagnetic simulations, or LLGS model, for which the equations are solved ex-
actly on a grid and the domain wall is not considered as a soliton. Then the domain
wall model within the one dimension approximation (or (q, φ) model) for a stripe,
this could already explain the coupled oscillations of q and φ seen in the micromag-
netic simulations. Then we proposed the same model derived for a disk, which is



84 Chapter 4. Modelling the domain wall motion

0 1 2

-1.0

-0.5

0.0

0.5

m
z


Time (ns)

 Micromagnetics LLGS

 Model effective fields

 Model exact potential

0 2 4 6 8

-1.0

-0.5

0.0

0.5

1.0
 Micromagnetics LLGS

 Model effective fields

 Model exact potential

m
z


Time (ns)

80 nm 40 nm

a) b)

FIGURE 4.12: Comparison between the micromagnetic simulations of
the dynamics of a wall with initial optimal curvature (red curves), the
collective coordinate model with the exact energy landscape ({q, φ}
model with exact Utot, black curves), and the collective coordinate
model with the approximate analytical effective field (blue curves). a)
Mean value of the z component of the magnetization evolution dur-
ing the DW motion for a disk of 80 nm diameter. The initial conditions
are for q0 = 10 nm and φ0 = 70 deg. There is no external field and
the voltage corresponds to Vc for this diameter. b) Idem in a smaller

disk of diameter 40 nm.

called the effective field model or analytical potential model. Finally we showed the
same model but with the exact potential obtained numerically, called the numerical
or exact potential model.

In this section we compare the trajectories predicted by the LLGS, analytical po-
tential and exact potential model. We focus on the main features of the reversal and
shall dedicate a full section to the complex dependence on the initial conditions.

4.5.1 Qualitative features

Figure 4.12 compares the three models for disks of 80 or 40 nm. For the 80 nm case
depending on initial conditions several behaviours are possible for the domain wall
near the center of the disk, in this figure we selected trajectories presenting the most
common type of center crossing (the drift-like one way crossing). We obtain 〈mz〉(t)
for the (q, φ) model from q(t) using the formula:

〈mz〉 =
2

πR2

∫ R

−R
tanh(

x− q
∆

)
√

R2 − x2dx (4.47)

Concerning the 80 nm disk there is a very good qualitative agreement between
the micromagnetic simulations and the two (q, φ) models. The same coupled oscil-
lations on top of a drift are predicted, in the models as well the domain wall moves
forward after reaching the Néel configuration similarly to the snapshots of figure 4.2.
The same position dependence of the amplitude and of the frequency of the oscilla-
tions are predicted, with φ̇ changing sign in the center. The three models also predict
that the domain wall can only cross the center in a Bloch configuration. For this large
disk, there is no noticeable difference between the exact and the approximate poten-
tial models, meaning that our assumptions on the potential using the effective fields
are very satisfying for this size regime.

For a 40 nm diameter, there is a good agreement between the micromagnetic
model and the q − φ − Utot model but the approximate q − φ − Htot model is not
as satisfactory: the amplitude of the oscillations are overestimated. This reveals
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the limits of our analytical approximations at small disk diameters. For this size or
smaller the numerical approach is necessary for the demagnetizing effects.

4.5.2 Explaining the trajectory with the effective fields

As already stated, the equations of the model with effective fields (equation 4.36
and 4.37) are similar to the one obtained in the stripe case (equation 4.16 and 4.17)
if the external field Hz is replaced by the total field Htot(q) = Hz + Hstretch(q) +
Hstray(q). Therefore all the remarks made on the stripe case considering the Walker
breakdown, the linear versus oscillating regime and the description of the oscillating
regime are still valid. The Walker field is of the same order of magnitude within the
disk as within the stripe of equivalent width since the stiffness field HN↔B depends
only very little on q (figure 4.10). Consequently the domain wall within the disk is
everywhere within the oscillating regime, save for a very tiny position window near
the disk center. We can use by analogy with the stripe the approximate expression
that we proposed to describe the domain wall motion (equation 4.23, 4.26 and 4.27).

According to the analytical potential model and away from the position at which
Htot = 0, the drift velocity within the disk is given by:

¯̇q ≈ ∆(σj− αγ0Htot(q)) (4.48)

Within the same conditions the frequencies and the q oscillation amplitude can be
approximated (neglecting α2 but not ασj) by:

ωq = 2ωφ ≈ 2(γ0Htot(q) + ασj) (4.49)

Dosc ≈ ∆
∣∣∣∣ HN↔B

2Htot(q) + ασj

∣∣∣∣ (4.50)

With these expressions as well as the shape of the effective fields (figure 4.8) in
mind, the domain wall trajectories are easily understood. If we assume no external
field the total field is basically given by the stretch field since the stray field is of the
same shape and 5 times as small. The drift is composed of a constant value given
by the spin transfer torque, but also varies as the domain wall advances because
of the stretch field effect following −αγ0Htot(q). The oscillations start with a large
frequency and small amplitude as the stretch field is maximum near the edges; the
amplitude diverges while the frequency vanishes near the center where the stretch
field gets to zero and our assumptions on the oscillating regime get invalid; once the
center is crossed φ̇ changes sign because the stretch field changes sign.

The domain wall motion seen within the simulations was well reproduced by
our models and understood by our effective fields approach. Now we propose a
more quantitative comparison.

4.5.3 Quantitative comparison

Figure 4.13 presents the instantaneous frequencies extracted from the micromagnetic
simulations or the numerical potential models and compares it to the prediction
from equation 4.49 at different domain wall positions. The good agreement between
the two (q, φ) models proves that the approximations made writing equation 4.49
are reasonable for this diameter. The agreement between these two models and the
LLGS is however far from satisfactory.

From a thorough examination of the comparisons done in figures 4.12 and 4.13
we can conclude that q− φ models only slightly overestimate the domain wall drift
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(equation 4.49).

velocities while they are much less accurate to account for the oscillatory part of the
motion. This can be understood with the help of equation 4.48 and 4.49. Indeed σj is
a constant number (≈ 1 GHz) during the wall motion. The term γ0Htot(q) is compar-
atively larger as well as position dependent. For instance it varies between typically
-25 and 25 GHz from one edge of an 80 nm disk to the other edge (figure 4.8).

Having in mind the typical values of γ0Htot(q) and σj, we find that the term ασj
is much smaller than γ0Htot(q) except right at the disk center, such that the dynam-
ics of the tilt (equation 4.49) is resulting from the sole effective fields (except at the
disk center). Since the effective fields depend on the exact wall shape and exact tilt
state, their accuracy is directly endangered by the approximation of a straight wall
with uniform tilt which is made in both our q− φ models; the frequency mismatch
between the predictions of micromagnetics and of the q− φ models can thus be in-
terpreted as a failure to account precisely enough for the stretch field.

The situation is reversed for the domain wall drift velocity (equation 4.48): the
term αγ0Htot(q) amounts to a minor fraction (e.g. circa 25% when 2R = 80 nm) of
σj. The domain wall drift velocity prediction is thus little affected by potential errors
in the stretch field. (Note that the term σj is independent of the domain wall shape
and of its Néel or Bloch character, hence it is reliable despite our straight wall and
uniform tilt approximations). Our assumptions of a straight wall with uniform tilt
are thus much less detrimental to the accuracy of the predictions of the domain wall
drift dynamics than the oscillatory part of the dynamics. The equations 4.50 and 4.49
should thus be considered as indicative only.

Now that we have established the degree of accuracy with which the collective
coordinate models describe the dynamics, let us see whether they can shed further
light onto the origin of the sensitivity of the wall dynamics to the initial conditions.

4.6 Origin of the sensitivity to initial conditions

4.6.1 Describing the sensitivity

From the micromagnetic simulations we observed a sensitivity to the initial state
(position or tilt angle) in the 80 nm disk either for an initial domain wall or for a
full reversal at 300 K. The full switching simulation at 0 K does not present such
variability because the center domain expands longer in the center than at 300 K
and therefore after the nucleation the domain wall is already past the center. Three
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scenarios are observed in the micromagnetic simulations and were described in fig-
ure 4.2: linear-like crossing (≈ 85% of simulations), one-way crossing with pre- and
post-crossing pauses (≈ 10%) and swing like crossing (≈ 5%).

Concerning the (q, φ) models (analytical and numerical potential within a disk),
while the same sensitivity to the initial condition is seen with approximately the
same probabilities, the swing-like crossing is impossible to replicate. Since comput-
ing the domain wall trajectory is several thousands time faster with these models
than from micromagnetic simulations, they allow a complete mapping of the (q0, φ0)
space. Such mapping is done for the 80 nm disk in figure 4.14 using the total switch-
ing time (defined as the time needed to cross the center of the disk) to differentiate
the linear-like crossings from the more delayed crossings. In this figure it is shown
vertically than we can vary the switching time (namely the behaviour at the center of
the disk) by varying the angle at fixed initial position (single column). Horizontally
two effects are observed: first the closer we are from the disk center and the faster is
the overall switching; second if we move the domain wall from q0 to q0 + Dosc(q0)
we recover the same crossing in the center having simply skipped one q oscillation
and therefore increased the switching time. The study of the (q, φ) space is going to
shed light into the sensitivity.

4.6.2 Phase plots and retention pond

The phase space is shown in figure 4.15 for the 80 nm case, along with two corre-
sponding q(t) plots. It is obtained by using the streamplot function in mathemat-
ica while solving equation 4.36 and 4.37 (the phase plot is similar to the numeri-
cal potential approach for the 80 nm disk). To understand the physical origin of
the sensitivity of the dynamics to initial conditions, it is convenient to first discuss
the case of a Néel wall initially placed at the center of the disk (this corresponds to
{q0, φ0} = {R, 0}). The system is in the absolute maximum of the energy landscape
(figure 4.11). Some work of non-conservative torques (damping and spin-torque) is
thus needed to allow the wall to move away from this energy maximum. In the col-
lective coordinate space, the trajectory from this specific wall position is an outgoing
spiral. The wall first swings about the center with an increasingly large amplitude.
In this transient process, there is a back-and-forth transfer of energy between the
position degree of freedom of the wall and the Néel/Bloch degree of freedom of the
wall: Uel and UNB,φ act as communicating vessels. The wall can escape from the
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ics within a disk of 80 nm diameter
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central part of the disk and sweep to the edge only when sufficient energy has been
dissipated.

This central part in which the wall is transiently stuck is a zone of the (q, φ)
space that we shall quote hereafter as the "retention pond", written P and illustrated
as the red contour from labels 1 to 4 in figure 4.15. Within the q − φ model, all
trajectories crossing the frontier ∂P are outgoing trajectories. As a result a domain
wall that exits from the retention pond will subsequently cross the disk center but it
never performs so while being in a Néel configuration, in line with the conclusions
of the micromagnetics study for this diameter of 80 nm. No domain wall trajectories
starting from the edges can enter the retention pond. In the absence of spin-torque,
P is centered on {q = R, φ = 0 [π]}. It is distorted for strong values of the applied
spin-torque (see section 4.7.2).

Before discussing the consequence of the existence of the retention pond, we
mention that for disks smaller than a threshold to be determined later (equation 4.52),
HN↔B is negative and the retention pond is then centered about the Bloch configu-
ration. Extrapolation of our arguments to that case is trivial.

4.6.3 The retention pond causes the sensitivity

Having in mind the concept of the retention pond, let us return back to our case
study which is the wall dynamics after an hypothetical nucleation of a domain wall
near the disk edge, i.e. out of the retention pond. The strong sensitivity of the dy-
namics to the initial conditions can be understood as follows. The wall progressive
drift and the superimposed oscillations are rather independent phenomena such
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that when the wall heads to the center of the disk, it can either approach close to
the retention pond P or pass at a large distance from P depending solely on initial
conditions. If the wall avoids the vicinity of the retention bond, it crosses the disk
center and performs a one-way, single attempt crossing. If in contrast the wall hap-
pens to approach the retention pond, it will have to circumvent it which leads to a
more complex trajectory.

These two scenarios are illustrated in figure 4.15. The green curve corresponds
to a trajectory with initialization being φ0 = 48 deg.. Along its trajectory, the wall
passes the disk center with a quasi-Bloch configuration, far from the retention pond.
The resulting trajectory is archetypal of the drift-like one-way crossing identified
in micromagnetics figure 4.2.b. If adding ∆φ0 ≈ π/4 to the initial tilt (red curve
in figure 4.15), one obtains the antonym case: the domain wall trajectory arrives
in a tangent manner to (but outside) the retention pond P. The wall performs a
single turn about ∂P thereby making a considerable back-and-forth motion with
two pauses at either sides at the disk center. This recalls the one-way crossing with
pre- and post-crossing pauses formerly identified in the micromagnetic description
(figure 4.2.c).

In short, the {q− φ}models can explain some sensitivity to the initial conditions:
depending on {q0, φ0} the crossing is either of the type drift-like one-way cross-
ing, or entails pre- and post-crossing pauses. However the swing-like crossing with
multiple attempts (figure 4.2.d) cannot be obtained in the framework of the {q− φ}
models. We will discuss this case in the last section of this chapter by going beyond
the one dimension approximation.

4.6.4 Size of the retention pond versus diameter

From the above discussion, we conclude that the respective probabilities of occur-
rence of the drift-like one-way crossing and the one-way crossing with pre- and post-
crossing pauses are correlated with the size of P with respect to the full {q − φ}
parameter space. If one aims at a reproducible domain wall propagation duration
while not being able to control the initial wall position and tilt (or if the thermal noise
is large enough to let q and φ diffuse with time), it is important to determine the size
of P. Let us define δqP the half width of the retention pond in the q direction (see
figure 4.15) and derive it in the conservative limit when the wall follows a constant
energy path. We can estimate δqP by comparing the energy of the saddle point of
Utot with that of a Néel wall δqP away from the center (these two states are close to
the labels 2 and 1 in the figure):

(
Uφ,NB + Ustretch + Ustray

) ∣∣∣∣∣ φ=0

q=R+δqP

=
(
Uφ,NB + Ustretch + Ustray

) ∣∣∣∣∣φ= π
2

q=R

(4.51)

After approximating the effective wall length `wall as the length of the disk chord
and having neglected the dipole energy Ustray, a straightforward algebra leads to the
size of the retention pond:

δqP ≈ R

√
HN↔B

Hk,eff
(4.52)

This equation leads to δqP ≈ 11 nm for a disk of diameter 80 nm. This result should
be compared to the phase plot obtained from the (q, φ) models in the absence of spin
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torque, since it will be shown that increasing the voltage reduces the pond. Those 11
nm give a very good agreement as seen in figure 4.17.

4.6.5 Disk diameter for optimal reproducibility of the domain wall prop-
agation

So far we have only discussed the 80 nm case. The phase space plot for the 40 nm
disk is shown in figure 4.16. The overall behaviour is the same but there is no re-
tention pond anymore. This is related to the flat energy landscape that was found
in the center of the 40 nm disk (figure 4.11): in the center no tilt angle is favoured
and therefore there is no longer the "forbidden Néel wall in the center" region in the
phase plot.

This recalls the conclusions of the micromagnetic simulations (figure 4.3) for the
40 nm disk: the dynamics are insensitive to the initial tilt since there is no pond; the
center crossing is always done linearly because no tilt angles are favoured; the center
crossing can be done with any tilt angle for the same reason.

To be more general, we can determine the diameter dnoP for which the retention
pond disappears. This situation happens when a wall placed at the center of the disk
has the same energy when either in the Néel or in the Bloch state, i.e. when:

Uφ,NB(q = R, φ = 0) = Uφ,NB(q = R, φ =
π

2
) for d = dnoP (4.53)

or equivalently when HN↔B = 0. With our material parameters and using the nu-
merical potential (since for those sizes the demagnetizing factors are unreliable), we
find that the retention pond reduces indeed to a single point exactly when dnoP =
40 nm. This critical disk diameter dnoP is of interest for applications. Indeed it en-
sures that all the domain wall trajectories pass through the disk center in a ballistic
way: the walls cross the center directly and almost independently from their Bloch
or Néel character (figure 4.16). We can expect to maximize the reproducibility of
the time needed for a domain wall to sweep across a disk, a feature that is of great
interest for STTMRAM.

As a side remark, we mention that for diameters 2R < dnoP, we have HN↔B < 0.
As a consequence, while the retention pond formerly centered about the Néel state
has disappeared, another one emerges from the central Bloch situation. However
this new pond has little practical relevance with our material parameters. Indeed the
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chosen close to the frontier of the retention ponds, when existing.

energy difference between the Bloch and Néel states of a central wall for 2R < dnoP

stays very small, of the same order as the thermal energy kBT ≈ 4 zJ (25 meV) at
room temperature. For comparison, the energy difference between the Bloch and
Néel states for a central wall at 2R=80 nm was 44 zJ (275 meV).

In this section the study of the trajectories in the phase space allowed us to un-
derstand and predict the initial conditions dependence of the center-crossing that
was observed on the 80 nm disks, but also to understand why such sensitivity isn’t
found at 40 nm.

4.7 Impact of the external stimulus and of each material pa-
rameter

In this section we discuss the impact of most of the parameters we used in our mod-
els. We also give an insight on how to include other terms such as Dzyaloshin-
skii–Moriya interaction within this paradigm. This discussion will be based mostly
on the analytical potential model since it is the model for which the role of each
effects is the most straight-forward to identify.
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4.7.1 External field

Out of plane fields

Adding an external field along the z direction will change the total field Htot(q) term
in equations 4.48, 4.49 and 4.50. This offset shifts the position q for which the total
field seen by the domain wall is zero. This corresponds to a shift in the (q, φ) space
of the pond position in the q direction (as illustrated in figure 4.17).

If the external field is greater than the maximum value of the stretch field (around
200 mT in a 80 nm disk), then the retention pond is pushed out of the phase space.
Consequently in that case the domain wall crosses the full disk without entering
strong oscillations and without being sensitive to the initial conditions. The com-
plex dynamics that we described are only possible when the total field seen by the
domain wall cancels out somewhere during its motion.

In a STTMRAM device, there are stray fields coming from the rest of the system
(reference and hard layer) into the free layer. Along the z direction those fields are
non-homogeneous and of the order of a few tens of mT [29] in our IMEC devices.
This is smaller than the stretch field therefore the total field should be zero for at
least one position during the domain wall motion (more than one position is possible
because those stray fields are non-homogeneous).

In plane fields

So far we have only discussed the system in the presence of out-of-plane fields. A
field along the x and y direction should be added to the Zeeman micromagnetic
energy, uIP field = −µ0Ms sin θ(Hx cos φ + Hy sin φ) before being integrated along
the disk:

UIP field = −2dµ0Ms(Hx cos φ + Hy sin φ)
∫ R

−R
sech(

q− x
∆

)
√

R2 − q2dx (4.54)

The complex integral appearing is very similar to SDW that was introduced previ-
ously, but the hyperbolic secant function isn’t squared here. The overall potential
is close from the stiffness contribution previously derived (equation 4.30 or 4.44). It
is possible, but cumbersome, to derive the equations of motion with this additional
term to obtain equations similar to 4.36 and 4.37. But from this potential alone we
can already discuss the impact that the in plane field has on the domain wall dynam-
ics. As this term depends both on q and on φ it will be present in the Euler-Lagrange
equations for the two collective coordinates. The φ dependence creates cos φ and
sin φ terms in the second equation, which will have the same role as the stiffness
field term HN↔B sin 2φ. The q dependence creates an extra component to the stretch
field which still depends on φ just like the stiffness contribution to the stretch field,
but with a 2π periodicity instead of π.

We study the exact dependence of the trajectories on Hx and Hy using phase
plots, some example are given in figure 4.18 for low field along x and large fields
along x or y. Overall a low in plane field (a few mT) along any direction differentiate
two ponds: the system becomes 2π periodic instead of π in the φ direction. The
position and the size of the two ponds depend on the amplitude and the direction
of the applied field (figure 4.18.a). Once the in plane field is sufficiently large (a few
tens of mT) only one pond remains (centered around π for Hx and 3π

2 for Hy as seen
in figure 4.18) and grows larger if we increase the corresponding in plane field. We
insist that even though it is a single pond just like in the phase plots described so far,
this one is 2π periodic and not π periodic. For instance for the Hx = 50 mT phase
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FIGURE 4.18: DW dynamics within a disk of 80 nm diameter under
various in plane fields in the collective coordinate model with ana-
lytical potential. The system parameters are the usual one, there is
no external field along z, the applied voltage corresponds to Vc. The
streams describe all possible trajectories of the DW in the space of the
collective coordinates q and φ. a) Typical phase plot for a low in plane
field along any direction, illustrated here with Hx = 5mT. The two
following graphs show the dependence of the position of the pond on
the field direction at high applied field, with 50 mT applied along b)

x or c) y.

plot in figure 4.18.b, the Néel wall at φ = π is inside a maximum of energy (retention
pond) while φ = 0 which is still a Néel wall but this time with the minimum of
energy with respect to the tilt degree of freedom. With this type of single pond our
discussion on the sensitivity of the domain wall dynamics to the initial condition can
still be extrapolated to this system, strong Walker oscillations are expected.

Our system appears to be very sensitive to the in plane fields. This is a limitation
of our model for predicting the reversal of STTMRAM devices, since the in plane
stray fields from the reference system are expected to go up to a few tens of mT [29].
In a real device it is also impossible to control the direction of the in plane field since
we do not know the normal of the domain wall and since it can gyrate around the
center like what was seen in some of our simulations (figures 4.2 and 4.3).

4.7.2 External voltage

So far we have shown only domain wall motion under a voltage corresponding to
Vc (1 V at 40 nm and 0.855 V at 80 nm). If we change the voltage it will affect linearly
the drift velocity (equation 4.48) and affect weakly the amplitude and frequency of
the oscillations because of the ασj term (equations 4.49 and 4.50).

However near the disk center when those formula are no longer valid because
we exit the oscillating regime, the voltage can have a more complex impact on the
wall dynamics than a simple drift. This is illustrated by the phase plots given for
5 different voltages (0, 0.5Vc, Vc, 2Vc and 4Vc) in figure 4.17. The stronger is the
voltage, the more all the trajectories are bent towards the center because of the drift
contribution. This goes with a reduction of the size of the retention pond as the
voltage increases, up until the pond totally disappears for a value between 3 and 4
Vc. This is due to the fact that the oscillating terms coming from the micromagnetic
potential become less relevant as the voltage increases, this is especially true at the
center where the total field cancels out in the absence of external contribution.
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Consequently the larger is the voltage and the more the trajectory becomes bal-
listic. It could be said that increasing the voltage or reducing the size (above 40 nm)
both have the effect of reducing the pond and making the switching more determin-
istic. A word of caution is needed: even for the 4 Vc phase plot where the pond do
not exist, all the tilt angles at the center are not equivalent. Some are still more likely
to be found which is illustrated in this graph by the density of trajectories in the
center.

In terms of memory application this is good news: the strong Walker oscillations
that we predicted in this chapter and in our micromagnetic simulations at 300 K
for devices of more than 40 nm are reduced as we increase the voltage. In the fast
regime that is targeted for applications we expect the voltage to be of the order of
Vc at least, but smaller than the value necessary to totally suppress the pond. On
the other side of this coin, if we want to observe the predicted Walker oscillations
in a time-resolved measurement, we should study the reversal of a disk between
50 and 100 nm diameter, at low voltage, while sweeping the applied external field
along z to make sure the total field cancel out. This approach will be presented in
the time-resolved measurement chapter, but no clear Walker oscillations are to be
found.

4.7.3 The annihilation critical voltage

Let us consider a domain wall nucleated near the edges at the position q0 = π∆
2 in the

80 nm disk. The oscillations are of high frequency and low amplitude because the
stretch field is maximum. Thus, we assume that the domain wall dynamics is essen-
tially described by the equation of the drift velocity 4.48. If the voltage is sufficiently
low, it does not overcome the total field term and therefore the domain wall moves
backwards overall: it is annihilated. If we assume that there is no external field and
if we neglect the stray field from the domains compared to the stretch field, this
corresponds to an annihilation voltage of:

Vanni =
2αµ0AR⊥eMstmag

Ph̄
Hstretch(q =

π∆
2

) (4.55)

The stretch field at position π∆
2 is obtained from equation 4.39 (see black curve in

figure 4.8): it is equal to 144 mT. This results into an annihilation voltage of Vanni =
0.2 V.

We compared this annihilation voltage to micromagnetic simulations. The do-
main wall is placed 13 nm from the edges and we sweep the voltage. Annihilation
is indeed observed, for a voltage equal to 0.24 V. There is a reasonable agreement
between the very simple approach that we proposed (only stretch field, only drift
dynamics, no bending of the wall) and the micromagnetic simulations.

The fact that the annihilation voltage is of the order of 0.2 V has strong impli-
cations for STTMRAM applications. Indeed we know that at zero temperature the
memory cell is reversed by applying Vc. The diameter dependence of Vc was shown
in the previous chapter (figure 3.10). It was found that from both the macrospin
model and micromagnetic simulations the macrospin critical switching voltage re-
mains above 0.7 V even for the larger disks. When thermal fluctuations are added it
is possible to reverse the free layer for lower values, but not as small as 0.2 V. This is
shown in the simulations with thermal fluctuations included in the previous chapter
(section 3.3), or in the static measurement of our STTMRAM samples (section 5.2.3).
The annihilations due to stretch field are not expected with our parameters. If we
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send a voltage large enough to nucleate a 180 degree domain wall, it will propagate
and cause ultimately the reversal of the full free layer.

It is also of interest to compare our predicted annihilation to other works from
literature studying the STTMRAM reversals. In reference [110] micromagnetic sim-
ulations are presented in which a domain wall nucleated from the edges could not
reverse the disk (this study is discussed in section 2.3.3 of our state of the art). This
impossibility of nucleating a domain wall near the edges could be related to the
annihilation of the initial domain wall due to stretch field that we described here.
However if a partial domain wall (i.e. with theta spanning less than 180 deg.) is
nucleated, our approach is no longer valid and the annihilation voltage could go up.

4.7.4 Impact of the material parameters

Here we discuss briefly the impact of different material parameters. We chose to stay
qualitative and not to show the corresponding phase space graph for each parameter
value explored.

Anisotropy and exchange

Across this chapter, we have shown the strong impact of the disk diameter on the
overall domain wall dynamics. What matters is the relative value of this diameter

compared to the characteristic domain wall length ∆ =
√

Aex
Keff

. Any change on the
effective anisotropy (which depends on Ms and K) or on the exchange constant will
therefore affect the overall dynamics. We have also shown that the demagnetizing
effects are of great importance. They are all proportional to the magnetization Ms
therefore its relative value compared to the stretch field (given by exchange and
anisotropy) affects the dynamics strongly.

The other main change induced by varying the effective anisotropy is the size
of the retention pond, following equation 4.52. A strong anisotropy slowly reduces
the size of the pond, which reduces the sensitivity to the initial conditions and the
maximum amplitude of the Walker oscillations. While a small effective anisotropy
increases the size of the pond, which leads to even larger Walker oscillations than
the one presented with our parameters and therefore even more spectacular dynam-
ics. In terms of memory application a small pond is preferred and therefore a strong
anisotropy. The issue being of course that changing the anisotropy is affecting nu-
merous other effects in STTMRAM devices than the size of the pond, I would sug-
gest other methods to get rid of the pond (stronger voltage, smaller diameter, stray
in plane fields).

Varying the exchange has a weaker impact on the dynamics than the effective
anisotropy. It will mostly affect the stretch field (which increases with exchange)
and the domain wall length. For instance a larger exchange means that the critical
diameter for optimal reversal is going to be higher than the 40 nm found with our
usual parameters.

Damping

The role of damping is complex. It changes the coupling between the q and φ oscilla-
tions. Concerning the dynamics in the Walker regime (described by equations 4.48,
4.49 and 4.50) the damping mostly impact the drift term because of the difference
in order of magnitude between the spin transfer torque term and the typical fields.
For a strong damping the drift velocity is more affected by the total field than for a
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weak damping. For applications since the field term in the drift velocity is first pos-
itive then negative (assuming no external field), changing the damping has overall
no impact on the switching time considering only the domain wall motion.

The damping also has an impact on the large Walker oscillations that can be seen
around the disk center. A strong damping relaxes faster the oscillations, meaning
that if we enter a strong oscillation before crossing the center its amplitude is reduced
once the center is crossed. With a small damping, the oscillations before and after
the center are about the same amplitude and the trajectories looks more symmetrical
around the center.

4.7.5 Extending the model within the 1D approximation

Here we briefly extend the model to other geometries and systems than the STTM-
RAM free layers, while remaining within the frame work of the (q, φ) models.

Changing the geometry

We have presented two geometries in this chapter: the stripe case and the disk case.
It was found that the geometry has a very strong impact on the domain wall dy-
namics through an elastic term that we called the stretch field. This field accounts
for the fact that varying the domain wall length as it sweeps through the geometry
of the system has a cost in energy. The stretch field can be written in a more gen-
eral geometry by introducing the angle ψ between the domain wall normal and the
contour of the system (see figure 4.6). The equation 4.41 that was obtained with the
chord assumption (namely by assuming that SDW can be taken from the chord of a
disk formula) can be re-written as:

Hstr(q, φ) =
(
2Hk,eff + HN↔B cos2(φ)

) ∆
`wall(q)

tan(ψ(q)) (4.56)

This equation can be generalised to any geometry where a straight wall hypotheti-
cally moves in a funnel of angular opening 2ψ. This is proven by using arguments
similar to the one of subsection 4.3.3 where the effective fields were obtained intu-
itively, in particular equation 4.43.

Dzyaloshinskii–Moriya interaction

For the sake of simplicity, we have disregarded the interfacial Dzyaloshinskii-Moriya
interaction (DMI) that may be present in ultrathin PMA films [4]. The impact of
DMI for a domain wall motion within a stripe was already studied with the (q, φ)
approach in reference [104]. The DMI should be added to the total potential as:

uDMI = D(mzdiv~m− (~m.~5)mz) (4.57)

Where D is the DMI constant. This density integrated over the full disks gives the
potential:

UDMI =
d
∆

D cos φ
∫ R

−R
sech(

q− x
∆

)
√

R2 − q2dx (4.58)

This potential is similar to the one derived for the in plane field along the x direction
(equation 4.54) which is not surprising since the DMI, just like a field along x, favors
one of the two Néel configurations. The DMI impact on the domain wall dynamics
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is exactly the same as the one of Hx: a low DMI breaks the π periodicity creating ef-
fectively a second pond, while a high DMI recovers a very large single pond scenario
which induces strong Walker oscillations (figure 4.18 is still relevant for DMI).

Just like for the in plane field case, DMI has a strong impact on our system. For
our STTMRAM devices it is unclear which DMI value is expected, but it is predicted
to be up to D = 1 mJ.m−2 [51, 85, 40, 42, 84] which gives a DMI field HDMI =

πD
2µ0 Ms∆

of the order of 150 mT. This field could be very strong and would change greatly
the domain wall dynamics that we predicted here. At such a strong DMI or Hx the
pond covers the full phase space. The domain walls are then annihilated or swept
through the disk depending on their initial tilt angle in a ballistic manner, with no
Walker oscillations possible. STTMRAM stacks are already optimized as to reduce
the DMI, we have here given the most extreme value reported but expect way less
in our own devices.

The assumption made in our models of no in-plane field and no DMI could prove
to be problematic in terms of comparing our models with a measurement on our real
STTMRAM devices. Having a good estimation of these two quantities is important
as to predict the switching path.

4.8 Beyond the one dimension approximation

In this final section we go back to the micromagnetic simulations. We have shown
that the (q, φ) approach can explain most of the dynamics observed in the simula-
tions, but there are still some discrepancies. The main ones are the curvature of the
domain wall, the non-homogeneity of the tilt angle along the domain wall (as seen in
the snapshot of figure 4.2.d for instance) and the gyration of the domain wall around
its center.

Here we give some qualitative insights into these three effects, the three of them
being closely related. We focus on the 80 nm disk for a reason to be given in the
Bloch lines subsection.

4.8.1 Initial non-homogeneity

As we already stated, the domain wall curves itself in order to minimize its length
at a fixed reversed surface. When doing so from an initial state that is a straight
wall with a constant tilt angle φ0, the system keeps a constant in plane angle for
the magnetization (see the initial states used in figure 4.2 and 4.3). Since the tilt
angle is defined from the normal of the domain wall, the curved initial state with a
constant in plane angle has necessarily a non-uniform tilt angle along its length. In
the micromagnetic simulations, there is initially a varying tilt angle along the wall.

During the domain wall motion, φ̇ is mostly uniform which explains why the in
plane component of the magnetization direction remains mostly homogeneous. We
will now discuss on this mostly aspect by using our findings from the (q, φ) model
within a disk with an analytical potential.

4.8.2 Effect of the stretch stiffness field

The stretch field is composed of an elastic part and a dipole-dipole part which de-
pends on φ (equation 4.40). Since φ̇ depends on the total field through equation
4.49, the dipole-dipole part of the stretch field induces a φ dependence of φ̇. This
dependence is very small since the stiffness field is smaller than the elastic part of
the stretch field as already stated. Since φ is not homogeneous initially because of
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FIGURE 4.19: Total energy of the
system as the domain wall sweeps
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figure 4.2. The energy values have
been corrected by an offset such
that the maximum energy reached
is zero. The snapshots corresponds
to the magnetization configuration
at the maximum energy of each re-

spective trajectory.

the domain wall curvature (previous subsection), φ̇ also is not homogeneous along
the domain wall length. This induces slowly an increasing non-homogeneity of the
in plane component of the magnetization angle as the domain moves along the disk.
Once we get near the center and the domain wall becomes straight once again, it
does not have a perfectly uniform tilt angle.

4.8.3 Impact of non-homogeneity on the center crossing

We have just shown that the domain wall reaches the center with a slightly non-
uniform tilt angle because of intrinsic reasons (curvature + dipole-dipole stretch
field). But the dynamics at the center are extremely sensitive to the initial conditions
as seen in the phase trajectories (figure 4.15). In most cases (linear-like crossings) the
non-homogeneity has no impact. But in some rare cases a part of the domain wall
gets stuck near the center because of the vanishing precession frequency as described
by the (q, φ) model, while the rest of the domain wall crosses the center as it was not
described by the same φ. When this happens it induces a strong non-homogeneity
of the tilt angle and the in plane angle of the magnetization since φ and q are cou-
pled. This ultimately results into a domain wall with a strong gradient in φ along
its length, that gyrates around the disk center and gets stuck near the center region
without being able to cross it at first. Once the non-homogeneity in tilt angle is that
strong our (q, φ) models do not apply at all and the exact swinging across the center
is hard to predict.

The scenario that we just described corresponds to the "swing like trajectory"
that we observed in figure 4.2.d and that we could not explain within the fully one
dimensional frame.

4.8.4 Energy consideration: Bloch lines

So far we have focused this section on the 80 nm diameter disk. For the 40 nm
case, the strong non-uniformity of φ and the swing like center crossing are never
observed. This is related to the fact that the 40 nm disk is not as sensitive to the
initial conditions, the trajectories remains ballistic (or equivalently it is due to the
absence of retention pond). There is also a more fundamental reason for the absence
of any non-homogeneity for the in plane component of the magnetization at small
sizes versus large sizes.

Looking at the snapshots of the magnetization near the center in the simulation
described in figure 4.2.d we can see that the in plane component (the color) makes
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almost a full turn. A full turn of the tilt angle along the domain wall length is called a
Bloch line and such objects have been studied in thin films for instance[49]. We now
discuss with energy consideration the impact of the disk diameter on the possibility
of creating Bloch lines.

The time-resolved system energy (figure 4.19) indicates that during the swing-
like scenarios seen at 80 nm the system reaches a higher energy compared to when
in the one-way single crossing scenario. In the scenario of figure 4.2.d, the systems
reaches an energy that exceeds by 130 zJ (810 meV) the maximum energy in the sce-
nario of figure 4.2.a. The energy maximum of the scenario of figure 4.2.d is reached
when the wall has already passed the disk center once forth and once back for a total
moment of 〈mz〉 = 0.04 namely very near the center. This extra energy cost of 130
zJ (810 meV) can be understood from the expected energy [49] of a full Bloch line:
UB-line =

8Aexd√
Hk/Ms

≈ 280 zJ (1.75 eV).
In order to anticipate whether the tilt is likely to stay quasi-uniform or not dur-

ing the domain wall motion for a given disk diameter, UB-line should be compared to
the "domain wall energy barrier" ∆Edw(q0, φ0) that an (already nucleated) wall with
uniform tilt needs to acquire to climb up to the saddle point in the energy landscape
(i.e. the height of the potentials in figure 4.11). Since ∆Edw depends on the subjec-
tively chosen initial conditions {q0, φ0}, only its order of magnitude is meaningful.
For 40 nm disks, the spin transfer torque has to supply typically ∆Edw ≈ 120 zJ (0.75
eV) to jump over the barrier (right graph in figure 4.11). This is much below UB-line.
With these energy scales in mind, we can understand why at diameters of 40 nm,
the tilt is staying essentially uniform whatever the initial conditions {q0, φ0}. Indeed
it seems unlikely that minor changes in the reversal paths would permit a fourfold
increase of the work supplied by the spin-torque with the whole of it fed into the ∂φ

∂y
degree of freedom. We believe that this is the reason why at diameters of 40 nm the
q− φ model succeeds in describing the full wealth of the domain wall propagation:
the energy cost of a strongly non-uniform φ is just out of reach.

Conversely for larger disks, the work supplied by the spin torque is substantially
larger (e.g. Edw ≈ 450 zJ (2.8 eV) for a diameter of 80 nm and q0 = 10 nm). Minor
changes in the reversal path and thus in the work supplied by the spin-torque may
transfer a sizable part of this work in the ∂φ

∂y degree of freedom of the wall. This can
induce a swing-like scenario if the wall stays long enough at the disk center for a
partial Bloch line to develop like it is the case when a portion of the domain wall
gets stuck.

We have shown that the non-homogeneity of φ seen only in larger disks can be
understood on a single scenario by decomposing the complex domain wall dynam-
ics using our (q, φ) models. But it can also be anticipated from purely energetic
considerations by comparing the typical Bloch line energy with the heights of the
total potentials we previously derived.

4.8.5 The domain wall gyration

As we already stated the domain wall gyration is seen when the tilt angle is non-
uniform or when the domain wall is initially straight. Several effects cause the gyra-
tion: i) the staircase effect that is due to the grid, this turns the domain wall around
until it is along a diagonal; ii) a non-uniformity of φ causes a gyration because q̇ de-
pends on φ, if the right side of the domain wall advance while the left side moves
back, then the domain wall turns around. To treat the gyration rigorously one should
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consider the domain wall as a 2D object and study its topological charge. The dy-
namics is then described by a Thiele equation similarly to vortex dynamics. We do
not detail this approach as gyration is a minor effect that do not appear in the time
traces and as we cannot extract an intrinsic gyration from our micromagnetic simu-
lations because of the staircase effects.

To conclude this section the curvature of the domain wall induces a slight non-
uniformity of the tilt angle because of the stretch stiffness field. This non-uniformity
can grow near the center, but only for the larger disks. Once the non-uniformity is
large it induces gyration around the disk center.

4.9 Conclusion: domain wall dynamics within a perpendic-
ularly magnetized thin disk

In this chapter we have studied how a Slonczewski spin-torque induces the propaga-
tion of a domain wall across thin magnetic disks possessing perpendicular magnetic
anisotropy. Micromagnetic simulations were first used to identify the possible do-
main wall motion scenarios for two representative disk diameters, 40 and 80 nm.
At small disk diameters, the domain wall sweeps through the devices in an almost
monotonous manner; the wall dynamics is essentially independent from the initial
tilt angle. Conversely at larger diameters, the wall performs back-and-forth oscil-
lations superimposed on a gradual drift across the disk. Depending on the initial
state of the domain wall, it crosses the disk center either in a direct manner or with
variably marked pauses before and after the crossing of the center. Some specific ini-
tializing conditions of the domain wall can even result in the wall crossing the disk
center multiple times, which correlates with the growth of a strong non-uniformity
of the wall tilt along the wall length as well as a gyration of the overall magnetic
texture. Analytical modeling was then used to shed light onto the main features
of the domain wall motion scenarios and their dependence with the disk diameter.
We used a collective coordinate model in which the wall is described by the wall
position q inside the disk and the magnetization tilt φ within the wall. First we re-
mind the result in the case of an infinite stripe. We then solve the equations for the
disk, introducing the concept of the stretch field whose elastic part (equation 4.39)
describes the affinity of the wall to reduce its length and thereby to be repelled by
the disk center, and whose demagnetizing part (equation 4.40) describes the affinity
of the wall to reduce its internal dipolar energy by rotating its tilt, generally away
from the Néel configuration. During the spin-torque induced motion of the domain
wall, part of the system’s energy flows back and forth between the energy reservoirs
associated with the two components of the stretch field; the mean velocity (equa-
tion 4.48, quantitative) and the oscillation (equation 4.49 and 4.50, indicative only)
of the wall propagation velocity can be understood from this picture.

To unravel the sensitivity of the wall dynamics to its initialization condition, we
introduce the concept of the retention pond: a region in the q − φ space in which
walls of tilt close enough to the Néel wall configuration are transiently bound to
the disk center. Walls having trajectories tangent to the retention pond make two
pauses before and after crossing the disk center, thereby yielding switching times
longer than average. The size of the retention pond (equation 4.52) is correlated with
the energy difference between Bloch and Néel walls when at the disk center. There
exists a single optimal disk diameter (equation 4.53) for which the retention pond
reduces to a single point. For this specific diameter, the wall crosses the disk center
in a ballistic manner independently of its tilt such that the time needed for a domain
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wall to sweep through the disk gets also largely independent from its tilt. This is
expected to maximize the reproducibility of the wall dynamics, which is of great
interest for magnetic memory applications. Our model is also useful to anticipate
the respective effects of small external fields, larger spin-torques, different material
parameters and weak interfacial Dzyaloshinskii-Moriya interactions.

Finally we highlighted how to observe the predicted domain wall motion in a
time-resolved measurement. The strong Walker oscillations are a good target for
an experiment since they can account for large changes in the total moment near
the center. We know that such oscillations are stochastic (not seen systematically in
each single shot); at the lower voltages (to prevent ballistic switching); at the larger
disks (typically 50 to 90 nm); and that we should sweep the external field applied
along z during the experiment to make sure we have a position for which the total
field seen by the domain wall cancels out. We present this type of experiment in the
time-resolved measurement chapter of this manuscript.
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Chapter 5

Spin transfer torque random access
memory devices and their basic
properties

In this chapter we start the experimental part of this manuscript by presenting our
devices and their basic properties. The deposition and the etching of our devices
are made at IMEC. I did not take part into the stack engineering or any of the fabri-
cation processes. The devices are optimized for STTMRAM applications. They are
targeting a high TMR, low RA product and high perpendicular anisotropy. Another
important requirement is to have a CMOS-compatible process, namely the device
should maintain a good level of performances after a 400 ◦C annealing. In this chap-
ter we first describe the most common devices we used to study the switching path.
Then we show static measurements performed on these devices. Finally we discuss
the results of ferromagnetic resonance measurements in order to extract key material
parameters.

5.1 Presentation of our STTMRAM devices

5.1.1 Stack description

Standard stack composition

The stack used during most of this manuscript is presented in figure 5.1. It is called
POR19 (for Process of Reference 2019) as it was the standard STTMRAM stack from
IMEC as of 2019. It corresponds to the dual-MgO bottom-pinned designed discussed
in our state of the art (see figure 2.8). The stacks are deposited by magnetron sput-
tering on 300 mm Si wafers. They are then annealed in vacuum at 400 ◦C. I am not
allowed to give the full stack composition and layer thicknesses, but more details
can be found in the references given for each layers. From bottom to top:

i) I cannot disclose the exact seed here. The seed composition has a great impact
on the PMA of the hard layer [70].

ii) The hard layer is a multilayer based on 5 [Co (5 Å)/ Pt (3 Å)] stacks with a Co
layer on top of it. The Co/X multilayer present a strong PMA as discussed in section
2.4 of our state of the art. Terminating the multilayer with Co instead of Pt permits
a better antiferromagnetic coupling through the Ir layer.

iii) The reference layer reads Co / Spacer / FeB . The Co layer is present next to
the Ir for the strong antiferromagnetic coupling with the hard layer. FeB is then used
to polarize the spin current and to ensure a symmetrical MTJ. The spacer used in the
reference layer allows a smooth texture transition between the two ferromagnetic
layers and ensures a good ferromagnetic coupling [29].
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FIGURE 5.1: Stack composition used during
most of this PhD. This stack is called POR19.
The free layer, the reference layer and the
hard layer are shown as defined in figure 2.8.
I gave here as much detail as authorized for

confidentiality reasons.

20 nm FIGURE 5.2: Transmission electron microscope
image of a pillar after the full patterning pro-
cess, provided by IMEC. The brighter layers cor-
respond to the MgO. This highlight the damage

at the edges of the pillar.

iv) The free layer is composed of Fe52.5Co17.5B30 (15 Å)/ Mg/Ta (3 Å)/ Fe52.5Co17.5B30
(9 Å). This is a dual MgO design with Ta in the center to ensure the crystalline match
and to absorb the boron, as already discussed. The magnesium is a sacrificial layer
protecting the already deposited CoFeB layer during the Ta deposition. The impact
of this sacrificial layer and its development at IMEC are discussed in reference [99].

Variations of the stack during this PhD

In the course of this PhD, stacks slightly different from the one of figure 5.1 where
studied. Indeed POR19 is the stack we did our latest and more advanced measure-
ment on, hence our focus on this stack. Earlier we measured stacks with Co/Ni mul-
tilayer instead of Co/Pt in the hard layer and compared their performances with fer-
romagnetic resonance measurements. Additionally to this different hard layer, the
earlier stacks had a different seed and a slightly different thickness of the free layer.
Since the free layer remained mostly unchanged (only slight thickness variation) in
all these different stacks, our study of the switching path inside the free layer is little
impacted. Unless specified otherwise the measured stack is POR19 (figure 5.1).

5.1.2 The patterning

The stack are then patterned into pillars of varying diameters. The critical patterning
step is done in-situ. It consists of the etching, cleaning, oxidation and encapsulation
of the pillars without vacuum breaking. The etching is performed by ion beam etch-
ing. As the etching damages the edges of the pillar it should be performed with
an energy as reduced as possible. The oxidation processes were also optimized at
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IMEC so to reduce the oxygen diffusion from the edges into the magnetic pillar. Fi-
nally the encapsulation is done with SiN. The encapsulation also affects the overall
performances of the devices through physical stress on the pillar.

We do not detail here the complex patterning process, in which each step is reg-
ularly improved at IMEC. However we know that there is damage on the edges of
the pillar and that this could affect the free layer dynamics. An example of such
damage is shown in figure 5.2 concerning the MgO layers. There is a discrepancy
between the nominal etching diameter and the diameter that can be measured in
electron microscope images. Knowing the diameter of a measured device is critical
in the study of the switching path as we have predicted, but it is not possible to ob-
tain it from such images in all our measured devices. Therefore we use the electrical
critical dimension (electrical CD).

The electrical CD de− is a diameter of the pillar deduced from its resistance. For
a large device (for instance a nominal 500x500 nm2) the edge damage can be reason-
ably neglected and we assume that the actual diameter of the pillar corresponds to
its nominal one. From this assumption we obtain the resistance-area product of an
undamaged pillar by measuring its resistance in the P state. This product in the P
state is simply called the RA product of the stack, written RA. The diameter of any
pillar is then taken from its resistance and RA:

de− = 2

√
RA
πRP

(5.1)

For instance the stack POR19 (figure 5.1) has an RA product of RA = 6.29 Ω.µm2.
A pillar of 100x100 nm2 nominally was measured with no field or voltage at RP =
860 Ω, which gives an electrical CD of de− = 96.5 nm. Usually the electrical CDs are
significantly smaller than the nominal sizes, especially for the smaller devices where
the edge damage are more significant. Some 60 nm diameter device nominally can
have an electrical CD as low as 25 nm.

In the following chapters, we assume that the electrical CD is the diameter of
the free layer disk. This is a rather strong assumption since it implies that the elec-
trical diameter and the magnetic diameter are the same (one could imagine a part
of the tunnel barrier with conduction but greatly reduced magnetic properties). On
another hand the electrical CD is obtained from the resistance, which arises from
the tunnel barrier, namely directly in the vicinity of the free layer. Therefore even
though the pillar diameter is not perfectly constant along its height (as seen in figure
5.2), the electrical CD is an estimation at the free layer level which is the focus of our
study.

5.1.3 Integration of high frequency devices

The pillars are then integrated to be connected with probes. Our measurements are
performed on devices specifically integrated for high frequency measurements in a
ground-signal-ground configuration (see figure 5.3). We have used only one design
during this PhD in which the circular devices have nominal diameters of 50, 60, 75,
100, 120, 150 and 200 nm. Additionally elliptical devices with varying aspect ratio
and diameter are also integrated for high frequency measurement, but we focused
on the circular ones.

We did not study the switching path in devices fully integrated for memory ap-
plications, but we do not expect the integration to have any impact of the dynamics
of the free layer.
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FIGURE 5.3: Picture of a device while it is mea-
sured by our probes. The probe is coplanar
ground-signal-ground. Each device corresponds

to a different nominal diameter.
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5.2 Basic properties of the devices

Here we present briefly the loop obtained for POR19 using a Vibrating Sample Mag-
netometer (VSM). This measurement was performed at IMEC and I did not take any
part in it. But since the Ms is extracted from such a loop we present it here in order
to present the origin of all our material parameters values.

Understanding a full loop

A full VSM loop performed on POR19 is shown in figure 5.4. From such a loop we
can extract the magnetization of the free layer and check that the reference system
behaves adequately. A low field is sufficient to reverse the free layer (because it is a
full stack); then for a field of a few hundreds of mT both the reference layer and the
hard layer switch maintaining the AFM coupling within the SAF; finally for very
high fields values the AFM coupling gradually breaks and all the magnetic layer
are aligned along the field. This last transition presents no hysteresis. The large
difference in the field needed to switching the free layer and the reference system is
an indication of the robustness of the SAF. This robustness is also seen in our R(H)
and R(V) loops of POR19 where no reference system failures are observed.

Extracting the magnetization

To extract the Ms of the free layer we focus on the change in the total moment when
the free layer is reversed. This corresponds to transition 2 to 3 and 4 to 6 in figure
5.4. A minor loop can also be performed to study the free layer specifically (namely
a loop for lower field values in which only the free layer is reversed). From a minor
loop performed in POR19 we obtain a Ms ∗ d product of 2.12 mA. The total thickness
of the free layer is 2.7 nm (figure 5.1) as we consider that the Ta is diluted within
a pure CoFeB layer giving a free layer behaving as one unit. With this we obtain
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FIGURE 5.5: Static measurement performed in a POR19 device of 96
nm diameter (100 nominal). a) R(H) minor loop obtained by sweep-
ing the external field along z at a constant applied voltage of 10 mV.

b) R(V) loop obtained at zero applied field.

Ms = 784 kA/m for POR19. Note that this value is different from the Ms = 1200
kA/m that was used so far in all our models and numerical works. The 1.2 MA/m
correspond to the magnetization of the older stack I measured and therefore it was
the value that we started our theoretical work with. For experimental work done
with POR19 Ms = 784 kA/m is taken.

5.2.1 Basics on static measurement

We present now static measurements performed at device level, namely loops ob-
tained by sweeping the applied external field along z or the applied voltage. They
are performed using a sourcemeter directly connected to the device under test (DUT)
through ground-signal-ground probes. A field is applied in the z direction by a
hand-made coil. The supply of the coil is controlled by another voltage source such
that the applied field, applied voltage and measured voltage can be monitored in a
single software. We used labview to pilot all our experiments, we do not give the
details of our software in this manuscript.

We performed static measurements on numerous devices for each sizes and stack
compositions we worked on. The resistance-field loops (R(H) loops) and resistance-
voltage loops (R(V) loops) are recorded before each more complex measurement to
check the performances of the individual device studied. There was a large device-
to-device variability in the earlier stacks we worked on: about half of the devices
presented reference system failures next to the voltage or field values necessary to
reverse the free layer. But for POR19 the optimization of the seed allowed a much
stronger hard layer and reduced greatly the device-to-device variability. We chose
in this manuscript to present only loops of devices where everything is working as
intended (strong reference layer, not too high offset field, flat P and AP level in the
R(H) loops). Such loops for a POR19 device of 96 nm diameter (from electrical CD)
are presented in figure 5.5.

5.2.2 Resistance versus out-of-plane field loops

From the R(H) minor loops we can extract the electrical diameter, the TMR ratio, the
offset field and the coercive field. The diameter is the electrical CD obtained from
the resistance value at zero field in the P state and the RA following equation 5.1.
The TMR ratio is obtained from the resistance in the P and AP states at zero field
following equation 1.16. We assume that it corresponds to the TMR at zero voltage,
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even though a small constant voltage of 10 mV was necessary to measure the R(H)
loops. The device of figure 5.5 as an electrical CD of 96 nm and a TMR of 165 %.
This is a typical TMR value for our POR19 devices. The size dependence of TMR is
discussed in section 5.2.4.

The offset field of the device is defined as the opposite of the field that should be
added along the z direction to obtain a symmetrical R(H) loop. This offset field rises
from the more complex offset field profile due to the imperfect synthetic antiferro-
magnet and discussed in reference [29]. In figure 5.5.a for instance the offset field is
Hoffset = +14.5 mT (favoring the AP state) meaning the loop can be made symmetric
by applying a constant -14.5 mT field. In our time-resolved measurement we shall
symmetrize the loops in order to obtain a system closer to our models where the
voltage-induced reversal was studied mostly at zero field. This assumes a constant
offset field but in practice the offset field varies slightly with the applied voltage.

The coercive field Hc is the field at which the reversal occurs during the R(H)
loop. Because of the offset field the reversals from P to AP and AP to P do not occur
at the same applied field. To have a single coercive field, it is defined as the average
of the absolute values of the two switching fields. For instance in figure 5.5.a the
coercive field is 108.5 mT. The coercive field value depends on the sweeping rate of
the applied field during the loop, because of the incubation effects. Indeed in a static
measurement the switching is done in the thermal regime in both field or voltage
induced reversal, meaning that the switching time is stochastic because of the incu-
bation delay. Performing the same loop several times gives a slight variability in the
coercive field. We ignore this issue in this section and extract the performances of a
device from a single loop. Note that at 0 K with a perfect device, the coercive field
is expected to be the effective anisotropy of the disk Hdisk

k, eff given by the anisotropy
and the demagnetizing factors (equation 1.11). While the coercive field in a R(H)
loop never corresponds to this value, it still depends on size as expected from the
demagnetizing factors (see section 5.2.4).

5.2.3 Resistance versus voltage loops

The R(V) loop on the same 96 nm POR19 device is shown in figure 5.5.b. Such a
loop gives access to the voltage dependence of the conductance in both states (and
therefore the voltage dependence of the TMR) and to the switching voltage Vswitch.

The resistance in the P state depends very little on voltage while the resistance
in the AP state presents a broken-linear dependence on voltage. This broken-linear
dependence in the AP state has been discussed by Slonczewski and Sun in reference
[92]. We already discussed this paper in details in our section 1.3.2 while discussing
the origin of the STT terms. It is also proven in this work that the conductance
of a symmetrical MTJ with asymmetrical distribution of inelastic tunnelling centers
through the barrier presents such a voltage dependence in the AP state. The shape
of our R(V) loops is thus understood from the transport models.

The switching from AP to P and P to AP are not equivalent since the offset field
also affects the voltage induced reversal. The switching voltage Vswitch is defined in a
similar manner as the coercive field Hc by taking the average between the switching
voltages from AP to P and from P to AP. Just like in the field case, the switching
voltage at 0 K is predicted to be the macrospin critical switching voltage Vc and so
regardless of the switching path as we proved in our micromagnetic simulations. In
the case of a R(V) loop, we are very much within the thermal regime as we sweep
through the voltage range in a slow manner (a full loop takes a few seconds). The
switching voltage is therefore much lower than Vc, as already discussed in our state
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FIGURE 5.6: Size dependence of the properties extracted from the
R(H) and the R(V) loops of POR19 devices with different diameters.
The diameters are given by the electrical CD. The fit in the coercive
field and switching voltage data corresponds to the size dependence

as predicted by the demagnetizing factors (equation 5.2)

of the art section 2.1.2. The size dependence of the switching voltage is discussed in
section 5.2.4.

Finally as a side remark, we can notice that in our experiment both a positive
voltage and a positive field favor the AP state. While in our models when we intro-
duced the generalized stimulus (equation 1.38) it was a positive voltage or a negative
field that favored the AP state. This is simply a matter of field and voltage conven-
tion but we shall be careful about it when comparing our experimental data with the
models.

5.2.4 Size dependence of the coercive field and switching voltage

The size dependence of the various device performances extracted from the static
measurements are shown in figure 5.6. The TMR is slightly reduced for the smaller
diameter. This is due to the damage on the MgO barrier during the patterning. The
smaller is the device, the more edge effects are important and therefore the more the
barrier is deteriorated.

The offset field is stronger overall for the small devices compared to the larger
one and always favoring the AP state. As the offset field is the average of a more
complex demagnetizing field profile along z, it is not surprising that it depends on
size because of the change in the geometry. Even for the smaller devices Hoffset re-
mains below 30 mT, significantly smaller than the typical coercive fields.

The coercive field and the switching voltage are strongly correlated. This is un-
derstood from the simple macrospin picture, as at 0 K the coercive field is Hdisk

k, eff and
the switching voltage is Vc which is proportional to Hdisk

k, eff. The smaller is the device
and the larger is the switching voltage. To be more quantitative we compare this
trend to the size dependence predicted by the macrospin model at 0 K. Both Hc and
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Vswitch are predicted to be proportional to Hk − (Nz − Nx)Ms, where the demagne-
tizing factors of the disk depend on size. The exact demagnetizing factors are com-
puted numerically, but a good estimation was proposed by Beleggia et al in reference
[3]. The exact demagnetizing factors and the approximate formula are compared in
figure 1.1. Equation 1.13 is thus a good estimation of the size dependence of Hc and
Vswitch. We fit our data with the function:

y = B + C
3d

2πx
[1 + ln(

d2

16x2 )] (5.2)

where B and C are free parameters, d the thickness of the free layer (2.7 nm for
POR19) and x the diameter for this equation. The fitting corresponds to the red
lines in figure 5.6. The size dependence of the switching voltage extracted from
our static measurement reminds the one predicted from the macrospin model at 0
K, having Hk and Ms as free parameters. The fitting is not as satisfying for our
coercive field data, but we notice a larger variability from device to device for Hc
compared to Vswitch even around a single size, more statistics could allow a better
fitting. Regardless, the good match obtained for Vswitch has a strong implication:
since the size dependence can be accounted for by demagnetizing effects, we can
conclude that the patterning damage on the edges of the disk had little impact on
the switching voltage or coercive field.

5.3 Ferromagnetic resonance measurements

5.3.1 Introduction on FMR

At low applied voltage, the magnetization dynamics inside the free layer is essen-
tially given by the LLG equation (equation 1.24). The frequency of precession gives
access to the effective field and the energy losses during this precession to the Gilbert
damping. If we excite the magnetic body and look for resonances, we can access the
effective field of the system knowing its γ0. The linewidth of the resonance peak
then gives the damping. Exciting our STTMRAM devices or stacks can therefore
give access to key parameters of the system that are needed for our models. This is
the principle of all FMR measurements.

How to excite the magnetic body? Two different methods were used during this
PhD. In the VNA-FMR (for Vector Network Analyser FMR), the magnetic thin film
is flipped on a coplanar waveguide. The coupling of the microwave photons to the
magnetic body allows the study of the resonances of the magnetic body using a
network analyser. This method has become the conventional FMR measurement to
study magnetic thin films[71, 8, 61].

In a second method, the sample is excited after patterning directly by a high
frequency voltage source. This so called voltage-FMR has the advantage of giving
access to the properties after the patterning, allowing the study of its impact on
device performances. However the signal to noise ratio is typically smaller than
with the VNA-FMR method.

The FMR spectrum of a device is more complex than a single resonance corre-
sponding to the macrospin mode of the free layer. In fact each layer can have nu-
merous modes excited, each giving a different resonance frequency. These modes in
a thin disks were predicted and measured through a ferromagnetic resonance force
microscope in references [58, 78]. In practice the lowest energy mode corresponds to
the macrospin mode and should be the one considered to study the effective field.
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FIGURE 5.7: From reference [31]:
sketch of the experimental set-up
used in our voltage-FMR measure-
ments. The instrument used as well
as the typical experimental param-
eters values are given, in the case of

a 300 nm device.

Both FMR methods excite the reference system additionally to the free layer. As the
reference layer and the hard layer have typically much larger effective fields than the
free layer (they are designed to be harder to reverse), it is usually easy to distinguish
their resonances from the free layer ones.

During my PhD, I performed voltage-FMR measurement at device level on stacks
older than POR19, with a focus on the impact of the diameter on device properties.
I also collaborated with IMEC to set-up a VNA-FMR experiment. In this manuscript
we study the switching path of the free layer, therefore we shall present our results
of voltage-FMR in order to give our best estimation of the device parameters.

5.3.2 Voltage-FMR set-up

Description of the circuit

The voltage-FMR method that we performed is detailed in reference [31], we discuss
here the main findings of this study. The experimental set-up is presented in figure
5.7. A high frequency voltage (written Vrf) is applied to the DUT by a synthetiser,
this is the FMR excitation. This rf voltage is modulated at a much slower frequency
(written ac frequency), such that the DUT is going from rf-excited to non-excited at
the ac frequency. This modulation is performed at the reference frequency of a lock-
in amplifier. The lock-in amplifier also amplifies and measures the ac-frequency
voltage across the device Vac, this is the raw signal. Additionally a static measure-
ment sourcemeter is in parallel, applying a dc voltage to the DUT. As we will show
this dc voltage can be used to tune the signal, but also to check the state of the DUT.
Finally, before reaching the DUT the rf current goes through a -10 dB attenuation.
This attenuation limits the standing waves within the circuit. To avoid the standing
waves we work with a 50 Ω impedance matching and with high-frequency cables.

Origin of the signal

The lock-in measures and amplifies the ac component of the voltage across the DUT.
This voltage consists of two contributions [31]:

Vac = V1,ac + V2,ac (5.3)

V1,ac =
Vrf

RDUT + 50
δRDUT

δM
δMrf (5.4)
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FIGURE 5.8: Voltage-FMR typical
spectra, reconstructed from many
field-loops performed at successive
frequencies. The variation of the ac
voltage with respect to the field δVac

δH
is plotted in the field-rf frequency
space. For a 103 nm diameter de-
vice with a stack slightly different
from POR19 (0.2 nm thinner free

layer, different seed).

V2,ac =
Vdc

RDUT + 50
δRDUT

δM
δMac (5.5)

where δRDUT
δM is the variation of the resistance induced by a variation of the magneti-

zation of the free layer, δMrf is the change of magnetization occurring at rf frequency
and δMac the one occurring at ac frequency. The first voltage corresponds to varia-
tion of the resistance at the rf frequency (i.e. the rf precession resulting from linear
susceptibility terms at the rf frequency), rectified at ac frequency by modulation. The
second voltage corresponds to the change in resistance between an rf-excited and a
non-excited device. This voltage is revealed by the dc current.

Vac is proportional to δRDUT
δM . But in our devices similar to POR19 this term is very

small as highlighted by the flatness of the P and that AP levels in our R(H) loops
(see figure 5.5.a). In theory such a device should present no signal, but in practice
there is still some sensitivity left. It is found empirically that the signal is stronger
in the AP state than in the P state. For this reason and to more easily distinguish the
modes of the free layer and of the reference system, the measurement is performed
for a device within the AP state.

Some non-magnetic artefacts remains in Vac during the measurement. To remove
such artefacts we consider the variation of Vac for each field step at fixed frequency,
suppressing the non-field sensitive component of the signal. Our final voltage-FMR
spectra is therefore ∂Vac

∂H plotted in the external field-applied rf frequency space. The
field is swept while the frequency remains constant. Such a plot is presented in
figure 5.8 for a stack older than POR19 and a device of 103 nm diameter.

5.3.3 Extracting the material parameters

Attributing each mode to a layer

The device of figure 5.8 has a 103 nm diameter. It was patterned on an older stack
with a 2.5 nm free layer instead of the 2.7 one of POR19 and larger Ms. The seed was
also different, which results in a weaker reference system. Three family of modes can
be seen in the figure with different slopes. For fields between -100 mT and 75 mT,
many thin modes are observed with a negative slope in the field-frequency space.
They all present the same slope but different amplitude and line-shape. In the same
field region, a very broad mode is observed with a positive slope. Finally in the 75 to
100 mT region, several thin modes are observed but this time with a positive slope.
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From the dc part of the set-up, we monitor the resistance of the DUT while
recording the spectra. From this we know that the MTJ is in the AP state in the -100
mT to 75 mT field region and in the P state in the 75 to 100 mT region. We conclude
that for each field line we record at fixed frequency, the free layer switches around
75 mT. The slopes of the modes is given by the γ0 of the considered material. The
sign of the slope depends on the orientation of the considered layer with respect to
the applied field: switching a layer changes the sign of the slope. From these infor-
mation we conclude that the thin modes corresponds to the free layer modes as their
slope changes sign when the free layer is reversed. The broad mode with a negative
slope in the AP region is necessarily the reference layer mode, as its magnetization
is in the opposite direction of the free layer in the AP state.

These findings are not surprising for two reasons: i) The free layer is expected to
have a smaller anisotropy than the hard layer, which results in a smaller frequency
at zero field. This can be observed by comparing the broad mode and the lower
frequency thin mode of figure 5.8 at zero field. ii) The free layer is expected to have
a smaller damping than the hard layer, this is once again confirmed by the fact that
the free layer modes are the much thinner one. We will now be more quantitative
and explain how anisotropy, damping and exchange can be extracted from such a
spectra.

The anisotropy

The anisotropy is extracted from the frequency of the quasi-uniform mode at zero
field. The frequency ω dependence on the applied field Hz is given by [27]:

ω ≈ γ0,i[Hz + Hdisk
k, eff +

2Aexk2
m,l

µ0Ms
] (5.6)

where γ0,i is the gyromagnetic ratio of the material (CoFeB in the case of the free
layer) and km,l corresponds to the generalized wavevector of the considered mode.
m and l correspond to the mode’s wavenumber in the radial and vortex-like degrees
of freedom. The different existing modes are studied in references [58, 78], they are
discussed in the voltage-FMR context in reference [27].

From equation 5.6 we understand that we can directly access the effective anisotropy
of the disk if we identify the quasi-uniform mode (in which k ' 0) and consider it
at zero field. The macrospin mode is bound to be the lowest frequency one follow-
ing this equation, but how to be certain that we indeed obtained a signal for the
lowest frequency mode? There is a more reliable method to identify the macrospin
mode than simply taking the lowest frequency one. This mode is expected not to be
detectable at zero field because the flatness in the R(H) loops is maximum in this re-
gion. While the R(H) loops of the samples appeared relatively flat everywhere, this
effect is clearly highlighted in reference [31] section III.D for other samples. Addi-
tionally to this vanishing around zero field, the quasi-uniform mode is also expected
to have a weaker amplitude compared to the other free layer modes. Indeed the rf
contribution V1,ac to the ac voltage is zero for the quasi-uniform mode, because when
the magnetization is uniformly aligned in the out-of-plane direction δMrf is equal to
zero (as the magnetization precesses around the effective field it does not change
its z component and therefore do not affect the conductance of the DUT). For this
reason the quasi-uniform mode is composed purely of V2,ac and appears of weaker
amplitude.
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FIGURE 5.9: Extraction of the
damping. The data represent a
cut at a fixed applied field of -
90 mT along the macrospin mode
of figure 5.8. The fit is done
with d

dHz
Re(Xxx), with Xxx the

in-phase transverse susceptibility
taken from equation 5.7. The fit is

obtained for α = 0.010

Notice that in figure 5.8 the lowest frequency free layer mode is indeed of lower
amplitude than the other modes and vanishes near zero field. For these three reasons
we are positive that it is the quasi-uniform mode. Its frequency at zero field is 7.75
GHz, the gyromagnetic ratio of CoFeB is taken as 29.4 GHz/T, which gives Hdisk

k, eff =
210 kA/m. To obtain the anisotropy of the stack after patterning several sizes must
be compared, as we show in the following subsection.

The damping

The linewidth of each mode is related to the Gilbert damping α: the broader is a
mode and the larger is the damping. To extract α from the linewidth, the lineshape
must be predicted. Let us first consider only the macrospin mode. Then we can
write the LLG equation and from this obtain the in-phase transverse susceptibility
of the system Xxx:

Xxx =
MsH′

H′2 −ω′2 + 2iαH′ω′
(5.7)

Where H′ = Hdisk
k, eff + Hz and ω′ = ω

γ0
. The calculation leading to this expression

is detailed in the appendix of reference [31]. The lineshape of the macrospin mode
is the real part of this susceptibility as it only contain V1,ac, such that the predicted
lineshape of our field-differentiated FMR signal is d

dHz
Re(Xxx). The exact expression

of this function is cumbersome, it can also be found in the appendix of reference [27].
We isolate the fundamental mode from our data and we can extract a damping

value from its linewidth by fitting d
dHz
Re(Xxx). For instance in figure 5.9 we fit the

fundamental mode at a fixed applied field of -90 mT, to obtain a damping value of
α = 0.010. The same type of fitting could have been done at fixed frequency using
the field dependence.

Obtaining a value of the damping from a single cut is of course not sufficient,
especially given the signal to noise ratio in this type of measurement. The damping
should be extracted all along the mode for better statistics. Furthermore the damping
can also be extracted from the other modes following a more complex procedure
detailed in reference [31]. The idea is to compensate the V1,ac component of the
higher order modes by performing measurements at opposite applied dc voltages,
in order to obtain a purely V2,ac signal. Then the lineshape of this mode can also be
fitted by another function, giving damping values all along the mode.

During my PhD I did not use this complete method of studying the damping,
but only used the fundamental mode. A complete result can be found in figure 6
of reference [31]. Following this study the 0.01 damping that we used during our
theoretical work appears to be a reasonable value in our CoFeB free layers.
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The exchange stiffness

The exchange constant can also be in principle extracted from such voltage-FMR
measurements. The numerous modes inside the free layer have been predicted and
we know that the spacing between each of them is related to Aex following equa-
tion 5.6. Then by measuring the spacing between the modes and by attributing a
micromagnetic mode to each resonance, a value of Aex is obtained. Such a method
is discussed in reference [27] but was not used during this PhD. The previous study
obtained a value of about 20 pJ/m in CoFeB based free layers, it is the value that we
used in our calculations.

In a more recent study, the modes of thin CoFeB films were studied through
Brillouin light scattering [11]. The obtained exchange stiffness is of about 18 pJ/m,
in agreement with the voltage-FMR result.

5.3.4 Size dependence of the parameters

Here we briefly discuss the influence of the diameter of the device on the parameters
of the free layer extracted by FMR.

We performed voltage-FMR measurement on an older stack with a 2.5 nm thick
CoFeB-based free layer while varying the diameter between 80 and 150 nm. The
effective anisotropy of the disks extracted from the lowest frequency mode at 0 field
are shown in figure 5.10. As expected from the demagnetizing factors, the effective
anisotropy of the disk increases as the diameter of the disk decreases. We do not
have enough data for a quantitative comparison between this size dependence and
the one predicted by the demagnetizing factors, similarly to what we did in figure
5.6. The reason for our lack of data is multifold: i) it is hard to obtain a signal to
noise ratio significantly good on the smaller disks to identify the macrospin mode;
ii) Each measurement can take up to a couple weeks; iii) We measured different stack
composition and cannot compare two devices of different sizes but patterned on a
different stack.

In our theoretical work, we used an anisotropy field Hk = 1.566 MA/m for a
magnetization Ms = 1.2 MA/m. This anisotropy was extracted from VNA-FMR
measurement on stacks with thinner free layers, it was our reference value when
our micromagnetic simulation work started and therefore was kept for all the cal-
culations for the sake of consistency. For POR19 the Ms is of about 0.8 MA/m (as
discussed in the VSM measurement) and we expect the anisotropy to be closer to 1
MA/m. This value is taken from an effective anisotropy of 200 kA/m that was mea-
sured from voltage-FMR on very large devices (500 nm and more) patterned from
more recent stacks.



116
Chapter 5. Spin transfer torque random access memory devices and their basic

properties

The damping is expected not to depend on diameter. It is not affected by the
demagnetizing effects unlike the effective anisotropy, but could be deteriorated by
the patterning. We know from reference [27] and from our own measurements that
the damping is of about 0.01. The value measured from VNA-FMR (namely with
a great precision) on unpatterned films is 0.008. Therefore the patterning had little
impact on damping. If the patterning has little impact on damping we expect it not
to vary significantly with size. Our size dependence of the switching voltages shows
that it is not impacted by edge damage (figure 5.6). Since the macrospin switching
voltage depends on α this is an indication that α is not or not much dependent on
size, but a more complete study based on voltage-FMR would of course be necessary
to confirm this hypothesis.

Concerning the exchange constant it is also predicted not to depend on size. Per-
forming a measurement of the exchange versus diameter from voltage-FMR mea-
surement is a complex task that is yet to be done. We can only assume that it remains
constant at 20 pJ/m.

5.4 Conclusion

In this chapter we have presented our STTMRAM devices and their basic properties.
The stacks correspond to state-of-the-art magnetic tunnel junction with a strong ref-
erence system. They are patterned down to 25 nm and integrated specifically for our
high-frequency electrical measurements.

We have shown R(H) and R(V) loops performed on these devices. From such
measurements we can already discuss on the switching path. Indeed the macrospin
model predicts well the size dependence of the critical switching field or voltage
measured, just like in our micromagnetic simulations.

Finally we discussed the origin of each material parameters used along this manuscript.
The magnetization is extracted from VSM loops performed at IMEC. The anisotropy
is taken from VNA-FMR at film level and voltage-FMR at device level. The damping
and the exchange are also obtained from voltage-FMR measurement performed by
myself or before the beginning of this PhD.
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Chapter 6

Time-resolved measurement of the
free layer switching

In this chapter we present time-resolved measurements of the reversal of the free
layer. These measurements were performed in Paris in 2019 towards the end of my
PhD on POR19 samples from IMEC. The aim of this study is to unravel the switching
path in our free layer in order to compare it with our different theoretical works. To
do so the switching is studied while varying the voltage applied to the device or the
diameter of the device. In this chapter we first detail our experimental set-up as well
as the data processing necessary to extract the magnetization-induced signal. Then
we propose a list of the different effects observed during our measurements. Finally
we extract the incubation times and transition times of the switching and discuss the
voltage and size dependence of the two delays.

6.1 Experimental methods

6.1.1 Scheme of the set-up

Time-resolved electrical measurements have already been presented in our state of
the art, section 2.5.2. The principle is to reverse the free layer through STT by ap-
plying a voltage while the conductance is recorded by an oscilloscope. Figure 6.1
presents our experimental set-up. Let us first discuss broadly the role of each com-
ponent before detailing them in the following subsection. The signal sent to the de-
vice is composed of two pulses generated by two distinct sources. The study pulse
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Cable
7 m
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pulse

DUT

DC
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FIGURE 6.1: Electrical circuit used for our time-resolved measure-
ments. The dc block is not detailed. In green are highlighted the
impedance mismatches where reflections of the signal are expected.
An external field in the z direction can be applied to the DUT and is

controlled by a voltage source(not pictured here).
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is the main pulse of our experiment. This pulse is going to reverse the free layer
(from P to AP or AP to P) while the conductance is recorded. The second pulse is
the reset-pulse. It is of weaker amplitude, opposite sign and longer duration than
the study pulse. The aim of this pulse is to bring back the device in its initial con-
figuration after it has been switched by the study pulse in order to prepare a second
switching event. Since we are not studying the switching back, it is preferred to
use a weak amplitude pulse to limit the stress induced on the device, hence the
longer duration because the incubation time of the switching is longer at low volt-
ages. The two pulses are combined in a power divider, their phases selected such
that the reset pulse comes after the study pulse. The amplitude of the obtained sig-
nal is controlled by an amplifier followed by a manual attenuator. Using relays, the
device under test (DUT) can be connected to this input or to a simple sourcemeter
in order to perform the R(V) and R(H) loops presented in the previous chapter. The
devices are connected by coplanar ground-signal-ground probes (from picoprobe). In
the time-resolved configuration, the current flowing through the DUT is measured
by our oscilloscope. This signal can be amplified for a better signal to noise ratio,
but this induces an extra impedance mismatch hence we left the possibility to keep
it un-amplified.

A part of the signal is reflected when there is an impedance mismatch. The signal
therefore performs a back and forth motion within the circuit. This creates as many
artefacts in the recorded signal that must be corrected. To reduce the mismatches we
work at 50 Ω impedance as much as possible. Another strategy is to add a longer
cable before a mismatch like presented in figure 6.1 in front of the reset pulse gener-
ator. This longer cable delays the reflected signal of a few tens of ns ensuring that it
does not disturb the studied dynamics which is typically occurring in the first 20 ns
or so. Moreover the reflected pulse is attenuated by the cable. We present reflection
artefact and how to remove them in the data processing, figure 6.3.

6.1.2 Generating the input

We work with a 25 GHz oscilloscope. The oscilloscope uses internally a calibrating
pulse with a very fast rise time. This calibrating pulse can also be an output of the
oscilloscope and we use it as our study pulse. The main advantage of this study
pulse is its rise time of about 20 ps, however we cannot control its duration and
voltage directly from the scope output. The duration of the study pulse is of about
300 ns but it is not specified, such that it can vary between 300 and 400 ns from day
to day. Having no control on the duration of the study pulse is of little consequences
for our time-resolved measurement since we can directly access the switching time
regardless of the pulse duration. The only issue is that an unnecessarily long pulse
induces more stress to the device at high voltage.

However the applied voltage is an important parameter of our measurements
and should be precisely controlled. The calibrating pulse has a fixed amplitude of
300 mV. To tune it we use an amplifier of 14 dB (x5) followed by an attenuator that
can be manually tuned between -11 dB and 0 dB. The amplifier and attenuator were
chosen such that the accessible voltage range corresponds to the one necessary for
our study. Typically our devices present long switching time around -11 dB attenu-
ation and breakdown at around -3 dB, this of course depending on their diameter.

The reset pulse is generated by a waveform generator (keysight 33600A). The
pulse is set to have a 1 µs fixed duration, while we change its amplitude to match
the voltage necessary for a reliable reset without unnecessary stress on the device.
The reset pulse is sent at a 1 kHz repetition rate and the oscilloscope pauses to treat
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FIGURE 6.2: Study and reset
pulses. The plot is the average over
1024 events of the study (positive)
and reset (negative) pulses flowing
through a device set in the P or
the AP state. The device is of 114
nm diameter from POR19 stack, its
state is fixed by a ±280 mT external
field applied along z. The applied
voltage is 531 mV. Such graphs are
going to be used as references for
normalization in our data process-
ing. Inset: zoom in the rise time of

the P state graph.

the data after recording a time trace for a few tens of ms, such that effectively after
each study pulse a few tens of 1 µs long reset pulse are sent through the device. The
two pulses are then combined through a power divider. The phase of the reset pulse
is tuned in the waveform generator such that it starts right after the study pulse.
This way both pulses can be observed in a single time trace to control easily their
amplitude.

The amplifiers must be selected carefully. Indeed both pulses have initially a sat-
isfying flatness, however some frequencies are bound to be filtered by the amplifier
which deforms the pulses. The amplifier is chosen so to limit these deformations of
the study pulse. The bandwidth must be broad: a low frequency cut degrades the
flatness of the pulse while a high frequency cut its rise time. Typically the band-
width of our amplifiers is between 1 MHz and 10 GHz. The noise figure is around
3 dB and the gain flat in frequency. Figure 6.2 shows the study and part of the reset
pulse through a device fixed in the P or AP state. The rise time is slightly degraded
after amplification, going from 20 ps to about 50 ps (see inset of figure 6.2). After
this initial fast rise time the pulse amplitude keeps increasing at a much slower rate
for about 100 to 200 ps until it gets to its maximum value. This slower increase is
going to be removed from our signal by the data processing. We can also see that
the study pulse is not perfectly flat because of the low frequency cut-off. This imper-
fect flatness is very little detrimental to our study because the typical magnetization
dynamics are much faster and because we shall remove this artefact as well by nor-
malising our signal using references in both states. The 50 ps typical rise time is still
a satisfactory value to study FL dynamics whose typical frequency is of about 10
GHz.

6.1.3 Measuring the conductance

After amplification a certain voltage Vapp is applied to the DUT when it is under the
study pulse. The current across the device is read by the scope through a 50 Ohm
impedance such that the measured voltage Vmes is given by:

Vmes(t) = Vapp
50 Ω

Rdut(t) + 50 Ω
(6.1)

Figure 6.2 shows the study pulse and part of the reference pulse when the device is
set into a fixed P or AP state by a strong magnetic field along z. The conductance
can be obtained from the measured voltage since we know the applied voltage from
the attenuation. For instance in this figure the attenuation is -9 dB, giving a 531 mV
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applied voltage and a 591 Ohm resistance in the P state. This value corresponds
indeed to the one measured in the R(V) loop of the same device.

In practice the resistance of our devices is much larger than 50 Ohm and we make
the assumption that Rdut(t) � 50 Ω. Within this assumption the measured voltage
is proportional to the conductance of the device and we can obtain a normalized
conductance versus time trace simply by normalizing Vmes(t). We present our nor-
malization method in the data processing section. This approximation is reasonable
in the smaller devices while for devices of 200 nm and larger the resistance in the P
state can be as low as 170 Ohm and the exact conductance must be recovered from
equation 6.1.

The signal to noise ratio (SNR) depends on the voltage caliber of the scope. The
best SNR is reached for 10 mV/division or less, therefore we shall zoom in the volt-
age range as much as possible while still observing the full dynamics. Regarding the
temporal resolution of the scope, at best one point is recorded every 25 ps if we are
reading several channels (40 GSamples/sec). If only one channel is recording it is
possible to go up to 80 GSamples/sec. The oscilloscope also offers the possibility to
interpolate more points up to one each 3 ps. This interpolation mode can be useful in
the amplified channel to study the switching path, but of course no frequency above
20 GHz can be recorded in single channel configuration (Nyquist-Shannon sampling
theorem). In practice we reduced artificially the bandwidth to 16.8 GHz, following
the application notes of the oscilloscope vendor.

6.1.4 Chronology of a measurement on a single device

For each device we perform:
i) One R(H) and one R(V) loops. These loops are used to extract the offset field,

the TMR ratio, the coercive field, the typical switching voltage range and the elec-
trical diameter of the device. The results of the static measurements on POR19 were
already discussed in the previous chapter. We perform the time-resolved measure-
ment only on the devices presenting good static characterizations: a flat R(H) loop,
TMR of 150 % or higher, hard to reverse reference system.

ii) The offset field is then corrected. At all time we apply the opposite of the
offset field in order to ensure that the P to AP and AP to P switching are equiva-
lent. The aim of this correction is to study a switching as close as possible from the
voltage-only induced one studied in our micromagnetic simulations and domain
wall motion models. This correction is never perfect in practice because the offset
field varies slightly with applied voltage.

iii) We then sweep the voltage from -11 dB attenuation (422 mV) to -3 dB attenua-
tion (1060 mV). We can only access 9 voltage points for each device with this set-up.
For each voltage point we record the reference P state and AP state of the device.
This is done by averaging 1024 pulses while the device is set into the P state or the
AP state by a ±280 mT external field applied along z (figure 6.2). These references
will prove useful in the data processing. We then record 100 AP to P switching events
through the amplified and through the un-amplified channel of the scope. Only the
AP to P reversal was fully studied, the P to AP reversals were done on a few devices
and present back-hopping at high voltages. The P to AP study is not discussed in
this manuscript as it does not bring new findings in term of free layer dynamics.
Our study on back-hopping can be found in reference [26] from other samples. The
amplified data are taken while optimizing the time and voltage scale of the scope,
in order to study efficiently the switching path. The un-amplified traces have more
noise but less experimental artefacts, they are all taken within the same time and
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FIGURE 6.3: Typical time-resolved
switching curve including some
representative artefacts (raw data).
The time trace shown is the raw
measured voltage of 114 nm diam-
eter from POR19 stack switching
from AP to P under a 531 mV ap-
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age which is here of 1 mV (blue). ii)
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Reflections due to impedance mis-
matches (green). Here it is only
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the non-amplified channel.

voltage caliber and are used to control our measurement. Finally an average over
1024 switching events and an histogram of all these events are recorded. For each
voltage point we have at best 200 time traces we can extract characteristic delays
from. We always start with the lower voltage and increase it gradually in order to
have as much data as possible before any unexpected breakdown of the device.

These four steps were followed on numerous devices. Some of them encountered
early breakdowns which prevent accessing the full data. We present here the full
data that we obtained on POR19 devices of diameter 26, 48, 96, 114 and 152 nm.

6.2 Data processing

In this section we discuss our data processing. The aim is to extract a conductance
versus time trace where only the magnetic part of the signal remains. Two tasks
must be performed: defining the zero time (namely when does the study pulse
start) and removing experimental artefacts. These artefacts include notably the de-
crease in voltage due to the low frequency cut of the amplifiers, the reflections due
to impedance mismatches and the slower end of the rise time (figure 6.3). They are
to be removed by normalizing the time traces with references taken in the P and the
AP state.

6.2.1 Removing the voltage offset

There is a slight random offset voltage, essentially due to the 1/f noise of the am-
plifier(s). The measured voltage is supposed to be zero before the pulse (equation
6.1) but there is typically a 0± 1 mV signal as seen in figure 6.3. This offset must
be removed because as we plan on normalizing the measured voltage to obtain a
conductance versus time graph, we need to make sure that the measured voltage
is directly proportional to the applied voltage, namely that there is no offset before
normalizing.

In practice the offset is removed by averaging the signal before the beginning of
the pulse and then subtracting this average value over the full time trace. For each
single time trace the offset is recalculated and corrected.



122 Chapter 6. Time-resolved measurement of the free layer switching

44.90 44.95 45.00 45.05 45.10

0

7

14

 

M
e
a
s
u
re

d
 v

o
lt
a
g
e
 (

m
V

)

Time (ns)

jitter
FIGURE 6.4: The jitter. The be-
ginning of the pulse of 20 different
time traces is plotted. The device
and the voltage are the same as in
figure 6.3. Here the beginning of
the pulse vary up to 50 ps from one
pulse to another. The beginning of
the pulse presents a short first step
followed by a slower increase of the

pulse amplitude.

6.2.2 Defining the zero time

In the raw data the zero time is simply the moment at which the oscilloscope starts
recording. This does not correspond to the beginning of the pulse, that we want to
define as our zero time. Furthermore the time at which the pulse starts varies slightly
from one pulse to another, we call this effect the jitter. Typically the beginning of the
pulse varies of a few tens of ps, up to 300 ps in some cases. In figure 6.4 a weak jitter
is pictured.

The jitter is not an issue for a direct observation of the switching path. It however
becomes an issue when we extract characteristic delays from a time trace (switching
time and incubation time). To remove the jitter we define a different zero time for
each single time trace, which is taken as the time at which the pulses reaches 80 % of
its final value before the beginning of the slower end of the rise time. This fluctuating
definition of the zero time suppresses the jitter and ensures that all our switching
events are under the same voltage at t = 0. We chose this 80 % value because we
know that the switching events start with an incubation time. This incubation time is
reduced very sharply when increasing the voltage. For this reason we can consider
that the lower voltages applied to the device during the rise time have negligible
effect on the magnetization compared to the final voltage and set our zero towards
the end of the rise time. Moreover the slower end of the rise time corresponds to a
weak voltage change compared to the faster initial increase.

In practice we first define the AP level at the end of the faster rise time by stacking
together all our time traces, similarly to what is done in figure 6.4 but with our 100
curves. This is possible because of the clear change of rate in the signal between the
faster and the slower part of the rise time. We then use a simple threshold code to
start our data only after 80 % of the value at the end of the faster rise time has been
reached and set the time to zero. With this method we generate a maximum mistake
of 25 ps when defining the zero time (corresponding to our temporal resolution in
the un-amplified data), which is satisfactory.

6.2.3 Normalizing the data

In this subsection we assume that we have two reliable references corresponding to
the P and the AP state. As already stated these references are obtained by setting
the device into P or AP state with a ± 280 mT external field and averaging the sig-
nal over 1024 pulses. In such references the pulse shape, the reflections and other
non-magnetic artefacts are present. But no magnetic signal is present since the mag-
netization is fixed in one direction. We normalize our data using both the P reference
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FIGURE 6.5: Normalizing our data. a) Measured voltage time trace
for a device of 114 nm under 422 mV from the un-amplified channel.
The time traces is plotted with the AP and P states references. b) The
normalized conductance data obtained from this time trace and the

two references following equation 6.2.

and the AP reference following the equation:

Gnorm(t) =
Vmes(t)−VAPref(t)
VPref(t)−VAPref(t)

(6.2)

Where Gnorm(t) is the normalized conductance. With this procedure artefacts occur-
ring while the time trace is within the P state or the AP state are corrected. While
if we used only one reference to normalize (for instance the P reference), then the
artefact occurring in the AP state such as the slower end of the rise time are bound
to be imperfectly corrected. Gnorm then goes from 0 (AP state) to 1 (P state) in our
AP to P switching. For devices of 200 nm and larger we first obtain the conductance
versus time traces and references with equation 6.1 before normalizing. If this proce-
dure corrects the artefact in the P and the AP states, it does not correct perfectly the
one in the intermediates states that are reached while the magnetization is reversing,
namely during the switching path. This is usually not an issue because typically the
slower end of the rise time is finished before the magnetization reversal starts and
the reflections occurs once it has ended. To correct artefacts during the intermedi-
ate states one would need a reference for each of these states which is impossible to
obtain as the device cannot remains in these configuration for a long duration.

Figure 6.5.a presents a time trace with both its references. We can see the artefacts
(slower end of the rise time and reflections) in both the time trace and its references.
The final result is the normalized conductance versus time traces that shall be stud-
ied along this chapter.

This normalizing method has however a disadvantage. As the jitter is also present
while we record the references, the rise time of the averaged reference is broadened
by the jitter. For this reason the references are unreliable during the first 100 ps or
so. When normalizing we end up dividing our measured voltage by a reference
that is of lower value than expected because of the jitter, which creates unreliable
data points. These data points are within the study pulse, but we move them out of
our data range in order to analyse our normalized conductance time traces easier.
Typically we show our final time traces starting at t = 100 ps or 200 ps to hide these
poorly normalized data, as in figure 6.5 .b. This is not detrimental to our study of the
switching path as the bad data are within the incubation time for all our diameters
and voltages.
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FIGURE 6.6: Extracting the delays
with a threshold method. The time
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under 473 mV. The delays are de-
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6.2.4 Building a reliable AP reference

We have shown how to normalize the data from reliable P and AP references. How-
ever for a certain diameter and voltage range we cannot obtain a reliable AP ref-
erence when studying the AP to P reversal. This is due to the fact that at voltages
above typically 600 mV (depending on diameter) the study pulse destabilizes the
AP state that we are trying to fix with the external field. This is a fundamental issue
in this measurement because we must necessarily obtain a reference of the state we
are switching from, with a voltage sufficiently large to switch it.

In practice when the AP reference is unreliable, magnetic noise is observed in the
time traces (oscillations of stronger amplitude and weaker frequency than the typi-
cal noise in the measurement). As a result the unreliable AP references are of higher
conductance than expected from the device AP conductance. By looking at the mag-
netic noise it is easy to observe beyond which voltage the AP state is destabilized
and the AP reference unreliable.

Now we explain how to build a reliable AP reference for the higher voltages from
the one we could measure at the lower voltages. The most basic idea would be to
multiply the reference at -11 dB attenuation in order to obtain a reference at higher
voltage. However this is not sufficient because of the voltage dependence of the
conductance in the AP state (seen in figure 5.5). This voltage dependence cannot be
corrected directly because we cannot obtain a R(V) loop reaching the high voltage
values of our time resolved measurements. This is due to the breakdown: in the
dc measurement the voltage is applied much longer than our pulse length, which
would kill the device for the higher voltage values.

To tackle this issue, we obtain the conductance of the AP state from the beginning
of the pulse in a switching event. Since the beginning of the reversal is an incubation
time, we assume that the first 100 ps of the switching correspond to a pure AP state.
In practice the first 100 ps also correspond to the slower end of the rise time which
is an artefact. Therefore we build a more reliable reference by fitting this slower
increase of conductance by an arbitrary exponential function. Then from the fitting
parameters we obtain precisely the conductance in the AP state at any voltage and
build a reliable AP reference.

6.2.5 Extracting the delays

From our raw data we now obtained normalized conductance versus time single
shots. These single shots can be directly used to discuss the switching path, as we
shall do in section 6.3. To be more quantitative it is useful to decompose the switch-
ing measured into two delays, similarly to what was done in section 3.3.2 for our
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FIGURE 6.7: The capacitive spike
for smaller devices. Pictured is a
time trace taken from the amplified
channel on a 26 nm device under
669 mV. The rise times comes with
a strong capacitive spike, then the
incubation time and the switching

occurs normally.

micromagnetic simulations at finite temperature data, inspired from reference [44].
The incubation time tincub is defined as the time needed for the device to be 10 %
reversed and the transition time ttransi the time between 10 % and 90 % reversal.

The delays can be extracted with a simple threshold code, like pictured in figure
6.6. However in the time-resolved data it is more reliable to use a smoothing algo-
rithm on the time traces before applying the threshold, because of the noise. The
smoothing is done by a simple moving-averaging procedure. The window for the
smoothing must be carefully selected: a too weak smoothing makes the delay extrac-
tion sensitive to noise, while a too strong smoothing is deforming the signal which
impacts slightly the delays.

In practice we check manually which smoothing parameters is the best depend-
ing on diameter and applied voltage. Typically the smoothing window is 5 or 10
points long, being larger for the more noisy data. Finally the initial and final level
are not always exactly 0 and 1 in our normalized data. This can be due to an imper-
fect reference, to a small contact issue with the probes, or to real magnetic effects.
For this reason the final AP and P level are always defined manually by looking
at all our normalized conductance data. The P state is always 0± 0.05 and the AP
state 1± 0.05, but getting the exact value proved useful for a more reliable threshold
extraction.

6.2.6 Issues for the smallest size

There is an additional experimental artefacts that we did not mention so far and that
occurs only for the smaller diameter (26 and 48 nm in this set of data). In these highly
resistive devices there is a capacitive spike right at the end of the rise time (see figure
6.7). For these smaller devices there is therefore a weaker signal to noise ratio due
to the high resistance and an additional artefact. The capacitive spike is only a few
tens of ps long and can be removed from our data without any issues. However
it prevents us from using our fitting procedure to extract the AP conductance and
build a reliable AP reference at all voltages. For this reason, the 26 and the 48 nm
devices that are discussed in this manuscript where studied after only a P reference
normalization. The artefact in the AP state in the time traces from these devices are
not corrected as well as in the other devices.

The weak signal to noise ratio in these two devices also prevents us from using
the threshold procedure that we just described. Indeed to obtain reliable delay we
would need to smooth the data further, which deforms more and more the signal.
To tackle this issue we extract the delays from a fitting procedure. Our conductance
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FIGURE 6.8: The ballistic reversal. Two time traces are shown for de-
vices of 96 nm under 750 mV and 152 nm under 473 mV. The full data
processing procedure was applied to obtain these traces. Note that
the time scales are different highlighting a faster overall switching for

the higher voltage graph.

versus time data are fitted with an ArcTan function, leaving 4 free parameters:

Gfit(t) = Gmid + GHalfWidth
2
π

ArcTan(
t− tsw,fit

0.5∆tfit
) (6.3)

From Gmid and GHalfWidth we obtain the initial and final values corresponding to the
P and the AP state and check if they are consistent with what is observed manually.
From tsw,fit and ∆tfit we obtain the two delays tincub and ttransi from basic math on
ArcTan function using the ±10 % definition. Note that the fitting function has no
physical meaning and the same result can be obtained with other functions such as
the error function for instance.

6.3 Zoology of the switching events

In this section we give a qualitative overview of the switching observed in our time-
resolved measurements while varying the diameter and the voltage. We identify 7
different types of events during the switching in total: ballistic reversal, small stops
or move-back during a ballistic reversal, failed trials, pinning, strong move-back,
oscillatory behaviour and finally magnetic noise in the P state. For each event we
discuss their definition, their likelihood at different diameters and voltages, give a
possible physical origin and give a typical figure. Then an overview of the switching
events is shown.

6.3.1 The ballistic reversals

The most common time trace corresponds to a ballistic reversal. We define a ballis-
tic reversal as a switching during which the normalized conductance is increasing
monotonically. Ballistic reversals are shown in figure 6.8. These reversals are the pre-
ferred one in term of memory applications as all other switching events occurring
during the transition time slow down the reversal. For this reason it is particularly
interesting to identify the best region in the diameter-voltage space for ballistic re-
versals.

Ballistic reversals can be found at each voltage and diameter points that we mea-
sured. As seen in figure 6.17, the higher probability of ballistic reversals were ob-
tained for the larger devices under high voltages.
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FIGURE 6.9: Small stops or moving-back during the switching. Two
time traces are shown for devices of 96 nm under 422 mV and 152
nm under 596 mV. The full data processing procedure was applied to

obtain these traces.

What is the physical origin of ballistic reversals ? We cannot give a single switch-
ing path leading to a ballistic reversal because both the macrospin switching and the
domain wall based switching without strong Walker oscillations are expected to be
somehow ballistic. This is seen in figure 3.4.b where both switching are compared
for a simulated 40 nm device. The best way to indentify the switching path from
a ballistic reversal is to look for a linearity in the time trace towards the center of
the disk (namely around Gnorm = 0.5). In figure 6.8 the central part of the graphs
appears to be linear, which is a first indication of a domain wall-based reversal.

6.3.2 Small stops in the switching

During a ballistic reversal the normalized conductance sometimes stops or moves
slightly back for less than a ns, we call these events small stops and small move-
backs. In figure 6.9 we show two of such events occurring after 5 ns. These events
can happen for values different from Gnorm = 0.5 but they are typically not found
for Gnorm < 0.2.

Small stops and small move backs are common, they are found for each diameter
and voltage we measured save for the 96 nm and 152 nm devices under 944 mV, in
which 100 out of 100 measured time traces were ballistic. These events are more
likely at low voltages compared to large voltages. Furthermore the typical stop is
longer for a low voltage reversal that for a high voltage reversal on a given device.

There is not a single physical origin for the small stops and small move-back.
In our micromagnetic simulations, thermal fluctuations are expected to induce such
events in both macrospin and domain wall based reversal. That is a first possible
physical origin for these short events: simple temperature-induced fluctuations of
the magnetization of the free layer. The small stops can also correspond to very short
pinning, then the stop occurs at the position of the pinning plateaus (to be defined
in the following subsections). Several separate physical effects can cause such short
events, which explains why they are almost always observed.

6.3.3 The failed trials before the switching

We call failed trial the event of the conductance going up and then back down to its
initial state during the incubation time. The failed trials are not part of the transition
time since the incubation time resumes after each one. Failed trials for different
diameters and voltages are pictured in figure 6.10. The conductance can go up to
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FIGURE 6.10: Failed trials. Two time traces are shown for devices
of 26 nm under 531 mV and 48 nm under 473 mV. For these small
devices the full data processing procedure cannot be applied and the
conductance is only normalized by a P reference. Three fail trials are

seen in the 26 nm device and one for the 48 nm one.

0.3 (namely a free layer 30 % reversed) before going back into incubation, but typical
failed trials reach a maximum around 0.15. Several failed trials can occur during one
incubation time, similarly to the 26 nm graph of figure 6.10.

Failed trials were measured in the 26 nm device for voltages of 750 mV or below
and in the 48 nm device for voltages of 596 mV or below. No failed trials were found
in the 96 nm device or the larger ones (figure 6.15). At low voltage the incubation
time is longer and the failed trials are common (26 nm device in figure 6.10). While
for the higher voltages the failed trials are rarer and occur right before the transition
time (48 nm device in figure 6.10).

Failed trials were predicted in the incubation time of our micromagnetic simula-
tions, as seen in figure 3.14. In the simulations these events correspond to an ampli-
fication of the macrospin precession which is then reduced again, due to the thermal
fluctuations. The smaller devices presented more fluctuations than the larger one
in the simulations because they are described by a smaller number of cell. The size
dependence of the fluctuations in the simulations cannot be simply compared to the
one of our time-resolved measurement. The existence of failed trials argue in favor
of a macrospin first stage of the reversal, because of two reasons: i) In micromag-
netic simulations the failed trials were only observed in the macrospin phase, they
were not present in our initial domain wall simulations with temperature included.
ii) If there is a nucleation of the domain wall, it induces a change in topology of the
system and it would require another change to go back to the initial state and carry
on the incubation time. For these reasons we believe that there is no nucleation of
domain walls during the failed trials. But this does not prove that there is no nucle-
ation during the successful reversal, especially since domain wall signatures such as
pinning or oscillations are sometimes observed even in this diameter range.

6.3.4 Longer plateaus and pinning

The magnetization can get stuck around a fixed value in between the P and the AP
state, this event is called a pinning. This name comes from the possible physical ex-
planation which would be the pinning of a domain wall. While stuck in the plateau,
the normalized conductance can present oscillations (figure 6.11.a) or even move to
another pinning site before coming back. There can be several pinning positions
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FIGURE 6.11: The pinning. a) Time trace for a 114 nm device un-
der 422 mV. b) Histogram from 1024 study pulses stacked together,
for a 96 nm device under 422 mV. The upper bright plateau is the P
state while the pink and blue plateaus corresponds to three distinct

pinning positions.

depending on the device measured, the pinning always occurs at these fixed posi-
tions. To identify the pinning positions we plot directly from the scope an histogram
of 1024 study pulse stacked together, the color corresponding to the probability of
presence (figure 6.11.b). We cannot extract the data of this histogram from the scope
hence why we are showing only a screen print. No data processing was applied
to this figure but it is still convenient to identify the pinning positions, three in this
case.

Pinning was found in the devices of 96 nm or above but not in the 48 and 26
nm ones. It occurs only for the lower voltages value, as seen in figure 6.15. As the
voltage is increased, the probability of a pinning occurring and the typical duration
of the pinning decreases very sharply. Each pinning site can have its own probability
of occurring regardless of the other pinning sites.

As the name suggest, the pinning is expected to be the consequence of the pin-
ning of a domain wall at a fixed position. No macrospin scenario can explain such
plateaus in the time traces. We expect the pinning to be due to defects in our free
layer. The free layer is composed of CoFeB/Ta/CoFeB, with a very thin (3 angstroms)
tantalum layer. We expect that this layer is not perfectly homogeneous, causing as
a result a non-homogeneous free layer with holes in the exchange coupling between
the two CoFeB layers. The domain wall once nucleated can get stuck at the hole posi-
tion if it is not driven by a sufficiently strong voltage, which could correspond to the
pinning. This hypothesis has been studied by ourselves and our partners at IMEC
by looking at the pinning in different stacks coming soon. For proprietary stacks
in which the exchange interaction is laterally much more uniform, the pinning was
found to be essentially suppressed. Unfortunately the stack details fall under con-
fidentially agreements and cannot be disclosed at the time of writing of this PhD
manuscript. With this explanation of the pinning it is easy to understand why it
was measured in the larger devices but not in the smaller one, as the probability of
having a defect in the free layer grows as the square of the diameter. The oscillations
seen at the pinning plateau would be trials of the domain wall to get de-pinned.

Finally if this hypothesis for the origin of pinning is correct, it has an implication
on the domain wall nucleation. In our micromagnetic simulations the domain wall
could nucleate anywhere around the edges of the disk. Let us assume that it is also
the case in the measured device and that the defect is a point. Then the domain wall
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FIGURE 6.12: The strong move-back. Two time traces are shown for
devices of 26 nm under 842 mV and 48 nm under 422 mV. For these
small devices the full data processing procedure cannot be applied
and the conductance is only normalized by a P reference. Notice the

large difference in the time scale of the two graphs.

would encounter the defect for a continuous number of reversed domain size de-
pending on the edge where the nucleation occurs, assuming that there is no rotation
around the disk and that the defect is not at the center. Then there would not be a
preferred position for the pinning plateaus in our conductance graphs. The fact that
we have a finite number of pinning positions indicates that i) the nucleation always
occurs at the same position and there are several defects, ii) Or the nucleation occurs
at several different positions and there is one defect. As the defects necessarily break
the circular symmetry of the system, we believe that there is a preferred pinning po-
sition and that the case i) is the most likely. The defects forces the nucleation around
a fixed position and then pins the domain wall while it is crossing the disk.

6.3.5 Strong move-back during the switching

Sometimes the normalized conductance goes impressively backwards during the
transition time before resuming a ballistic switching. We call these events strong
move-backs. They can be seen for instance in figure 6.12. We differentiate the strong
move-backs from the small stuck/small move-back because of their amplitude and
the fact that they do not occur under the same conditions. We differentiate them
from the failed trials because it happens during the transition time, and because the
strong move-backs can occur even when more than 30 % of the free layer is reversed
(as seen in the 48 nm device of figure 6.12).

The strong move-backs are observed for all the diameters at the lower voltage
values we explored (422 or 473 mV). For higher voltages the strong move back are
no longer present on the devices of 96 nm or larger, but can still be found for the
devices of 26 and 48 nm. It is a rare event (typically 1 to 5 runs out of 100) whose
probability decreases when the voltage increases.

Different physical effects could lead to a strong move-back. For instance it could
be possible for a thermal fluctuation to cause such an event in a macrospin reversal,
similarly to failed trials. However strong move-back are also found for diameter and
voltages at which domain wall related effects are seen, such as oscillatory behaviour.
For these conditions the strong move-backs could be due to the domain wall moving
backwards because of a defect (it would be then related to pinning), or because of
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FIGURE 6.13: Oscillatory behaviour. Two time traces are shown for
devices of 96 nm under 422 mV and 114 nm under 596 mV. Our full

data processing was applied to obtain the graphs.

a strong walker oscillation around a Htot = 0 position similarly to what was pre-
dicted in our domain wall dynamics models, while the rest of the weaker amplitude
oscillations are lost under noise.

6.3.6 Oscillatory behaviour

Oscillatory behaviour is sometimes observed. We define it at several back and forth
motion of the normalized conductance. The amplitude and the time scale of the
back and forth motion can vary within one time trace, as observed in figure 6.13.
The oscillatory behaviour does not necessarily happen around Gnorm = 0.5.

Some form of oscillations were measured for all our diameters, even in the small-
est one (figure 6.16.a). As for the other domain-wall related events, the probability to
observe oscillatory behaviour decreases sharply as the voltage increases. Under cer-
tain voltages and diameters (for instance 96 nm 422 mV) it is a rather common event
(more than 10 % of the reversals), while for smaller diameters or larger devices it is a
rare event. The amplitude of the oscillations and the period decrease qualitatively if
we increase the voltage or decrease the diameter, just like for the pinning and strong
move-backs.

An oscillatory behaviour can be the consequence of different effects. It is a clear
domain wall signature as we do not expect any oscillations to be observed in a
macrospin configuration along the z component of the magnetization. It can be ex-
plained in some cases by the Walker oscillations that we predicted in our domain
wall dynamics models. The oscillations seen in the larger devices notably can cor-
respond to our predictions in term of size and voltage. However it is difficult to
conclude that these are indeed Walker oscillations because there is also pinning in
these devices that of course affect the domain wall dynamics. What we are mea-
suring is a complex system with intrinsic domain wall dynamics on top of free layer
defects. Moreover the oscillatory behaviour seen in the smaller devices cannot be ex-
plained by Walker oscillations of a domain wall because they are predicted to be of
weak amplitude for these sizes. Then the oscillatory behaviour could be due to sev-
eral small stop or strong move-back events occurring one after the other, explaining
why it is a rarer event at small size.

6.3.7 Magnetic noise in the parallel state

The final event we discuss is not related to the switching path of the free layer and
occurs after the transition and the incubation time. When the voltage is sufficiently
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strong some devices present magnetic noise in the P state and the normalized con-
ductance does not reach a genuine 1. The magnetic noise is easy to distinguish from
the standard noise of our measurement because it is non-white, of larger amplitude
and always occurs when the final state is below 1 (figure 6.14).

The magnetic noise was reached before breakdown in all our devices of 48 nm
or larger (figure 6.15). The larger is a device and the lower is the voltage necessary
to observe magnetic noise. With a stronger voltage the effect is reinforced as the
amplitude of the noise increases and the final state average value gets lower.

Having magnetic noise means that the magnetic tunnel junction is not perfectly
in a parallel configuration and that the z component of the free layer or the reference
layer is fluctuating. It happens at strong voltages favoring the P state therefore it is
necessarily the reference layer that is unstable in this configuration. This instability
of the reference layer was not seen in our R(V) loops because we did not apply dc
voltages sufficiently strong, as the breakdown is occurring much easier in a dc mea-
surement than with our 300 ns study pulse. The time-resolved measurement gives us
more information than the simple dc measurements about the reference layer failure:
the z component of its magnetization fluctuates rather than staying constant while
it is tilted. We have shown that for the smaller devices the effective anisotropy of
the free layer is stronger because of demagnetizing effects. This reasoning in theory
holds true for the anisotropy of the reference system, such that the reference system
is expected to be more robust for the smaller diameters than for the larger ones at a
fixed voltage. This can explain why the magnetic noise is seen at larger voltages for
the smaller diameters.
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FIGURE 6.16: Domain wall signatures. a) Time trace for a 26 nm de-
vice under 531 mV. The full data processing was not applied and the
normalization is only done by a P state reference. Here we see a clear
domain wall signature. b) Time trace for a 114 nm device under 669
mV. The full data processing was applied. Several events are occur-
ring, the arrow indicates what looks like a late nucleation of a domain

wall.

6.3.8 Overview of the switching events

We have described three easy to distinguish events (pinning, failed trials and mag-
netic noise) and three different events that are harder to attribute to a single physical
effect (small stops, strong move-backs and oscillatory behaviour). The three first
events are found in the voltage and diameter conditions shown in figure 6.15. Even
though we are lacking data between 48 and 96 nm, there is still clear trends on the
voltage and diameter dependences of these three events. Another effect has not
been discussed so far: the slope of the normalized conductance versus time graphs,
namely the rate at which the device switches during the transition time, varies from
one run to another. Even two ballistic reversals taken at the same voltage and diam-
eter can have clearly different slopes and therefore different transition times (as seen
in figure 6.18.b). We do not have a physical explanation for this effect.

We have seen clear domain wall-related effects, for all diameters. An example of
oscillations seen in the 26 nm device is shown in figure 6.16.a, highlighting the fact
that even the smallest device we could measured shows signs of non-homogeneity.
The domain wall effects observed are: pinning, linear behaviour in the middle of the
transition time, oscillations and strong move backs. The oscillations on the larger
devices are reminiscent of the strong Walker oscillations we have predicted, but the
pinning present in the same voltage and diameter range prevent us from reaching
a clear conclusion. A similar study as been done towards the end of my PhD on
pinning-less samples and is discussed in our conclusion and perspectives. The do-
main wall effects seen in the 26 and 48 nm devices are not explained by any of our
models, it is unclear what is their physical origin.

Even though every reversal seems to include a domain wall, we have seen some
macrospin signatures. Our micromagnetic simulations predicted that for devices
larger than 20 nm the switching path is a macrospin phase followed by a nucleation
of a domain wall and its motion. The failed trials found in our smaller devices are
reminiscent of the one seen in the macrospin phase in the simulations of disks with
similar diameters. Moreover the fact that these failed trials cannot go higher than a
certain value is an indication that beyond a certain point we cannot as easily go back
to the initial state. Does this point correspond to the nucleation of a domain wall ?
While in most time traces there is not a clear change in the rate of switching, it can
still be found in specific runs such as the one presented in figure 6.16.b. In this graph
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the 114 nm device is switching in a non-linear fashion (as predicted by a macrospin
model), before changing instantly its rate and starting a linear switching. Then the
domain wall gets stuck by pinning before the end of the reversal. We believe that
this change of rate corresponds to the nucleation of a domain wall, as it is similar
to the one predicted in our micromagnetic simulations. The nucleation is not seen
most of the time though. The reason for this could be that in most switching trials
the nucleation occurs earlier than in figure 6.16.b and therefore the change of rate is
not as clear in most cases. This figure would then correspond to a late nucleation.
We have another strong argument indicating that the early stage of the reversal is
macrospin at all sizes, this is discussed in section 6.5.2 as we look at the dependence
of the incubation time on normalize voltage for different sizes.

Finally while it is hard to be quantitative about the probability of each events,
we can still study the likelihood of a having a ballistic reversal by looking at the
standard deviation of the transition time. Indeed a small standard deviation of the
transition time indicated that the events slowing down the reversal are rare and not
too detrimental. Typically if pinning, oscillatory behaviour or strong move-backs are
present, the standard deviation is high. While if all the switching events measured
are ballistic or only present small stops, it is lower. A map of the standard deviation
of the switching time in the voltage-diameter space is shown in figure 6.17. We high-
lighted the region in which the standard deviation is the lowest, as it corresponds to
the ballistic region. The most ballistic reversal is obtained for larger devices under
a high voltage, which is not necessarily a good news for the scaling down of the
STTMRAM devices. This is due to the unexplained domain wall effects on smaller
sizes that are not reduced as sharply with voltage as the domain wall effects in the
larger devices. This is also the reason for the almost non-dependence on size of the
transition time discussed in section 6.4.2.

6.4 The measured transition time

So far we gave a qualitative view of the switching observed in our measurement.
Now we discuss quantitatively the distributions of the transition time and the incu-
bation time found at different voltages or diameters.

6.4.1 Overview of the transition time

The shape of the transition time distribution is directly related to the probability
of occurrence of each events. For instance in figure 6.18 is pictured the transition
time distribution in a case where pinning and other events slow down the transition
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FIGURE 6.18: Typical transition time distributions. The data are taken
from the 152 nm device under a) 473 or b) 944 mV. The transition time
is obtained by the threshold method on 100 runs. The difference in
time scale highlights that the distribution is much sharper at higher

voltages.

and in a case where the switching is mostly ballistic. In panel a) we see that most
transition times are of about 8 ns, but there are also around 10 events out of 100
of 20 ns or larger. These longer transition times correspond typically to pinning
events. The higher voltage distributions such as panel b) are overall much sharper,
centered around a lower value and no longer present points away from the main
peak. This corresponds to the ballistic region that we could picture with the standard
deviation of the transition time in figure 6.17. We can see that even for 100 ballistic
switching events, the transition time can vary strongly (1 to 3 ns in this case) only
from the variation of the slope that we previously discussed. For other voltages
and diameters, the shape of the distribution depends on the different events that
can slow down the reversal. But only the longer pinning events can be seen in the
distributions as clearly as in figure 6.18.a. Most other events do not slow down the
switching sufficiently to be distinguished from the main peak.

To study quantitatively the influence of size and voltage on the delays, we use
their median value as a metric. We settle for the median instead of the mean because
in some cases for the incubation time the switching does not start within our 300 ns
study pulse window. In this case we know that the incubation time of this event is
larger than 300 ns and we can incorporate it to the median as long as more that half
of the switching are observed, but we cannot consider this event in a mean value.
We suppose that there is no correlation between a longer incubation time and any
specific switching event, therefore we can give a standard deviation of the transition
time even from an incomplete data set. The median was used for the same reason in
our micromagnetic simulations.

The median transition time dependence on size and voltage is pictured in figure
6.19. We can observe that there is a clear voltage dependence of the transition time
at all voltages but no distinct size dependence. We shall discuss these two aspects.

But before let us remind briefly what are the expected diameter and voltage de-
pendences in the macrospin and domain-wall models. In the macrospin scenario,
the deterministic switching time is given by equation 2.2. It is easier to discuss the
dependences by taking the approximate expression proposed by Sun 2.1:

t(mz) =
1 + α2

αγ0Hdisk
k, eff

1
h− 1

ln(
θ

θ0
) (6.4)

The switching time is expected to vary as (h − 1)−1, namely the inverse transition
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time should depend linearly on voltage with a non-zero intercept. The diameter
dependence is slightly more complex as both Hdisk

k, eff and h depend on diameter fol-
lowing the demagnetizing factors of the disk. At a given voltage decreasing the di-
ameter increases the effective anisotropy which decreases h. As a result the smaller
diameter are slower to reverse than the larger one at fixed voltage in the macrospin
model.

For the domain wall based model, the switching time is given by the drift ve-
locity term and by the possible strong Walker oscillations that can slow down the
reversal. We disregard the strong oscillations since most of our measured reversal
were ballistic and since we are considering the median of the transition time. Then
the domain wall velocity simply follows equation 4.48:

¯̇q ≈ ∆(σj− αγ0Htot(q)) (6.5)

In our measurement the offset field is compensated and the overall contribution of
the other field terms (stretch and stray fields) to the drift velocity compensate, such
that only the current term matters. The transition time in a pure domain wall rever-
sal is then simply proportional to the voltage and to the diameter (linear dependence
with zero intercept). This is valid without the strong Walker oscillations and at 0 K.

6.4.2 Median transition time versus diameter

The size dependence of the median transition time is shown in figure 6.20 for all the
different applied voltages. It is found that changing the diameter of the device has
little impact on the median transition time for all voltages. This is at first glance a
surprising result. Indeed we know that domain walls are involved in the switching
of all our devices. We also know from our calculations that overall the drift velocity
of the domain walls is proportional to the applied voltage, and so regardless of the
diameter of the device. Therefore we expect from our models the transition time to
be proportional to the device diameter. This is clearly not the case here. As we have
seen in the zoology of the switching, the transition time is a more complex data than
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a simple domain wall travel time because of the macrospin phase and because of
the various events slowing down the reversal. We have also found that only for the
larger devices at high voltages most of these events are suppressed, in the ballistic
region. The larger is a device and the longer a domain wall must travel, but also the
less likely it is to undergo an event slowing down the reversal: overall the median
switching time ends up depending only little on diameter in this size range. This
can be checked qualitatively by stacking together ballistic reversals under the same
voltages for different sizes (not shown). Regarding the pinning it does not increase
clearly the transition time at the lower voltages because we are looking at the median
rather than the mean value. The same graph with a mean transition time instead of
median would show greater values for the large diameters at low voltages.

In our micromagnetic simulations the transition time was in fact only slightly
smaller for the 16 nm disk compared to the 40 nm one, as seen in figure 3.19. Only
when going to 80 nm a clear increase of the transition time was predicted. This was
due to the fact that for devices of 40 nm and smaller the domain wall motion was
not occurring for sufficiently long compared to for larger devices. We studied only
3 sizes in our simulations and we cannot give a full transition time versus diameter
graph, but it still indicates that the linear dependence of the transition time on volt-
age predicted in pure domain wall motion based switching is not expected in a more
realistic model for the devices of 40 nm or less, even less in an actual measurement.

In others devices that are reported in reference [34] by our teams at C2N and
IMEC, it was found that in ballistic reversals the transition time is indeed propor-
tional to the voltage. These data concerned devices of 40 nm and larger for ballistic
reversals. The weak dependence of the median transition time on diameter that we
measured is related to the possible macrospin phase and to the numerous existing
switching events, it does not necessarily hold true in other samples or in a larger size
regime.

6.4.3 Median transition time versus voltage

In our micromagnetic simulations, it was found that the inverse of the transition
time depends linearly on voltage. This was an interesting property because as seen
in figure 3.19 it allows us to distinguish a switching based heavily on domain wall
motion (80 nm case with the intercept close from zero) from the more macrospin-
oriented reversals (intercept greater than zero). We try to plot the same graph from
our measured transition time in figure 6.21. The devices of 114 and 142 nm are not
pictured to make the figure easier to read, they present the same voltage dependence
than the 96 nm device. First we can see that no device can be reasonably described
by a linear dependence, apart maybe from the 48 nm one. In the case of the 96, 114
and 152 nm devices, the inverse median transition time increases with voltage faster
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than linearly. We cannot use the intercept to discuss the importance of domain walls
in the reversal in these data.

Why is the linear dependence predicted in the micromagnetic simulations not
observed in our measurements ? As we have seen each event slowing down the re-
versal has an impact that diminishes as we increase the voltage. Therefore increasing
the voltage in our measured devices not only accelerates the macrospin and domain
wall based dynamics, but also reduces the probability of having an event slowing
down the reversal. This explains why the inverse transition time increases faster
than linearly when we increase the voltage in a measured device. This picture helps
us understand the voltage dependence for the devices of 96 nm and more. But for
the 26 nm device the voltage dependence seems to be more complex. This can be
related to the fact that the switching events occurring in this device are not well un-
derstood yet (oscillations and strong moving back were not expected in any of our
models for this size).

The median transition time does not prove to be sufficient to describe the com-
plex switching that we discussed in the zoology. This is due to the fact that many
different physical effects end up affecting the median transition time in a similar
manner (namely increasing it). This is not an issue in our forthcoming incubation
time study where most of the physics is about thermal activation.

6.5 The measured incubation time

6.5.1 Overview of the incubation time

We now focus on the incubation time. Two characteristic incubation time distri-
butions are shown in figure 6.22. The distribution is much sharper for the highest
voltages and centered around a lower value. The shape of the distribution is slightly
asymmetrical, similarly to what was described from our micromagnetic simulations.
For all the voltages and diameter that we measured the distributions have the same
shape as the one in the figure.

The median value of the incubation time versus diameter and voltage is rep-
resented in figure 6.23. The scale for the incubation time is logarithmic to better
highlight the size and diameter influence. Contrary to the transition time map, there
is this time a very clear diameter and voltage dependence of the incubation time.
Increasing the voltage or the diameter reduces sharply the incubation time.
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FIGURE 6.24: Voltage dependence of the median incubation time. a)
Versus the applied voltage. b) Versus the voltage normalized to re-

move the demagnetizing effects following equation 6.7.

6.5.2 Incubation time size dependence versus macrospin model

The voltage dependence of the median incubation time is plotted for all the different
diameters in figure 6.24.a in a log scale. We can notice that the voltage dependence
is not the same for the larger devices compared to the 26 and 48 nm ones. Indeed in
the two smaller devices under low voltages the incubation time is increased faster
as the voltage is reduced, compared to the other devices.

Before discussing the voltage dependence, we try to normalize the voltage with
the macrospin critical switching voltage, similarly to what we did in section 3.3.5 for
our micromagnetic simulations. We cannot extract the macrospin critical switching
voltage Vc directly from a measurement (we would need to cool down the devices
as much as possible), therefore we normalize the voltage by the effective anisotropy
of the disk. As a reminder the expression of Vc is 1.37:

Vc =
2αeAR⊥µ0MsdHdisk

k, eff

Ph̄
(6.6)

where Hdisk
k, eff = Hk − (Nz − Nx)Ms (from equation 1.11) is the effective anisotropy of

the disk, which depends on size because of the demagnetizing factors. Vc depends
on size only because of this demagnetizing term. We can therefore normalize the size
dependence of the macrospin critical switching voltage by defining a new voltage
Vnorm as:

Vnorm = Vapp
Hk −Ms

Hk − (Nz − Nx)Ms
(6.7)

The anisotropy field Hk is known from our FMR measurements, Ms from our VSM
measurements and the demagnetizing factors of the disks taken from our free pre-
cession micromagnetic simulations (see figure 1.1) assuming that the electrical cd of
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our devices is indeed the diameter of the disk. The size-normalized voltage depen-
dence of the median incubation time is shown in figure 6.24.b. All the curves are
now better stacked together. This shows that the size dependence of the incubation
time is similar to the one predicted in the macrospin model by considering the de-
magnetizing factors of the disk. The incubation time gives us information on the
initial stage of the switching, as it is about starting the reversal. Therefore this result
is another hint of a macrospin initial stage of the switching in our devices at all sizes.

Two words of cautions are needed regarding this result. i) The match of figure
6.24.b is good for all our devices, save for the lower voltages points in the 26 nm de-
vice. The size dependence of the incubation time is not as well explained by the de-
magnetizing effects of the disk for the longer incubation delays than for the smaller
ones. Reaching the long incubation time regime for the larger devices would have
been interesting but we could not reduce further down the voltage with our initial
set-up. ii) In the micromagnetic simulations we were surprised to observe that the
incubation time increases indeed when the diameter is reduced, but not as much as
predicted by the demagnetizing factors of the disk. The situation is a bit tricky since
in the measurements the size dependence is well explained by a macrospin consid-
eration of the demagnetizing effects, but in the simulations where we know that at 0
K the initial reversal is macrospin based the size dependence is not as strong as what
is predicted by the same demagnetizing effects. One possible explanation would be
that in the simulation it is a smaller volume that is initially excited due to thermal
fluctuations (as we observed in subsection 3.3.3), while for some reason (larger ex-
change, missing ingredient in the simulations ...) it is the full volume being excited
in the actual devices.

6.5.3 Incubation time size dependence versus subvolume model

A switching path different from the one we have presented so far is discussed in
reference [96]: the subvolume excitation. The free layer is supposed to be composed
of several subvolume of the same size, this subvolume size does not depend on the
total diameter. It is then assumed that if one of the subvolumes switches, the full free
layer is going to switch. Then the incubation time is not about starting a coherent
precession in the full disk, but rather about starting a coherent precession in any of
the subvolumes composing the free layer. This assumes that the subvolumes rever-
sal starts with a coherent amplification, which is reasonable given their dimensions.
In reference [96] the switching time of the free layer in the subvolume model is given
by equation (13), written with our notations:

1
tsw

=
Pγ0h̄

eµ0MsdARP

1

ln[(π
2 )

2 ∆T,SV
Na

] + 5.0814
Na

(V −Vc,SV) (6.8)

where Na is the number of subvolumes within the free layer, ARP the RA product in
the P state (does not depend on size), ∆T,SV is the thermal stability of the subvolume
and Vc,SV the macrospin critical switching voltage of the subvolume. In this equation
only the second term depends on the size of the free layer through Na. This equation
is valid if the applied voltage is larger than Vc,SV , which should be the case in most
of our experimental data where the switching is faster than 10 ns.

Now let us assume that the size dependence of the incubation time in the sub-
volume model is the same as the size dependence of the switching time predicted by
this equation. This assumption is reasonable since this holds true in the macrospin
model. Then we can size-normalize our inverse incubation time versus voltage data
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by multiplying it by the size dependent second term of equation 6.8. The obtained
subvolume-normalized inverse incubation time should not depend on size, namely
all the graphs should be stacked.

We chose the following parameters: the subvolume is a disk of 26 nm diameter,
in reference [96] the typical subvolume is 40 nm, but we suppose 26 nm in order
to have a single subvolume for our smallest device. The thermal stability of the
subvolume is 60, this is a reasonable value with our parameters for a disk of this
dimension. The other quantities of equation 6.8 are not needed since we only focus
on the size dependence.

The result of our normalization is shown in figure 6.25.b. The subvolume nor-
malization stacked the devices together only for the lower voltage values and the 26
nm device does not fit with the other graphs. This result should be compared with
our macrospin model normalization of figure 6.24. For the macrospin case also the
26 nm device was not stacked well with the other sizes, but in this case the high volt-
age data matched well. The amplification of a coherent precession in a subvolume
hypothesis seems less likely than the fully coherent initial stage hypothesis.

6.5.4 Incubation time voltage dependence

We have already compared the size dependence of the incubation time in our time-
resolved measurement with what was expected in the models (macrospin and micro-
magnetic simulations). We focus now on the voltage dependence of the incubation
time.

Already from figure 6.24.a we can guess two regimes in the voltage dependence.
The incubation time is increased much sharply when reaching low diameter and
voltages compared to the high voltage or high diameter data. These two regimes
do not correspond to the two regimes measured in write error rate measurement
and that were attributed to going from an incubation time-dominated reversal to
a transition-time dominated reversal, here we isolated the incubation contribution.
We believe that if we could reach lower voltages, the two regimes would be also
observed for the larger devices as it is for the 26 nm one (see figure 6.26).

As we have discussed in our state of the art, the incubation time is expected to
depend on voltage as exp((1− h)k) with k being 1 or 2. This approximate expression
comes from a Fokker-Planck equation but is only valid when the reversal is a rare
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26 nm 48 nm 96 nm 114 nm 152 nm
Log 0.885 0.930 0.971 0.990 0.977

Inverse 0.947 0.942 0.970 0.953 0.977

TABLE 6.1: Adjusted R-squares obtained from fitting linearly the log
of the median incubation time versus voltage, or the inverse median

incubation time versus voltage.
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event, namely when the incubation time is long enough. We believe that this model
is not relevant in most of our time-resolved data since we reach incubation times
of less than a ns. As a result the only model we can compare our voltage depen-
dence of the incubation time with is once again our micromagnetic simulations (or a
numerically solved Fokker-Planck equation).

In our simulations we reported a linear dependence of the inverse median incu-
bation time (figure 3.21), with an intercept much larger than 0 V. We present the same
graph for our time resolved measurement in figure 6.25.a. These graphs cannot be
satisfyingly fitted to a linear function. To be more quantitative we can compare the
adjusted R-square that are obtained when fitting the inverse median incubation time
versus voltage or the logarithm of the median incubation time versus voltage in ta-
ble 6.1. The voltage dependence of the incubation time is better fitted by the inverse
function for the two smaller devices and slightly better fitted by the log function in
the larger devices. In our micromagnetic simulations the inverse fit was observed
but not explained by any analytical models. While a linear dependence of the loga-
rithm of the incubation time was indeed predicted, but not at all for this fast regime.
We cannot conclude on the shape of the voltage dependence of the incubation time
of our measurement. A study more focused on this aspect would be necessary to
observe better the regime transition by going for much longer incubation times. We
believe that under lower voltages the voltage dependence of the incubation time in
the larger devices would be similar to the one observed at 26 and 48 nm.
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6.6 Contribution of each delay and optimizing performances

In the final section of this chapter, we discuss the impact of our findings on the
scaling down of STTMRAM devices. Let us define the switching time as the time
needed for the device to be 50 % reversed. It is the relevant delay in term of memory
applications, as if we stop the pulse anytime after switching time the device ends up
reversed. This holds true for the ballistic type reversal (the most common) but not
necessarily for more complex reversals such as the Walker oscillations in the center.
Rigorously we should apply our extraction method again to obtain the switching
time and a new transition time which correspond to 10 % to 50 % of the switching.
In practice we make only a minute error by taking the half median transition time
and the switching time median being the sum of the incubation time and half transi-
tion time medians. From this we can discuss which delay (incubation or transition)
contributes the most to the full switching time of the reversal depending on diameter
of voltage. This is shown in figure 6.26.

In the 26 nm device the switching time is essentially given by the incubation
time for all the voltages measured. In the 48 nm device we are first in the incubation
dominated region, but for voltages higher than about 700 mV both delays have a
non-negligible contribution. For the 96 nm we are in the shared contribution region
for all the voltage range, the transition time and the incubation time decreasing ap-
proximately at the same rate. In term of application we want to have the smallest
device possible switching at the fastest speed possible. Here we can see that at the
same voltage the smaller device is actually the slower to reverse. This is due to the
fact that the incubation time is much larger in the 26 nm device than in the larger
devices at fixed voltage. We have shown that this size dependence of the incubation
time can be understood as an effect of the demagnetizing field which is varying with
size. To a fixed voltage corresponds a smaller normalized voltage for the small de-
vice than for the large one. As we scale down the device the demagnetizing field is
reduced and the device gets harder and slower to switch because of the incubation.
This understanding assumes a macrospin initial stage.

This finding is important since it shows what should be improved to obtain faster
switching on the smaller devices. A strategy could be to reduce the demagnetizing
effect, but it depends only on the geometry, the anisotropy and the magnetization of
the free layer. These material parameters already have many constraints in STTM-
RAM optimization. But as we can see the incubation time is decreasing sharply with
voltage in the 26 nm device before we reach the breakdown region (about 1 V in
our set-up). We could not go for higher voltages because in our set-up the pulse
width is fixed of 300 ns and we must apply this pulse a few 1000 times for each data
point to obtain our references. For this reason we apply a large stress on the device
in our time-resolved measurements which is not necessary in the normal operating
conditions of an STTMRAM device. If we only send pulses of 10 ns or smaller when
writing down the device for instance, it is reasonable to go above 1 V. This is go-
ing to reduce greatly the incubation time and improve efficiently the switching time
performances of the device.

6.7 Conclusions on time-resolved measurement

In this chapter we have presented the methods and the findings of our time-resolved
measurements. These measurements gave us plenty of information on the switching
path: i) signals characteristic of domain walls are indeed observed for all diameters.
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For the smallest devices these effects are stronger than predicted by the models. For
the largest devices, signatures of domain-wall dynamics were expected. But we can-
not conclude on the existence of Walker oscillations from our data alone (see the
perspectives of this manuscript for more convincing data from other samples). ii)
Several signatures of a macrospin initial stage are reported. The failed trials corre-
spond to the prediction from the micromagnetic simulations both in term of diame-
ter and voltage range to observe them, and in term of how large they can be. Some
changes of the switching rate that could be the signature of nucleations of domain
walls are observed for larger devices. The size dependence of the incubation time
corresponds to the one predicted by the macrospin model which is a last indication
of a coherent first stage for the switching. We think that the switching path that we
described during our micromagnetic simulations is relevant in actual devices.

We tried to understand quantitatively the size and voltage dependence of two
characteristic delays: the incubation time and the transition time. Their size and
voltage dependences were compared to our various models, with little success save
for the size dependence of the incubation time. We think that this decomposition
of the switching time into two delays shows clear limitations as to understand the
physics of STTMRAM switching.

Finally we discussed the impact of our findings in term of memory applica-
tions. This highlight the great interest of performing time-resolved measurement
of the switching, as understanding the origin of the switching time is impossible
with a simple write error rate measurement. In the models of the switching time
described in our state of the art the incubation time was supposed to be negligible
as the switching time was given from a transition time. We have proven here that
this approximation is not reasonable for all our voltages and diameters, especially
for the smaller devices.
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Chapter 7

Conclusions and perspectives

7.1 Conclusions

The aim of this manuscript was to understand the switching path in recent STTM-
RAM devices. We have shown in the state of the art that before the beginning of this
PhD it was already known that the switching included the nucleation and the mo-
tion of domain walls. It was also predicted that below a certain diameter the reversal
was macrospin-like.

We computed numerically the switching of the free layer, considered as a thin
disk perpendicularly magnetized. From these micromagnetic simulations we found
indeed that there was a critical diameter for macrospin versus domain wall based
reversal. However in our simulations the domain wall is nucleated only after a co-
herent phase. This switching path including both a macrospin phase and a domain
wall motion is the one expected for devices between 100 and 20 nm under 300 K and
a reasonable voltage, namely in standard STTMRAM devices. The micromagnetic
simulations also allowed the study of the incubation time due to the thermal fluc-
tuations. Finally they highlighted the existence of complex domain wall dynamics,
which could not be understood fully from the domain wall models shown in our
state of the art.

This led us to add an extra layer to the existing (q, φ) models for the domain wall
motion. We simply derived the equations while taking into account the exact disk
geometry and while including carefully the demagnetizing effects. The new terms
arising from the geometry take the form of a new effective field along z, the stretch
field. It is the result of the variation of the domain wall length which has an effect on
the total elastic energy of the domain wall. This stretch field is position dependent.
Consequently this field explains the complex domain wall dynamics observed in
the simulations: there are Walker oscillations of varying amplitude and frequencies.
These oscillations are predicted to be of great amplitude and low frequency where
the total effective field seen by the domain wall is zero. Our model could also predict
how to observe efficiently the strong Walker oscillations: the device should be of 60
nm and more, under a voltage as small as possible and the stray field coming from
the rest of the stack onto the free layer should be carefully compensated. For the
smaller devices we predicted a somehow ballistic reversal and we expect domain
wall effects to be much harder to identify.

We dedicated a chapter to present our devices as well as their characterization
in static measurements (VSM cycles, resistance-voltage loops) and in ferromagnetic
resonance measurements. The devices are not optimized specifically for our study,
they are state of the art PMA-STTMRAM that are designed for industrial applica-
tions. We then performed time-resolved electrical measurements of the switching.
We did so while varying two key parameters for the switching path: the diameter
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and the applied voltage. The measured switching path appeared to be more com-
plex than the one predicted by our 2D free layer-only models. There is a combina-
tion of perfect free layer effects (such as domain wall nucleation and oscillations)
and effects coming from the imperfections of the free layer or the rest of the system
(pinning, magnetic noise). We found signatures of a macrospin initial stage: failed
trials, potential late nucleations, size dependence of the incubation time following
the macrospin model. As well as signatures of a domain wall being involved for all
diameters: signal going strongly backwards or oscillating, pinning, linear behaviour.
Because of these findings we believe that the switching path described in our micro-
magnetic simulations is indeed relevant: a coherent precession is amplified slowly
by STT, once a certain critical angle is reached the nucleation occurs, the domain
wall then sweeps across the device in a complex manner if the diameter is suffi-
ciently large. Regarding the existence of the strong Walker oscillations, in a specific
voltage and diameter condition similar oscillations were measured, but others ef-
fects such as pinning occur at the same time and prevent us from concluding clearly
on their existence. Another explanation for the absence of clear Walker oscillations
in our samples could be the stray field coming from the other layers onto the free
layer. As we have discussed in our domain wall model chapters, it is expected to go
up to 20 mT in-plane which is very detrimental for the strong Walker oscillations.

All along this PhD we also discussed the impact of our findings on the develop-
ment of STTMRAM devices.

7.2 Perspectives

We have encountered in this manuscript some limitations of the incubation time/transition
time dichotomy of the reversal. The incubation time for the larger devices necessar-
ily includes the beginning of the amplification of the precession. The transition time
fails to describe the complexity of the switching path, especially while looking only
at its median value. I believe a study fully focussed on the incubation would be
interesting, with a measurement covering both the very slow regime (ms scale) and
the ultrafast regime.

While I was writing this manuscript the progress on the sample performance
continued, and we received a new generation of devices. Thibaut Devolder and
Olivier Bultynck, an IMEC PhD student, performed time-resolved measurements
with the same set-up that I used but for these new devices. The new stack include a
low moment, high volume novel free layer, resulting in weaker transport properties
but in a better compensated stray field from the rest of the system. Moreover in the
novel free layer, no pinning is found because there is not the detrimental Ta layer.
As a result these samples are prime candidates for the strong Walker oscillations
predicted by our models. They could indeed be observed as shown in figure 7.1. The
three types of reversal predicted by our micromagnetic simulations and understood
by our domain wall analytical models are found with similar likelihood. In this
sample, unlike in our POR19 presented in this manuscript, the complex domain wall
dynamics is the main effect impacting the reversal.

For the new generation devices in which the strong Walker oscillations are ob-
served, the write error rate is directly related to the complex domain wall dynamics.
Indeed when the domain wall is stuck around the center of the disk with a possible
Bloch line included (figure 7.1.g), the reversal is greatly slowed down. Then if the
pulse is not sufficiently long, this scenario corresponds to a write error rate. For this
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FIGURE 7.1: From our latest paper on domain wall dynamics. Time
resolved measurement of the switching in a 100 nm high volume, low
moment free layer sample. Several time traces are shown for a voltage
of a) 630 mV, b) 560 mV or c) 500 mV. An histogram of the transition
time d) is shown as well as three characteristic trials e-g) for the 500
mV voltage. The arrows in the histogram indicated the position of

the different events within the transition time distribution.

reason it would be interesting to extend our domain wall model in order to give sim-
ple analytical expression for the likelihood of entering a Bloch line-type reversal. So
far our model can predict the likelihood of entering strong oscillations (figure 4.14),
but could only explain qualitatively the Bloch lines because of the 1D assumption.

We believe that some concepts that we developed, such as the stretch field or the
retention pond, can be useful in different systems. It is straightforward to discuss
the effect of DMI, or spin orbit torque for instance in our domain wall models. The
stretch field which is rising from the elastic energy of the domain wall can be used as
long as the domain wall length vary while it propagates, under the 1D assumption.
It could be included in the modelling of spin-logic systems based on domain walls
for instance. We have already discussed with the team from IMEC working on such
devices about the implications of our findings.

Our work was focused on devices optimized for industrial applications. As a
result an obvious perspective would be to improve the understanding of the switch-
ing in the smaller devices, which are preferred. Some effects measured in our time-
resolved measurement are not well understood yet (the oscillations for the 26 nm
device). Other geometries are also studied for STTMRAM free layers, such as the
perpendicular shape anistropy-STTMRAM with an elongated free layer [111, 82].
The switching path in such systems could also be unravelled with methods similar
to the one used in this manuscript.
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Appendix A

Résumé en français

A.1 Introduction

Mes travaux de thèse se situent dans le contexte des mémoires magnétiques nouvelle
génération, plus exactement les mémoires magnétiques à transfert de spin (STTM-
RAM). Pour obtenir un bit mémoire il doit être possible de stocker l’information,
de la lire et enfin de l’écrire. Un dispositif STTMRAM est présenté dans la figure
A.1 : l’information est stockée dans une couche mince ferromagnétique appelée la
couche libre. La lecture de l’information se fait en tirant parti de la magnétorésis-
tance à effet tunnel : la résistance du dispositif dépend de l’orientation relative des
aimantations des deux couches magnétiques séparées par un isolant. Ainsi en fix-
ant l’aimantation d’une des couches (appelée alors couche de référence), la direc-
tion de la couche libre est connue par une simple mesure de la résistance au travers
du dispositif. Par exemple l’état aimantation parallèle (basse résistance) peut cor-
respondre au 0 de notre bit, et l’état antiparallèle (forte résistance) au 1. Enfin pour
écrire l’information, c’est-à-dire changer la direction de l’aimantation de la couche li-
bre, les dispositifs STTMRAM tirent parti d’un autre effet appelé le transfert de spin
[93] (STT). Le STT correspond au couple que peut exercer sur l’aimantation d’une
couche un courant polarisé en spin traversant cette dernière. Dans nos dispositifs
un courant électrique traverse l’empilement de couches. Ce courant se polarise en
spin par STT dans la couche de référence, et c’est donc un courant polarisé qui est
appliqué sur la couche libre, permettant de retourner son aimantation et écrivant
ainsi l’information souhaitée selon le sens du courant.

Les dispositifs STTMRAM sont en réalité composés de nombreuses couches (fig-
ure A.6), ce complexe empilement est gravé sous la forme de pilier de quelques
dizaines de nanomètres de diamètre. La couche libre est donc un disque de typ-
iquement 2 nm d’épaisseur et de 20 à 200 nm de diamètre. Lorsque l’aimantation
se retourne par STT, elle ne reste pas nécessairement homogène : plusieurs scénar-
ios de retournement, appelés chemins de retournement, peuvent être imaginés. Des
exemples de chemin de retournement sont présentés dans la figure A.2. La con-
naissance du chemin de retournement est importante, car de ce chemin dépendent

Basse resistanceHaute resistance

Couche libre

Couche de 
référence

Isolant

Courant électrique

STT
FIGURE A.1: Le principe
des STTMRAM. Le disposi-
tif représenté correspond à
une géométrie hors-du-plan.
L’information est lue par l’effet

TMR et écrite par le STT.
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FIGURE A.2: Le chemin de retournement dans STTMRAM. Deux
chemin possibles sont représentés, le renversement macrospin et le

renversement basé sur une paroi de domaine.

les modèles utilisés pour prédire les performances des dispositifs STTMRAM. Une
bonne connaissance de la dynamique de l’aimantation dans la couche libre aide au
développement de mémoires plus rapides, plus petites, plus fiables. La question à
laquelle j’ai essayé de répondre au cours de ma thèse est donc la suivante : quel est
le chemin de retournement dans les mémoires magnétiques à transfert de spin ?

Pour répondre à cette question, je présente d’abord les concepts de base néces-
saires à l’étude de la dynamique de l’aimantation dans la couche libre. Suit une
présentation des connaissances de la communauté scientifique sur le chemin de re-
tournement dans les STTMRAM avant le début de ma thèse. Les premiers résul-
tats que je présente sont des simulations micromagnétiques du retournement. Puis
un modèle analytique portant sur le déplacement des parois de domaines dans la
couche libre. Alors s’ouvre la partie expérimentale de ce manuscrit : nos dispositifs
sont d’abord présentés, puis des mesures électriques résolues en temps effectuées
sur ces derniers.

A.2 Concepts de base

Énumérons les différentes énergies en jeu dans la couche libre :

• L’énergie de Zeeman. Elle correspond à la tendance qu’a l’aimantation de
s’aligner le long d’un champ extérieur.

• L’énergie d’échange de Heisenberg. Dans un matériau ferromagnétique les
spins adjacents ont tendance à rester parallèles sous cet effet, qui favorise donc
une aimantation uniforme.

• L’énergie d’anisotropie. Cette énergie qui provient dans notre cas principale-
ment de l’interface entre la couche libre et l’isolant favorise une aimantation
hors du plan dans nos échantillons. Il s’agit d’une énergie clé car c’est elle
qui donne la robustesse de l’aimantation de la couche libre, c’est-à-dire à quel
point elle est facile ou dure à retourner.

• L’énergie démagnétisante. Cette énergie correspond au champ créé par l’aimantation
de la couche libre, et qui agit sur elle-même. Ce terme est complexe à calculer et
va jouer un rôle important dans notre système. Dans l’hypothèse d’un champ
démagnétisant uniforme dû à une aimantation uniformément hors du plan,
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nous avons résolu exactement cette énergie de manière numérique à l’aide de
simulation micromagnétiques. Ce champ démagnétisant dépend du diamètre
de la couche libre.

Une fois les énergies connues, il faut discuter l’équation de base utilisée pour étudier
la dynamique de l’aimantation sous l’effet d’un transfert de spin : l’équation de
Landau-Lifshitz-Gilbert-Slonczewski (LLGS).

d−→m
dt

= −γ0
−→m ×−→Heff + α−→m × d−→m

dt
+ γ0P

V
AR⊥

h̄
2eµ0Msd

−→m × (−→m ×−→p ) (A.1)

Dans l’hypothèse dite macrospin d’un retournement homogène, cette équation décrit
le retournemnt de la couche libre. Elle prédit que l’aimantation −→m précesse autour
du champ effectif

−→
Heff dans lequel sont incluses toutes les énergies discutées plus

haut (premier terme). Cette précession est accompagnée d’une relaxation visqueuse
vers le champ effectif caractérisé par l’amortissement α (deuxième terme). Le dernier
terme de l’équation correspond au STT qui a le même effet sur l’aimantation qu’un
anti-amortissement : sous son action (s’il est suffisamment fort) l’aimantation quitte
son état initial et se retourne tout en précessant. Les quantités de ce terme tiennent
compte du transport dans le dispositif : V est la tension appliquée, A l’aire de la
couche libre, R⊥ sa résistance dans un état perpendiculaire, Ms son aimantation et d
son épaisseur.

De cette équation on peut donc décrire un premier chemin de retournement :
le retournement macrospin. La trajectoire que suit l’aimantation au cours d’un re-
tournement macrospin est décrite dans la figure A.3.

A.3 État de l’art sur le chemin de retournement

Dans la littérature deux chemins de retournement sont principalement discutés : le
retournement macrospin et le retournement basé sur le déplacement de parois de
domaines. Une dépendance en taille du chemin de retournement est prédite : aux
petites tailles le cas macrospin et aux plus grandes tailles le cas paroi de domaine.
Le diamètre critique pour passer d’un chemin à l’autre peut être estimé par des con-
sidérations énergétiques [17].

Le modèle macrospin a été comparé à des mesures de diagramme de stabilité,
c’est-à-dire des mesures des états que peut occuper un dispositif à une tension et un
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FIGURE A.4: Évolution temporelle de l’aimantation dans un disque
aimanté perpendiculairement de 20, 40 ou 80 nm de diamètre. L’état
initial est homogène, avec un angle de tilt arbitraire pour démarrer le
retournement. La tension appliquée aux échantillons, normalisée par

rapport à la taille, est de 1.21 fois leur tension critique.

champ donné. La comparaison ne peut être que qualitative et le modèle macrospin
échoue à prédire exactement les limites de tels diagrammes [105, 95]. De même ce
modèle a été comparé à des mesures de probabilité de retournement en fonction de
la tension et de la durée de pulse, cette fois encore avec un succès uniquement quali-
tatif [2, 106]. Malgré ses limites le modèle macrospin est également utile pour inclure
les fluctuations thermiques dans le système sous la forme d’un champ stochastique.
L’équation de LLGS A.1 devient alors une équation de Fokker-Planck qui peut être
résolue numériquement [13].

Un chemin de retournement basé sur le déplacement d’une paroi de domaine a
aussi été étudié dans la littérature. En effet des parois de domaines ont été observées
dans des mesures par dichroïsme circulaire magnétique de rayon X (XMCD) [6]. De
même dans des mesures électriques résolues en temps du retournement certains ef-
fets n’ont pu être expliqué que par l’implication d’une paroi de domaine [44, 30].
Il est donc important de comprendre le déplacement des parois de domaine pour
prédire le chemin de retournement. Les prédictions du modèle unidimensionnel de
déplacement de parois ont été confronté aux observations expérimentales [22, 30].
Ceci mit en lumière la nécessité de modèles de parois plus complets pour compren-
dre leurs dynamiques au sein de la couche libre.

A.4 Simulations micromagnétiques du retournement

Nous avons effectué des simulations micromagnétiques du retournement de la couche
libre en faisant varier le diamètre du système. La couche libre est découpée en
une grille où chaque cellule présente une aimantation homogène, puis l’équation
de LLGS est résolue dans toutes les cellules. Le chemin de retournement prédit par
ce modèle est le suivant à 0 K : pour les dispositifs de 20 nm de diamètre ou moins
le retournement est macrospin ; pour ceux entre 20 et 70 nm il y a d’abord une phase
macrospin suivie par la nucléation d’une paroi de domaine et sa propagation ; au-
delà de 70 nm après la phase macrospin un domaine se forme au centre du disque
(appelé bulle), qui grossis et se transforme en paroi de domaine dès qu’elle entre en
contact avec un bord. Ces chemins de retournement sont illustrés dans la figure A.4.
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Nous avons inclus la température aux simulations micromagnétiques. Sous l’effet
des fluctuations thermiques il y a un temps d’incubation stochastique avant que le
retournement ne commence vraiment. La température impacte également le chemin
de retournement : la taille critique pour un retournement macrospin est réduite; le
retournement basé sur une phase macrospin suivie d’un déplacement de paroi est
inchangé; pour les disques de moins de 100 nm de diamètre la bulle n’est pas sta-
ble à cause de la température et on retrouve une paroi de domaine après la phase
macrospin. Ces simulations prédisent donc un chemin de retournement unique pour
des dispositifs entre 20 et 100 nm a 300 K : amplification d’une precéssion cohérente,
suivie de nucléation et propagation d’une paroi de domaine une fois un certain an-
gle critique atteint. Les simulations ont aussi mis en lumière que le déplacement de
parois de domaines peut être complexe pour les grandes tailles (typiquement au-
dessus de 60 nm). Dans certains de nos chemins de retournement la paroi suit des
oscillations de forte amplitude et faible fréquence autour du centre du disque. Nous
allons donc améliorer les modèles existant de dynamique de paroi pour expliquer
ces effets.

A.5 Dynamiques d’une paroi de domaine dans un disque

Notre modèle de déplacement de paroi se base sur ceux déjà existant : la paroi est
décrite par seulement deux paramètres, sa position q et l’angle que fait la projec-
tion planaire de l’aimantation avec l’axe de la paroi φ (appellé angle de tilt). Elle
est supposée rigide, droite, avec un angle de tilt constant selon sa longueur. Pour
obtenir les équations qui décrivent la dynamique de la paroi, c’est-à-dire qui don-
nent l’évolution temporelle de q et φ, il faut intégrer les énergies discutées précédem-
ment sur tout le volume puis résoudre l’équation de Lagrange sur q et φ. Les mod-
èles existant précédemment considéraient la couche libre comme une bande infinie
de largeur constante. Dans notre modèle nous avons simplement intégré les équa-
tions selon la géométrie circulaire de la couche libre. Nous avons également scindé
les effets démagnétisant en plusieurs champs effectifs. Ainsi sont obtenus les équa-
tions décrivant la dynamique d’une paroi de domaine dans un disque :

− φ̇ + α
q̇
∆

= −γ0 [Htot(q, φ)] (A.2)

q̇
∆
+ αφ̇ = γ0

HN↔B

2
sin 2φ + σj (A.3)

où HN↔B est la composante planaire du champ démagnétisant. σj est le terme
de STT. Htot(q, φ) est le champ magnétique hors-du-plan total vu par la paroi. Il
comprend notamment le champ extérieur appliqué, une composante démagnéti-
sante provenant des deux domaines, et surtout un nouveau champ appelé champ
d’étirement. Le champ d’étirement provient de l’intégration le long du disque des
énergies d’anisotropie et d’échange, son expression est la suivante :

Hstretch(q) ≈
2
√

AexKeff

µ0Ms

1
SDW(q)

∂SDW(q)
∂q

(A.4)

Ou Aex est la raideur d’échange, Keff la constant d’anisotropie effective. SDW(q) est
une surface effective de la paroi de domaine, elle dépend donc de sa position le
long du disque. Le champ d’étirement traduit le fait que l’énergie d’élasticité de
la paroi tend à rendre cette dernière aussi courte que possible. Quand la paroi se
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FIGURE A.5: Comparaison entre les simulations micromagnétiques
et le modèle 1D de déplacement de paroi. Pour des disques de a) 80
ou b) 40 nm de diamètre. Les courbes du modèle sont obtenues par
deux méthodes différentes : potentiel résolu analytiquement (comme
c’est le cas dans les équations présentées ici) ou potentiel résolu
numériquement. On peut remarquer dans le cas 80 nm le bon accord
qualitatif entre le modèle, quel que soit la méthode, et les simulations.

déplace le long du disque sa longueur augmente puis diminue et ainsi son élasticité
va d’abord s’opposer au retournement puis l’accélérer. Cet effet prend la forme d’un
champ hors-du-plan lors de l’intégration des équations que l’on appelle le champ
d’étirement. C’est un effet fort qui va jouer un rôle important dans la dynamique et
expliquer les fortes oscillations observées dans nos simulations micromagnétiques.

Les équations A.2 et A.3 sont couplées. Si le champ total vu par la paroi est
suffisamment grand (ce qui est le cas la majorité du temps dans notre système), q et
φ suivent des oscillations couplées. La fréquence des oscillations est proportionnelle
à Htot et leur amplitude y est inversement proportionnelle. Additionnellement à
ces oscillations, la paroi se déplace à une vitesse de dérive constante qui augmente
linéairement avec la tension appliquée et avec αHtot.

Les fortes oscillations sont donc des oscillations de Walker dont la fréquence tend
vers zero et l’amplitude diverge lorsque la paroi d’approche du center de l’échantillon,
car à cet endroit le champ d’étirement s’annule et change de signe. Nous comparons
cet effet tel que prédit par le modèle à celui observé dans les simulations dans la
figure A.5. On peut constater que le modèle analytique prédit bien les oscillations
simulées.

Depuis notre modèle analytique nous pouvons également prédire la probabilité
d’entrer dans de telles oscillations de Walker, et aussi sous quelles conditions les
observer dans une mesure. Pour de fortes oscillations il faut un dispositif de 60 à
100 nm, sans aucun champ extérieur agissant sur la couche libre, avec une tension et
donc un STT aussi faible que possible. Nous essaierons dans nos mesures résolues
en temps de réunir ces conditions afin d’observer les oscillations de Walker.

A.6 Nos dispositifs et leurs caractérisations

Nos dispositifs de STTMRAM sont basés sur l’empilement décrit dans la figure A.6.
La couche libre est entourée par deux couches de MgO pour augmenter l’anisotropie
hors-du-plan. Le système de référence est composé de deux empilements couplés
antiférromagnétiquement, la couche de référence (RL) et la couche dure (HL). Celles-
ci forment un antiferromagnétique synthétique : le champ de fuite total créé par le
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FIGURE A.6: Composition de l’empilement
utilisé durant la majorité de ma thèse. La
couche libre (FL), la couche de référence (RL)
et la couche dure (HL) sont représentées. La
RL et la HL forment ensemble l’antiferro-
aimant synthétique par leur couplage antifer-
romagnétique. Certains détails ne sont pas
divulgués ici pour des raisons de confiden-

tialité.

système de référence sur la couche libre est faible. La FL, la RL et la HL sont divisées
en plusieurs sous-couches, dont les détails sont décrits dans le manuscrit en anglais.

Nos dispositifs ont d’abord été caractérisés pour obtenir les paramètres matéri-
aux utilisés dans nos différent modèles. Nous avons effectué des cycles par magné-
tomètre à échantillon vibrant. Cette méthode permet d’obtenir l’aimantation Ms de
la couche libre. Des cycles sont ensuite effectués en faisant varier le champ extérieur
hors-du-plan ou la tension appliquée. De ces mesures on obtient les propriétés de
transport du dispositif, ainsi que son diamètre électrique connu à partir de sa ré-
sistance et du produit résistance-surface de l’empilement complet. On supposera
que ce diamètre électrique est le diamètre réel de la couche libre pour nos mesures
suivantes.

Enfin la dernière mesure de caractérisation effectuée est une mesure de résonance
ferromagnétique. Les fréquences des modes de la couche libre sont mesurées sur nos
échantillons après gravure à l’aide de la méthode de résonance ferromagnétique par
la tension [31]. De telles mesures nous pouvons obtenir l’anisotropie totale de la
couche libre Keff, ainsi que sa constante d’amortissement α.

A.7 Mesures électriques résolues en temps

Nous avons effectué des mesures électriques résolues en temps du retournement de
la couche libre dans nos échantillons à l’aide d’un oscilloscope et d’amplificateurs.
Ces mesures donnent des informations sur le chemin de retournement de la couche
libre. Nous avons fait varier la tension appliquée (0.4 à 1 V) et le diamètre des dis-
positifs (26 à 152 nm). Pour chaque tension et diamètre, une centaine de retourne-
ments sont étudiés sous la forme de l’évolution temporelle de la conductance, nor-
malisée par des références dans les états parallèle et antiparallèle. Des exemples de
courbes sont présentés dans la figure A.7.

Tout d’abord même à une tension constante pour un même dispositif, les re-
tournements n’ont pas lieu de la même manière. Il y a un temps d’incubation
stochastique avant le début du retournement, et le retournement en lui-même peut
présenter ou non certains évènements. Ces évènements sont les suivants :
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FIGURE A.7: Les différents évènements observés dans nos mesures
résolues en temps. a) le retournement balistique. b) les essais ratés.
c) le piégeage. d) les forts retours en arrière. e) les oscillations. f) les
signatures de nucléation. Il ne s’agit que d’un exemple pour chaque
évènement. Certains sont très courant et d’autre ne sont vus que
pour un retournement sur 1000. Différentes tailles et tensions sont

représentées (voir légende).
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• Retournement balistique (figure A.7.a). Il s’agit du type de retournement le
plus courant. Des retournements balistiques sont vus à toutes les tensions et
tailles, mais ils sont plus probables aux fortes tensions.

• Pendant le temps d’incubation, le retournement commence parfois avant que
la couche libre ne retourne dans son état initial (figure A.7.b). Nous appelons
ces évènements des essais ratés. Ils sont vus aux petites tailles sous de faibles
tensions seulement.

• Parfois la conductance reste une longue période de temps sur un plateau qui
ne correspond ni à l’état initial ni à l’état final (figure A.7.c). Ces évènements
sont appelés piégeage, car ils correspondent vraisemblablement au piégeage
d’une paroi de domaine dans un défaut de la couche libre. Les piégeages sont
observés pour les grand dispositifs sous de faibles tensions.

• Parfois la conductance peut retourner fortement en arrière au cours du re-
tournement (figure A.7.d). Ceci est observé pour toutes les tailles, mais tend à
disparaitre aux fortes tailles sous une forte tension.

• Le retournement se fait parfois après des oscillations du signal (figure A.7.e).
Ceci est observé aux faibles tensions, principalement dans les grands disposi-
tifs. Ces oscillations pourraient correspondre aux fortes oscillations de Walker
prédites par nos modèles, mais il est difficile de trancher sur leur existence
dans ces échantillons à cause du piégeage ayant lieu aux mêmes tailles et ten-
sions.

• Enfin la vitesse à laquelle le retournement s’effectue varie d’un évènement de
retournement à l’autre, et peut aussi varier au cours d’un même retournement
(figure A.7.f). Ceci peut être interprété comme une nucléation de paroi de
domaine car après le changement de pente, le retournement se fait linéaire-
ment comme prédit par nos modèles de déplacement de paroi dans les cas
non-oscillant.

En plus d’étudier qualitativement ces différents évènements, nous avons extrait de
chaque courbe un temps d’incubation et un temps de transition. Ces deux quantités
ont pu être comparée quantitativement à nos modèles (macrospin ou déplacement
de paroi). Le principal résultat issu de cette étude est que la dépendance en taille du
temps d’incubation peut être bien décrite par le modèle macrospin. Ceci est une in-
dication que la première étape du retournement est l’amplification d’une précession
cohérente.

Nous avons donc au final des signatures de parois de domaines, et des signatures
d’une première étape macrospin. Les signatures macrospin sont la dépendance en
taille du temps d’incubation ainsi que les essais ratés. En effet les essais ratés ont été
observés aux petites tailles dans nos simulations lorsque le début du retournement
est macrospin, mais pas lorsque qu’une paroi de domaine est nucléée initialement.
Les signatures de parois sont le piégeage, les forts retours en arrière, les oscillations
et enfin les changements de rythme de retournement s’apparentant à des nucléa-
tions. Nous pensons donc que le chemin de retournement décrit dans nos simula-
tions micromagnétiques, c’est-à-dire une phase d’amplification macrospin suivie par
un déplacement de paroi de domaine, est également pertinent dans nos dispositifs
mesurés.

Toutefois les fortes oscillations de Walker dans nos dispositifs n’ont pas été claire-
ment mesuré sur ces échantillons. Mais dans des empilements différents où la couche
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FIGURE A.8: Figure issue de notre dernier papier sur la dynamique
de paroi. Mesures résolues en temps du retournement dans un échan-
tillon à la couche libre sans piégeage et sans champ de fuite. La
tension appliquée est a) 630 mV b) 560 mV ou c) 500 mV. Un his-
togramme des temps de transition est montré d) ainsi que trois évène-
ments caractéristiques de cet histogramme. Les flèches de couleurs
indiquent la position des trois évènements dans l’histogramme. Nous
retrouvons des oscillations similaires à celles prédites dans nos mod-

èles, avec la même probabilité d’existence.

libre ne contient pas de piégeage et où les champs de fuite du système de référence
sont mieux compensés, ces fortes oscillations ont été récemment mesurées (voir fig-
ure A.8). Leur absence dans nos premiers ’échantillons peut s’expliquer par les
champs de fuite du système de référence, comme notre modèle de dynamique de
paroi peut prouver que leur présence supprime ces oscillations.

Nous pouvons donc conclure en disant que dans les dispositifs STTMRAM, la
première étape du retournement est macrospin. Donc les modèles macrospin peu-
vent être utilisés pour discuter de l’activation du retournement et des tensions ou
champs critiques. En revanche des parois de domaine sont impliquées dans le re-
tournement pour toutes les tailles que nous avons pu mesurer (26 nm et plus). Le
déplacement de ces parois n’est canonique seulement dans les échantillons où la
couche libre présente peu de défauts et est sous un champ de fuite précisément com-
pensé.
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Titre : Les chemins de retournement dans les mémoires magnétiques à transfert de spin  

Mots clés : électronique de spin, mesures hyperfréquences, micromagnétisme, paroi de domaine. 

Résumé : Dans les mémoires magnétiques à transfert de spin, 

l’aimantation d’une couche mince ferromagnétique est retournée 

sous l’effet d’un courant polarisé.  Au cours de ce manuscrit est 

étudiée la façon dont ce retournement s’opère, appelée chemin 

de retournement.  

Après avoir posé les concepts théoriques de base nécessaires et 

effectué un état de l’art du chemin de retournement, je présente 

les résultats de nos simulations micromagnétiques. Nous avons 

étudié le chemin de retournement en fonction du diamètre du 

dispositif. Ces calculs numériques prédisent un retournement 

composé d’une phase cohérente suivie de la nucléation et de la 

propagation d’une paroi de domaine. Ce chemin de retournement 

est attendu pour les dispositifs the 20 à 100 nm à température 

ambiante, donc dans nos mesures à venir. 

La propagation de paroi de domaine observée dans les 

simulations présente de complexes oscillations de Walker qui ne 

sont pas expliquées par les modèles de l’état de l’art. Aussi je 

présente un modèle de dynamique de paroi plus complet, où la 

géométrie exacte du système est prise en compte. Dans cette 

géométrie l’élasticité de la paroi donne naissance à un nouveau 

champ que nous appelons champ d’étirement.  

Ce champ d’étirement joue un rôle capital dans la dynamique 

de paroi et va nous permettre de comprendre et de prédire les 

oscillations de Walker complexes. 

Nos mesures sont effectuées pour des dispositifs de mémoires 

magnétiques à transfert de spin dernière génération, basé sur 

une jonction tunnel magnétique à anisotropie perpendiculaire. 

Le diamètre de nos dispositifs varie entre 26 et 200 nm. Nous 

effectuons des mesures de magnétométrie, de résonance 

ferromagnétique et des mesures électriques résolues en temps 

de la commutation.  

Le chemin de retournement mesuré dans ces dernières présente 

les signatures d’une phase initiale cohérente suivie d’un 

déplacement de paroi de domaine, comme calculé dans nos 

simulations. Les fortes oscillations de Walker prédites par nos 

modèles sont observées pour des échantillons spécifiques où 

la couche libre présente peu de défauts, mais pas dans nos 

échantillons les plus standards. Ceci met en lumière l’intérêt 

de nos travaux analytiques dans la compréhension du 

retournement dans des dispositifs destinés aux applications 

industrielles. 

 
 

 

Title :  The switching paths of spin transfer torque magnetic random access memories 

Keywords : spintronic, high-frequency measurements, micromagnetics, domain wall. 

Abstract : In spin transfer torque random access memories 

(STTMRAM), the magnetization of a thin ferromagnetic layer is 

reversed under the action of a polarized spin current. Along this 

manuscript we study the switching path that the STTMRAM 

undergo. 

First I present the basic theoretical concepts necessary for our 

forthcoming calculations. Then comes a state of the art of the 

switching path. The first results I present are micromagnetic 

simulations of the switching. We study the impact of the diameter 

of the device on the switching path. From these numerical 

calculations we predict for devices between 20 and 100 nm at 

room temperature a switching path composed of a coherent 

phased followed by a domain wall nucleation and motion. It is 

the switching path expected in our forthcoming measurements. 

The domain wall dynamics observed in the micromagnetic 

simulations present complex Walker oscillations that are not 

understood from the domain wall models of the state of the art. 

Therefore, I present a more complete model for the domain wall 

dynamics within a STTMRAM which takes into account the 

exact geometry of the system.  

 

 

In this geometry the elasticity terms act as a new effective field 

called the stretch field. The stretch field plays a key role in the 

wall dynamics and explains the complex Walker oscillations. 

The conditions under which these effects can be measured are 

also predicted by our new model. 

Our measurements are performed on state-of-the-art 

STTMRAM based on perpendicular magnetic tunnel junction. 

The diameter of the devices varies between 26 and 200 nm. 

We characterize our devices by magnetometry, ferromagnetic 

resonance and electrical time-resolved measurements of the 

switching path. 

The switching path in our time-resolved measurements 

presents the signatures of an initial coherent phase and of a 

domain wall motion. This is in agreement with the simulated 

switching path. The complex Walker oscillations predicted by 

our models are measured in specific devices with an ultrasoft 

free layer, but not in our most standard stack. This highlight 

the interest of our analytical models for understanding the 

behavior of application-oriented devices. 
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