
HAL Id: tel-03050337
https://theses.hal.science/tel-03050337

Submitted on 10 Dec 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Control of AC/DC Microgrids with Renewables in the
Context of Smart Grids : Including Ancillary Services

and Electric Mobility
Filipe Perez

To cite this version:
Filipe Perez. Control of AC/DC Microgrids with Renewables in the Context of Smart Grids : Including
Ancillary Services and Electric Mobility. Automatic. Université Paris-Saclay; Universidade federal de
Itajuba. Brésil, 2020. English. �NNT : 2020UPASG011�. �tel-03050337�

https://theses.hal.science/tel-03050337
https://hal.archives-ouvertes.fr


Th
ès

e 
de

 d
oc

to
ra

t
N
N
T:
2
0
2
0
U
PA

S
G
0
1
1

Control of AC/DC Microgrids
with Renewables in the Context

of Smart Grids
Including Ancillary Services and Electric Mobility

Thèse de doctorat de l’Université Paris-Saclay et
UNIFEI

École doctorale n◦ 580, Sciences and Technologies of
Information and Communication (STIC)

Spécialité de doctorat: Automatique
Unité de recherche: Université Paris-Saclay, CNRS, CentraleSupélec,
Laboratoire des signaux et systèmes, 91190, Gif-sur-Yvette, France

Référent: CentraleSupélec

Thèse présentée et soutenue en visioconférence totale, le 28
septembre 2020, par

Filipe PEREZ

Composition du jury:

Antonio Carlos Zambroni de Souza Président
Professeur, Université Fédérale d’Itajubá
Didier Georges Rapporteur & Examinateur
Professeur, Grenoble INP Institut d’ingénierie (GIPSA)
Glauco Nery Taranto Rapporteur & Examinateur
Professeur, Université Fédérale de Rio de Janeiro (COPPE)
William Pasillas-Lépine Examinateur
Chercheur (HDR), CNRS, Université Paris-Saclay (L2S)
Pedro Machado de Almeida Examinateur
Professeur, Université Fédérale de Juiz de Fora
Benedito Donizeti Bonatto Invité
Professeur, Université Fédérale d’Itajubá

Françoise Lamnabhi-Laguarrigue Directrice
Directeur de recherche, Université Paris-Saclay (L2S)
Paulo Fernando Ribeiro Directeur
Professeur, Université Fédérale d’Itajubá
Gilney Damm Coencadrante
Maître de conférences, Université Paris-Saclay (IBISC)





Acknowledgments
First, I would like to thank God for giving me life, good experiences, and for

giving me the ability to do this work.

I would like to thank my supervisors Dr. Françoise Lamnabhi-Lagarrigue, Dr.
Gilney Damm and Dr. Paulo Ribeiro for the guidance and learning during the
thesis period. Françoise, thank you for the opportunity to be part of this excellent
team. Gilney, thank you for the excellent guidance in technical issues and personal
friendship. Paulo, thank you again for helping me improve.

Thank you, the members of the jury for accepting this mission and spending
your time to make this thesis much better, providing detailed and consistent
recommendations, suggestions and corrections.

I want to thank L2S Laboratory for the thesis subject and for the people
company during the first two years of the thesis, especially Paulo, Hidayet, Fernando,
Abdelkrim, João, Janailson, Juan, Sabah, João Neto, Kuba, Raul and Maryvonne.
Thank you Guacira for your friendship in the laboratory during working and resting
days, and for your help with softwares and simulations.

I would like to thank Efficacity for the partnership during the thesis progression,
specially to Alessio for the fruitful discussions and for mentoring in control area, and
to Lilia for the support. I also would like to thank Erasmus Mundus Programme on
SMART2 Project for the scholarship.

I want to thank the friendships I made in Paris and for being with me in moments
of relaxation. I also thank the power systems team from Lactec Institute for the
support in the last years of the thesis.

Finally, to my wife Rafaela, I cannot describe how your support was important
to me. Thank you for being there for me in all bad and great moments of my life.
Also, I want to thank my family, especially my father Ulisses, my mother Ivani and
my sister Talita, for the love and support, for helping me even with the distance
and difficulties of life.

Filipe PEREZ
September, 2020

i





Contents
Acknowledgments i

Contents iii

List of Tables vii

List of Figures ix

Abstract xix

Résumé xxi

Resumo xxiii

1 General Introduction 1
1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Renewable energy sources . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Energy storage systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2 Microgrids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.1 Hierarchical structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.3 Ancillary Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4 Thesis Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.5 Thesis Outcomes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2 Microgrid Overview 17
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1.1 General review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.2 Supervision and optimal operation . . . . . . . . . . . . . . . . . . . . . 19
2.1.3 Microgrid examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.2 Classification and Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 DC Microgrids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.3.1 Droop control strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4 AC Microgrids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3 The Microgrid Components 45
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Microgrid Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.2.1 Photovoltaic panels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

iii



Contents

3.2.2 Energy storage systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2.3 Braking energy recovery system . . . . . . . . . . . . . . . . . . . . . . . 63
3.2.4 Local loads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2.5 Grid-connection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.3 Proposed Microgrid Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3.1 Power converters configuration . . . . . . . . . . . . . . . . . . . . . . . . 71
3.3.2 Sizing of DC/DC converters . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4 Control Strategy 77
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.1.1 Model introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2 Supercapacitor Subsystem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.2.1 Supercapacitor model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2.2 Non-minimum phase problem . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2.3 Control induced time-scale separation . . . . . . . . . . . . . . . . . . . . 82
4.2.4 Supercapacitor control application . . . . . . . . . . . . . . . . . . . . . . 86
4.2.5 Zero dynamics analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.2.6 Reference calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.3 Battery Subsystem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.3.1 Battery model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.3.2 Feedback linearization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.3.3 Zero dynamics analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.4 PV Array Subsystem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.4.1 PV array model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.4.2 Feedback linearization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.4.3 Zero dynamics analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.5 DC Load Subsystem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.5.1 DC load model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.5.2 Backstepping control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.5.3 Zero dynamics analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.6 Regenerative Braking Subsystem . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.6.1 Regenerative braking model . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.6.2 Regenerative braking control application . . . . . . . . . . . . . . . . . . 104
4.6.3 Zero dynamics analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.6.4 Reference calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

4.7 AC Grid-Connection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.7.1 AC grid model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.7.2 Feedback linearization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.7.3 Zero dynamics analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.7.4 PLL synchronization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.8 System Interconnection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.8.1 The DC bus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.8.2 Hierarchical control structure . . . . . . . . . . . . . . . . . . . . . . . . 112
4.8.3 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.8.4 Stability analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

iv



Contents

4.9 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.9.1 The proposed nonlinear control . . . . . . . . . . . . . . . . . . . . . . . 121
4.9.2 A control comparison: Linear vs Nonlinear . . . . . . . . . . . . . . . . . 129
4.9.3 Robustness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

4.10 Different Approaches for DC Bus Control . . . . . . . . . . . . . . . . . . . . . . 135
4.10.1 Fixed reference for VC2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
4.10.2 Simplification on C2 dynamics . . . . . . . . . . . . . . . . . . . . . . . . 142
4.10.3 DC bus generalization: Thévenin equivalent . . . . . . . . . . . . . . . . 143

4.11 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

5 Ancillary Services for AC Microgrids 151
5.1 Chapter Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
5.2 Power System Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

5.2.1 Frequency stability and control . . . . . . . . . . . . . . . . . . . . . . . 153
5.2.2 Voltage stability and control . . . . . . . . . . . . . . . . . . . . . . . . . 160

5.3 Ancillary Services in Brazil . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
5.4 Power Converters Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

5.4.1 Inertial response and low inertia issues . . . . . . . . . . . . . . . . . . . 171
5.4.2 Frequency problems in weak power systems . . . . . . . . . . . . . . . . 172

5.5 Virtual Inertia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
5.5.1 Virtual inertia topologies . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
5.5.2 Weak grid modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
5.5.3 Proposed virtual inertia . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
5.5.4 Droop control strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
5.5.5 Stability analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
5.5.6 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
5.5.7 Isolated operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
5.5.8 Dynamics of the DC Microgrid . . . . . . . . . . . . . . . . . . . . . . . 193

5.6 Adaptive Virtual Inertia Formulation . . . . . . . . . . . . . . . . . . . . . . . . . 195
5.6.1 Stability analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
5.6.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
5.6.3 Comparison with droop control . . . . . . . . . . . . . . . . . . . . . . . 201
5.6.4 Comparison of different inertia coefficients . . . . . . . . . . . . . . . . . 203
5.6.5 Additional simulation results . . . . . . . . . . . . . . . . . . . . . . . . . 204

5.7 VSM with Voltage and Current Control . . . . . . . . . . . . . . . . . . . . . . . 206
5.7.1 Active and reactive power control . . . . . . . . . . . . . . . . . . . . . . 208
5.7.2 Virtual impedance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
5.7.3 Voltage and current control . . . . . . . . . . . . . . . . . . . . . . . . . 209
5.7.4 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
5.7.5 Fixed voltage reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
5.7.6 Parameters variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
5.7.7 Control strategy comparison . . . . . . . . . . . . . . . . . . . . . . . . . 216

5.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

6 General Conclusions 219
6.1 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222

v



Contents

6.2 Future Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

Bibliography 225

Appendix

G Appendix I 251
G.1 Proportional Integral (PI) Controller . . . . . . . . . . . . . . . . . . . . . . . . . 251
G.2 Park Transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
G.3 Input-to-State Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257

H Appendix II - Résumé en Français 261
H.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261

H.1.1 Sources d’énergie renouvelables . . . . . . . . . . . . . . . . . . . . . . . 262
H.2 Microgrids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
H.3 Services Système . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
H.4 Contribution de la Thèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
H.5 Conclusions Générales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
H.6 Résultats Principaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275
H.7 Travaux Futurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276

vi



List of Tables
1.1 Electric grid energy storage services. . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 Categories of Microgrid control from communication perspective. . . . . . . . . . . . 26
2.2 Main issues in Control System Stability of Microgrids. . . . . . . . . . . . . . . . . . 29
2.3 Main issues in Power Supply and Balance Stability of Microgrids. . . . . . . . . . . . 30
2.4 Control techniques feature in DC Microgrids. . . . . . . . . . . . . . . . . . . . . . . . 37
2.5 Different application of power converters for AC Microgrids. . . . . . . . . . . . . . . 38

3.1 Different topologies of grid-connected photovoltaic systems. . . . . . . . . . . . . . . . 51
3.2 Energy storage systems classification according to the form of store energy. . . . . . . 53
3.3 Power converters configuration in the Microgrid. . . . . . . . . . . . . . . . . . . . . . 74

4.1 Microgrid parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.2 Gains’ parameters for the nonlinear controller. . . . . . . . . . . . . . . . . . . . . . . 123

5.1 Microgrid operation standard for frequency levels. . . . . . . . . . . . . . . . . . . . . 173
5.2 Microgrid parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
5.3 The AC load power demand. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
5.4 The AC load power demand in isolated operation. . . . . . . . . . . . . . . . . . . . . 190
5.5 The power demand in the AC load, considering the DC Microgrid dynamics. . . . . . 193
5.6 The AC load power demand for two synchronous machines scenario. . . . . . . . . . . 204

G.1 Parameter gains of the linear Proportional-Integral (PI) controller. . . . . . . . . . . 256

vii





List of Figures
1.1 The transformation of the distribution grid from a centralized generation to a

heterogeneous grid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Relation between energy density and power density for different ESS. . . . . . . . . . 5
1.3 A general DC Microgrid scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 The traditional hierarchical control structure for a Microgrid. The local and primary

control generate the references for lower level power converters, while the secondary
control deals with power flow regulation and the tertiary control covers the energy
dispatch and energy market. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5 The effect of the inertia reduction according to the renewable integration levels in the
network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.6 Network evolution towards power converters’ systems. . . . . . . . . . . . . . . . . . . 11

2.1 A Microgrid composed of central control with hierarchical structure. . . . . . . . . . . 21
2.2 The classification of stability in Microgrids. . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Conventional droop control scheme for multiple generations units in a DC Microgrid. 35
2.4 Local control loop in a Microgrid using VSC converter. . . . . . . . . . . . . . . . . . 39
2.5 Power converter control of a Microgrid applying virtual output impedance loop. . . . 41

3.1 Simplified model of photovoltaic panel. . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Characteristic curve of PV, and curves for different irradiance and temperature values. 48
3.3 Control scheme of the MPPT algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.4 Incremental conductance scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5 Parallel and series arrangement of PV arrays. . . . . . . . . . . . . . . . . . . . . . . 50
3.6 Characteristic curve of the entire PV system considering different irradiation and

temperature levels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.7 Battery electrical model based on internal resistance. . . . . . . . . . . . . . . . . . . 56
3.8 Different HESS configurations among passive, active, cascaded and multi-level appli-

cations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.9 Power sharing of passive HESS where supercapacitor and battery time constant is

highlighted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.10 Discharge curve of the Lithium-ion battery from Simulink model. . . . . . . . . . . . 63
3.11 Supercapacitor charge characteristic. . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.12 The power and speed variation of a urban train between two stations. . . . . . . . . . 64
3.13 Sankey diagram for DC railway station extracted from. . . . . . . . . . . . . . . . . . 65
3.14 a) Traditional braking energy recovery. b) Braking energy recovery with energy storage

system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.15 The general AC/DC hybrid Microgrid scheme. . . . . . . . . . . . . . . . . . . . . . . 70

4.1 The considered Microgrid framework. . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

ix



List of Figures

4.2 The bidirectional boost converter of the supercapacitor subsystem. . . . . . . . . . . 80
4.3 The bidirectional boost converter of the battery subsystem. . . . . . . . . . . . . . . 92
4.4 The boost converter of the PV array subsystem. . . . . . . . . . . . . . . . . . . . . . 96
4.5 The buck converter of the DC load subsystem. . . . . . . . . . . . . . . . . . . . . . . 99
4.6 The buck converter of the train (regenerative braking) subsystem. . . . . . . . . . . . 103
4.7 Voltage Source Converter (VSC) to AC grid-connection. . . . . . . . . . . . . . . . . 108
4.8 Block diagram of SRF-PLL. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.9 The PV incident irradiance and the demanded DC load current, respectively. . . . . . 122
4.10 The power demand in the DC load in kW . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.11 The voltages VS , VB , VPV , VT , of the supercapacitor, battery, PV array, and train,

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.12 The currents IL3 , IL6 , IL9 and their references IeL3

, I∗L6
, I∗L9

. . . . . . . . . . . . . . . 124
4.13 The voltage VC2

and its nominal reference V e
C2

. . . . . . . . . . . . . . . . . . . . . . 124
4.14 A zoom on VC2

voltage dynamics, showing its convergence and settling times. . . . . 125
4.15 The DC bus voltage Vdc and its reference V ∗

dc. . . . . . . . . . . . . . . . . . . . . . . 125
4.16 The DC load voltage VC11 and its reference V ∗

C11
. . . . . . . . . . . . . . . . . . . . . 125

4.17 The currents IL13
, IL16

and IR17
with their respective references IeL13

and IeL16
. . . . . 126

4.18 The voltage VC14
and its reference V ∗

C14
ensuring the injection of power from the

regenerative braking system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.19 The direct and quadrature currents Ild and Ilq with their references I∗ld and I∗lq,

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.20 The AC bus voltage and the injected current into AC grid in [p.u.]. . . . . . . . . . . 127
4.21 The dynamics of VC1 , VC4 and VC7 , respectively. . . . . . . . . . . . . . . . . . . . . . 128
4.22 The output voltages VC5

, VC8
, VC12

, VC15
and VC17

on the Microgrid converters (zero
dynamics). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

4.23 The computed (in red) and simulated (in blue) voltages VC2 and VC14 with a zoom in
the respective variables. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

4.24 A comparison of the DC bus dynamics when the whole system is controlled by simple
PI (blue curve) and by the introduced nonlinear technique (red curve). . . . . . . . . 130

4.25 A zoom on Vdc to compare PI and nonlinear control in the most critical transients. . 131
4.26 The controlled variables in the Microgrid, comparing the PI controller in red and the

nonlinear controller in blue. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
4.27 The stronger variations in the battery current. . . . . . . . . . . . . . . . . . . . . . . 132
4.28 The supercapacitor current variation to regulate the power mismatch in the DC bus. 132
4.29 The behavior of the DC bus voltage for the PI controller in red and nonlinear controller

in blue, when strong variations takes place. . . . . . . . . . . . . . . . . . . . . . . . . 133
4.30 A zoom on Vdc to highlight the PI controller diverging towards the power imbalance

caused by the battery. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.31 The voltage Vdc when comparing PI and nonlinear control with parametric errors of

+20% and −20%. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.32 A zoom on Vdc of Figure 4.31 to compare PI and nonlinear control in the most critical

transients. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
4.33 The voltage Vdc in case of +25% higher parametric error than the nominal value. . . 135
4.34 A zoom of Figure 4.33 in the highest transients, showing the unstable behavior of PI

control after the high peak transient due to the regenerative braking. . . . . . . . . . 135

x



List of Figures

4.35 The considered DC Microgrid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
4.36 VC2

voltage behavior for different values of R2. . . . . . . . . . . . . . . . . . . . . . . 138
4.37 Calculated voltage VC2

from equation (4.45) for different values of R2. . . . . . . . . 138
4.38 Voltage VC2 with the calculated value from equation (4.45) and the error between those

variables. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
4.39 DC bus voltage (Vdc) profile for different values of R2. . . . . . . . . . . . . . . . . . 139
4.40 Controlled current IL3 on the supercapacitor subsystem for different values of R2. . . 139
4.41 Voltage VC2

with parameters uncertainties 10% and 20%. . . . . . . . . . . . . . . . . 140
4.42 Voltage on the DC bus with parameters uncertainties 10% and 20%. . . . . . . . . . 140
4.43 Voltage VC2 controlled by nonlinear control (in blue) and linear control (in red). . . . 141
4.44 A comparison on the DC bus voltage (Vdc) between the proposed nonlinear and linear

control. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
4.45 The controlled currents IL3

, IL6
, IL9

and IL12
. . . . . . . . . . . . . . . . . . . . . . . 144

4.46 The controlled voltages VC11 and Vdc. . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
4.47 Zero dynamics VC2

, VC5
, VC8

, and VC12
. . . . . . . . . . . . . . . . . . . . . . . . . . . 145

4.48 Thévenin equivalent circuit for the DC Microgrid. . . . . . . . . . . . . . . . . . . . . 146
4.49 The simplified electrical model of the DC Microgrid. . . . . . . . . . . . . . . . . . . 146
4.50 The equivalent Thévenin voltage (Vth) for the Microgrid part (battery, PV and DC

load). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
4.51 The controlled currents IL3 , IL6 , IL9 and IL13 in the equivalent Thévenin approach. . 148
4.52 The controlled voltages VC2

, Vdc and VC11
. . . . . . . . . . . . . . . . . . . . . . . . . 149

4.53 Zero dynmics VC5
, VC8

, and VC12
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

5.1 Power system stability classification. . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
5.2 Isochronous governor block diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
5.3 Frequency response in the isochronous mode. . . . . . . . . . . . . . . . . . . . . . . . 156
5.4 Droop governor block diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
5.5 Power sharing scheme of droop control in steady-state. . . . . . . . . . . . . . . . . . 157
5.6 Frequency response in the droop control mode. . . . . . . . . . . . . . . . . . . . . . . 158
5.7 Block diagram of a droop governor with load reference setpoint. . . . . . . . . . . . . 159
5.8 A generator connected to a load through a transmission line. . . . . . . . . . . . . . . 160
5.9 P − V curve characteristics for different power factors. . . . . . . . . . . . . . . . . . 161
5.10 Block diagram of the voltage regulator and exciter. . . . . . . . . . . . . . . . . . . . 162
5.11 Different coefficients of the voltage droop control scheme. . . . . . . . . . . . . . . . . 164
5.12 Time-scale separation of power system dynamics considering conventional synchronous

generators and power converters integration. . . . . . . . . . . . . . . . . . . . . . . . 170
5.13 Inertial response scheme with a primary control. . . . . . . . . . . . . . . . . . . . . . 172
5.14 The concept of virtual inertia. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
5.15 Time range of frequency response stages. . . . . . . . . . . . . . . . . . . . . . . . . . 175
5.16 Control diagram of a synchronverter. . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
5.17 General control scheme of ISE lab topology for virtual inertia. . . . . . . . . . . . . . 178
5.18 General control scheme of Virtual Synchronous Generator (VSG) topology for virtual

inertia. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
5.19 Virtual Synchronous Machine (VSM) connected to an AC Microgrid based on diesel

generation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
5.20 VSM general control scheme for a Microgrid integration. . . . . . . . . . . . . . . . . 184

xi



List of Figures

5.21 The controlled active and reactive power in the VSC converter of the Microgrid. . . . 188
5.22 The active and reactive power supplied by the diesel generator. . . . . . . . . . . . . 189
5.23 The voltage amplitude profile on the PCC. . . . . . . . . . . . . . . . . . . . . . . . . 189
5.24 The controlled frequency from the VSM approach. . . . . . . . . . . . . . . . . . . . . 189
5.25 The frequency deviation (∆w) and RoCoF. . . . . . . . . . . . . . . . . . . . . . . . . 190
5.26 The active and reactive power from the VSM in the isolated operation. . . . . . . . . 191
5.27 The voltage profile and the grid frequency in the isolated operation. . . . . . . . . . . 191
5.28 Frequency deviation and RoCoF in isolated operation. . . . . . . . . . . . . . . . . . 192
5.29 Voltage profile on PCC applying the integral term. . . . . . . . . . . . . . . . . . . . 192
5.30 Frequency response with the integral term (secondary control). . . . . . . . . . . . . . 192
5.31 Frequency deviation and RoCoF when the integral term is applied. . . . . . . . . . . 193
5.32 Active and reactive power injected by the VSC converter from the DC side of the grid. 194
5.33 The mechanical power in the diesel generator. . . . . . . . . . . . . . . . . . . . . . . 194
5.34 The voltage on the PCC and the frequency of the grid. . . . . . . . . . . . . . . . . . 194
5.35 The DC bus voltage of the Microgrid considering the virtual inertia approach. . . . . 195
5.36 AC load profile in the Microgrid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
5.37 The injected power P into the grid and its desired power dispatch P ∗. . . . . . . . . 199
5.38 The injected reactive power Q into the grid and its desired power dispatch Q∗. . . . . 199
5.39 Voltage profile on the PCC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
5.40 The Id,q currents of the VSM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
5.41 The mechanical power input of the synchronous machine. . . . . . . . . . . . . . . . . 200
5.42 Grid frequency ωg with the angular speed on the VSM (ωvsm) and frequency reference

ω∗. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
5.43 Inertia coefficient behavior varying during frequency transients. . . . . . . . . . . . . 201
5.44 Zoom in frequency deviation ω̃ and in angular acceleration ˙̃ω during the largest transients.201
5.45 Frequency of the grid considering different control approaches. . . . . . . . . . . . . . 202
5.46 Zoom in the frequency tramsients to compare the control strategies. . . . . . . . . . . 203
5.47 Grid frequency on left and frequency deviation on right for different variation in the

inertia coefficients. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
5.48 Inertia coefficient on the left and angular acceleration on the right over different values

of KM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
5.49 Active and reactive power flow of the generator 1 (2MVA) and the inserted generator

2 (1MVA), respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
5.50 Controlled active and reactive power in the VSM. . . . . . . . . . . . . . . . . . . . . 205
5.51 Voltage on the PCC and grid frequency with two generators connected in the AC bus

of the Microgrid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
5.52 The comparison between fixed inertia and adaptive inertia approach for the system in

isolated operation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
5.53 Proposed virtual inertia control scheme for the Microgrid using virtual impedance. . 207
5.54 The controlled active and reactive power in the Voltage Source Converter (VSC)

converter of the Microgrid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
5.55 The controlled active and reactive power in the diesel generator to allow power balance.212
5.56 The controlled voltage of the grid in the Point of Common Coupling (PCC). . . . . . 212
5.57 The controlled currents of the VSC converter. . . . . . . . . . . . . . . . . . . . . . . 213
5.58 Frequency of the grid and its reference. . . . . . . . . . . . . . . . . . . . . . . . . . . 213

xii



List of Figures

5.59 Inertia coefficient behavior varying during frequency transients. . . . . . . . . . . . . 214
5.60 Zoom in frequency deviation ω̃ and in angular acceleration ˙̃ω during the largest transients.214
5.61 Zoom in frequency deviation ω̃ and in angular acceleration ˙̃ω during the largest transients.214
5.62 Comparison among different VSM parameters considering the response of the grid

frequency. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
5.63 Comparison among different Virtual Synchronous Machine (VSM) parameters consid-

ering the response of the grid frequency. . . . . . . . . . . . . . . . . . . . . . . . . . 217
5.64 A comparison among different control approaches in the frequency behavior. . . . . . 217
5.65 A zoom in the frequency for different control strategies. . . . . . . . . . . . . . . . . . 218

G.1 Block diagram of the DC bus voltage control. . . . . . . . . . . . . . . . . . . . . . . 251
G.2 Block diagram of the current battery control. . . . . . . . . . . . . . . . . . . . . . . 252
G.3 Block diagram of the current PV control. . . . . . . . . . . . . . . . . . . . . . . . . . 253
G.4 Block diagram of the DC load voltage control. . . . . . . . . . . . . . . . . . . . . . . 254
G.5 Block diagram of the DC load voltage control. . . . . . . . . . . . . . . . . . . . . . . 254
G.6 Block diagram of Ild and Ilq current control, respectively. . . . . . . . . . . . . . . . . 255

xiii





Acronyms
AC Alternating Current.
AGC Automatic Generation Control.
AVR Automatic Voltage Regulator.
CPL Constant Power Load.
DC Direct Current.
DER Distributed Energy Resources.
EMS Energy Management System.
ESS Energy Storage System.
FACTS Flexible AC Transmission Systems.
HESS Hybrid Energy Storage System.
HVDC High-Voltage Direct Current.
ICT Information and Communication Technologies.
IEEE Institute of Electrical and Electronics Engineers.
ISS Input to State Stability.
LPF Low Pass Filter.
LQR Linear Quadratic Regulator.
MMC Modular Multilevel Converter.
MPC Model Predictive Control.
MPP Maximum Power Point.
MPPT Maximum Power Point Tracking.
MTDC Multi-Terminal DC system.
PCC Point of Common Coupling.
PI Proportional-Integral.
PID Proportional-Integral-Derivative.
PLL Phase Locked Loop.
PSP Pumped Storage Plants.
PSS Power System Stabilizer.
PV Photovoltaic Panel.
PWM Pulse Width Modulation.
rms root mean square.
RoCoF Rate of Change of Frequency.
SoC State of Charge.
SRF Synchronous Reference Frame.
TSO Transmission System Operator.
UPS Uninterruptible Power Supply.
VSC Voltage Source Converter.
VSG Virtual Synchronous Generator.
VSM Virtual Synchronous Machine.

xv





Nomenclature
δ Power angle

η Dynamics related to the DC bus interconnection

µ Controlled dynamics of the supercapacitor subsystem

ωg Grid frequency

ωvsm Frequency produced by the Virtual Synchronous Machine

θ Phase angle

ω̃ Frequency deviation

ξ1 Dynamics controlled by feedback linearization

ξ2 Dynamics controlled by dynamical feedback linearization

ζ Zero dynamics

E Generator’s voltage magnitude

e Per unit voltage magnitude on the power converter

Ek Kinetic energy

Ek Potential energy

Ic,dq Synchronous reference frame currents in the output filter of the VSC converter

Il,dq Synchronous reference frame currents in the line of AC grid

ILm
Inductor current, m = {3, 6, 9, 13, 16}

IL Current on DC load

Km.n Control gains

Lf,g Lie derivative

mdq Modulation indexes of the VSC converter

P Measured active power

Pm Active power input

PAC Power injected into AC grid

PB Battery power

Pload Active power demand from AC load

xvii



Acronyms

PL Power demand from DC load

PPV PV generated power

PS Supercapacitor power

PT Regenerative train braking power

Q Measured reactive power

Qload Reactive power demand from AC load

r Reference vector

Te Electric torque

ui Control input, i = {1, 2, 3, 4, 5, 6, 7}

V Voltage magnitude on the load side terminal

vm Additional control inputs

VB Voltage on battery

Vc,dq Synchronous reference frame voltages in the output filter of the VSC converter

VCn
Voltage on the capacitor Cn, where n = {1, 2, 4, 5, 7, 8, 11, 12, 14, 15, 17}

Vdc Voltage on the DC bus

Vl,dq Synchronous reference frame voltages on AC grid

VL Voltage on DC load

VPV Voltage on PV array

VS Voltage on supercapacitor

VT Voltage on train system

W Lyapunov function

x Extended state variable

xe Equilibrium point of x

y Output control

z1,2 Variable transformation for VC14

xviii



Abstract
Microgrids are a very good solution for current problems raised by the constant growth
of load demand and high penetration of renewable energy sources, that results in grid
modernization through “Smart-Grids” concept. The impact of distributed energy sources
based on power electronics is an important concern for power systems, where natural
frequency regulation for the system is hindered because of inertia reduction. In this context,
Direct Current (DC) grids are considered a relevant solution, since the DC nature of power
electronic devices bring technological and economical advantages compared to Alternative
Current (AC). The thesis proposes the design and control of a hybrid AC/DC Microgrid
to integrate different renewable sources, including solar power and braking energy recovery
from trains, to energy storage systems as batteries and supercapacitors and to loads like
electric vehicles or another grids (either AC or DC), for reliable operation and stability.
The stabilization of the Microgrid buses’ voltages and the provision of ancillary services
is assured by the proposed control strategy, where a rigorous stability study is made.
A low-level distributed nonlinear controller, based on “System-of-Systems” approach is
developed for proper operation of the whole Microgrid. A supercapacitor is applied to
deal with transients, balancing the DC bus of the Microgrid and absorbing the energy
injected by intermittent and possibly strong energy sources as energy recovery from the
braking of trains and subways, while the battery realizes the power flow in long term.
Dynamical feedback control based on singular perturbation analysis is developed for
supercapacitor and train. A Lyapunov function is built considering the interconnected
devices of the Microgrid to ensure the stability of the whole system. Simulations highlight
the performance of the proposed control with parametric robustness tests and a comparison
with traditional linear controller. The Virtual Synchronous Machine (VSM) approach is
implemented in the Microgrid for power sharing and frequency stability improvement. An
adaptive virtual inertia is proposed, then the inertia constant becomes a system’s state
variable that can be designed to improve frequency stability and inertial support, where
stability analysis is carried out. Therefore, the VSM is the link between DC and AC side
of the Microgrid, regarding the available power in DC grid, applied for ancillary services
in the AC Microgrid. Simulation results show the effectiveness of the proposed adaptive
inertia, where a comparison with droop and standard control techniques is conducted.

Index Terms: Microgrids, Nonlinear control, Power system stability, Voltage and

frequency regulation, Lyapunov methods, Virtual inertia, Ancillary services.
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Résumé
Les Microgrids sont une excellente solution aux problèmes actuels soulevés par la croissance
constante de la demande de charge et la forte pénétration des sources d’énergie renouvelables,
qui se traduisent par une modernisation du réseau grâce au concept de “Smart-Grids”. L’impact
des sources d’énergie distribuées basées sur l’électronique de puissance est une préoccupation
importante pour les systèmes d’alimentation, où la régulation naturelle de la fréquence du système
est entravée en raison de la réduction de l’inertie. Dans ce contexte, les réseaux à courant continu
(DC) sont considérés comme une solution pertinente, car la nature DC des appareils électroniques
de puissance apporte des avantages technologiques et économiques par rapport au courant alternatif
(AC). La thèse propose la conception et le contrôle d’une Microgrid hybride AC/DC pour intégrer
différentes sources renouvelables, y compris la récupération d’énergie solaire et de freinage des
trains, aux systèmes de stockage d’énergie sous forme de batteries et de supercondensateurs et à des
charges telles que les véhicules électriques ou d’autres réseaux (AC ou DC), pour un fonctionnement
et une stabilité fiables. La stabilisation des tensions des bus du Microgrid et la fourniture de
services systèmes sont assurées par la stratégie de contrôle proposée, où une étude de stabilité
rigoureuse est réalisée. Un contrôleur non linéaire distribué de bas niveau, basé sur une approche
“System-of-Systems”, est développé pour un fonctionnement correct de l’ensemble du Microgrid.
Un supercondensateur est appliqué pour faire face aux transitoires, équilibrant le bus DC du
Microgrid et absorbant l’énergie injectée par des sources d’énergie intermittentes et possiblement
très fortes comme celle provenant du freinage régénératif de trains ou metros, tandis que la batterie
réalise le flux de puissance à long terme. Un contrôle de linéarisation par bouclage dynamique
basé sur une analyse par perturbation singulière est développé pour les supercondensateurs et les
trains. Des fonctions de Lyapunov sont construites en tenant compte des dispositifs interconnectés
au Microgrid pour assurer la stabilité de l’ensemble du système. Les simulations mettent en
évidence les performances du contrôle proposé avec des tests de robustesse paramétriques et
une comparaison avec le contrôleur linéaire traditionnel. L’approche VSM (Virtual Synchronous
Machine) est implémentée dans le Microgrid pour le partage de puissance et l’amélioration de
la stabilité de fréquence. Une inertie virtuelle adaptative est proposée, puis la constante d’inertie
devient une variable d’état du système qui peut être conçue pour améliorer la stabilité de fréquence
et le support inertiel, où l’analyse de stabilité est effectuée. Par conséquent, le VSM est la connexion
de liaison entre les côtés DC et AC du Microgrid, où la puissance disponible dans le réseau DC est
utilisée pour les services système dans les Microgrids AC. Les résultats de la simulation montrent
l’efficacité de l’inertie adaptative proposée, où une comparaison avec la solution de statisme et le
contrôle standard est effectuée.

Mot Clés: Microgrids, Contrôle non-linéaire, Stabilité du système électrique, Régulation de

tension et de fréquence, Méthodes de Lyapunov, Inertie virtuelle, Services système.
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Resumo
As Microrredes são uma ótima solução para os problemas atuais gerados pelo constante crescimento
da demanda de carga e alta penetração de fontes de energia renováveis, que resulta na modernização
da rede através do conceito “Smart-Grids”. O impacto das fontes de energia distribuídas baseados
em eletrônica de potência é uma preocupação importante para o sistemas de potência, onde a
regulação natural da frequência do sistema é prejudicada devido à redução da inércia. Nesse
contexto, as redes de corrente contínua (CC) são consideradas um progresso, já que a natureza
CC dos dispositivos eletrônicos traz vantagens tecnológicas e econômicas em comparação com a
corrente alternada (CA). A tese propõe o controle de uma Microrrede híbrida CA/CC para integrar
diferentes fontes renováveis, incluindo geração solar e frenagem regenerativa de trens, sistemas de
armazenamento de energia como baterias e supercapacitores e cargas como veículos elétricos ou
outras (CA ou CC) para confiabilidade da operação e estabilidade. A regulação das tensões dos
barramentos da Microrrede e a prestação de serviços anciliares são garantidas pela estratégia
de controle proposta, onde é realizado um rigoroso estudo de estabilidade. Um controlador não
linear distribuído de baixo nível, baseado na abordagem “System-of-Systems”, é desenvolvido para
a operação adequada de toda a rede elétrica. Um supercapacitor é aplicado para lidar com os
transitórios, equilibrando o barramento CC da Microrrede, absorvendo a energia injetada por fontes
de energia intermitentes e possivelmente fortes como recuperação de energia da frenagem de trens
e metrôs, enquanto a bateria realiza o fluxo de potência a longo prazo. O controle por dynamical
feedback baseado numa análise de singular perturbation é desenvolvido para o supercapacitor e
o trem. Funções de Lyapunov são construídas considerando os dispositivos interconectados da
Microrrede para garantir a estabilidade de todo o sistema. As simulações destacam o desempenho
do controle proposto com testes de robustez paramétricos e uma comparação com o controlador
linear tradicional. O esquema de máquina síncrona virtual (VSM) é implementado na Microrrede
para compartilhamento de potência e melhoria da estabilidade de frequência. Então é proposto o
uso de inércia virtual adaptativa, no qual a constante de inércia se torna variável de estado do
sistema, projetada para melhorar a estabilidade da frequência e prover suporte inercial. Portanto,
o VSM realiza a conexão entre lado CC e CA da Microrrede, onde a energia disponível na rede CC
é usada para prestar serviços anciliares no lado CA da Microrrede. Os resultados da simulação
mostram a eficácia da inércia adaptativa proposta, sendo realizada uma comparação entre o
controle droop e outras técnicas de controle convencionais.

Index Terms: Microrredes, Controle não-linear, Estabilidade de sistemas de potência, Regulação

de tensão e frequência, Métodos de Lyapunov, Inércia virtual, Serviços ancilares.
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General Introduction

1.1. Context

The electrical grid is going through a revolution since the years 2000s. Such
revolution is composed first by economic aspects as the liberalization of power
markets and the unbundling and privatization of previously state-owned power
companies, which brings new dynamics to the energy market. Next, because of
environmental and societal concerns, there has been a choice for reducing the use
of fossil-based sources, and to some extent even nuclear power. This fundamental
change of the power matrix has introduced ever-increasing shares of renewable
energy sources (renewables). Such changes, if continued in the future, will completely
reshape the way power grids operate, in particular because the two previous points
(economic and environmental) are rather antagonistic. Also, renewables introduce
large variability in the electrical grid, which need a perfect equilibrium at all time
on the produced and consumed electric power [1]. The solution to attain stability
in such time-varying production and consumption has been the introduction of new
elements from Information and Communication Technologies (ICT). Such merge of
traditional power grids with ICT is now known as Smart-Grids [2–4].

The power system modernization is also related with the constant growth
of energy demand and modern loads based on power electronics. Therefore,
when modern loads and renewables interfaced by power converter reach high
penetration levels, the planning and operation of the system can become a very
complex challenge. In this context, Smart-Grids are composed of several elements
that use various new computational tools such as Big Data, Machine Learning
and Optimization together with ICT to make feasible the interconnection of
heterogeneous technologies. So, the fast communication between elements with
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Chapter 1. General Introduction

information processing build up self-healing philosophy, black-start capacity, smart-
metering application, etc [5, 6].

1.1.1. Renewable energy sources

High penetration of Distributed Energy Resources (DER), characterized by small
generations close to consumers’ centers (connected to Distribution Systems) bring
some advantages like power loss reduction, supply cost reduction, transmission relief
and more. The biggest part of DER are composed by renewables. Renewables have
some characteristics that completely distinguish them from other power sources,
like diesel generators that are dispatchable sources. The most prevalent feature is
that renewables are not controlled to dispatch energy. Wind, sun, tides, and other
natural phenomena are uncorrelated with the needs of consumers, which means
intermittent energy production. For this reason, it is not possible to have at all time
the production that matches the consumption; this intermittent generation is the
largest challenge renewables pose, and must be considered either in the framework
of power and of energy. A second characteristic is that most renewables have large
dispersion. For this reason, electric production by renewables is often distributed,
and then much harder to be integrated. Thus, renewables are mostly integrated into
low and medium voltage levels, which is in complete antagonism with the way power
systems were designed [7–9].

The diversity of renewables also includes the possibility of integrating non-
conventional kinds of energy sources, as for example railways’ braking energy
recovery systems that regenerates this energy by providing negative torque to the
driven wheels of trains, subway, tramways, etc. In that case, the engine’s motor
act as a generator, injecting power into the grid. Since the generated energy in
regenerative braking is free from pollutant emission and waste, it can be considered
a renewable energy source [10–12]. In a railway station, the regenerated energy is
usually transferred to the third rail in order to let nearby trains utilize it. In case
it cannot be used by other trains, it is dissipated on resistors. To improve system
efficiency, the energy available can be seized to be stored or used when needed [13].

In transportation context, electric vehicles and trains can be integrated into
the power system, which helps to reduce CO2 emissions, increasing the efficiency
in power conversion. But at the same time, electric vehicles considerably increases
the demand for power in the distribution system, moreover, regenerative braking of
train injects a big amount of power into the system in few seconds, which may bring
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G G
Traditional grid Heterogeneous grid

Figure 1.1: The transformation of the distribution grid from a centralized generation to a
heterogeneous grid.

instability problems. Therefore, a proper control strategy to integrate it is necessary
because of the power bursts [14–16].

Renewables are mostly integrated into electrical grid by power converters, which
also present specific features. The switching of their semiconductors, either by IGBT,
MOSFET or thyristors generate synchronized waveform to properly inject power
to the grid created by a Pulse Width Modulation (PWM) signal. The switching
process generates harmonics in the voltage and current signals, which may harm
power quality indexes. Therefore, passive filters and multilevel converters have been
studied to reduce the impact of harmonics and improve the controllability of the
equipment. Power converters are also distinguished by their absence of inertia, since
there is no rotating machine in the energy conversion, as a consequence the high
penetration of renewables are impacting the system inertia as a whole. Hence, low
inertia grids are becoming more common, directly affecting the stability of the
system. In this context, isolated Microgrids represent a major challenge, since they
may be completely composed of interconnected power converters [17,18].

Figure 1.1 depicts the power system revolution representing the transition
from the traditional network composed of generation units supplying the load in
unidirectional way to the future choice of network composed of multiple distributed
generations, storage systems and smart devices [19].
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1.1.2. Energy storage systems

Energy Storage System (ESS) is one of the solutions to mitigate the impact
of renewables, since a number of operation modes to manage ESS are well
known and have been largely applied to other applications like transportation
and Uninterruptible Power Supply (UPS) [8, 20]. Energy storage techniques can
be mechanical, electro-chemical, thermal, etc. The most popular are the hydraulic
in pumped storage and stored fuel for thermal power plants. ESS has been widely
used to meet the energy generation with energy consumption, such as reservoirs for
hydroelectric plants in Brazil, and Pumped Storage Plants (PSP) in France, being
a mature technology. Therefore, ESS have the ability to improve many aspects of
power systems directly related to power quality and stability. The main benefits of
ESS to power systems are summarized in Table 1.1 according with [8].

Table 1.1: Electric grid energy storage services.

Bulk energy services: Infrastructure services:
Energy arbitrage Update deferral
Supply capacity Congestion relief

Ancillary services: Customer energy management services:
Regulation Power quality

Spinning reserves (inertia) Power reliability
Voltage support Energy time-shift

Black start Demand charge management

However, new technologies such as supercapacitors and batteries have limited
power and energy capacities. In the same way, concerning efficiency, some tech-
nologies have yet to achieve high performance level. In particular when considering
high levels of energy storage, since power losses may become considerable high [8].
All things considered, the major challenge for ESS is to find a tradeoff between
investment and operational costs, while fulfilling economical constraints [20].

There is a very diverse range of ESS that are distinguished by their storage
capacities, technology, or the way they store energy. The different ESS technologies
can be seen in Figure 1.2 adapted from [9], exposing the relation between power and
energy capacity. Technologies such as batteries have been widely exploited, especially
in renewables integration and Microgrids. However, the operational cost of batteries
becomes harmful, since the unpredictable power generation, has a significant impact
on batteries’ life-cycle. On the other hand, supercapacitors are devices capable of
handling large variations of power within small time intervals compared to batteries.
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Figure 1.2: Relation between energy density and power density for different ESS.

This is due to its high power density, so they can supply much more power for a
sudden demand.

At the same time, supercapacitors can inject/absorb power extremely quickly,
which is a great advantage for applications with large spikes in power range.
However, applications with large amounts of stored energy turn this equipment
economically less viable. For this reason, Hybrid Energy Storage System (HESS) may
be applied as optimized solution to store energy, putting together the advantages of
each technology [21–24]. Since, each storage technology has a more suitable mean of
application, the combined operation of different energy storage technologies (HESS)
can greatly improve their application in power systems. In this work it will be
considered the application o HESS mainly combining electro-chemical batteries and
supercapacitors.

1.2. Microgrids

Among a number of elements, the concept of Microgrids has risen as an
interesting solution to integrate renewables, loads and ESS as an autonomous
system. Microgrids are small portions of the electric grid that can, to some extent,
balance itself with the production and consumption of electricity and can stabilize its
fundamental states. The United States Department of Energy Microgrids Exchange
Group has defined Microgrid as [25]:

“A Microgrid is a group of interconnected loads and distributed energy resources
within clearly defined electrical boundaries that acts as a single controllable entity
with respect to the grid. A Microgrid can connect and disconnect from the grid to
enable it to operate in both grid-connected or island-mode”.
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When the Microgrid is always connected to the main grid, thus importing and
exporting arbitrary amounts of power, the Microgrid is said to be in grid-connected
mode. In this case, the Microgrid is kept synchronized to the main grid, and as a
consequence, frequency, angle, and inertia phenomena are dealt with by the main
grid. Then, the Microgrid only needs to ensure voltage stability and mitigation of
power congestion in lines, and optimize some power consumption patterns. This
optimization may be regarding auto-consumption, renewables’ share, profit, among
others, and will be obtained by managing its production, the amount of power
imported from the main grid, and possibly the use of storage [26–28].

But when the Microgrid may be disconnected (or at least not be synchronized)
from the main grid, the Microgrid is said to be in island mode. In this case, the
Microgrid is responsible for keeping stability in all states that compose it, i.e.,
frequency, angle (mainly inertia problems), voltage, power flow congestion, and
profit. This case is far more complicated than the first. Then, if there is at least
one large synchronous generator in the Microgrid, a diesel generator for example,
that provides the largest share of the consumed power, then the system degenerates
to the standard isolated Microgrid one can find in remote locations. But when
larger shares of renewables are present in such grids, the problem may become very
complex [28–30].

Another important aspect is the significant number of people in remote
communities living without access to electricity. These villages may never have
grid connection because of economic reasons and remoteness, therefore Microgrid
is a great solution for electricity supply. On the other hand, many of isolated
communities, such as African, Brazilian, Canadian or island communities, have great
potential for solar radiation and wind, emphasizing the use of renewables. Electricity
supply can be seen as a contribution to social inclusion and improvement of life’s
quality where electricity is mainly used for household purposes such as lighting,
heating, water management and others to meet local energy demand [31, 32]. In
addition, the transition to an electricity based energy usage avoids consuming local
carbon-based resources like coal or wood, and helps to improve the conservation of
ecosystems and mitigation of CO2 emissions.

The stand-alone grid application (island mode) requires a proper operation to
provide reliable, continuous, sustainable, and good-quality electricity to consumers,
which brings several technical challenges for renewables application. The intermit-
tent and non-dispatchable characteristic of renewables cause great impacts related
to instability and fluctuations in their energy generation. In this context, the use of
ESS coupled with renewables operating to supply a local load properly highlighted
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the Microgrid concept, which is a powerful solution to accomplish the targets of
stand-alone grid operation, improving reliability, resilience, and availability of the
whole system [33–35].

Microgrids may indeed bring an important answer for most of these problems
and may represent in the future the new standard for power systems. Nevertheless,
it is still a very difficult problem to guarantee reliable operation and attain stability
of the system considering the grid requirements, thus much effort is necessary to
make such grids a widespread reality.

In Microgrid context, Direct Current (DC) Microgrids are seen as a major
advantage, since renewables (Photovoltaic Panel (PV), Wind turbines, fuel cells),
electronic loads, electric vehicles, and storage (batteries, supercapacitors) have DC
nature. If they are connected through a DC grid, they would need a smaller number
of converters, and those converters would be simpler than if they are connected
through an Alternating Current (AC) grid. The result would be less expensive
materials, and better efficiency (fewer losses). Also, direct current can be more
efficient due to its simpler topology; the absence of reactive power and frequency
to be controlled; the harmonic distortion is not a problem anymore; and there is
no need of synchronization with the network. The consequence is a simpler control
structure based on the interaction of currents between the converters, being the DC
bus voltage the main control priority, that is, the voltage is a natural indicator of
power balance conditions [36–40]. At the same time, the DC Microgrid is a challenge
because the structure of the current power grid, power supplies, transformers, cables,
and protection are designed for alternating current. For this reason, hybrid AC/DC
Microgrid is seen as a compromise between AC and DC to allow better integration
between these new devices and the classical electric grid components [41–43]. Figure
1.3 depicts a general DC Microgrid composed of renewables generation, ESS, loads
and grid-connection.

Nowadays there exist several examples of small DC Microgrids, as in marine,
aviation, automotive, and manufacturing industries. In all these examples, it is
extremely important that the Microgrid is controlled in such a way to present
reliability and proper operation. To attain this goal, there are many control strategies
proposed for Microgrids. The linear technique is the most popular one, due its
simplicity and robustness; in addition linear control is well known for both academia
and industry. Linear control is based on a linearized model given by the electrical
circuit equations of the Microgrid, where the nonlinearities are not considered. As
a consequence, this simplified model is only valid in a small region around the
operation point where the linearization was made. There are several approaches to
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Figure 1.3: A general DC Microgrid scheme.

design linear control, for example, in frequency domain via transfer functions or by
state space modeling, where Proportional-Integral-Derivative (PID), state feedback
via pole placement and Linear Quadratic Regulator (LQR) optimization are common
strategies. The minor loop gain is another example of linear technique that relates
source and load impedance to determine stability in the grid and this strategy
maintains the system dynamics even when connecting more devices like filters. The
impedance-based approach provides a good perspective on dynamics like the well-
known state space modeling [35,44,45].

Nonlinear control, on the other hand is based on a more detailed model of the
system, in the sense that nonlinear dynamics and the whole operation space are
considered. Then, the nonlinear theory allows for a more realistic grid modeling, a
more effective stability analysis, and a broader range of operation. The utilization
of nonlinear control techniques may also improve power flow performances in the
Microgrid, since the system is not restricted to a specific operating point. As
a consequence, there is the possibility to work in a wider region of operation,
considering just the physical limitations of the system as restrictions. A drawback
of the use of nonlinear control technique is the increased complexity of analysis and
sometimes in the resulting control law, which is sometimes harder to be implemented
[36,37,46,47].

1.2.1. Hierarchical structure

To provide proper operation of the system, it is necessary to implement a full
control strategy involving different time scales, referring to a hierarchical control
structure. The hierarchical control structure spans local, primary, secondary, and
tertiary controllers, ranging from milliseconds to hours or a day. Figure 1.4 describes
the hierarchical control structure in a Microgrid.
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Figure 1.4: The traditional hierarchical control structure for a Microgrid. The local
and primary control generate the references for lower level power converters, while the
secondary control deals with power flow regulation and the tertiary control covers the
energy dispatch and energy market.

The local controllers are the mathematical algorithms that assure stability
of the lower level variables and counteract disturbances with fast response,
good transient and steady-state performances. Hence, local controllers ensure the
transient stability of the system in milliseconds to seconds, and currents and voltages
references are given by higher level controllers. The local control acts on the power
converters of the Microgrids devices usually using their PWM modulation to control
the converters’ dynamics [48, 49].

The primary control operates in a time range of a few seconds; its responsibility
is to adapt the grid operation points to a disturbance acting during the time interval
the secondary controller needs to calculate new optimal operation set points. For
smaller Microgrids, the primary can be integrated into the local controller, in a
master–slave approach. In this case, one converter is assumed to keep the grid’s
stability (master).

The secondary control level carries out the power flow regulation of the system
taking into account the State of Charge (SoC) of ESS (battery and supercapacitor),
then an optimal power flow is generated. The power flow is calculated by sharing
the load demand in the system among the renewables generation and the storage
elements also taking care of their SoC to allow for proper functioning and save
battery lifetime. The secondary control provides a reference of power to the grid
assuring power balance in the system; it is also related to power quality requirements
and device operating limits where the constraints must be respected [50].

The tertiary control deals with the energy market, organizing the energy
dispatch schedule according to an economic point of view, taking into account nego-
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tiation between consumers and producers. This level also deals with human–machine
interaction and social aspects [48, 51].

1.3. Ancillary Services

Historically, power systems were based on synchronous machines rotating in
synchronism, sharing power to suppply the load, and providing natural inertia (fre-
quency response) following disturbances or simply changes on operating conditions.
This classical scheme is less and less true, because of the large penetration of power
electronic devices like power converters and modern loads.

Power converters are inherent to the interconnection of renewable energy sources
and storage units as mentioned before, but also by the High-Voltage Direct Current
(HVDC) lines that are being built to reinforce current transmission systems.
For this reason, inertia is reducing fast, and in some situations, there are grids
mostly composed of power converters where the frequency reference is completely
lost [52–54]. This situation is a change of paradigm from the classic electric grid,
and power systems practitioners are struggling to keep the grid running. A recent
example of such situation is the 9 august 2019 black-out in the United Kingdon [55],
where the main cause was the reduction of inertia, and its effect in several power
converters interconnecting distributed generation.

DER are mostly formed by renewable energy sources, which have a power
electronic interface. And so, the power converters do not have an inertial response
due to the absence of a rotating mass, as conventional synchronous generators do.
Power converters are unable to naturally respond to a load change. Consequently, the
frequency response worsens, causing oscillations and operating margins problems.
Thus, the integration of renewables has a direct relationship with the reduction of
inertia in power systems.

The consequences on frequency response from the inertia reduction is depicted
in Figure 1.5 [56]. The integration of renewables in power system induces a higher
frequency deviation from a load change. As the level of penetration of renewables
increases, the inertia of the system decreases resulting in larger frequency variations.
The effect of inertia reduction in frequency response is compared according with
the level of renewable participation (20%, 40% and 60%). The Rate of Change of
Frequency (RoCoF) indicates how fast the variations of frequency become as the
level of renewables penetration increases.

The inherent features that systems mainly composed of power converters are:
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Figure 1.5: The effect of the inertia reduction according to the renewable integration levels
in the network.
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Figure 1.6: Network evolution towards power converters’ systems.

1. Fast response;
2. Lack of inertia;
3. Harmonic issues;
4. Interaction between controls;
5. Weak overload capacity.

The converter dominated grid is emerging from a traditional generator dom-
inated grid, therefore the lack of inertia is becoming a main issue of concern.
The grid modernization through power electronics advancements is illustrated in
Figure 1.6, adapted from [57]. Therefore, energy storage is required to balance
generation and consumption in this kind of system, specially for strong variations
on load or generation, when compared to the case of rotating mass reserve (inertia)
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and damping winding in traditional synchronous machines that buffer the strong
oscillations improving the system’s stability.

Many studies proposed different control strategies to maintain voltage and
frequency stability in weak/isolated grids. Indeed, such low-inertia power converter
interfaces tend to make the system sensitive to disturbances. The most relevant
strategy is the droop control, where Active Power and Frequency (P − f) relation
together with Reactive Power and Voltage (Q − V ) are made to assure stable
operation of the system. This control technique has been widely applied enabling
flexible operation of the connected distributed resources making possible to share
the burden of keeping frequency and voltage stability in the network. Anyway, classic
P−f and Q−V droop strategy act only in the steady state regime, and then the lack
of effect in transients make droop control unsuitable to improve frequency stability.
But we already have some variants of droop control that consider the transient
response by inserting a frequency derivative term. Usually, droop control is applied
as the primary control in a hierarchical structure, where the secondary control is
designed to mitigate frequency and voltage deviation in a slower time scale [58–62].

An interesting possibility for solving these problems, is represented by the
concept of synchronverters [63], called VSM1 in [64–67], or even VISMA in [68].
These are composed of power converters that mimic synchronous machines. In this
way, it is much easier to integrate such systems to the power network, providing a
framework that practitioners are well acquainted [57,69,70]. These synchronverters
have raised much interest in recent years. In this approach, it is proposed to
mimic the steady state and the transient characteristics of synchronous machines
by inserting the swing equation to provide an inertial response improvement.

Many studies have been carried out concerning the application of virtual
inertia in power converters, such as integration of distributed generation [70–72],
improvements in Microgrids [73, 74] and isolated power systems [75]. In [76], a
comparison on the dynamics between virtual inertia and droop control strategy
is done, pointing out the similarities and the advantages of each control strategy,
as well as the relevance of inertia properties. As the next step, new propositions of
virtual inertia emerged, for example, in [67], the parameters of virtual synchronous
machines can be controlled, and then, VSM with alternating moment of inertia is
developed. The damping effect of the alternating inertia scheme is investigated by
transient energy analysis.

1Note that VSM is said as the VSC operating as a synchronous machine.

12



1.4. Thesis Contribution

In the following chapters it will be presented new results for these systems,
but now acknowledging that if power converters act as synchronous machines, they
are not limited to this behaviour, and can provide extended support than physical
machines do. In this way, it was studied the contribution that Virtual Synchronous
Machines may bring to the overall inertia of a power grid, and how they can provide
ancillary services, considering frequency support and synthetic inertia. In particular,
this approach can contribute to solve problems brought by renewables in modern
power systems, and allow much larger penetration of such intermittent energies.

1.4. Thesis Contribution

This thesis constitutes a step forward of hybrid AC/DC Microgrid control and
introduces rigorous stability analysis via Lyapunov techniques considering nonlinear
dynamical model of the studied system. In the same context, the behavior of multiple
interconnected devices are carried out considering a System-of-Systems approach,
where different generations, loads and storage systems must properly operate.

The studied Microgrid is composed of renewables, such as PV arrays controlled
to extract the maximum available power, and regenerative braking from subways
or tramways where the generated energy from braking is harnessed and correctly
stored to be used when needed.

A HESS composed of batteries and supercapacitors is applied. The battery is
used to realize the power flow in long term, without harming its life cycle, and the
supercapacitor is used to regulate the DC bus of the grid assuring the power balance
of the system.

Different kinds of loads (AC, DC and Constant Power Load (CPL)) are inserted
into the Microgrid to understand the perturbations caused and how the system
reacts to these variations.

At last, connection with the main AC grid is done, where the DC side of the grid
supports the AC side with different control strategies. When there is a strong main
AC grid, the control target is to provide ancillary services by injecting/absorbing
active and reactive power for the main grid. When there is a weak grid, or even
in an isolated case (no synchronous machine case), the control target is to control
frequency and voltage of the AC system, assuring proper operation and system
stability. Therefore, the voltage and frequency support highlight the ancillary
services provision.
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In this last case of the interconnection with the AC weak grid, the is developed
a virtual synchronous machine approach, where the swing equation of a traditional
synchronous generator is introduced in the AC/DC converter to mimic the inertial
behavior of a synchronous machine. Therefore, the control strategy is designed to
provide inertial support, improving voltage and frequency stability. A next step is
taken using the inertia value as a state variable to improve the frequency support
and robustness.

From the resulted Microgrid model, a distributed nonlinear control is developed
considering the operation of each device of the system and the stability of the whole
grid. Therefore, the proposed nonlinear controller is able to integrate renewables
while properly supplying the local loads. The control of the DC bus of the Microgrid,
and the regenerative braking system from trains when that is the case, are designed
based on control induced singular perturbation and dynamic feedback linearization.
The controllers for the Microgrid equipment are designed via feedback linearization
and backstepping control techniques while a Lyapunov function considering the
whole system is build to guarantee the stability of the system.

Therefore, disturbances to the system such as high energy peaks from trains’
braking, intermittent nature of renewables, load variations and nonlinear dynamics
are considered in the evaluations of the nonlinear control strategy. The performance
of the proposed controller is highlighted by detailed simulations and the comparison
of classical linear control strategy is conducted to emphasize the improvements in
control response and robustness properties of the nonlinear control in contrast with
the linear approach.

The contributions and proposed investigations of the thesis can be summarized
as follows:

• Design of a flexible hybrid AC/DC Microgrid capable of integrating a number
of distributed generators without affecting system stability.

• Integrating different ESSs into a HESS that can balance the whole grid in
transients and steady state (long term stability).

• Study the perturbation caused by different loads connected into the Microgrid
and the intermittent behavior of the renewables.

• Design a control strategy to allow regenerative braking from trains, such that
the burst of power is properly absorbed by the storage system.

• Modeling the system, and design a distributed nonlinear control strategy to
the entire Microgrid according to physical characteristics of their components,
such that stability is guaranteed.
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• Develop a complete and rigorous stability analysis, such that the stability
properties are demonstrated.

• Develop a control strategy via virtual inertia approach, such that the DC
side of the grid is able to properly provide ancillary services to the AC grid,
considering strong and weak grid.

• Proposition of variable virtual moment of inertia to improve the frequency
stability and the inertial support.

1.5. Thesis Outcomes
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2
Microgrid Overview

2.1. Introduction

In this chapter, a review in Microgrid operation and control is developed, where
the conventional management strategies are presented and real application examples
are cited. The standard control structures are discussed to understand the features
and behavior of the system, regarding stability aspects. DC and AC Microgrids’
design are also presented, considering the different control targets for grid-connected
and isolated systems. The chapter highlight the challenges for Microgrid operation
to reduce the impact of renewable generation, improve system reliability and provide
ancillary services. The goal is to present the state of the art in Microgrids to
emphasize its importance in modern power systems.

2.1.1. General review

Microgrids allow better integration of renewable sources, supply of local loads
regardless the network, i.e., operation in island mode, through the management
of the ESS. Thus, the benefits generated by the use of Microgrids bring greater
reliability and resilience to the distribution system with better energy efficiency.
More benefits of using Microgrids and the possibilities of operating this system are
cited in the following.

Microgrids may interconnect Distributed Energy Resources (DER) and loads
with a dedicated control strategy aiming at suitable operation of the system,
considering the behavior and limitation of the DER while keeping the system’s
stability and the required operational margins. In this regard, Microgrids can better
integrate renewables, since the control strategy is designed considering the system as
a whole, including loads and generations’ particular characteristics, which improves
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the operation of DER in the Microgrid context. Among the control techniques
used in Microgrids, the droop control stands out. This is applied to coordinate
the different units of DER and to operate the converters connected in parallel for
load sharing in the electrical network. A comparative analysis between the main
droop control methods and their variations is presented in [61]. In [77], a droop
control scheme for voltage and frequency is proposed, which allows multiple VSC
converters to operate in parallel in a Microgrid, sharing active and reactive power.
Converters are needed to integrate renewable energy sources such as wind turbines
and fuel cells. The droop control scheme has its limitations, generally presenting a
slow response in transients with small errors in steady state, however it is simple to
implement and allows good sharing of multiple distributed generators.

Power quality is a great issue in Microgrids, since the operation is limited
accordingly with the technology and control scheme of the DER integrated into
the grid. The power converters used for DER connection have brought solutions
that improved the operation of the system, but harmonic problems, and voltage
and power fluctuations arrived as a consequence, which brings other power
quality problems. The main power quality problems and possible solutions for
Microgrid application is summarized in [78], where cooperative control is used to
enhance voltage harmonics and unbalances in the grid. Then, Static Synchronous
Compensator (STATCOM) is introduced to improve voltage sags and voltage
swells, allowing multiple DER operating in parallel with acceptable voltage level.
In conclusion, the coordination of power converters in Microgrids are capable of
enforcing rated proportional power sharing among the different sources, where wind
turbines and PV converters can be used to improve the power quality of the grid.

In view of the complexity of Microgrids, both DC and AC systems have
operational challenges, when interconnecting multiple energy sources to properly
supply the loads. A comparison between AC and DC Microgrids is provided in
[29] considering different equipment technologies based on economical, technical
and environmental benefits related to DER units. The feasibility of control and
energy management strategies is investigated, where real applications examples of
DC and AC Microgrids are given. The paper also presents a study over different
configurations of DER in low voltage distribution networks, considering distribution
lines and protections schemes for AC and DC Microgrids. The importance of the
DC Microgrids is highlighted in the future power system.

AC Microgrids present difficulties of frequency synchronization, voltage control
in islanding operation and control of reactive power flow, when compared to DC
Microgrids, however DC grids also have problems regarding stability. In [38], the
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stability problems of DC Microgrids are addressed together with control strategies
typically used in these systems. It is pointed out that the limitations of the proposed
control strategies are assessed by the complexity of implementation, operation
performance and verification of stability margins. In the exploited approach, the
stability of the whole system can be defined by the relationship of the source and load
impedances, referred to as the minor loop gain, that has the advantage of directly
defining the stability criteria for each individual subsystem. Another approach to
solve voltage stability issues in Microgrids is presented in [79], based on passivity-
based control. The proposed control design is decentralized and allows the addition
and removal of DER units in a “plug n’ play” manner.

In [80], an overview of the Microgrid control techniques for different hierarchical
levels is provided. An analysis of the main operation modes and control structures
is performed, for the converter control level, considering the power supply and
support for the network. Also, the importance of the high-level control layer to
optimize the network efficiency and performance is highlighted. Therefore, the
optimal operation is met based on strategic criteria, such as operating cost and
power quality. Depending on the hierarchical control levels, it is possible to split the
time scales of the system for different control action and operation modes.

Concerning the challenge of coordinating Microgrid storage systems, a general
review of the control strategies for this purpose is provided in [49]. A multi-agent
control is proposed as a direction for future research, as it presents the desirable
middle ground between the decentralized control structure, which is not able to
fully utilize the combined power and energy capacities of the storage system, and
the centralized one that raises concerns about the security and communication
resources required. This theme is also addressed in [81], where a control scheme
based exclusively on local measurements is presented for isolated Microgrids. The
focus is to perform frequency restoration and maintain the SoC of the storage
elements, without the need of communication, which can impact the reliability of
the Microgrid. Thus, it is possible to keep the system frequency within the desired
levels using only local controllers.

2.1.2. Supervision and optimal operation

There are many challenges that need to be faced in controlling Microgrids. Unlike
conventional networks, Microgrids bring the integration of energy sources in the
form of DER, which can cause bidirectional power flow complicating the protection
and control schemes of these systems. In addition, instability problems, due to the
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interaction of controls and transitions to different operation modes (connected or
isolated). The reduced inertia of the Microgrids due to the composition of loads and
generators based on power electronics, bring problems in the system’s operating
margin, reducing the system’s robustness in face of disturbances and load changes.
There are various factors of uncertainty associated with load demand and especially
with renewable energy sources, that have intermittent characteristics. Thus, reliable
operation of the system needs to involve load forecasting and weather forecasting
models. Another important factor is the Microgrid’s electric models, where several
assumptions are made, as balanced three-phase systems, inductive lines and constant
loads, which deviate traditional models from reality.

To address these challenges, control systems must ensure reliable system
operation. Thus, currents and voltages must be properly controlled to reduce
oscillations, frequency must be kept within the operating margins in both connected
and isolated operation. The power balance must be regulated to maintain the balance
between demanded load and generated power, with smooth variations for different
operating modes transition and fast fault detection. In addition, economic dispatch
with power sharing between generations can reduce operating costs and maintain
system reliability. The optimization of operating costs can also include the provision
of ancillary services together with optimal management of the power flow for the
entire network. Thus, an adequate control strategy guarantees the proper operation
for a Microgrid.

The main challenge in the operation of the Microgrids is to maintain a safe
operation of the system, balancing generation and demand, where the optimal
management of the system can be done through heuristic algorithms or intelligent
control. Model Predictive Control (MPC) is also widely applied in Microgrids to
assure the optimal operation. MPC solves optimization problems in each sampling
time, in order to determine the operational minimum (economic or technical)
considering the physical limits and technical restrictions of the grid. Thus, the MPC
includes a feedback feature in the optimization process to withstand uncertainties
and disturbances, dealing with operational restrictions, such as the limits of storage
capacity or the rate of power variation. MPC can also incorporate generation and
load demand forecasts, based on the future behavior of the system. It is possible
to obtain an optimal operation considering economic and technical criteria, which
makes the MPC a very relevant control strategy for Microgrids [82–84].

The Microgrid operation address different energy scenarios, where generation
excess/deficit is minimized trough optimization methods composed of cost functions.
However, the open-loop feature of optimization systems does not allow to com-
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Figure 2.1: A Microgrid composed of central control with hierarchical structure.

pensate uncertainties and disturbances. Therefore, MPC closed-loop feature allows
corrective actions using measurements to update the optimization problem, which
ensures the optimal operation of the system [82].

The hierarchical control structure of Microgrids perform the separation of the
variables according to time scale, therefore, variables with close time response are
controlled in the same control level. Hierarchical control are typically composed of
three different levels: primary, secondary and tertiary level. Primary control deals
with the stability of currents and voltages at the transient level, on a time scale
from milliseconds to seconds. The secondary control performs the control of power
and energy of the system through optimization techniques in minutes to hours.
The tertiary control deals with strategic dispatches, according to an energy market
or human factors, in the order of hours or days [85, 86]. A general scheme of a
Microgrid is presented in Figure 2.1, where the Microgrid central control contains
the hierarchical structure to optimal operation of the entire system.

In [87], a control strategy using MPC is proposed for the optimal power flow
among ESS in a Microgrid. The proposed control strategy solves the optimal power
flow problem considering line losses, voltage restrictions and current restrictions
in converters, as it does not assume that active and reactive power flows are
dissociated. Nonlinear variations in efficiency of the batteries are also considered,
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which contributes to improve the optimization result. The real time implementation
is possible thanks to the reduced computational effort of the strategy.

In [88], a structure of control and supervision is designed for the management
of the optimal energy cost in a grid-connected DC Microgrid. The Microgrid is
composed of PV generation, ESS and DC loads. The work combines power balance
regulation with real time optimization. The control structure of the Microgrid
is composed of four layers: human machine interface; the forecast layer, which
provides load consumption and PV generation; energy management layer, where the
power flow optimization is realized; and operating layer that perform the balance
of instantaneous power. The multi-layer structure simplifies the implementation of
a complex control scheme, since each layer provides an independent function. Thus,
the power balance optimization and control is carried out simultaneously without
interfering with each other.

2.1.3. Microgrid examples

In [89], the implementation of a Smart Village Microgrid is introduced, which
is applied to isolated communities of African villages that are not connected to
the main electricity grid. This concept was supported by the programs: Institute
of Electrical and Electronics Engineers (IEEE) Smart Village Program, Oxford
University Smart Villages and NREL’s International Sustainable Village Power
Program for township electrification programs for informal settlements. The idea
of this kind of Microgrid, is to promote energy justice and quality of life, together
with sustainable employment and energy supply, to offer a new paradigm for
modeling sustainable development capable of supporting isolated communities. At
the same time, Microgrids can help accelerate the development of energy and
entrepreneurship. The Smart Village approach provides an understanding of the real
barriers to access energy (technological, political and financial barriers) and how to
overcome these barriers in remote communities in a practical way to provide access
to education, health, drinking water, technologies information and communication,
entertainment and sustainable livelihoods.

The Microgrid at Gaidouromantra, in Kythnos, electrifies 12 residences in a
small valley located in the middle of the Aegean Sea, is introduced in [90]. The
system is built via an aerial distribution network and parallel communication cables.
This valley is located 4 km from the nearest medium voltage network and, due
to access difficulties, the island’s isolated operation was chosen. The network is
powered by three converters connected in parallel, operating together in a master-
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slave configuration, allowing the use of more than one converter, only when power
is required. Each battery system has a maximum capacity of 3.6 kW and operate
in droop control mode. This mode of operation distributes the duty to stabilize
voltage and frequency (active and reactive power control) in the network. The control
also allows limiting the PV converters if the storage system is totally charged, and
even perform load shedding at critical moments (low generation and empty storage
system).

The system consists of a 10 kWp photovoltaic module installed in the roof of the
houses, divided into smaller subsystems, a battery bank with a nominal capacity
of 53 kWh, and a diesel generator set with 5 kV A nominal power. A second PV
system with 2 kWp is connected to a 32 kWh battery bank to provide power for
the monitoring and communication system.

The objective of this Microgrid was to test centralized and decentralized control
strategies in island mode and to test different communication configuration. Wind
turbine integration is proposed as future investments to reduce the use of the
diesel generator and diversifying energy resources. Also is proposed, new monitoring
system to allow remote connection via cell phone, check the system’s operating status
and transfer data.

In [91], a DC Microgrid is integrated into a train station, controlled by a low
level distributed nonlinear controller. A number of elements compose the Microgrid:
a PV plant, a train line for power injection through regenerative braking, a battery
system, a supercapacitor and a local load. The aim of the paper is to ensure voltage
stability in the DC network and correctly supply the load while both the PV system
and the braking energy recovery system inject as much energy into the grid as
possible. As the braking energy recovery system introduces high current in a short
period of time, battery life could be reduced quickly. Therefore, the supercapacitor
is the most suitable storage element to absorb the large peaks of power injection in
the network, since its lifespan is not affected by this kind of operation. The energy
from the battery provides the stability in long term, considering the system power
flow and the SoC of the storage elements. The supercapacitor duty is to control the
voltage on the DC bus to meet the power imbalance in the whole system, assuring
voltage stability. In this way, the paper presents an interesting application of HESS,
composed of battery and supercapacitor, for voltage stabilization in a DC Microgrid.

An isolated Microgrid project in Bella Coola, Canada, is presented in [92]. The
project aims to reduce the use of diesel generators improving reliance on cost and
decrease emission of pollution. The idea is to replace the generators with clean
renewable energy. The paper describes the technical challenges with emphasis on the
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control and monitoring part, highlighting the lessons learned that can be inspiring
for future projects.

The Microgrid is composed by 8 diesel generators from 300 kV A to 2500 kV A,
where the total capacity is about 7200 kV A. Also, two hydro plants with power
rate of 720 kV A and 1400 kV A are installed. The peak load values are 4.3 MW

during the winter and 2.3 MW during summer season. The diesel generator duty is
to regulate the frequency and the hydro plants complement the load demand supply,
according to the available power. However, during the summer due to the significant
contribution of hydro units, the larger hydro turbine is operated in isochronous
mode. Therefore, the diesel consumption is reduced, but since the hydro turbine has
slower dynamics response, the diesel is occasionally used to maintain the desired
frequency control.

To improve the system operation, a fuel cell of 100 kW , composed of electrolyzer,
compressor and hydrogen storage cylinder is proposed as ESS. The fuel cell can
balance power mismatch between power generation and load demand in a proper
way, improving the system efficiency. The use of the diesel generator is reduced to
frequency regulation purposes. The monitoring system was proven to be an efficient
tool for system operation, meeting the project expectations, which provides a good
example of Microgrid operation.

There are many papers in literature that identify the technical challenges of
Microgrids in order to maintain power quality. A transition from the connected
mode to the island mode and vice-versa must be accurate, as well as control strategy
and protection schemes. The main regulatory barriers of Microgrids are related to
grid-connection, bidirectional power flow restrictions and energy commercialization.
Although many generation and storage technologies incorporated to Microgrids have
economic government incentives, renewable generation, batteries and other storage
technologies still present relatively high costs, which is a great challenge for practical
implementation of Microgrids. Thus, incentives and financial support from research
developers are still the biggest investors in this technology considered innovative.

In [93], is pointed out the main necessary characteristics for a Microgrid to
operate within techno-commercial trends. These success factors can be described
as:

• Stable, reliable and economically viable energy sources, such as combined heat
and power, hydro power, wind generation, diesel generators, among others,
must be part of the Microgrid to provide stable electricity during outage
periods;
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• Optimize the equipment size of the Microgrid to meet energy demands and
maintain power quality more efficiently when the Microgrid operates in island
mode;

• Backup equipment, especially energy storage, to ensure the power supply
during peak demand and facilitate the transition between grid-connected and
island operation;

• Effective power quality and Energy Management System (EMS) communicate
with distributed generators and the main grid, therefore the consumption is
optimized and power quality is attained within grid requirements;

• Supportive regulatory and market framework, such that the energy commer-
cialization between consumers is promoted, facilitates trading with the main
network and between constituents, therefore an energy market is developed;

• Stakeholder involvement, building a cooperative relationship between the en-
ergy provider and the consumer is especially important in isolated Microgrids
to preserve equipment and its maintenance;

• Training of Microgrid operators, as well as an easy-to-use interface to facilitate
maintenance during unforeseen events, such as failures and natural disasters.

2.2. Classification and Stability

The Microgrid configuration goes from low voltage to medium voltage, normally
the voltage values are between 220V to 69kV . Their dimensions can be as varied
as possible from a few units of kilowatts, supplying few consumers, even large and
complex interconnected systems with dozens of Megawatts. The ability of Microgrid
to operate in island mode, with seamless transition towards grid-connection and
the capacity to provide a black start, improve the resiliency and the reliability of
distribution systems against blackouts [94].

The required control scheme to operate a Microgrid can be centralized, decentral-
ized and distributed. In centralized control, the measurements and grid information
is allocated in a Central Command trough a communication infrastructure. In
decentralized control, the communication remains locally, but the operation of the
whole system is assured. Decentralized control uses local metering to estimate the
neighbor variables, which has a considerably lower installation cost, due to the
absence of communication cables, but its implementation complexity is much larger
than the centralized control.

The distributed scheme exchange information with neighbors to provide local
actions. Distributed control allows independent operation of each device in the
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Table 2.1: Categories of Microgrid control from communication perspective.

Category Definition Technical features

Centralized control

Data acquisition from distributed units,

central aggregators collect and store information,

processed and feedback commands are send

via digital communication links

Reliability is degraded,

high computational effort,

optimal decision assured,

plug n’ play is difficult

Distributed control

Digital communication link are

implemented among different generation units,

coordinated control strategies have local action

Reliability is maintained,

less communication effort,

optimal decision is possible,

plug ’n play is possible

Decentralized control

Digital communication link are

not implemented in this case,

The local controllers do not receive

information from higher control layers

Reliability is maintained,

least computational effort,

not guaranteed optimal decision,

easy to plug n’ play

system assuring greater flexibility and improving reliability, compared to the
centralized strategy where a communication fail can bring down the whole system
[36, 95]. Indeed, the advantages of the distributed control for Microgrids is because
the control laws are developed for each converter connected to the grid, in which
coordinated strategies provides the operation of the whole system [27,51]. Table 2.1
introduces the aspects of centralized and distributed control from the communication
point of view for Microgrids.

Typically, the Microgrid contains a communication structure and metering
devices to provide information from primary control layer (local control) to higher
control layers, such as the secondary and tertiary control layer. The control layers are
organized by the hierarchical control structure of the Microgrid1. The hierarchical
control ensure operational stability, optimality and reliability.

According to [96,97], to maintain the proper operation of a Microgrid, the control
functions must include:

1. Regulate voltages, currents, angles and frequency inside the desired margins;
2. Maintain the balance between power supply and load demand;
3. Realize economic dispatch and demand side management;
4. Acceptable transition between different operational modes.

The stability properties of a Microgrid relies on primary control, which pertains
faster control actions, oriented to frequency and voltage control, island transition
and power sharing. When dealing with grid-forming synchronous machines, the
power and frequency control is done by governors and machine inertia, the

1The hierarchical control structure was detailed in Figure 1.4 from Chapter 1
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exciters are used to control voltage and reactive power. Alternatively, the control
strategy is distinguished for grid-forming converters, which have much faster control
response and are associated with Phase Locked Loop (PLL) to provide frequency
measurement and grid synchronism. Therefore, grid-forming converters are more
susceptible to perturbations and black-outs, which bring voltage and frequency
deviations due the fast control action of these converters. This issue is the subject
of research for the development of new control strategies, such that grid-forming
converters are more resilient for operating Microgrids.

Considering the stability problem of Microgrids, the dynamics of this system is
completely different from traditional power system. The Microgrid parameters have
lower impedance with reduced short-circuit capacity, and therefore, the relation
among voltage, angle and power differs from conventional power system, with
faster dynamics, and higher uncertainty from the load demand and renewable
sources. The variable feature of the local power demand and the intermittent nature
of renewables is critical to balance power in these grids. Also, the bidirectional
power flow caused by DER and prosumers is very common, resulting in protection
problems. Power converter-interfaced systems pose challenges to stability, since the
system is more sensitive to perturbations, and may lead to shut down an entire
system. The imbalance between phases can also be cited as a common characteristic
of Microgrids, since the distribution of loads is more difficult because they are
heterogeneous.

Therefore, the most relevant feature of the Microgrids when compared to
traditional power systems can be summarized below [98]:

• Reduced system size;
• High integration of renewables;
• Uncertainties and perturbations are more evident;
• Lower X/R relation of the lines;
• Reduced short-circuit capacity;
• Power converter-interfaced.

The loads have influence over power stability, therefore, load shedding operation
is possible to be realized, improving the stable operation of the system. In the
Microgrid case, the loads can participate actively to perform the stability of the
system, where the operation follows a schedule, turning off during peak periods. It
is also possible to develop load disconnection criteria, prioritizing more important
loads. These control strategies concerning to load shedding and disconnection
criteria are inserted within secondary control scheme.
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Figure 2.2: The classification of stability in Microgrids.

Considering the above features of Microgrids and its distinctions with the
conventional power system, a classification of Microgrid stability is developed in [98].
The scheme of this classification is presented in Figure 2.2 as proposed in [98]. The
classification is originally divided into Power Supply and Balance Stability, and
Control System Stability. The first refers to the system’s ability to maintain power
balance and maintain the network within the desired operating requirements. This
part deals with generation loss, power sharing between several generating units, and
load tripping.

Subsequently, Power Supply and Balance Stability is divided into Voltage
stability and Frequency Stability. Frequency Stability in the sense of Microgrids
is a concern for isolated systems, which is greatly affected by low inertia and will be
detailed in Chapter 6. Voltage Stability is subdivided to also consider DC buses of
Microgrids.

In voltage stability, the control is done locally, because the magnitude of voltage
varies at different points in the network, therefore, it is more difficult to carry out
the sharing of reactive power more adequately. The line impedance is reduced, being
more resistive, compromises the relationship between reactive power and voltage
magnitude, where the active power also interfere in the voltage of the system.
Thus, voltage regulation can become quite complex, a solution widely used for
Microgrids is the application of virtual impedance to improve voltage control. The
relationship between the voltage and reactive power consumption are determined
by the sensitivity to the load voltage, which is not linear in general. Finally, the
voltage on the capacitors on the DC side of power converters, maintained by DC/DC
converters that interface generators and the grid, also need to be properly controlled.
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Table 2.2: Main issues in Control System Stability of Microgrids.

Category Control System Stability
Subcategory Electric Machine Stability Converter Stability

Main reasons Poor controller tuning

Poor controller tuning,
PLL bandwidth,

synchronization failure,
harmonic instability

Effects
Undamped oscillations,
aperiodic voltage and/or
frequency deviations

Undamped oscillations,
low steady-state voltages,
high-frequency oscillations

Variations in the DC bus voltage of the converters can cause power fluctuations and
unwanted ripples to the system [99].

Control System Stability is studied to guarantee the proper functioning of the
control scheme, related to harmonics compensation, adjustment of the controllers,
considering output filters (L or LCL filters) and PLL adjustments. This is subdivided
in Electric Machine Stability and Converter Stability. The first one is similar to
the traditional power system stability issues, concerning synchronization, damping
oscillations and torque control [100]. The particularity in Microgrids is associated
with poor adjustments of exciters and governors, which need specific tuning for
island operation. The second one is the Converter stability, where the inner voltage
and current control loops are the main concern. The tuning of the inner control loops
are a challenge in real applications and can affect the behavior of the whole system,
which may cause blackouts and have influence in protection schemes. Also, the PLL
may introduce negative admittance, that directly affect system stability. In this
case, low-bandwidth PLL can mitigate this problem according to [101]. Lastly, the
output filter of the converters, when a Microgrid is composed mostly by converters
units can cause resonance problems, therefore the control interactions makes this
problem even more serious. Tuning the controllers to reduce this problem is often
highly complex.

Considering the mentioned instability issues, the knowledge of these issues allows
to identify the main causes and difficulties in the operation of Microgrids related
to the system’s stability. Table 2.2 summarizes the main stability issues related
to Control System Stability and Table 2.3 summarizes the issues related to Power
Supply and Balance Stability according to a study carried out in [98].

While the stability analysis of conventional power system are well established
with standard models of synchronous generators, loads and known perturbations, in
Microgrids, the stability study is made individually for each case, where a general
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Table 2.3: Main issues in Power Supply and Balance Stability of Microgrids.

Category Power Supply and Balance Stability
Subcategory Voltage Stability Frequency Stability

Main reasons

Distributed generation limits,
reactive power supply unbalance,

poor reactive power sharing,
load voltage sensitive,

DC bus voltage (capacitor)

Distributed generation limits,
active power supply unbalance,

poor active power sharing

Effects
Low steady-state voltages,

large power swings,
DC bus voltage ripples

RoCoF increase,
low steady-state frequency,

large power and frequency swings

stability analysis is hard to be achieved. This is due to the great variability of
components and the wide power range of Microgrids, in which different technologies
and control schemes are applied. The dynamic behavior of Microgrids are mostly
investigated via small-signal stability analysis, where too slow and too fast dynamics
are neglected.

In these studies, linear state-space model is obtained, where eigenvalue analysis is
performed. Therefore, linear controllers are applied to result in closed-loop control
system. The small-signal model of each subsystem of the Microgrid is developed,
and then the global model set up is inserted in different operating modes to indicate
the damping of the oscillatory terms and the effect of the perturbations over the
system stability margin [97]. The model of the Microgrid components are detailed
in Chapter 3.

The simplified models, such as transfer functions, can be employed for steady
state analysis and power/frequency control of Microgrids. A first order transfer
function is achieved to present the behavior of the system. Basically, to attain
stable operation, the power generation meets the power demand, minimizing the
power imbalance (∆P ), which is given by:

∆P = ∆PL −∆Pg (2.1)

where the ∆PL is the deviation on power load demand and ∆Pg is the deviation on
the generated power. Therefore, the frequency deviation of a simplified Microgrid
model can be written as:

Ggrid(s) =
∆f

∆P
=

1

Kgrid(1 + sTgrid)
(2.2)

where Kgrid is the Microgrid frequency constant and Tgrid is the Microgrid time
constant associated to the time delay between power and frequency deviations.
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Thus, an association with the system inertia (M) and damping constant (D) from
conventional power systems can be done. In this case, ∆Pg and ∆PL are disturbance
signals [102].

Ggrid(s) =
1

D + sM
(2.3)

The simplified dynamic model of the Microgrid components together with the
obtained Microgrid model can be combined to compose a complete model of the
system. The linearized state-space representation model is useful for linear control
applications. But, the state-space representation may also include more dynamic
details of the system, like converters’ output filters (L, LC, or LCL filter). The
dynamics of filters, transformers and other relevant disturbances can be included in
the Microgrid model [103].

Also, the nonlinearities of the converter’s model, such as the control input
multiplied by a state variable, typical in DC/DC converters and VSC converters
create a more detailed nonlinear state space model. This enables to develop a
more specific control strategy, which results in a more rigorous stability analysis
considering relevant details of the whole system, when compared with linear analysis,
such as Nyquist diagram.

Indeed, due to the fact that they are well known among practitioners because of
their simplicity, usually linear control techniques based on Proportional Integral (PI)
strategies are used: with the drawbacks that they do not rely on the model and do
not provide a rigorous stability analysis [27]. Unfortunately, linear control is limited
to a linearized model, which is restricted to only one operating point. When dealing
with strong perturbations, as the impact of regenerative energy in a Microgrid,
linear techniques may not be enough to solve the question of general stability in a
power system [42, 95, 104]. Thus, a nonlinear control approach is more suitable to
this purpose, due to the nonlinear nature of the electrical models [91,105,106].

2.3. DC Microgrids

Direct Current (DC) Microgrids are attracting interest thanks to their ability
to easily integrate modern loads, renewable sources and energy storage [44, 107].
They also acknowledge the fact that most renewable energy sources and storage
systems use DC energy (as PV, batteries and even electric vehicles for example),
and allow the reduction of the number of power converters in the grid with simpler
topology. By doing this, they increase energy efficiency, and allow faster control of
the grid [33,38,95,108–110].
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DC Microgrids are generally fully composed of DC/DC or AC/DC converters
to adequate the voltage level of the system. Commonly, a DC bus operates as the
main interconnection link, where power flow control is performed. The devices of the
Microgrid are integrated in the DC link to share power, where distributed generators
inject the produced power, the load demand is supplied and the storage elements can
absorb the power mismatch. The main target here is to control the DC bus voltage
to ensure proper operation of the system, since fluctuations, ripples and deviation
in the voltage amplitude may cause a collapse, harming the overall operation of
the system. Also, DC/DC converters are used to interconnect buses with different
voltage levels, so the devices are inserted according to their voltage level. Therefore,
sensitive loads can be properly supplied through a specific bus with multiple DC
links configuration [27,41,42,111].

On the other hand, the connection of a large number of power converters may lead
to stability problems, since the converters can act as a Constant Power Load (CPL),
which introduces negative impedance into the system. The effect of the negative
impedance reduces significantly the stability margins and the operating region of the
entire system. Therefore, standard control techniques, as droop controllers and linear
PI controllers, are very limited to attain stability in this case, and different solutions
must be achieved to improve the operation of this type of system. The nonlinear
control can be introduced as a powerful tool to develop improved controllers, that
are robust enough to keep safe operation in a wide operating region. Nonlinear
control technique can easily suppress the negative impedance term and insert a
stabilizing dynamic through feedback process, when the variables of the system are
known [43,51,111].

The most relevant feature of DC Microgrids are described as follows [103,112]:

1. The reduced number of converters between sources and loads improve
efficiency and decrease losses.

2. A number of system variables are eliminated, such as frequency, reactive
power, power factor and synchronization.

3. The system is more robust against voltage sags and blackouts, since they
have fault ride trough capability from voltage control of the power converter
and the energy stored in the DC bus capacitor.

4. DC distribution is not the standard shape and need to be built in parallel to
the conventional AC distribution system.

5. The system protection is harmed, since zero cross detection is non-existent.
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6. The power electronic loads and DC motors are easily integrated in DC
systems, but there are a number of loads that must be adapted for DC power
supply.

7. The absence of transformers reduces losses and inrush currents.
8. Voltage stability is directly affected by power flow control.

Many studies have been conducted regarding the control of DC Microgrids, a
few papers are highlighted next. For example, a complete nonlinear model of a
DC distribution system driven by PI cascaded droop-based controllers including
a damping factor is developed in [113], where a valid nonlinear stability analysis
is conducted using Lyapunov techniques. Also, small signal stability studies are
introduced as in [114], where different DC loads and a supercapacitor compose
the DC networks of aircrafts. Then, a large-signal-stabilizing study is proposed,
to ensure global stability by generating proper stabilizing power references for the
whole system. In [115], a simplified model of a small DC Microgrid under droop
control is addressed to reduce the complexity of the nonlinear stability analysis,
which is based on the bifurcation theory, and a relation among grid parameters is
provided. Several strategies for stability analysis and stabilization techniques for DC
Microgrids are presented in [95] and in [42].

In [37], a nonlinear distributed local control is proposed to interconnect a number
of elements in a DC Microgrid. The Microgrid is composed of different time scale’s
storage elements, like batteries and supercapacitors that are used to improve the
system operation. A stability analysis of the proposed control strategy is conducted
considering the system as a whole and its physical limitations. The proposed scheme
can easily be scalable to a much larger number of elements and a comparison with
standard linear controllers is also carried out. In this way, the control performance
of the system is presented towards interconnected disturbances from loads and PV
variations. The robustness of the proposed control is highlighted when compared
with linear control. Subsequently, a power management controller to ensure power
balance and grid stability of the DC Microgrid is designed in [116]. The secondary
control scheme, based on MPC, is developed to optimize the operation of the DC
Microgrid in long term, considering weather forecasts and load demand profile. In
this case, the power balance and the DC bus voltage regulation are considered as
constraints.

Therefore, in [36], the connection with the main AC grid is carried out considering
the stability of the Microgrid DC bus, still applying nonlinear control techniques.
Afterwards, in [117], a more favorable power converter configuration is proposed
to improve the electrical scheme of the DC Microgrid. The dynamical feedback
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controller is designed to reduce the complexity of the stability analysis and simplify
previous controller design keeping the stability properties. And finally, a nonlinear
control scheme to integrate regenerative braking from a train line is proposed
in [118]. In this case, the DC bus stability is also taken into account, where the
power surges from braking periods are considered as disturbances. The proposed
controller must be able to properly operate regarding various disturbances in the
network.

Ancillary services provision using DC Microgrid is carried out in [119,120], where
the available power on the DC side of the Microgrid is used to supply the AC side of
the grid appropriately, ensuring voltage limits within grid requirements. Therefore,
the power quality of the main grid is improved.

Results are also obtained in [121], where design and control of a DC Microgrid
integrated in a railway station is introduced. In this case, a HESS is used to take
the available energy from regenerative braking and reusing it to meet local energy
demand. In [122], a signal decomposition block, used to filter low and high frequency,
is applied in the nonlinear control scheme of hybrid storage system that perform the
voltage control of a DC Microgrid. Here, the fast changing components required to
regulate the DC bus of the grid is handled by the supercapacitor while the battery
provides the slow varying components to perform power flow balance in long term.
This approach is verified by experimentation tests.

Relating the different applications of power electronics in power systems,
HVDC transmission, Multi-Terminal DC system (MTDC) and Modular Multilevel
Converter (MMC) [123–126] results can be adapted for DC Microgrids application,
because of the following reasons: they have similar power converter configuration,
differentiated only by their size and power value; the electrical model and dynamics
of the system are similar; the perturbations’ properties can be easily compared to
each other; the control schemes are compatible, besides the gain tuning.

2.3.1. Droop control strategies

Droop control strategy traditionally applied in AC Microgrids is also widely
applied in DC Microgrids for power sharing purposes. This simple strategy is based
on the linearized behavior of the system power flow around a operation point. The
output power or output current can be used as the droop feedback. In the Power-
based droop, the DC bus voltage reference is given by the power variation in the
grid according to the droop coefficient [38,61,115,127].

VDC,ref = V ∗DC −mpPout (2.4)
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Figure 2.3: Conventional droop control scheme for multiple generations units in a DC
Microgrid.

where Vdc,ref is the voltage reference value for the given operation condition, V ∗DC is
the rated DC voltage value. mp is the droop coefficient and Pout is the power output.

In the Current-based droop, the DC bus voltage is the control output, given by
the droop coefficient and the current in the converter.

VDC,ref = V ∗DC −miIout (2.5)

here, Vdc,ref is given by the droop relation according to the current output Iout. mi

is the droop coefficient, which can be interpreted as a virtual internal resistance. A
general control scheme of the conventional droop control is introduced in Figure 2.3
according with [38].

The droop strategy is associated as an adaptive voltage positioning and the droop
coefficients have a direct effect over system stability and power sharing accuracy.
Higher droop coefficients may bring better sharing accuracy and damped response,
but a commitment must be made not to cause major voltage deviations. Besides
that, the droop coefficient can change the power sharing of the generation units.
Detailed schemes of the conventional droop control will be developed in Chapter 5.

An extension of conventional droop control is to introduce adaptive feature
for droop control, where the droop coefficients become time varying (mp(t) and
mi(t)), and can change according to a specific strategy. The adaptive calculation
of droop control can consider the SoC of the energy storage elements or other
strong perturbations related to power injection and load demand. With the dynamic
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adjustment of the coefficients, the operation of the system and power sharing is
improved. This approach also reduces the effects of the line impedance and also
reduce line losses, but the control parameterization is too complex [61].

In this sense, it may be proposed a quadratic droop control that can bring
benefits since the relationship between power and voltage is nonlinear (P = V 2/R).
Therefore, the quadratic droop proposition has a physical motivation [128]. The
quadratic droop can be written as follows [61]:

V 2
DC,ref = V ∗DCVDC,ref −mpPout (2.6)

Another well known approach is the virtual resistance-based droop control
[61, 129], where a fast control loop that emulates the line resistance of the grid
can be inserted as follows:

VDC,ref = V ∗DC −RvIout (2.7)

where Rv is the virtual resistance considering the grid parameters and the operation
margin of the control structure.

The virtual resistance can be chosen via summation approach, when a number
of converters is connected to the DC bus. Therefore, the line resistance (Rl) is used
to calculate the needed coefficients. Therefore, considering two generation units as
an example, the virtual droop strategy for multiple generators is written as follows:

Vdroop = (Rv1 +Rl1)Il1 = (Rv2 +Rl2)Il2 (2.8)

In this approach, the first virtual resistance is set to zero and the second is set to
emulate the desired equivalent impedance. So, if Rl1 > Rl2, the virtual resistances
can be allocated as: Rv1 = 0 and Rv2 = Rl1 −Rl2 [61].

In [112], a comparison of the relevant control techniques in DC Microgrid is
introduced, and is presented here in Table 2.4. The table highlights the mains
advantages and disadvantages of the mentioned control techniques.

2.4. AC Microgrids

ACMicrogrids are widely employed since conventional distribution feeders, loads,
equipment and protections schemes are standardized on AC power, therefore, energy
conversion is not required. AC Microgrids incorporates a number of variables,
such as frequency, reactive power and angle synchronism, which makes AC grid
more complex than DC grids with more control loops. On the other hand, the
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Table 2.4: Control techniques feature in DC Microgrids.

Control Scheme Advantages Disadvantages

Conventional droop Easy implementation
Poor voltage regulation;

Poor power sharing accuracy

Virtual resistance droop Unaffected by line resistance Poor voltage regulation

Adaptive droop
Minimizes circulating current,

Improve power sharing

The grid parameters

(resistances) must be known

Intelligent techniques

(fuzzy logic)

The better adjustment of virtual

resistance reduces voltage deviation,

proper load sharing

Time consuming process,

higher computational effort

Digital average

current sharing

Accurate voltage regulation and

load sharing
Signal transmission delays

Distributed cooperative

control
Robust, extensive and flexible

Signal transmission delays,

Security issues in communication

standard control techniques in power systems can be adapted for AC Microgrids, as
well as the relation between active power with frequency and reactive power with
voltage, regarding the grid size. The main AC bus of the Microgrid is typically the
PCC, where the distributed generators, ESS, loads and the main grid connection is
done [29,39,93,94].

Synchronous generators, such as diesel, hydro power and thermal power can be
directly connected to the AC bus with no need of power converter interface, and
the voltage level adjustment is easily done trough transformers. But the natural
DC devices, such as PV panels, batteries, fuel cells and electronic loads require a
DC/AC converter to be integrated in the AC Microgrid bus, where a decoupling
between the AC and DC side can be advantageous. DC/AC converters can also
bring harmonic distortion and ripples to AC grid, where the use of passive filters is
required to mitigate these problems [62,77,80,130].

Grid-connected operation mode for AC Microgrid requires simple control
strategy to inject active and reactive power to the main grid and a PLL structure is
used to guarantee synchronism with the main network. In this case, the frequency
and voltage output of the Microgrid converters are governed by the main network,
which can be represented most of the time as an infinite bus. However, in the
absence of the network, the Microgrid operates in island mode. The operation
of power converters in grid forming mode perform the control of frequency and
voltage of the system, which is challenging for traditional control structures. As
mentioned before, the outer voltage control loop cascaded with inner control current
loop in power converters have complex tuning and suffer interference from the
external parameters of the network, output converter filters and PLL. Therefore,
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Table 2.5: Different application of power converters for AC Microgrids.

Grid-forming Grid-feeding Grid-supporting

𝐶𝑣  
𝜔∗ 

𝑉∗ 

𝑍 𝑉𝑟𝑒𝑓  

AC bus

𝐶𝑝  
𝑄∗ 

𝑃∗ 
𝑍 

𝐼𝑟𝑒𝑓  

AC bus

𝐶𝑝  

𝑄∗ 

𝑃∗ 

𝑍 

𝐼𝑟𝑒𝑓  

AC bus

𝜔∗ 

𝑉∗ 

𝐶𝜔  

𝐶𝑣  

𝑃𝑟𝑒𝑓  

𝑄𝑟𝑒𝑓  

+  
+  

+  
+  

Control inputs are voltage V ∗

and frequency ω∗ to assure

grid stability

References of P ∗ and Q∗

power are given, PLL is

needed for synchronization

Participation in the regulation

of frequency ω∗ and voltage

V ∗, by P ∗ and Q∗ control

robust control techniques are required to maintain suitable operation, regarding the
complexity of Microgrid operation [38,60,62,62,77,131].

The classification of VSC converters is proposed in [132], based on their
different application, such as grid-forming, grid-feeding and grid-supporting. The
grid-forming converters are modelled as an ideal AC voltage source with low output
impedance, where the amplitude voltage and frequency are controlled to maintain
the stable operation of the system. In this case, grid-forming converters need a
accurate synchronization to realize power sharing among other generators connected
in parallel. Grid-feeding converters are modelled as a current source, typically
connected to the grid with high impedance, they are designed to deliver power to the
grid, where active and reactive power are controlled for this purpose. In this case, the
synchronization with the grid is needed, where stand alone operation is not possible.
Last, the grid-supporting converters are modelled as controlled current sources in
parallel with a shunt impedance. They are also modelled as voltage source. In this
case, the currents and voltages of the converters are controlled to improve frequency
and voltage levels of the connected grid. Extra ancillary services for grid-supporting
may be implemented locally, such as inertia emulation, damping power oscillation
and unbalanced compensation. A general scheme of the three applications of power
converters for AC Microgrids is presented in Table 2.5 according to [132].

Synchronization is needed for grid-connected applications and in isolated
operation with multiple power converter units for power sharing. A precise
synchronization algorithm to estimate the grid parameters is required, such that
perform a suitable operation supporting connections/disconnection with the main
grid. The system must ensure proper behavior under distorted and unbalanced
voltage conditions. The PLL may apply the value of the rated frequency, which is
included as a feedforward to improve the phase estimation, given by the integral of
frequency. A smooth transition between grid-connected and island operation mode
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Figure 2.4: Local control loop in a Microgrid using VSC converter.

must be considered to establish stable voltage in the Microgrid. In island mode, the
PLL can work as an oscillator with fixed frequency, and can be used for frequency
measurement purposes. In the re-connection with the main grid, the PLL slowly
varies the phase angle to achieve the grid synchronization [132,133].

A typical local controller for an AC Microgrid operated by a VSC is introduced
in Figure 2.4 adapted from [103], where a distributed generator operates as
voltage-controlled system. The voltage references are given by a conventional droop
controller where kp and kq are the droop coefficients, and nested frequency and
voltage control loops are presented. A transfer function is used to feed the current
term through a feedforward compensation to improve closed-loop performance. A
Low Pass Filter (LPF) is used to provide active and reactive power measurements.
PI controllers are implemented in the inner loop current and voltage control to
assure proper operation and eliminate the steady state error, where they work in a
given operation point. The reference frames are transformed from natural abc frame
to synchronous reference frame dq, which is associated with DC variables, allowing
implementation of linear controllers, such as PI controllers, to operate using constant
references of currents and voltages [103].

Secondary control has the task of providing references for the inner control loops
of the primary control. They improve the parallel operation of the generation units
and remove steady-state errors from lower control layers. In this way, the frequency
and voltage references are calculated by the secondary control, such that, the power
sharing and the load supply are accurate [134]. A secondary control loop can be
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implemented via linear techniques, such that, the frequency deviation is eliminated.
Therefore, a proportional plus integral term (αω) is introduced to improve the
convergence speed of frequency and eliminate the steady state error. The control
can be developed as follows:

αω = Kω
p (ω∗ − ωg) +Kω

i

∫
(ω∗ − ωg)dt (2.9)

where ωg is the grid frequency and ω∗ is the reference of frequency. Kω
p and Kω

i are
the proportional and integral gains of a PI controller and can be allocated according
to grid requirements. Therefore, frequency RoCoF and frequency deviation are
limited [81,135].

The secondary control term introduced in (2.9), is inserted in the frequency
droop equation as follows, assuring the elimination of deviations in steady state and
improving frequency RoCoF:

ωr = ω∗ −mp(Pm − P ∗) + αω (2.10)

where ωr is the frequency reference from droop scheme, mp is the droop coefficient,
Pm is the measured active power and P ∗ is the active power reference.

The same consideration of the secondary control can be adopted for voltage
regulation, where an integral term given by αv can be inserted in the voltage droop.
Therefore, the voltage droop control considering αv from secondary control layer
can be written as:

Vr = V ∗ −mq(Qm −Q∗) + αv (2.11)

where Vr is the voltage reference resulted from droop scheme, V ∗ is the rated voltage
reference. Qm is the measured reactive power, Q∗ is the reactive power reference and
αv is given by:

αv = Kv
p (V ∗ − Vr) +Kω

i

∫
(V ∗ − Vr)dt (2.12)

The gains Kv
p and Kv

i are calculated according to the desired convergence speed of
the secondary control layer [135].

The droop control strategy essentially depends on the impedance of the
Microgrid and the X/R ratio. In many cases, the impedance of the system varies
according to the connection/disconnection of loads and generators, or when the
operation mode is changed from grid-connected to island mode, which harm grid
impedance estimation. Therefore, the virtual impedance approach can be applied,
introducing a large inductor between the power converter and the AC bus to assure
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Figure 2.5: Power converter control of a Microgrid applying virtual output impedance loop.

the X/R relation (X >> R) of conventional power systems, and then the active
power-frequency (P −f) and reactive power-voltage (Q−V ) relation is maintained.
The virtual impedance improve power sharing, and limit over current during grid
disturbances [103,129]. The virtual impedance is inserted in the reference of voltage
of the grid (V ∗r ) as a voltage drop. The voltage reference of the virtual impedance
approach can be expressed as follows:

V ∗r = Vref − ZvIg (2.13)

where Vref is the voltage reference from the droop control equation, Zv is the virtual
impedance selected according to the nominal power of the converter and Ig is the
current output in the grid, which generates a voltage drop in the voltage reference
V ∗r [103]. The Microgrid with virtual output impedance loop is introduced in Figure
2.5 adapted from [103], where V ∗r is provided as the reference to the inner voltage
control loop.

In [136], a cooperative control for frequency and voltage regulation is proposed for
an autonomous Microgrid composed of multiple distributed generators, considering
delays and noises in fading channels. Then, based on the droop control equations in
(2.10) and (2.11) and removing the integral terms, a dynamical model of the system
can be obtained by feedback linearization. Therefore, the frequency and voltage
dynamics in this case, can be written as follows.

ω̇r = ω̇∗ −mpṖm = uω (2.14)

V̇r = V̇ ∗ −mqQ̇m = uv (2.15)
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where uω and uv are auxiliary control inputs. Therefore, (2.14) and (2.15) represent
the system dynamics to calculate the control inputs ω∗ and V ∗. The voltage
and frequency restoration of the Microgrid including N distributed generators is
introduced by a tracking synchronization problem:

ω̇r,i = uωi, i = 1, 2, ..., N (2.16)

V̇r,i = uvi, i = 1, 2, ..., N (2.17)

Therefore, the voltage and frequency can be robustly restored to their reference
values with accurate power sharing achieved.

A survey in control techniques of AC Microgrids is carried out in [112] and
in [97]. A number of different control approaches are reviewed, such as, PI control,
droop control, adaptive droop, angle droop, virtual impedance, adaptive control,
optimal control, heuristic algorithms, virtual inertia, MPC, etc. The advantages and
drawbacks each control scheme is highlighted and the main applications’ scenario
proposed. Classical PI control is the most exploited technique, while detailed
research on modern control techniques implementation is open [97]. Most of the
approached methods are based on small-signal dynamic model or linearized models,
where relevant nonlinear dynamics are neglected. Only a few control approaches
include the faster dynamics of the converters and other nonlinearities of these
systems. Some examples of nonlinear controllers are presented next.

In [137], a nonlinear control scheme for parallel multiple generators in island
operation mode is proposed. Due to poor power sharing performance of conventional
droop schemes, the design of a nonlinear output feedback linearized droop control
is developed, where simulation results highlight the performance of control under
load changes. In [138], a robust nonlinear controller is designed in order to maintain
active and reactive power balance in islanded Microgrids, where only local and
neighbor measurements are required. The proposed controller is developed by partial
feedback linearization and robust properties are achieved including uncertainties in
the distributed generators and ESS. Simulation results indicates a superior control
performance when compared with LQR approach.

The paper in [139] presents a large-signal based control designed for power
converters to suitable operate in grid-connected and island mode operation without
need to reconfigure the system in transitions periods and without islanding
detection. The control structure is made by emulating inertia and damping functions
and then an adaptive backstepping technique is applied to guarantee large angle
stability and robustness against unmodeled dynamics. The flexible control scheme
ensure high performance of the Microgrid during harsh transients, such as islanding
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transition. Simulation results show the effectiveness of the proposed nonlinear
controller.

A cooperative control for AC Microgrids composed of power converters is
addressed in [140], where a distributed feedforward approach based on multi-
agents systems is applied in a distributed way. It is only requested local state
measurement and reference signal from neighbors. Therefore, the nonlinear and
heterogeneous dynamics of power converters are handled by input-output feedback
linearization, assuring proper control response. The control gains tuning does not
rely on the whole Microgrid dynamics. In [141], a nonlinear stability analysis of AC
Microgrids with Constant Power Loads (CPL) is carried out. The complete system
considers the AC Microgrid dynamics together with the CPL dynamics, then a set
of nonlinear state space equations is resulted. The Lyapunov and Popov’s theorems
are utilized to analyze the stability conditions of the AC Microgrid. When the power
injection/absorption in the CPL satisfies the proposal criteria, the AC Microgrid is
absolutely stable.

2.5. Conclusions

In this chapter a literature review in Microgrids structure and control was
developed. It has addressed the main technologies of distributed level’s generators,
renewables and ESS related to Microgrids. Standard control techniques were cited
comparing the advantages and the limitations in their application to Microgrid
operation and stability. Operation and control of Microgrids is a topic of great
interest in academic research and industry due to the development of technologies for
Smart-Grids. The design of control strategies is a big challenge considering stability
margins, network requirements and power electronics.
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The Microgrid Components

3.1. Introduction

In this chapter, the proposed Microgrid components are defined and detailed,
where the mathematical model of the devices are introduced. The Microgrid is
composed by a number of elements: two different types of renewable energy sources
(regenerative braking energy recovery from the trains and photovoltaic panels), two
kinds of storages acting at different time-scale (a battery and a supercapacitor), a
DC load representing an aggregation of all loads in the Microgrid, and the connection
with the main AC grid.

The thesis proposes the development of local distributed control structure for a
hybrid AC/DC composed of a several components. A Microgrid for a Smart Railway
Station equipped with renewables, as Photovoltaic Panels (PV) and regenerative
system, storage devices and loads is proposed, which is able to connect or disconnect
to the AC main grid, and the low-level control laws needed to let the Microgrid
correctly operate are introduced, together with a complete stability analysis. In the
considered framework, a device dedicated to train braking energy recovery is added
together with the conventional PV source: the targets are to merge regenerate energy
from the trains (that can be very significant) to the one produced by photovoltaic
and to keep a desired voltage level for the DC bus. The combination of the two
renewable sources stresses the system with respect to any kind of perturbation can
take place. As appropriate hypothesis of power availability for the DC Microgrid
are taken into account, the AC network does not contribute to the DC Microgrid
stability: it is seen as a controllable load to be fed selecting the needed amount of
active and reactive power.

Stability of the Microgrid is ensured by different time scale storage devices
utilization (batteries and supercapacitors), in order to obtain a flexible and reliable
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system in response to the intermittent nature of the renewables: the batteries have
the duty to provide energy when it is missing from the renewable sources, while
the supercapacitors act to compensate the power transient variations in power
production or consumption [36,37,142]. In the following, the Microgrid components
are introduced, and then the complete configuration of the system is assembled.

3.2. Microgrid Components

3.2.1. Photovoltaic panels

A photovoltaic panel (PV) converts solar energy into electricity trough the pho-
toelectric effect. The energy is produced when a solar radiation hits a photovoltaic
cell, and then produces an electric current. A group of cell compose a photovoltaic
module and the set of solar modules produces the PV array. Photovoltaic systems
have been one of the most applied kind of renewable energy worldwide, because of
their ease of installation and adaptation to facades and buildings. Also because of
their wide range of power, from few Watts installed in homes and industries to Mega
Watts, installed in solar power plants [143].

The growth in the number of PV modules installed is mainly due to the drastic
reduction in the cost of PV modules over the years, costs fell about 20% with every
doubling of cumulative capacity since the 1970s. The improvements in the efficiency
of the panels contributed with 23% of the price reduction. The development of
private research and economies of scale also plays an important role in this cost
reduction [144]. For example, in [145] the price of polysilicon in U.S. dollars per Watt
was 1.55$/W in 2010, and a benchmark estimated cost for 2020 is 0.28$/W , which
represents a great price reduction compared with other renewable technologies. But,
the efficiency of energy conversion depends on the different technologies (crystalline
Silicon, amorphous silicon, organic cell, Thin-Film), being still a limitation for PV
technologies. So, there are still many studies being carried out to improve these
technologies [143,146].

In Microgrids applications, there are many examples in stand alone application,
especially in rural areas with hard access to the main grid and grid-connected
applications in distribution systems of urban centers. In DC applications, the PV
terminals can be directly connected to their loads, without any type of electronic
converter. Thus, this application has a very limited operation, and cannot adequately
meet the load demand. But when a DC/DC converter is used, it is possible to
improve the load supply by controlling its voltage and current. For AC applications,
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an AC/DC converter is necessary, usually a Voltage Source Converter (VSC), where
a large number of control possibilities can be chosen. In the case where power
electronics are used, a Maximum Power Point Tracking (MPPT) algorithm can
be inserted to provide a more flexible coupling between systems and to optimize
energy production in the PV system.

The electrical circuit of a photovoltaic panel is modeled as a DC current source
(Ipv) generated by solar irradiance, representing the diode characteristic. The losses
by the reverse leakage current of the diode is represented by a parallel resistance (Rp)
and the voltage drop is represented by a series resistance (Rs) [147]. The equivalent
PV circuit is depicted in Figure 3.1 [148].

Figure 3.1: Simplified model of photovoltaic panel.

The output current of a PV array can be written as follows:

I = Ipv − ID − IRp (3.1)

where ID is the current of the diode and IRp is the current of the parallel resistance.
The currents Ipv, ID and IRp are detailed next:

Ipv = (Ipv,nom +KG∆T )
G

Gnom

(3.2)

ID = I0

[
exp

(
qV

akT

)]
(3.3)

IRp =
1

Rp

(V +RsI) (3.4)

Ipv,nom is the nominal photoelectric current in the nominal irradiance Gnom, KG

is the constant that relates irradiance G with temperature T , with ∆T being the
variation of temperature in the PV. I0 is the reverse diode saturation current, q is
the elementary electron charge, a is the diode ideality constant, k is the Boltzmann
constant, and V is the output voltage on the PV.

From the electrical model, the characteristic curve of the PV can be generated,
where the graphic of current versus voltage and power versus voltage is plotted in
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Figure 3.2 [148]. The characteristic curve shows the Maximum Power Point (MPP)
of the PV for each irradiance level, where different curves are generated according
to the irradiance level. The curves are distinguished in short-circuit current (Isc),
which is the current value when terminal voltage in the panel is zero, and in open
circuit voltage (Voc) given by the voltage value when the current in the panel is zero.

Figure 3.2: Characteristic curve of PV, and curves for different irradiance and temperature
values.

3.2.1.1. Maximum power point tracking

The MPP of a PV is the optimal operating point to extract the highest available
power from sun. MPP varies according to solar irradiation and temperature. So, to
maintain the PV system in the MPP, a dedicate algorithm is necessary to handle
with the variations temperature and solar irradiation during the day. The variations
on the power generated in the panel is also related with partial shading which
affects the operational point of the system. The MPPT provides a current or voltage
reference that is sent to the controller, where a power converter is able to maintain
the PV in proper operation [149]. Figure 3.3 introduces the MPPT scheme applied
to the converter of the PV system. In this case, the voltage and the current in the
PV terminal are measured and the calculated reference is sent to the controller.

The Perturbation and Observation (P&O) method is the most simple and well
known algorithm. P&O has reasonable performance for tracking, and accompanied
by its simplicity allows a low cost application. The method consists of producing
disturbances in the current and voltage of the panel, and observing the power. If
the power increases, the disturbance continues in the same direction as the previous
disturbance, if the power decreases, the disturbance occurs in the opposite direction
to the previous direction [150,151].
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DC

AC

MPPT control

Figure 3.3: Control scheme of the MPPT algorithm.

Many other methods are derived from P&O algorithm. For example, the
incremental conductance algorithm, which has good tracking performance with
simple implementation and fast responses over irradiation changes. The incremental
conductance algorithm is based on the power curve of the panel, in which the power
derivative is calculated. When the power derivative is zero, the PV is at the MPP
and when the derivative is different of zero, a voltage step is given to find a new
operating point. Incremental conductance algorithm can reduce steady state errors
and is more robust to perturbation than other methods [147]. Figure 3.4 depicts the
scheme of the incremental conductance algorithm.

Figure 3.4: Incremental conductance scheme.
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According to the flow chart described in Figure 3.4, the voltage step (∆V ) can be
changed to control the tracking speed of the algorithm. Therefore, when the system
is far from the MPP, ∆V value is increased, and to improve the tracking accuracy,
the voltage increment is decreased with the operational point around MPP.

3.2.1.2. Photovoltaic structure

The PV panels are arranged to be composed in array structures, by the
association of series and parallel modules. These groups are called photovoltaic
string and they are accompanied by crossover diodes to improve their performance in
chain arrangements and blocking diode to prevent the circulation of reverse current
in the system. The strings are organized in series and parallel form according to
the desired level of terminal voltage and current of the system. Therefore, the PV
system can be arranged to be directly connected to the power converter and the
converter topology can be determined [152]. A PV arrangement scheme is depicted
in Figure 3.5 to exemplify the series and parallel modules connection.

Figure 3.5: Parallel and series arrangement of PV arrays.

To increase the terminal voltage (Vpv) of the PV system, the number of series
connection in the string is also increased, and the current level is determined by the
number of parallel string connections, where each column of series panel is called as
one string.

The power converters are the main devices to connect PV systems into an
electrical grid and there are a number of possibilities to connect PV through different
converters. Basically, the converters can be single-phase, or three-phase according
to the power level or desired application. Also, the converters can be structured
according to the number of conversion stages and series or parallel configuration
[152]. Table 3.1 summarises the most common PV application in grid-connected
systems.
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Table 3.1: Different topologies of grid-connected photovoltaic systems.

Topology Figure Characteristics

One stage
converter

DC
AC

gridPV array Converter

-simple installation;

-reduced number of components;

-poor isolation between panels and grid.

-simple modulation process.

Two stage
converter

DC
AC

DC
DC

-decoupling between panels and grid;

-wide voltage operation range on PV;

-better isolation properties.

-simple modulation process.

Multi converter
individual AC/DC

DC
AC

DC
DC

DC
DC

DC
DC

DC
AC

DC
AC

-better reliability in case of failure;

-higher efficiency of conversion;

-partial shading impact reduced;

-better individual operation of the array;

-simple modulation process.

Multi converter
shared AC/DC

DC
AC

DC
DC

DC
DC

DC
DC

-reduced number of converters;

-complex modulation process;

-economic advantage compared

with individual AC/DC converter;

-multi-terminal DC link.

The PV is the main generation in the proposed Microgrid of this thesis, and it
is obviously scaled according to the Microgrid’s load. The incremental conductance
algorithm is applied to track the reference for the PV array in the maximum power
point. The MPPT algorithm is chosen to be used as the reference to PV’s control
strategy optimizing the power generation in the Microgrid. Then, the voltage step
is calculated according to the desired convergence speed of the MPPT. The PV
array model is composed of 15 modules in series (string), which results in total open
circuit voltage of Voc = 331.5 V and 100 strings in parallel, with total short circuit
current of Isc = 289 A. The system is composed of Kyocera SM48-KSM model,
which generates 72 kW in nominal conditions (1000 W/m2 irradiation and 25◦C

temperature).

The characteristic curve of the PV subsystem (complete array) is presented in
Figure 3.6, where the influence of irradiation and temperature variation is shown.
The open circuit (Voc) voltage is directly affected by the temperature changes, while
the short circuit current (Isc) is affected by irradiation profile.
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Figure 3.6: Characteristic curve of the entire PV system considering different irradiation
and temperature levels.

3.2.2. Energy storage systems

Energy Storage Systems (ESS) in the Microgrid context are elements that enable
strategic management of the generated energy, in order to optimize the power flow.
ESS provides mitigation of the impact of renewable energy sources’ intermittency,
and increase the reliability of the system in the event of a power supply failure.
Smart Grid application of ESS can be seen as a management tool on the demand
side, power flow control, load displacement, etc. The main advantages of ESS is to
improve stability, power quality and reliability of supply in power systems through
different operation modes [9]. They have the ability to quickly vary power, because
of the power converter characteristics without impacting the system power flow,
when compared with typical synchronous generators.

In the design of ESS, important aspects must be taken into account, such as the
life cycle of the equipment, storage capacity, physical space, technology cost, loading
and unloading power, energy conversion technology, among others. Typically, they
are classified according to the way they store energy. In [20], the ESS technologies
are categorized in Table 3.2 according to the form of energy storage.

Solid-state storages includes electrochemical solutions, advanced chemical cells
and supercapacitors. Flow batteries store energy directly in the electrolytic solution
for a longer life and fast response. Flywheels are mechanical devices that store
energy in a rotational mechanism with the ability to deliver high values of
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Table 3.2: Energy storage systems classification according to the form of store energy.

Mechanical Electrochemical Chemical Thermal
Pumped Hydro
Storage (PHS)

Solid-state
batteries

Hydrogen
Storage Sensible Heat

Storage
Compressed Air
Storage (CAES)

Superconducting Magnetic
Energy Storage (SMES) Fuel Cells

Flow batteries Latent Heat
StorageFlywheel SuperCapacitors Biofuels

instantaneous power. Compressed air storage uses underground spaces with hermetic
characteristics to compress air for bulk energy reserve. Thermal storage captures
heat to meet energy needs of the load demand. And Pumped Hydro Storage
(PHS) are large energy reservoirs through water deposits according to gravitational
potential. The focus here are the solid-state storage that includes chemical batteries,
especially, Lithium-ion batteries and supercapacitors [153].

To exemplify the wide application of ESS in power systems, the description of
the main ESS application is done, according to [8]. Thus, the application of ESS can
bring improvements for power quality, minimizing voltage and frequency variations,
providing support to the network and improving system reliability and resilience.
ESS applications are described next:

1. Ancillary services:

• Voltage and frequency regulation: minimizes the fluctuation impacts
from generation, which can be caused by the imbalance between demand
and generation or insertion of renewables, through active and reactive
power injection. Brings improvements in network stability.

• Spinning reserve: ability to respond to compensate a generation or
transmission contingency and maintain the system for as long as it is
determined.

• Support voltage: maintains the voltage within the network operating
limit requirements, mostly related to reactive power management for
power balance.

• Black start: ability to restore the network in cases of contingencies,
where storage provides the power needed to restore the system.

2. Bulk storage:

• Arbitrage: during low cost energy period, the storage system absorbs
energy from the grid for later sale or use during expensive energy cost.
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It can also be used to store energy with surplus of renewable energy
sources.

• Supply capacity: characterized by annual operating hours, frequency of
operation and duration of operation for each use. For example, if price
is per hour, storage brings flexibility in supplementary hours. Supply
capacity can be used to peak shaving.

3. Infrastructure service (transmission and distribution):

• Update deferral: delay for improvements expenses, an example is the
installation of storage systems close to the consumers relieving the
transmission, and providing capacity of supply without the need to
invest in transmission equipment.

• Line decongestion: with the natural growth of peak demand, the line
may lose the ability to deliver all the power demanded by the load, so
the storage systems are allocated to supply those peaks.

4. Energy management:

• Power quality: short-duration voltage variations, primary frequency
regulation, power factor control, harmonic reduction, and uninterrupted
service (UPS, for example).

• Reliability: greater guarantee of the energy supply, even in the face of
disturbances and contingencies of the network.

Within the applications mentioned above, the supercapacitors and batteries have
great potential for ancillary services, voltage and frequency regulation, and mainly
in applications for improving power quality, which require a fast response or great
amount of energy from the storage system.

3.2.2.1. Batteries

Batteries store energy electrochemically and are the most cost-effective tech-
nology available, been widely applied in power systems, especially combined with
renewables and in Microgrids [154]. They have modular feature, that allows its
application in a wide range of power from few Watts to Megawatts, by combining
series and parallel modules to reach the desired electrical characteristic. Key factors
for batteries application are mentioned:

1. High energy density
2. High energy capability
3. Round trip efficiency
4. Cycling capability
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5. Viable initial cost

The impact of deep cycle in batteries is a current concern, since the operation
mode can drastically affects the life cycle of a battery system. Researches to model
the aging factor in batteries are also emphasized because they bring many impacts
to the system operation in long term. Different batteries technologies have been
developed to improve their operation in deep charge/discharge operation modes
and reduces the aging factors, but the main results are given by the strategies on
the operation mode and optimization techniques [154–156].

Lead–acid batteries are the most mature with lower cost options for most
large applications requirements, considering all the battery technologies available.
They are considered a save technology, with relatively low maintenance (usually
periodic water maintenance), have high conversion efficiency (around 80% to 90%)
and self discharge rate is also low. However, the poor performance at low and high
temperatures combined with short lifetime due to frequent deep charge/discharge
operation and relatively low power density handicap the use of this technology for
particular applications like isolated Microgrids [153,157].

Lithium-ion batteries on the other hand, have grown as prominent technology
with longer life cycle, since the deep charge operation and aging factors doesn’t have
much impact in this technology. Lithium-ion batteries also have a higher energy
and power density, with higher conversion efficiency (around 95%) compared with
other technologies. Other features are the lower self discharge and maintenance,
and absence of memory effect. For these reasons, Lithium-ion technologies are
being widely applied in Microgrid context [153]. The main concern in Lithium-ion
applications is the sensitivity to temperature variations, with the risk of explosion.
Thus, it is necessary to use a dedicated unit for temperature control.

3.2.2.2. Batteries model

The studies of models of batteries depends on the approach and the desired
physical characteristics to be obtained. If the studies consider temperature and aging
effects or even the chemical process inside of the battery, the parameters required
are very specific. In the thesis, the focus is on the electrical behavior of the battery,
therefore the electrical model is fundamental.

A simple way to model a battery is to use an internal ideal voltage source with
a series resistance to compose the terminal voltage represented by Vbat. This is the
most common battery model, that besides its simplicity, it provides a reasonable
performance for electrical studies. The electrical model of the battery is depicted in
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Figure 3.7. The battery voltage equation can described as follows, according to the
equivalent model.

Vbat = Vint −RintIbat (3.5)

In this case, the battery is seen as a variable voltage source where Vint is the ideal
open-circuit voltage and Rint is the equivalent internal resistance where the output
voltage Vbat varies according to the injected/absorbed current in the terminals of
the battery. Ideal open-circuit voltage is obtained by open-circuit measurement and
the internal resistance is measured in fully charged condition by inserting a load in
the battery terminal while measuring both terminal voltage and current.

The internal resistance represents the charge/discharge losses associated with
electrolyte resistance, plate resistance and fluid resistance. Also, it can represent
self-discharge phenomena. However, this model is limited and does not consider the
variations in the internal resistance caused by temperature, SoC and electrolytic
concentration.

𝑉𝑖𝑛𝑡  
𝑅𝑖𝑛𝑡  

𝑉𝑏𝑎𝑡  

𝐼𝑏𝑎𝑡  

Figure 3.7: Battery electrical model based on internal resistance.

The battery model from Matlab/Simulink follows the same idea of the simple
model presented in Figure 3.7. But a variable voltage source Vint is proposed based
on the equations developed in [158]. Also, temperature and aging effects can be
considered in Simulink’s model following the propositions in [159] and [155]. The
limitations of this model are:

• The internal resistance is assumed constant during charge/discharge cycles
and is not affected by current variations;

• The parameters derived from discharge model are considered the same for
charge model;

• The battery capacity is not changed by the level of current in the battery
operation;

• The self-discharge is not considered.

The SoC is calculated according to the nominal capacity of the battery (Q) and
the measured current in the battery terminals (Ibat(t)). The SoC equation is written
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as follows:

SoC = 100

[
1− 1

Q

∫ t

0

Ibat(t)dt

]
(3.6)

where SoC is given in percentage and the limits are between 0 and 100%.

3.2.2.3. Supercapacitors

Capacitors store energy trough electrostatic field, by accumulating opposite
charges in parallel plates. The energy stored in the supercapacitor is proportional
to the voltage square value as expressed in (3.7):

Ecap =
CV 2

cap

2
(3.7)

where Ecap is the potential energy in the supercapacitor, C is the capacitance of the
supercapacitor, and Vcap is the voltage on the capacitor terminals.

Therefore, the capacitance value and the voltage level are key to improve the
energy storage capacity of a supercapacitor. This can be done by increasing the
area of the plates, or decreasing the distance between the plates, maintaining the
dielectric feature to satisfy maximum voltage limits, since the capacitance is given
by:

C =
εA

d
(3.8)

where ε is the dielectric constant, A is the area of the plates and d is the distance
between the plates.

The supercapacitors offer a higher surface area by using thin layers of electrolyte
as a dielectric between them. The double layers capacitors used carbon electrodes
with a separator between the electrolyte. The energy capacity is improved due to
large increase of surface area in the electrolyte.

The supercapacitors are still in development with few applications in power
systems, since they have high cost and limited energy density and large-scale energy
applications. They are mostly used in DC power applications and for high peak
power, low energy situations, because of the high power density of this technology.
So, supercapacitors have a great potential in Microgrid systems, since they have
a wide operation region, which can be completely discharged (unlike batteries)
and operate effectively in several environments without damage (hot, cold and
moist) [9, 20].

Supercapacitors in power applications are made by modules, where series and
parallel capacitors are combined to compose a supercapacitor module. The voltage
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of the supercapacitor system is calculated by:

Vcap =
1

Ctot

∫ t

0

Icap(t)dt+RtotIcap(t) (3.9)

where Ctot and Rtot are the equivalent capacitance and resistance of the combined
series/parallel configuration of the supercapacitors cells. The product RtotCtot is
the time response on the module. In this case, the effective series resistance has
significant impact on the charge/discharge efficiency and in the time response of the
supercapacitor.

The main characteristics of supercapacitors are: high charge/ discharge rates; low
degradation over several hundred thousand cycles; good reversibility; less weight
than the others (higher specific energy); low toxicity in the materials used for
manufacturing and high cycle efficiency, approximately 95%. However, the main
problem presented is the lower energy density compared with other technologies.

The supercapacitor model on Matlab/Simulink is a double layer capacitor, which
is represented by a variable voltage source and an internal fixed resistance. The
proposed voltage equation is given in [160], where the self-discharge process is also
considered. In this model, the input is the measured current in the supercapacitor
Icap and the output is the measured voltage Vcap. The SoC of the supercapacitor is
written as follows:

SoC =
100

QT

[
Qi −

∫ t

0

Icap(t)dt

]
(3.10)

where QT is the supecapacitor’s capacity and Qi is the initial capacity condition.
SoC of the supercapacitor is given in percentage with 0 to 100% range.

The assumption made in the Simulink model are:

• Internal resistance is constant during charge and discharge operation;
• The temperature effect is not considered in the electrolyte;
• The aging effect and cell balancing are not modeled;
• Charge redistribution is the same for all values of voltage;
• The current is assumed to be continuous.

3.2.2.4. Hybrid energy storage systems

Hybrid Energy Storage Systems (HESS) are composed of two or more storage
technologies aiming to optimally exploit the benefits of different ESS elements.
Several management solutions of HESS have been proposed in the literature
through computational modeling and simulations, demonstrating their potential
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and technical feasibility mainly related to Microgrids and isolated systems [161,162].
These hybrid systems exploit the advantages of each type of storage combined to
compensate for the weaknesses of each one individually. The most common HESS use
the complement between the battery, which has the most predominant characteristic
of energy density, and the supercapacitor, where high power density predominates.
The supercapacitors when used with batteries demonstrates as advantages: high
durability (over 10,000 cycles); lower environmental impact, since they do not
contain harmful electrolytes; relieving peak loads and discharges in the batteries,
promoting prolonged ESS lifetime [163,164].

Supercapacitors are devices capable of handling large variations of power
compared to batteries. This is due to its high power density, so it can supply
much more power for a sudden demand. At the same time, supercapacitors can
inject/absorb power extremely quickly, which is a great advantage for applications
with large spikes in power range. However, applications with large amounts of
stored energy turn this equipment unfeasible, bringing the batteries in evidence
for this kind of application. Therefore, each storage technology has a more suitable
means of application. The application of batteries for large-scale energy storage
and the application of supercapacitors in the power peaks are highlighted in [161].
The maximum instantaneous power that a supercapacitor can deliver is written as
follows:

Pcap,max =
V 2
cap

4Rtot

(3.11)

where the power delivered depends on the voltage level in the supercapacitor (Vcap)
and the internal supercapacitor resistance Rtot.

When combined with the use of batteries and supercapacitors, the operation field
of HESS becomes even more powerful, seen as the management unit of electrical
systems in Microgrids. Then, the hybrid storage becomes responsible for transient
stability of the system, and also guarantees the long-term energy supply reducing
damage or degradation of the storage [165–167]. Batteries and supercapacitors
have been one of the most popular combinations to compose HESS structures.
In this sense, HESS can be categorised based on the number of ESS elements
and converter configuration connected to the system. In [162] the classification of
battery-supercapacitor HESS topologies is provided, and is depicted in Figure 3.8.

HESS can be configured in passive, active or parallel and series connections.
The passive configuration is the most simple one, where the supercapacitor and the
battery are directly connected to the DC bus as depicted in Figure 3.8-(a). In this
case, the system works according to the devices’ time constants to provide power
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Figure 3.8: Different HESS configurations among passive, active, cascaded and multi-level
applications.

sharing in the DC bus. The capacity of the battery and the supercapacitor cannot
be fully used because the range of voltage in a DC bus is not flexible to prevent
voltage fluctuations.

A example of passive HESS operation is depicted in Figure 3.9, where the
power sharing between the supercapacitor and the battery under a period pulsed
load is presented. In this example, the supercapacitor has much faster response to
immediately provide the total amount of the power demand, then the power of the
battery slowly increases to reach the power demand while the supercapacitor reduces
its contribution. Finally, in steady state, the battery supply the load demand and
the supercapacitor contributes only during the transients. The idea in the thesis is
to use the supercapacitor feature to regulate the DC bus of the grid, therefore the
high frequency variations will be handled by the supercapacitor, and the battery
will be controlled by the a secondary controller to regulate the power flow in long
term [161].

The active configuration uses a bidirectional DC/DC converter to control the
power flow in the ESS, which results in a more flexible operation of system. The
active configuration of HESS can be done in parallel (Figure 3.8-(b)), or cascaded
(Figure 3.8-(c)). In fully active HESS application, the ESS elements are independents
and can perform individual control targets allowing different control approaches
at the same time, which results in much better system operation. Usually, the
faster storage elements (supercapacitors) are used to act in transients and fast
perturbations and slower but higher energy density elements (batteries) are used
in power flow regulation in long term. Therefore, active configuration has the best

60



3.2. Microgrid Components

5 10 15 20 25 30
Time [s]

-500

-250

0

250

500

C
u
rr

en
t 

[A
]

Load
Battery
Supercap

Figure 3.9: Power sharing of passive HESS where supercapacitor and battery time constant
is highlighted.

technical solution, but can be considered as a expensive and complex solution. The
cascaded configuration can be used for devices with different voltage rate operation,
according to the construction of the element, but this configuration also increases
the controller complexity.

Semi-active HESS topologies are explored as a good compromise between
active and passive configurations (Figure 3.8-(d)-(e)). For (d) configuration, the
flexible operation of supercapacitor is assured, improving volumetric efficiency. The
supercapacitor is controlled to absorb the high frequency fluctuations in the DC bus,
while the battery passively maintains the voltage variation inside the limits, since the
battery presents stable electrical characteristics [161, 162]. In (e) configuration, the
system is required to have a wider DC bus voltage range because of supercapacitor
characteristics, which can be an issue for many applications.

In Figure 3.8-(f) is presented a multi-level HESS configuration, where the
combination of passive and active elements are configured to create a unique power
system management. A example of multi-level configuration is presented in [163],
where a more adaptable and sophisticated system can be obtained for complex
energy applications.

A common control strategy of parallel active HESS is to design Low-Pass
Filter (LPF) and Moving Average Smoothing Method (MASM) to decompose the
frequency in low and high component. Thus, the supercapacitor is allocated to
have fast response, dealing with high frequency perturbations, and the battery is
allocated to deal with long term supply to mitigate the high frequency operations
impacts. The bandwidth and the cut-off frequency of the LPF is chosen to smooth
the battery current, while the supercapacitor is demanded according to its capacity
(or the DC/DC converter capacity), then a trade-off between supercapacitor and
battery operation is necessary to assure proper operation of the HESS.
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The decomposition approach is developed in [168] where the supercapacitor
respond to fast power variations and the battery respond to slower variations.
According to the power reserve of the proposed Microgrid, the voltage variation
(dV/dt) is decomposed in two components, a slower one to provide battery reference
and a faster component to the supercapacitor.

3.2.2.5. HESS structure

The Hybrid Energy Storage System (HESS) in the Microgrid is composed by a
battery and a supercapacitor, with fully active configuration, which means that there
is an exclusive DC/DC converter for each technology. The configuration optimize the
system operation allowing a different control target for each technology. Therefore,
the energy stored in supercapacitor can be better used, and the battery is used
actively according to the control strategy in long term.

A proper sizing is mandatory for the battery to be able to inject or absorb
the needed amount of power. A piecewise constant power supply is demanded for
maximizing its lifetime. In this case, a Lithium-ion battery is designed for the
proposed function according to the Microgrid size. The battery is designed as the
proposed model from Simulink, where the input is the measured current (Ibat) and
the output is voltage Vbat. The chosen battery has 380 V of nominal voltage, current
capacity of 1000 Ah and nominal discharge current of 434.78 A, resulting in 380 kWh

of energy capacity and 165 kW of nominal power.

Figure 3.10 depicts the discharge curve of the Lithium-ion battery with different
current rate. The discharge curve presents the nominal area where the battery
operates. The limits of the nominal area are given by the nominal value of battery
voltage (380 V ), which is the lower voltage limits, and the exponential zone is the
upper voltage limit when the battery is fully charged. The discharge curve is given
by the complete discharge of the battery with nominal current (434.78 A).

The considered supercapacitor is composed of 4 parallel and 18 series cells with
8.9 mΩ of equivalent DC series resistance, resulting in 50 F of total capacitance,
420 V of nominal voltage and has 1.225 kWh of nominal energy capacity. The
number of layers is 1, with 1−9 m of molecular radius and 6.02−10 F/m permittivity
of electrolyte material. The size of the supercapacitor is calculated according to the
peak power variations of the Microgrid, which in this thesis was in the case when
addressing regenerative train braking. Therefore, the supercapacitor must be able
to absorb about 0.5 MW in few seconds.
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Figure 3.10: Discharge curve of the Lithium-ion battery from Simulink model.

The charge curve of the supercapacitor is depicted in Figure 3.11 for different
constant charge current levels. The curve shows the voltage variation in the
supercapacitor and the charge duration for a given constant current level.
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Figure 3.11: Supercapacitor charge characteristic.

3.2.3. Braking energy recovery system

Microgrids are considered innovative solutions to be used also in transportation
systems to integrate the advantages of energy storage utilization [13–15, 169–171].
Indeed, they can help to reach the target of increasing energy saving [172] and the
capability to compensate strong perturbations [173]. In urban railways, the power
consumption is very high, therefore the optimization of energy consumption in this
field means a great contribution for energy efficiency, specially when dealing with
braking energy recovery. The trains’ braking energy recovery system represents a
new possibility of integrating a different kind of energy resource, in which since the
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energy produced is free of any kind of pollution, regenerative energy braking from
trains can be seen as a alternative energy source [10–12].

A train line can recover energy through regenerative braking when the train
motor occasionally becomes a generator by producing a counter-torque in the
electrical motor, where negative torque is provided to the driven wheels [11]. The
braking energy recovery system is a renewable energy source, and the perturbation
it introduces is different with respect to the usually considered ones. Indeed, it
introduces a high level of current in a short time period [14–16] in a predictable
way. However, this intermittent high power peak can cause instability in a Microgrid
context; to avoid it, the supercapacitor has the duty to absorb the transient peak
of energy [173–176]. As a consequence, the battery is less stressed.

In a railway station, the regenerated energy is usually transferred to the third
rail in order to let nearby trains utilize it. In case it cannot be used by other trains,
it is dissipated on resistors. The purpose of this part of the thesis is to introduce a
model and related control methods for a Smart Railway Station able to store the
regenerated energy in a battery, common to other renewable energy sources, allowing
the station to become a market participant and sell the energy (maybe providing
also ancillary services through a connection to the main AC grid) or simply to have
the energy available if needed [13].

Figure 3.12 introduces the power consumed during the acceleration process and
the absorbed power during the braking energy recovery process compared with the
speed of an urban train [170].
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Figure 3.12: The power and speed variation of a urban train between two stations.
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The train departs from the station and starts the acceleration process until it
reaches cruising speed, where the power consumed grows in the form of a ramp until
it reaches its nominal power value. Then, the power consumption decreases, as the
train has already reached its rated speed, so only the losses (friction) need to be
overcome to maintain the speed of the train. Finally, when the train approaches the
next station, braking begins, where energy is then recovered until the train reaches
zero speed. Usually, the braking recovery period is combined with the departs of
other train to reduce the impacts caused by the spikes of power in the acceleration
and braking process. In this combined operation, there are still some problems that
may be minimized using ESS.

In this example, the energy recovered during braking is about 42% of the required
energy to accelerate the train and 36% of the total energy consumed, which means
that the regenerative braking can save a considerable amount of energy in this
operation. When the losses are considered, the total restored energy is not the same
as the energy produced during the braking recovery period. The rheostatic losses
are the most important of braking recovery process, since they are related to the
receptivity of the system due to regenerated energy excess [177]. A losses diagram
of a DC railway system is presented in Figure 3.13 from [177].

Figure 3.13: Sankey diagram for DC railway station extracted from.

Trains are mostly supplied by DC systems, where a non-controlled rectifier is
connected between the catenary bus of the train and the grid. Therefore, there are
two possibilities for regenerative braking systems. The first consists in connecting
AC/DC converter in parallel with the existing substation to absorb the energy from
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train braking. The second possibility, is to install a DC/DC converter that connects
the train bus and the ESS to absorb the regenerated power. Figure 3.14 presents
the two kinds of energy braking recovery introduced here.

DC
AC

Catenary

GridBraking recovery
system

DC

Catenary

ESS

Braking recovery
system

DC

Grid

a) b)

Figure 3.14: a) Traditional braking energy recovery. b) Braking energy recovery with energy
storage system.

In the traditional braking energy recovery, the energy absorbed by the AC/DC
converter is inserted in the main grid, which is seen as a strong perturbation and
may cause many impacts in the network as power and voltage fluctuations. In
the case of weak grids, the impacts are stronger and they may cause instabilities
issues. Therefore, a good solution is to use the energy storage system to absorb
the braking energy from the train, because the main grid is not impacted by this
operation [13,171]. As consequence, the energy storage must be able to deal with this
high peak of power in few seconds1. So, a supercapacitor fulfill this target because
for batteries, the impact on their life cycle would be prohibitive. As seen earlier, a
combination of the two technologies will optimize the use of ESS.

A step further is to insert the braking energy recovery system in a Microgrid,
where energy management can be better provided and stronger DC bus stabilization
is assured. Hence in this thesis, the braking energy is inserted in the Microgrid such
as to perform the braking energy properly, without instability problems. Several
results on EMS for optimal management of the regenerative energy can be cited
[171, 178–180], but only few results focus on the physical systems’ interconnection
and on the overall stability analysis [13, 174, 181]. The target here is to propose a
regenerative braking control strategy regarding the system stability.

In this thesis, the investigated railway station has nominal train line’s DC voltage
VT = 750 V , which models the train DC bus. When the regenerative braking takes
place, the voltage of the train line increases to reach values around 900 V . A buck

1The time duration of braking energy recovery from trains are about 40 seconds, according
with RATP company from Paris’s metro.
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converter is exclusively dedicated to the energy recovery, connecting the train line
to the DC Microgrid. The train load (energy demanded to accelerate and drive the
train) is fed by one or more converters and they are independent: train’s load is
not included in the regenerative braking system. This system recovers the braking
energy instead of wasting it, and also helps the train’s grid to keep its voltage inside
desired operational margins. The converter’s target is to keep rail voltage to its
constant value, resulting in a power injection of approximately 0.5 − 1.0 MW in a
few seconds when the regenerative energy is recovered.

To include the train as a load on the Microgrid, such that the train is completely
independent of the main grid, a considerable increase in the power rating of the
Microgrid would be necessary. This would require a power generation in Megawatts,
which may not be feasible for photovoltaic generation systems. A possible solution
would be the use of hydro power or wind generators to meet the power demand from
a train station.

3.2.4. Local loads

The DC load of the Microgrid is considered a combination of the load demand
in the DC side of the grid and is composed of lights, heating systems, ventilation,
escalators, electrical vehicles and more. Most of them are connected through a power
converter, which are CPL, while others may be directly connected to the grid,
and may be represented by a resistance. Therefore, the DC load is a time-varying
variable, represented as a current source, where the voltage must be controlled. In
this case, the usual voltage level in DC systems in France is 500 V .

The local AC load is supplied with 400V root mean square (rms) voltage and
50Hz of nominal frequency, where piecewise constant variations are done to emulate
load changes during the simulation period. The loads are designed as constant
impedance, where the load impedance is determined from the nominal voltage, than
effective power varies proportionally to the square of the measured voltage; constant
current, where the power also varies according to the voltage level; and constant PQ,
where the demanded power is kept constant independent of the voltage variations
in the network. This is implemented to diversify the types of loads included in the
AC bus of the Microgrid. They may represent a number of different linear loads in
the AC side of the grid.
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3.2.5. Grid-connection

The connection with the main grid is done through a three-phase AC bus of 400 V

rms and ωr = 50 Hz of fundamental frequency. The equivalent impedance of the
grid is Ll = 250 mH and Rl = 2 mΩ, and the short-circuit power is Psc = 50 MVA.
The main grid is represented by an infinite bus, in which the voltage and frequency
stability is assured. In other words, the Microgrid only inject/absorb active and
reactive power to the main grid without voltage and frequency support.

The DC side of the Microgrid is connected with AC bus trough a VSC converter.
The AC bus represents a weak grid, where the AC loads and a diesel generator is
integrated. The details of the weak grid will be presented in Chapter 5. In the case
of a weak grid, the frequency and voltage stability must be assured by the Microgrid
control strategy, allowing the operation in island mode.

3.3. Proposed Microgrid Design

This thesis proposes the design of a hybrid AC/DC Microgrid composed by a
number of devices with the possibility of either grid-connection or island mode.

A HESS composed of a supercapacitor and a Lithium-ion battery is connected
to the DC bus as the energy storage of the system. A PV array is integrated as
the main generation of the system, where the PV is sized according to the load
demand. A train braking recovery system is inserted in the system by connecting
the train terminal to inject power in the DC bus of the Microgrid. The train supply is
realized by the main grid, only the energy recovery from braking is injected into the
Microgrid system. A variable DC load is connected to the DC bus of the Microgrid,
where DC load must be properly supplied meeting network requirements. The DC
load represents the load demand in the DC side of the grid. Therefore, heating,
motors and electrical vehicles are included here, containing the non-linearities of
this kind of loads.

The DC bus of the Microgrid integrated all DC devices of the system, including
the connection with the main grid and the AC side of the Microgrid. The DC bus is
used to balance the power flow in the whole system and even provide support to the
AC side. The main grid is seen as an infinite bus (strong grid) able to assure voltage
and frequency stability, where only active and reactive power injection is controlled.
The AC side of the Microgrid is composed by a diesel generator with an Automatic
Voltage Regulator (AVR) and a governor to maintain the AC Microgrid operation.
This side of the grid is seen as a weak grid, where voltage and frequency support
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is needed. A variable AC load is connected to the AC bus of the Microgrid, where
proper supply must be assured. The AC load is modelled as piecewise-constant
active and reactive power demands.

The Microgrid size must be designed in order to always supply the load requested
power. Here, the DC side of the Microgrid is sized to be able to supply the whole
system power demand. The PV array power (PPV ) is sized according to the energy
consumption of the load (AC and DC) during the full day as written in (3.12) where
PL is the total power load demand, therefore the energy produced by the PV meet
the energy demand. ∫ day

0

PPV dt ≥
∫ day

0

PLdt (3.12)

To make the Microgrid independent of weather conditions, the battery should
be able of supply power to the load (in a worst case scenario) during an arbitrary
period of time (T1), given according to the desired reliability of the grid as expressed
in (3.13). ∫ T1

0

PBdt ≥
∫ T1

0

PLdt (3.13)

where T1 is the considered time interval for battery reliability, considering the
environmental and climatic characteristics of the installation region, in addition
to the type of load to be applied to the microgrid.

Finally, the supercapacitor must provide power to the Microgrid during a specific
time interval (T2) as given in (3.14), dealing with the strongest power peak variation
in the grid. Here, the power variations are a task of the supercapacitor, which needs
to maintain the power balance in the order of seconds.∫ T2

0

PSdt ≥
∫ T2

0

(∆PPV + ∆PL −∆PB −∆PT )dt (3.14)

T2 is the time step duration for the supercapacitor considering the transient
variations in the grid. ∆PPV and ∆PL are the worst case power variations the PV and
the load (AC and DC) can produce, ∆PB the allowed battery’s power variation, and
∆PT is the power variation produced by the train during the regenerative braking
period [37,182,183].

It is important to highlight that the Microgrid is composed of two main buses
(see Fig. 3.15): first the DC bus interconnecting the DC elements, where the voltage
in DC bus is controlled to allow the correct operation of the equipment connected
to this link and to regulate the power flow in the system; second the AC bus that
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Figure 3.15: The general AC/DC hybrid Microgrid scheme.

interconnects the devices on the AC side of the grid with same voltage level and
it is also controlled to attain stability of the AC grid. The AC bus is connected to
the DC one by an AC/DC converter, which can perform ancillary services to the
AC side of the grid. The main grid is considered a medium voltage transmission
line, connected to the same point of coupling of the AC/DC Microgrid, where a
transformer is applied to connect systems with same voltage level.

To analyze the operation of the proposed Microgrid, it may be disconnected from
the main grid, then operating in island mode. Therefore, this critical operation of
the system and the stability analysis of the system can be proved. Also, different
operation profiles for the devices are performed to study the operation region of
the system. The hierarchical control structured in different levels are assumed here,
where the secondary and tertiary control are not detailed, since the focus is on the
development of a distributed local nonlinear control. The references of the secondary
controller are given to the local level in order to test the proposed controller. A
comparison with linear standard control will be realized to analyze the control
performance.

The general scheme of the proposed AC/DC hybrid Microgrid is depicted in
Figure 3.15, where the DC and the AC side of the grid are highlighted.
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3.3.1. Power converters configuration

A voltage level study is necessary to implement the proposed Microgrid. The DC
bus voltage level must be compatible with the other devices in the grid. In the same
way, the AC devices must be consistent with the voltage level in the AC bus. First,
it is analyzed the voltage level of the Microgrid equipment and the grid requirements
to determine the power converters configuration and the voltage levels.

The DC devices of the Microgrid are mostly modular, which means that
the equipment can be rearranged to obtain the desired configuration. But, that
configuration and the modular arrange can impact the costs of the system. The ESS
is a clear example of modular devices, where smaller parts are integrated to each
other to compose the desired configuration. The supercapacitor and the Lithium-ion
battery can be structured to have the desired level of voltages by inserting series
and parallel modules. The PV array also can be arranged according to the desired
level of voltage and current changing the number of series and parallel modules
connection. Therefore, the critical criterion to determine the voltages in the buses
are the grid requirements.

The proposed Microgrid was designed to be part of a Smart Train Station in
Paris, France, being part of a RATP train station. Therefore, the grid arrangements
are based on french grid’s standard. The AC voltage level in industrial distribution
system is Vl,rms = 400 V phase-to-phase, which means that the AC bus of the
Microgrid is set to have rms voltage VAC,bus = 400 V three-phase with nominal
frequency of fg = 50 Hz. Therefore, the AC load and diesel generator in the
Microgrid have the same voltage as the AC bus voltage because of grid standard.

To connect the AC side of the grid with the DC side, a three level VSC converter
is applied, where the AC voltage is well defined. Then, to allow current inversion
DC to AC the following relation must be guaranteed [184]:

Vdc ≥
√

2Vl,rms (3.15)

where Vdc is the DC bus voltage.

According to this relation, the minimum voltage for the DC bus is Vdc,min =

565.68 V . Considering that the DC bus voltage may have ±10% maximum variation
according to grid general standard, Vdc,min is the smaller value of the DC bus
already considering the maximum allowed variation. To keep stable operation, even
considering strong perturbations and the maximum allowed voltage variation, the
DC bus voltage can be determined considering a 10% addition to the minimum DC
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voltage value to give margin for adjustments during transients.

Vdc ≥ 1.1Vdc,min = 622.25 V (3.16)

Once defined the minimum value of the DC bus voltage, the cost aspect is taken
into account. From the economic point of view, higher is the DC bus voltage, more
expensive is the converter. Because of technological reasons, the semiconductors
(IGBT, MOSFET, Thyristor, etc) are more expensive for higher voltage levels.
Also, the remaining equipment have this same feature, becoming more expensive for
higher voltages, since the insulation materials and protections need to be designed
according to the voltage level. The DC bus voltage is designed to have the lower
voltage value according to these reasons. Therefore, the nominal value of DC bus
voltage is Vdc = 630 V , making a good compromise between technical and economic
reasons.

In a previous work [37], the supercapacitor voltage was adopted to have a
higher voltage than the DC bus voltage, where a bidirectional buck converter was
applied. This is because a simpler control law can be developed, avoiding a non-
minimal phase problem according to the chosen control target. But this scheme
also presents drawbacks, mainly the fact that the supercapacitor must work in a
even higher voltage, what makes it more expensive and difficult to build. For this
reason, in this thesis the voltage level of the supercapacitor is considered also from
the economical point of view and from the technological construction difficulty of
such devices. Indeed, the lower the voltage, the easier is the construction and lower
the cost of the device. Then, in this case, a bidirectional boost converter for the
supercapacitor subsystem is chosen as a more reasonable solution. The rated voltage
for the supercapacitor subsystem is Vcap = 420 V , which maintains a good relation
(Vdc/Vcap = 1.5) compared with the DC bus level, assuring proper operation of the
boost converters.

As the supercapacitor injects energy in the system, its voltage Vcap drops
proportionally till reaching the converter’s limitation. Usually, considering technical
bounds in practical industry applications, a good relation between output (Vout) and
input (Vin) voltage for a boost converter is given by:

Vout
Vin

< 4 (3.17)

Gain limitation of boost converter due to the losses, mostly because of the
inductor resistance. Therefore, the minimum value of supercapacitor’s voltage that
assures suitable converter’s operation is given by: Vcap,min = Vdc/4. As a consequence,
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the minimal energy stored in the supercapacitor is:

Ecap,min = Ecap

(
Vdc

4Vcap

)2

(3.18)

which means that 14, 06% of the energy stored in the supercapacitor is not usable
because of the conversion limits of the boost converter.

The Lithium-ion battery system is structured to have nominal voltage of Vbat =

380 V , where a bidirectional boost converter is chosen to connect this system into
the DC bus. In the battery case, the voltage variation between complete charge and
discharge is not high enough to harm the converter operation and the voltage level
of the battery assures proper operation of the boost converter.

In the PV system, the maximum possible voltage is the open circuit voltage Voc,pv
of the PV array, which is given by the open circuit voltage of each module multiplied
by the number of series modules configuration. The result is Voc,pv = 285 V with a
boost converter applied to the panel. In this case, the PV also doesn’t have significant
voltage variation to harm the system operation.

The transmission line connected to the Microgrid have nominal voltage of 34 kV ,
where a step down transformer is applied to reduce the line voltage to the AC bus’
voltage level, while the diesel generator and the AC load are directed connected to
the AC bus, since they have same nominal voltage as the AC bus Vl,rms = 400 V .

For the remaining devices of the Microgrid, as the DC load and the braking en-
ergy recovery system, have their voltage defined previously by their manufacturers.
The DC load is set to 500 V , which is a common value for the DC system of the
Smart train Station in France (RATP Transports Parisiens). So a buck converter is
used, since the current is flowing from the DC bus to the load. The nominal Train
voltage is VT = 750 V , which is predefined by the railway. A buck converter is
chosen for the braking energy recovery, since the DC bus voltage is smaller than
the rail’s voltage. During the regenerative braking, the voltage in the train increases
up to 900 V , that despite being a considerably high value, does not hinder the
conversion process of the buck converter. Table 3.3 summarizes the voltage level of
the Microgrid and the chosen power converters.

3.3.2. Sizing of DC/DC converters

According to [184], the minimum inductance (L) to guarantee the desired current
ripple value (∆IL) for the boost converter is given by:

L =
VinD

∆ILfs
(3.19)
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Table 3.3: Power converters configuration in the Microgrid.

Device Voltage level Converter configuration Nominal power
DC bus 630 V - -

Supercapacitor 420 V Bidirectional boost 230 kW
Battery 380 V Bidirectional boost 760kW
PV array 285 V Boost converter 180kW
DC load 500 V Buck converter 100kW

Train braking 750 V Buck converter 0.8MW
AC bus 400 V VSC converter 1 MVA
AC load 400 V - 2MVA

Diesel generator 400 V - 2 MVA

where D is the steady state value of the duty cycle on the converter in nominal
conditions and fs is the switching frequency. In bidirectional converters, the power
switches are controlled complementarily, i.e., D is applied for first switch and D̄ for
the other switch. The bidirectional converters always operate in current continuous
conduction mode, allowing the circulation of current in both directions.

The output capacitor of the boost converter is sized according to the voltage
ripple (∆Vout). This ripple is the result of the current variation in diode over
capacitor causing a load change, which is defined by ∆Qc = C∆Vout, where C
is the output capacitance. Therefore, the capacitance that assures the voltage to be
inside of the ripple limits is given by [185]:

C =
IoutD

∆Voutfs
(3.20)

where Iout is the steady state output current on the converter in nominal operation
conditions.

To improve life-time of the connected devices of the Microgrid, an input capacitor
is inserted, acting as a capacitive filter to reduce high frequency oscillations from the
power electronic’s point of view, and at the same time introducing one more state
variable to the system from the control’s point of view. The input capacitance value
(Cin) is obtained numerically, integrating its value till reaching the desired ripple
level for the voltage input Vin [186]. The design of the buck converter is developed
following same idea.

3.4. Conclusions

In this chapter, the components of the proposed Microgrid is introduced,
where the equipment model are detailed. Hybrid Energy Storage System (ESS)
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was adopted because its advantages compared to other technologies. Regenerative
braking from trains was introduced, describing the way energy is recovered from
trains’ braking and how to be integrated to smart train stations. The AC/DC hybrid
Microgrid proposal is introduced here presenting the approach for modeling and
control of this Microgrid, and its form of operation.
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4
Control Strategy

4.1. Introduction

In this chapter, the nonlinear model of the proposed Microgrid is developed as a
realistic average model where the dynamics of the system are expressed by nonlinear
differential equations. A nonlinear distributed control strategy is developed based
on the Microgrid model, assuring the stability of the DC bus to guarantee the
proper operation of each component of the Microgrid. In addition to standard
renewables, a regenerative train braking system is considered in the Microgrid.
The ESS are separated according to their time-scale operation, where a faster
one (supercapacitor) controls voltage variations on the DC bus, and a slower one
(battery) provides the power flow balance. The proposed nonlinear controller is
analysed in a rigorous way through Lyapunov theory. The operation of the grid
is then analyzed by detailed simulations where the behavior of the interconnected
devices are investigated as a whole system. The comparison with classical linear
controllers is carried out in simulations to highlight the better performance of the
nonlinear approach.

A System of Systems approach like the one introduced in [104] is utilized to
develop the controllers for letting each converter carry out its task at local level and
for performing whole system stability, similarly to [37,91,187]. Here the topology of
some key converters has been reconsidered: since low voltage and high energy density
is desired for the fast storage device, due to usual standard and economical reasons,
a bidirectional boost converter (presenting non-minimum phase characteristics in
the control target variables) is connected to the storage in charge of controlling the
DC bus [113]. Also, according to the application, reconsiderations on the DC voltage
bus value brought to the necessity of the utilization of buck converters for the loads
and the regenerative system. The emerging model results to be more complex to
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Figure 4.1: The considered Microgrid framework.

control with respect to the one in [91], and with the necessity to use together several
control tools as feedback linearization [188], dynamic feedback linearization [189] and
Input-to-Stable Stability (ISS) [190–192] to prove stability of the system as a whole.
Furthermore, with respect to the stability analysis in [37], the property of Input to
State Stability (ISS)-like Lyapunov function applied here produces less complexity
to implement control laws. The proposed distributed nonlinear control technique is
shown to ensure better performances of the interconnected nonlinear system with
respect to linear control techniques, impacting positively the power quality and
allowing for the possibility to perform a system’s operating region analysis [42].

4.1.1. Model introduction

The considered DC Microgrid is depicted in Figure 4.1: it is composed by two
different types of renewable energy sources (braking energy recovery from the trains
and photovoltaic panels), two kinds of storage acting at different time-scales (a
battery and a supercapacitor), a DC load and the connection with the main AC grid.
The target is to assure voltage stability in the DC grid and correctly feed power to
the load while absorbing power from the SoC array and the braking energy recovery
system. To each component of the Microgrid ( array, energy recovery system, battery,
supercapacitor, load) a DC/DC converter is used, and a DC/AC one for the AC grid
connection. By applying Kirchhoff law in the Microgrid circuit in Figure 4.1, the
dynamical equations for the state space modelling of the whole system are obtained,
where development of each equipment model is detailed in the next sections.
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Another important target to be accomplished is to save the battery lifetime.
Since the regenerative system introduces a very high peak current in a very short
time period, the battery would be stressed if it is in charge of absorbing it and its
lifetime would be significantly reduced. The supercapacitor is chosen to absorb this
amount of power; indeed, thanks to its different characteristics, its lifetime will not
be affected as the battery’s. Power coming from the battery will then be modified
according to the new level of energy in the supercapacitor, and according to a desired
charge/discharge rate [28,193].

The braking energy recovery is made by a reverse torque generated in the train
drive when the train brakes. So, when the train brakes, the energy produced is
injected into the system by a dedicated DC/DC converter, where the storage system
manage the generated energy.

Finally, this DC grid is used to provide ancillary services of active and reactive
power to an AC grid. In the first case, a strong grid (infinite bus) is modeled,
therefore there is a reference of active and reactive power to be provided, such as
to procure ancillary services to that grid. Voltage and frequency control will be
introduced in next chapter when it will be considered a weak grid. Two assumptions
are made in this first step: a higher level controller is supposed to provide references1

to be accomplished by the local controllers [27,116]; the second one is about a proper
sizing of PV array, battery and supercapacitor in order to have feasible power balance
with respect to the sizing of the load and of the power coming from the braking
recovery system.

4.2. Supercapacitor Subsystem

The supercapacitor is an energy storage device which is used to improve power
quality, due to its capability to provide fast response to grid oscillations. It has high
power density and an increased life-cycle while having a considerably low energy
density. The combination of such device with a slower one (like batteries) allows
to ensure proper control and management strategies of the power flow, dealing
with the multiple time-scale characteristic of DC Microgrids [43]. Indeed, combining
the battery characteristics with the supercapacitor ones, it is possible to have the
supercapacitor acting to counteract grid’s transient variations, while the battery
deals with the power flow [175].

1The references are computed by a secondary control that considers the optimization of the
grid, aiming at physical characteristics as reducing losses, or aiming economical aspects as cost
reduction.
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Figure 4.2: The bidirectional boost converter of the supercapacitor subsystem.

4.2.1. Supercapacitor model

A bidirectional-boost converter connects the supercapacitor to the DC link. The
boost configuration of the supercapacitor is depicted in Figure 4.2.

Using Kirchhoff’s circuit law, average state-space model is introduced as follows:

V̇C1 =
1

R1C1

VS −
1

R1C1

VC1 −
1

C1

IL3 (4.1)

V̇C2 =
1

R2C2

Vdc −
1

R2C2

VC2 +
1

C2

IL3(1− u1) (4.2)

İL3 =
1

L3

VC1 −
1

L3

VC2(1− u1)− R01

L3

IL3 (4.3)

where VS is the supercapacitor’s voltage, VC1 is the voltage of capacitor C1, VC2

is the voltage on capacitor C2 and IL3 is the current on inductor L3. R1 and R2

are the resistances representing the cable losses, while R01 and R02 represent the
semiconductor losses, where R01 = R02 when dealing with bidirectional converters.
The inductor losses may be inserted as a series resistance with the converter
inductor, or it can be merged with the semiconductor losses in R01 and R02. u1

is the duty cycle of the converter, where u1 ∈ [0, 1] for the average model. Vdc is the
voltage on the DC bus (its dynamics will be detailed later on).

The supercapacitor target is to regulate the voltage on the DC bus (Vdc) to assure
power balance in transients. Therefore the voltage VC2 is controlled such that, DC
bus voltage Vdc is driven to V ∗dc. In this formulation, VC1 , VC2 and IL3 are the state
variables, u1 is the control input and voltages VS is seen as a disturbance.

4.2.2. Non-minimum phase problem

Then, taking u1 as the control input and VC2 as the control output in (4.2), one
can calculate a control law to steer VC2 → V e

C2
.

u1 =
1

IL3

[
IL3 − C2v2 +

1

R2

(Vdc − VC2)

]
(4.4)
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where v2 is an additional control input to give the desired dynamics to VC2 as follows:

v2 = −K2(VC2 − V e
C2

)−Kα
2 α2 (4.5)

α̇2 = VC2 − V e
C2

(4.6)

The closed-loop for the supercapacitor’s system using this control is presented
as: 

V̇C2 = −K2(VC2 − V e
C2

)−Kα
2 α2

α̇2 = VC2 − V e
C2

V̇C1 = 1
R1C1

VS − 1
R1C1

VC1 − 1
C1
IL3

İL3 = 1
L3
VC1 +

V eC2

R2L3IL3
(Vdc − V e

C2
)− R01

L3
IL3

(4.7)

One may remark a problem because current IL3 can cross zero, assuming
positive values when the supercapacitor is discharging and negative values when
the supercapacitor is charging, which generates a singularity in the calculation of
the control input. This already illustrates a non-minimum phase phenomena that
will be explicit in the following. Choosing VC2 as the considered output (or α2 if this
one is used), VC1 and IL3 compose the non-controlled dynamics, i.e., zero dynamics
of this system, that are expressed as follows:

V̇C1 =
1

R1C1

VS −
1

R1C1

VC1 −
1

C1

IL3 (4.8)

İL3 =
1

L3

VC1 +
V e
C2

R2L3IL3

(Vdc − V e
C2

)− R01

L3

IL3 (4.9)

Based on (4.8) and (4.9), the equilibrium points are calculated as:

V e
C1

= VS −R1I
e
L3

(4.10)

IeL3
=

V e
C1

2R01

± 1

2R01

√
V e
C1

2 + 4
R01

R2

V e
C2

(Vdc − V e
C2

) (4.11)

which is well defined for R01 ≤ R2/4.

The local stability analysis of the zero dynamics is given by the Jacobian matrix
as follows:

J0 =

 − 1
R1C1

− 1
C1

1
L3

− 1
R2L3

V eC2

IeL3

2 (Vdc − V e
C2

)− R01

L3

 =

[
a0 b0

c0 d0

]

and its eigenvalues are calculated as:

λ1,2 =
a0 + d0

2
± 1

2

√
(a0 + d0)2 − 4(a0d0 − b0c0) (4.12)
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Therefore, the region of stability can be defined by the inequalities a0 + d0 < 0

and a0d0 < 0, since b0c0 is always negative. The region of stability is given by the
intersection of the above inequalities and can be written as:

− 1

R2L3

V e
C2

IeL3

2 (Vdc − V e
C2

)− R01

L3

< 0 (4.13)

and then:

VC2

(VC2 − Vdc)
R2

< R01IL3

2 (4.14)

When IL3 < 0 (i.e. Vdc > VC2) the inequality is valid, but when IL3 > 0 (i.e.
Vdc < VC2) the zero dynamics are unstable, i.e., there is a non-minimum phase
characteristic for this choice of control output [188,194].

In the following, it is considered IL3 as the output of the subsystem (4.1)-(4.3)
(relative degree equal to 1), and VC1 and VC2 the zero dynamics. The control target
will be to properly let the voltage VC2 track a desired trajectory, which is V e

C2
,

in order to accomplish the aforementioned duty of ensuring voltage stability. The
choice of controlling directly the current is done according to a common practice in
power systems community and the physics of the device. Indeed, to directly control
the voltage would bring several difficulties that come from the characteristics of the
system. These difficulties can be dealt with by creating a multi-time scale behavior
on the system by the control scheme, since the current dynamics can be designed
to be faster than the voltage one [117, 125, 188, 195]. As showed, to directly control
the voltage would result in an oscillating behavior, because of the non-minimum
phase characteristics of the subsystem. Then, the dynamic feedback linearization
technique will be used (see [189,196]), as in [117].

4.2.3. Control induced time-scale separation

A common practice in power converter applications is to use the so called
vector control, an inner current loop with faster dynamics and a second slower
one for output capacitor voltage. It is empirically assumed that the outer voltage
loop control can be designed independently from the inner current loop. But,
mathematical explanation and validity of such hypothesis is seldom made. This
subsection provides a formal analysis for control induced time-scale separation,
where the control scheme is able to artificially induces two different closed-loop
subsystems. The time-scale separation is studied by means of singular perturbation
theory, in which the controller makes the full system to be split into a boundary layer
and a reduced model [195, 197], providing a mathematical proof for this common
practice of time-scale separation from power system community [198].
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4.2. Supercapacitor Subsystem

Based on singular perturbation theory, lower-order subsystems in different
time scales can be obtained to approximate the behavior of the original system.
In this case two subsystems, i.e. the driving and the driven subsystems. The
driving subsystem composes the fundamental control module (u) and the driven
subsystem constitutes the outer control module. In the present case, different from
the traditional results on power system’s applications, the time-scale separation is
induced by the control input, which means that the system has no natural multi
time scales, but the controller creates it. Therefore, the target here is to propose
a control induced time scale separation for a DC/DC converter, such that a faster
(inner) current control loop and a slower (outer) voltage control loop is created
comparable with standard power converter’s control application [199].

The system (4.1)-(4.3) consists of two interconnected subsystems2, i.e., the
current IL3 is from subsystem 1 and the voltage VC2 is from subsystem 2. Therefore,
one can develop a control such that the voltage VC2 is designed to have slower
dynamics than the current IL3 , resulting in a explicit time-scale separation, where
the singular perturbation condition is created. With this consideration the control
design can be developed separately for each subsystem. As VC1 is just a stable first
order filter of IL3 , it is left out of the main analysis.

Defining x = VC2 and z = IL3 , the subsystems can be generically written as:

ẋ = fx(x, z) + gx(z)u (4.15)

ż = fz(x, z) + gz(x)u (4.16)

This system is a second order one with one control input: therefore, the uncontrolled
dynamic should be brought to the equilibrium point by the controlled one. The idea
is to develop a control law where u tracks a reference trajectory x∗, yet to be defined.
In this case, V ∗C2

is designed aiming to obtain the DC bus stabilization developed in
Section 4.8, but IeL3

is yet not available. Therefore, it is a crucial step to determine
IeL3

, which is the desired trajectory of IL3 .

Suppose that there is a control law u = h(x, z) for the current subsystem, such
that z in (4.16) converges to an equilibrium point z∗ as follows:

ż = −a(z − z∗) + r(z, z∗) (4.17)

where a is a positive real number such that a = 1/ε, ε ∈ R∗+, and the nonlinear
function r is chosen such that:

||r(z, z∗)||
||z − z∗||

−→ 0 as ||z − z∗|| −→ 0 (4.18)

2The same analogy will be made for train subsystem in (4.100)-(4.102).
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Assuming that for any γ > 0, there is a region Br which implies in the following
inequality:

||r(z, z∗)|| ≤ γ||(z − z∗)|| (4.19)

∀(z − z∗) ∈ Br.

The nonlinear part is dominated by the linear part in a small neighborhood of
the equilibrium point. Consequently, one can impose faster dynamics on the current
subsystem by designing dynamics given by constant a much faster than the voltage
subsystem. Then, the control input can be written as:

h(x, z) =
1

gz
[−a(z − z∗) + r(z, z∗)− fz] (4.20)

where gz must be non-singular.

The closed loop system then becomes:

ẋ = fx(x, z) +
gx
gz

[−a(z − z∗) + r(z, z∗)− fz] (4.21)

εż = −(z − z∗) + εr(z, z∗) (4.22)

which is in the standard singular perturbation form. Following the standard
procedure from singular perturbation [188], one may take the current subsystem
z already in its final manifold, z∗ driven by (4.20). Hence, the control input can be
written as:

u′ = h(x, z∗) = −g−1
z (x, z∗)fz(x, z

∗) (4.23)

Therefore, substituting z = z∗ and u = u′, one may obtain the reduced boundary
layer model:

ẋ = fx(x, z
∗)− gx(x, z∗)g−1

z (x, z∗)fz(x, z
∗) (4.24)

The control target at this point is to make x steer x∗ exponentially, so in (4.24) it
is used z∗ as a virtual control for this boundary layer x dynamic. It is then supposed
that there exists a control law z∗ = h2(x) where x can be exponentially stabilized
at x∗, in the form:

ẋ = −b(x− x∗) + r2(z, z∗) (4.25)

where b is a design positive number, such that b << a and r2 is the nonlinear part
as proceeded in (4.18):

||r2(z, z∗)||
||z − z∗||

−→ 0 as ||z − z∗|| −→ 0 (4.26)

84



4.2. Supercapacitor Subsystem

or in another words:

||r2(x, x∗)|| ≤ γ2||z − z∗||

Now it is possible, by singular perturbation analysis, to assure that there exists
ε∗ > 0 such that for all ε < ε∗, the origin of the full system is exponentially stable.

Furthermore, the new closed loop system taking the boundary layer model
becomes:

ẋ = −b(x− x∗) + r2(z, z∗) (4.27)

ż = −a(z − z∗) + r(z, z∗)

We may now estimate the region of convergence of this system by stating a
Lyapunov function:

Vsp =
1

2
(x− x∗)2 +

1

2
(z − z∗)2

which derivative is:

V̇sp = −b(x− x∗)2 + r2(x− x∗)(z − z∗)− a(z − z∗)2 + r(z − z∗)2

≤ −b||x− x∗||2 + γ2||x− x∗||||z − z∗|| − a||z − z∗||2 + γ||z − z∗||2

Applying Young’s inequality for the product

||x̃|| ||ỹ|| ≤ 1

2m
||x̃||2 +

m

2
||z̃||2 (4.28)

where m is positive, the derivative of Vsp satisfies

V̇sp ≤ −b||x− x∗||2 +
γ2

2m
||x− x∗||2 +

mγ2

2
||z − z∗||2 − a||z − z∗||2 + γ||z − z∗||2

≤ −(b− γ2

2m
)||x− x∗||2 − (a− γ − mγ2

2
)||z − z∗||2

assuring exponential stability for the whole system. This Lyapunov function can
now be used for establishing the conditions on a and b gains that fulfill this result.

Remark 1. The singular perturbation analysis is the result of an explicit time-scale
separation of two interconnected subsystems where a simpler control approach can
be developed.
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Remark 2. The convergence speed of x and z are dominated by b and a respectively,
in which by singular perturbation techniques, one can prove that if the convergence
speed of z is designed to be much faster, the error of the reduced model x becomes
small. In the following this approach will be used to design the controllers for the
converters that present non-minimum phase characteristics.

4.2.4. Supercapacitor control application

According to its multi-time scale characteristics, the system introduced in (4.1)-
(4.3) consists of two interconnected sub-systems; i.e., subsystem 1 is composed only
by the current IL3 , while the other one represents the three voltages VC1 , VC2 and
Vdc. To correctly address the desired actions, three steps need to be envisaged for
performing the control algorithm:

1. To introduce a stabilizing controller for the subsystem 1, representing the
current IL3 . Indeed, this subsystem is controllable and is designed to have
faster dynamics than the second one. The first target will be to steer
the controllable faster dynamics IL3 to bringing it to a desired manifold
IL3 → IeL3

, where IeL3
is yet to be designed. To develop the controller for

the fast dynamics separately from the slow dynamics some mild conditions
concerning singular perturbation are used and verified (see [188]).

2. To define the operating region where the controller introduced in step 1, is
able to work with respect to the reference IeL3

. This operation region clearly
depends on the state of the system and on the tuning values.

3. To calculate the reference IeL3
for the current dynamics, according to the

desired equilibrium point for voltage VC2 , i.e. V e
C2
. This reference is obtained

by considerations about singular perturbation analysis. Thus, IeL3
will be

deduced from the desired equilibrium point of the output capacitor voltage
V e
C2
.

With this methodology, it is possible to avoid the problems related to the non-
minimum phase characteristics of the system that is due to the structure of the
boost converter. The target will be to steer VC2 to a desired V e

C2
, providing DC bus

voltage regulation.

The first step is to control the current IL3 in the supercapacitor’s converter,
tracking its reference IeL3

, which is now supposed to be know, as well as its evolution
over the time. From singular perturbation analysis [125], one can consider the states
Vdc, VC1 and VC2 , as constant in this part and then just study the subsystem
describing the current. According to the control objective, the output is defined
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as y1 = IL3 . The system is a single-input single-output one:{
İL3 = f1(VC1 , VC2 , IL3) + g1u1

y1 = IL3

(4.29)

where f1 and g1 are defined in (4.1)-(4.3), and where the Lie derivative of the output
with respect to g1 is calculated as:

Lg1(IL3) =
VC2

L3

(4.30)

Since VC2 is always positive by technological reasons, Lie derivative in (4.30) is
non-singular and therefore a nonlinear feedback linearizing control for the control
input u1 can be written as:

u1 = Lg1(IL3)
−1

[
v3 −

1

L3

(VC1 − VC2 −R01IL3)

]
(4.31)

u1 = 1 +
1

VC2

[L3v3 − VC1 +R01IL3 ] (4.32)

where v3 is the additional input to be designed. It must to be noticed that VC1 and
VC2 are considered constant because of the time-scale separation, where the voltages
are allocated to have much slower dynamics.

The additional input v3 is designed following linear theory in order to place poles
and to bring the output IL3 to its desired trajectory IeL3

:

v3 = −K3(IL3 − IeL3
)−Kα

3 α3 (4.33)

α̇3 = IL3 − IeL3
(4.34)

where K3 and Kα
3 are positive constants, chosen in a way such that the multi-time

scale nature of the dynamics of IL3 with respect to the voltages is preserved, or even
enlarged. By substituting (4.32), (4.33) and (4.34) in (4.29), the resulting dynamics
is linear and stable, where α3 is the auxiliary variable that can be interpreted as an
auxiliary integral term. IeL3

is the desired current that has to be designed.

4.2.5. Zero dynamics analysis

The states VC1 and VC2 are the zero dynamics of the whole system with respect
to output IL3 .

V̇C1 =
1

R1C1

(VS − VC1)−
1

C1

IeL3
(4.35)

V̇C2 =
1

R2C2

(Vdc − VC2 +
1

C2

IeL3

VC2

(VC1 −R01I
e
L3

) (4.36)
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A stability study is presented for this two variables. Based on (4.1) and (4.2),
the calculated equilibrium points for VC1 and VC2 are:

V e
C1

= VS −R1I
e
L3

(4.37)

V e
C2

=
Vdc
2
± 1

2

√
V 2
dc + 4R2IeL3

(VC1 −R01IeL3
) (4.38)

As stated in (4.37), the variable VC1 has just one equilibrium point while VC2 has
two equilibrium points (see (4.38)); the linearization technique will be used for local
stability analysis in these equilibrium points. The resulting Jacobian linearization
matrix JA is:

JA =

 − 1
R1C1

0
1

R2C2
− 1
R2C2

−
IeL3

(V eC1
−R01IeL3

)

C2V eC2

2


and its eigenvalues can be written as:

λ1,2 = −a1

2
± 1

2

√
a2

1 − 4b1 (4.39)

where:

a1 =
1

R1C1

+
1

R2C2

+
IeL3

C2V e
C2

2 (VC1 −R01I
e
L3

) (4.40)

b1 =
1

R1C1

[
1

R2C2

+
IeL3

C2V e
C2

2 (VC1 −R01I
e
L3

)

]
(4.41)

A stability region can then be established with respect to the values of a1 and
b1; in the following, a dedicated analysis is introduced according to their signs:

1) For a1 > 0 and b1 > 0: the eigenvalues are such that Re[λ1,2 < 0],
and consequently the equilibrium points of the zero dynamics are stable. By
considerations on the above inequalities, one can find out a region related to the
value of IeL3

. The first region is given by a1 > 0:

VC1

2R01

− 1

2R01

√
∆1 < IeL3

<
VC1

2R01

+
1

2R01

√
∆1 (4.42)

where:

∆1 = VC1

2 + 4R01C2V
e
C2

2

[
1

R1C1

+
1

R2C2

]
The second region is given considering b1 > 0, and it can be expressed as:

VC1

2R01

− 1

2R01

√
∆2 < IeL3

<
VC1

2R01

+
1

2R01

√
∆2 (4.43)
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with:

∆2 = VC1

2 +
4R01

R2

V e
C2

2

Since (4.43) is in (4.42), the intersection of (4.42) and (4.43) is given by (4.43),
which is the region of stability for IeL3

.

2) For a1 ≥ 0 and b1 ≤ 0: at least one eigenvalue has a positive real part
Re[λ1,2 ≥ 0], then the system is not stable.

3) For a1 ≤ 0: there is at least one eigenvalue with positive real part Re[λ1,2 ≥ 0]

where the zero dynamics are not stable.

The introduced analysis describes the operating regions where the control of
IL3 → IeL3

is stable, both for the charge and the discharge of the supercapacitor,
and implicitly provides some bounds for the reference IeL3

. In fact, it is necessary
to realize that they reflect the physical limitations of the converter. So, the two
zero dynamics are stable according to the aforementioned operating regions. In the
following, a reasonable assumption is made to not violate the bounds and then to
operate in the region of stability for the interconnected system.

4.2.6. Reference calculation

Now, the crucial step is to correctly compute the reference value IeL3
used as a

control input such that VC2 → V e
C2
. It is necessary to design a slowly varying IeL3

,
in order to respect the singular perturbation condition of being much slower than
the imposed dynamic of IL3 . The induced time scale separation and its singular
perturbation analysis boils down to formalize cascaded control loops, given by
a faster inner current loop and a slower voltage loop, broadly applied in power
converter controllers, usually composed of well known linear controllers such as PI.

From singular perturbation analysis, we can consider that IL3 has already reached
IeL3

on VC2 dynamics because of time-scale separation (IL3 is considered much faster
than VC2 depending on the choice of a sufficient large K3 and Kα

3 in (4.33)).
Therefore, we may replace VC2 dynamics as follows [189,196,200,201].

V̇C2 =
1

R2C2

Vdc −
1

R2C2

VC2 +
1

C2

IeL3
(1− u∗1) (4.44)

where:

u∗1 = 1− 1

VC2

[VC1 −R01I
e
L3

]
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Therefore, the result is a boundary layer model of VC2 dynamics, which can be
written as:

V̇C2 =
1

R2C2

Vdc −
1

R2C2

VC2 +
IeL3

C2VC2

[VC1 −R01I
e
L3

] (4.45)

From this reduced model for VC2 , a good choice for the new control input is
vd = İeL3

, such as obtain a dynamical feedback controller. The reason for this choice
is that if we chose IeL3

as the control input, it would result in non-minimum phase
problems again, since IeL3

2 explicitly appears in (4.45). With İeL3
as the new control

input, one has a full-state transformation with no zero dynamics, which yields a
higher order system. Besides that, one can easily find the control reference IeL3

by
integrating the new control input IeL3

=
∫
vddt. The dynamical feedback control

results to be a proper solution to deal with the non-minimal phase problem of
power converters, allowing suitable calculation of reference current IeL3

with full
state transformation.

Applying input/output feedback linearization theory and defining VC2 as the
control output, the relative degree is 2. Consequently, one may find vd in the second
time-derivative of the simplified VC2 dynamics. The following Lie derivatives can be
deduced as:

V̇C2 = L1
f2

(VC2) (4.46)

V̈C2 =
V̇dc
R2C2

− V̇C2

[
1

R2C2

+
VC1I

e
L3
−R01I

e
L3

2

C2VC2

2

]
+

+
1

C2VC2

IeL3
V̇C1 +

1

C2VC2

(VC1 − 2R01I
e
L3

)İeL3
(4.47)

Therefore, one have found the control input vd as follows:

V̈C2 = L2
f2

(VC2) + Lg2L1
f2

(VC2)vd (4.48)

By introducing a synthetic input θd to steer VC2 → V e
C2
, the input vd can be

designed as:

vd =
1

Lg2L1
f2

(VC2)
[θd − L2

f2
(VC2)] (4.49)

The synthetic input is chosen using linear techniques as pole placement to set
new desired dynamics for VC2 .

θd = −K2(V̇C2 − V̇ e
C2

) +Kα
2 (VC2 − V e

C2
) (4.50)
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where K2 and Kα
2 are positive gains calculated by linear techniques.

By substituting (4.49) and (4.50) in (4.45) and (4.48), the resulted closed-loop
is a linear second-order system.[

V̇C2

V̈C2

]
=

[
0 1

−Kα
2 −K2

][
VC2 − V e

C2

V̇C2 − V̇ e
C2

]
(4.51)

where it is defined the speed of convergence for VC2 using K2 and Kα
2 by pole

placement to get slower voltage dynamics for the simplified model.

Theorem 1. System (4.1)-(4.3) is asymptotically stable at the desired equilibrium
point under utilization of the control law (4.32) and of a reference trajectory for the
current given by (4.49) in (4.45). The gains K2, Kα

2 , K3 and Kα
3 in (4.51) and

(4.33) have to be suitably chosen to define the proper control action.

The overall strategy may be seen as composed in two parts: at first, the
compensation of the nonlinearities takes places to enlarge the operating region, and
then the steering of the resulting system to its equilibrium point by pole placement
procedure, with the advantage to easily be able to chose the gains.

Remark 3. One of the tasks is to design a slowly varying IeL3
whose derivative has

negligible effects on the current subsystem.

Remark 4. The use of singular perturbation to obtain the simplified model is
valid inside an operating region that is given by the time-scale ratio from the two
subsystems. As a consequence, the desired imposed dynamics should be chosen such
as to obtain a suitable operation region for the DC Microgrid.

Remark 5. In the proposed control law, the dynamical feedback linearization
approach is chosen since one gets full state transformation achieving a linear second-
order system.

4.3. Battery Subsystem

The battery is a storage device which is usually used as energy reservoir. Here, an
ion-lithium battery bank is considered. Compared to other battery technologies, this
kind of battery has a higher energy density, longer life cycle and absence of memory
effect [8,107]. Battery storage systems can be used for many purposes, such as power
quality improvements, power supply and even ancillary services provision. A proper
sizing is mandatory for the battery to be able to inject or absorb the needed amount
of power. In this work the battery is applied for power flow balance in long term,
since the energy dispatch is given by the secondary control.
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Figure 4.3: The bidirectional boost converter of the battery subsystem.

4.3.1. Battery model

A bidirectional-boost converter is also used to integrate the battery in the
Microgrid as depicted in Figure 4.3. The average state-space model of the battery
converter is introduced in (4.52)-(4.54), where the equations are similar to the
supercapacitor subsystem in (4.1)-(4.3) because the same power converter is applied
here.

V̇C4 =
1

R4C4

VB −
1

R4C4

VC4 −
1

C4

IL6 (4.52)

V̇C5 =
1

R5C5

Vdc −
1

R5C5

VC5 +
1

C5

IL6(1− u2) (4.53)

İL6 =
1

L6

VC4 −
1

L6

VC5(1− u2)− R04

L6

IL6 (4.54)

where VB is the battery’s voltage, VC4 and VC5 are the voltages on capacitors
C4 and C5, respectively, and IL6 is the current on the inductor L6. R4 and R5

are the resistances representing the cable losses, while R04 and R05 represent the
semiconductor losses plus the inductor losses, where R04 = R05. u2 is the duty cycle
of the converter. Here, VC4 , VC5 and IL6 are the state variables of the system, u2 is
the input control and VB and Vdc are seen as perturbations.

The battery’s duty is to provide long term stability, by balancing the energy of
the whole grid. Consequently, the battery subsystem supply the power imbalance
among the Microgrid’s equipments, according to the power variation for each device
of the Microgrid (PV, DC loads, AC grid, etc). Considering the proposed Microgrid
structure, a power balance equation can be written, such that, the power reference
on the battery is obtained:

PB + PPV + PT + PDC + PAC = 0 (4.55)

where PB is the power supplied by the battery, PPV is the generated power in the
PV array, PT is the regenerative braking power generated from train, PDC is the
power consumption on the DC load, PAC is the demanded power by the AC grid.
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4.3. Battery Subsystem

Hence, the battery power reference is calculated as follows:

P ∗B = −PPV − PT − PDC − PAC (4.56)

P ∗B is the desired amount of power to balance the energy in the Microgrid.

The battery reference is given by a secondary control, that consider the
energy balance in the Microgrid, but also take into account the SoC level of the
supercapacitor to maintain this device properly working. In this case, battery behave
with piecewise constant variations according to second level control sampling rate to
save its lifetime. This can be a complex target for secondary control, and therefore
the supercapacitor can assume the target to respond in fast variation not considered
for the battery.

4.3.2. Feedback linearization

Current IL6 is the chosen control output for the battery’s subsystem. According
to the control objective, let us define the considered output as y2 = IL6 . It is
considered that the system has one output and one input, and thus the system
is shown in (4.57). {

İL6 = f2(VC4 , VC5 , IL6) + g2u2

y2 = IL6

(4.57)

The Lie derivative of the output with respect to g2 is:

Lg2(IL6) = −VC5

L6

Lie derivative is non-singular since VC5 is always positive by technological
reasons, and therefore a nonlinear feedback linearizing control input can be written
as:

u2 = Lg2(IL6)
−1

[
v6 −

1

L6

(VC4 − VC5 −R04IL6)

]
(4.58)

Therefore:

u2 = 1 +
1

VC5

[L6v6 − VC4 +R04IL6 ] (4.59)

where v6 is the additional input defined by linear techniques, such that IL6 → I∗L6
.

Since I∗L6
is the desired trajectory for IL6 , it is possible to design the additional

input v6 in a linear manner with respect to the output IL6 and hence a linear stable

93



Chapter 4. Control Strategy

subspace is generated.

v6 = −K6(IL6 − I∗L6
)−Kα

6 α6

α̇6 = IL6 − I∗L6

where K6 and Kα
6 are positive constants, that may be chosen by poles allocation.

4.3.3. Zero dynamics analysis

The same procedure made in subsection 4.2.5 is developed here. The states VC4

and VC5 are the zero dynamics in the battery subsystem.

V̇C4 =
1

R4C4

(VB − VC4)−
1

C4

I∗L6
(4.60)

V̇C5 =
1

R5C5

(Vdc − VC5) +
1

C5

I∗L6

VC5

(V e
C4
−R04I

∗
L6

) (4.61)

The calculated equilibrium points are given by:

V e
C4

= VB −R4I
∗
L6

V e
C5

=
Vdc
2
± 1

2

√
V 2
dc + 4R5I∗L6

(V e
C4
−R04I∗L6

)

To analyze the zero dynamics local stability, the Jacobian linearization matrix
JB is presented bellow:

JB =

 − 1
R4C4

0
1
C5

I∗L6

V eC5

− 1
R5C5

−
I∗L6

(V eC4
−R04I∗L6

)

C5V eC5

2


The eigenvalues of λ can be written as:

λ1,2 = −a2

2
± 1

2

√
a2

2 − 4b2

where:

a2 =
1

R4C4

+
1

R5C5

+
I∗L6

C5V e
C5

2 (VC4 −R04I
∗
L6

) (4.62)

b2 =
1

R4C4

[
1

R5C5

+
I∗L6

C5V e
C5

2 (VC4 −R04I
∗
L6

)

]
(4.63)

Stability of the equilibrium points will depend on the sign of a2 and b2, then the
following stability analysis is made.
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1. For a2 > 0 and b2 > 0: the eigenvalues are Re[λ1,2 < 0]; consequently the
equilibrium points of the zero dynamics are stable. Working on the above
inequalities, we find out a region related to I∗L6

. The first region is given by
a2 > 0:

VC4 −
√

∆3

2R04

< I∗L6
<
VC4 +

√
∆3

2R04

(4.64)

where:

∆3 = VC4

2 + 4R04C5V
e
C5

2

[
1

R4C4

+
1

R5C5

]
The second region given by b2 > 0 can be expressed as:

VC4 −
√

∆4

2R04

< I∗L6
<
VC4 +

√
∆4

2R04

(4.65)

with:

∆4 = VC4

2 +
4R04

R5

V e
C5

2

The intersection of (4.64) and (4.65) is actually given by (4.65), which is the
region of stability for I∗L6

.
2. For a2 ≥ 0 and b2 ≤ 0: at least one eigenvalue will have a positive real part

Re[λ1,2 ≥ 0], then the system is not stable.
3. For a2 ≤ 0: there is also at least one eigenvalue with positive real part

Re[λ1,2 ≥ 0] where the zero dynamics are not stable.

The control of IL6 → I∗L6
is stable to charge and discharge the battery as long

as the reference I∗L6
is designed respecting condition (4.65).

4.4. PV Array Subsystem

The PV subsystem is a renewable energy source with non-dispatchable feature.
Therefore, the target here is to provide the maximum power to the system according
to power generated. The PV is the main generation in the considered Microgrid, and
it is obviously scaled according to the Microgrid’s load. The incremental conductance
algorithm is applied to track the reference for the PV array in the maximum power
point. This method is one of the classical MPPT algorithms, and is characterized
by fast response and simple design [150,151]. The MPPT algorithm is chosen to be
used as the reference to PV’s control strategy optimizing the power generation in
the Microgrid.
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Figure 4.4: The boost converter of the PV array subsystem.

4.4.1. PV array model

Figure 4.4 depicts the converter configuration o the PV subsystem.

A boost converter connects the PV to the DC bus. The state-space model of the
PV converter is presented in equations (4.66)-(4.68):

V̇C7 =
1

R7C7

VPV −
1

R7C7

VC7 −
1

C7

IL9 (4.66)

V̇C8 =
1

R8C8

Vdc −
1

R8C8

VC8 +
1

C8

IL9(1− u3) (4.67)

İL9 =
1

L9

VC7 −
1

L9

VC8(1− u3)− R08

L9

IL9 +
1

L9

(R08 −R07)IL9u3 (4.68)

where, VPV is the panel’s voltage, VC7 is the voltage on capacitor C7, VC8 is the
voltage on capacitor C8, while IL9 is the current on the inductor L9. R7 and R8 are
the resistances representing the cable losses, and R07 and R08 are the semiconductor
losses plus the inductor losses. u3 is the duty cycle of the converter.

4.4.2. Feedback linearization

The secondary control contains a MPPT algorithm to track the maximum
power point for different weather conditions. The higher level controller provides
the current reference I∗L9

, then according to the control objective, let us define the
control output as y3 = IL9 . It is considered that the system has one output and one
input, thus a square system is shown in (4.69).{

İL9 = f3(VC7 , VC8 , IL9) + g3u3

y3 = IL9

(4.69)

The Lie derivative of the output with respect to g9 is:

Lg3(IL9) = −VC8 − (R08 −R07)IL9

L9

Lie derivative is non-singular since VC8 6= (R08−R07)IL9 because of technological
reasons, the voltage drop in the semiconductors are always smaller than the output
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of the converter.Therefore, a nonlinear feedback control input can be written as:

u3 = Lg3(IL9)
−1

[
v9 −

1

L9

(VC7 − VC8 −R08IL9)

]
(4.70)

u3 =
L9v9 − VC7 + VC8 +R08IL9

VC8 − (R08 −R07)IL9

(4.71)

where u3 is the control input in (4.69) and v9 is the additional input.

Since I∗L9
is the desired trajectory for IL3 , it is possible to design the additional

input v9 in a linear manner with respect to the output IL9 and hence a linear stable
subspace is generated.

v9 = −K9(IL9 − I∗L9
)−Kα

9 α9 (4.72)

α̇9 = IL9 − I∗L9
(4.73)

where K9 and Kα
9 are positive constants.

4.4.3. Zero dynamics analysis

The states VC7 and VC8 are the zero dynamics in the PV system. The calculated
equilibrium points are given by:

V e
C7

= VPV −R7I
∗
L9

(4.74)

V e
C8

=
Vdc
2
± 1

2

√
V 2
dc + 4R7I∗L9

(VC7 −R07I∗L9
) (4.75)

To analyze the zero dynamics local stability, the Jacobian linearization matrix
JC is presented:

JC =

 − 1
R7C7

0
−I∗L9

V eC8
−(R08−R07)I∗L9

− 1
R8C8

−
I∗L9

[VC7
−(2R08−R07)I∗L9

]

C8[V eC8
−(R08−R07)I∗L9

]2


In this case, one has that IL9 ≥ 0 is always positive, as a consequence VPV ≥ VC7 .

Therefore, there are only two possible cases in the matrix C parameters:

1. For VC7−(2R08−R07)I∗L9
> 0, the eigenvalues of matrix C is always negative,

then the zero dynamics is locally stable.
2. For VC7 − (2R08 − R07)I∗L9

< 0: this condition is not physically possible,
therefore this case is not considered in the stability analysis.

97



Chapter 4. Control Strategy

4.5. DC Load Subsystem

The DC load is represented mostly by electronic devices, that have a DC nature.
Therefore, to avoid energy conversion, these kind of loads can be directly supplied
in DC voltage. The general DC load in the Microgrid represents lights, ventilation,
heating and electrical vehicles, as an aggregation of the power demand in the smart
train station. The load shift power according to the required demand [202], where
voltage deviation is not allowed to exceed the grid limits.

The DC load connected via a DC/DC converter is an adequate representation for
modern DC distribution systems, since it represents a significant portion of the total
load in DC networks [113]. The main load requirement is to maintain its voltage
inside of the grid requirements (normally ±5%).

4.5.1. DC load model

The load converter is a buck one as depicted in Figure 4.5. The state-space model
is introduced in (4.76)-(4.78):

V̇C11 =
1

R11C11

VL −
1

R11C11

VC11 +
1

C11

IL13 (4.76)

V̇C12 =
1

R12C12

(Vdc − VC12)−
1

C12

IL13u4 (4.77)

İL13 = − 1

L13

VC11 −
R011

L13

IL13 +
1

L13

[
VC12 − (R012 −R011)IL13

]
u4 (4.78)

where VL is the load voltage, VC11 and VC12 are the voltages on capacitor C11 and
C12, respectively, and IL13 is the current on the inductor L13. R11 and R12 are the
resistances representing the cable losses, and R011 and R012 are the semiconductor
losses plus the inductor losses. u4 is the duty cycle of the converter. VC11 , VC12 and
IL13 are the state variables, u4 is the control input and VL and Vdc are seen as
perturbations.

The load is represented on the Microgrid model as a variable current source
IL with a fixed resistance in parallel RL, where variations in the current source
represent the load demand variations, and are related to the load voltage as follows:

IL =
VL
RL

+
VL − VC11

R11

(4.79)

The current IL is unknown, because VL is the only measured variable from the
load point of view. So, VL is measured on the PCC of the DC load system. Therefore,
the DC load control strategy is to control the voltage VC11 on the DC/DC converter,
such that, the voltage on VL is inside of the grid limits, since the cable losses (R11)
create voltage drop on VL, which may overcome the grid limits.
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Figure 4.5: The buck converter of the DC load subsystem.

4.5.2. Backstepping control

The target in DC load subsystem is to provide constant voltage supply, even if
there are power variations. The DC load reference is given by V ∗C11

, which is the
desired value for VL, since VL is not directly controlled in this system. Here, one has
the output control given by y4 = VC11 , then there is a square system where relative
degree is 2. The DC load model can be represented as follows:

V̇C11 = f11(VL, VC11) + g11IL13

İL13 = f13(VC11 , VC12 , Vdc) + g13(VC12 , IL13)u4

y4 = VC11

(4.80)

In this case, the backstepping control strategy have straight forward application
according to the system model as can be seen in (4.80), the control input is applied
for IL13 , which is used to control VC11 . This control scheme is the usual approach,
since the control input (u4) appears in IL13 dynamics and and reference trajectory
I∗L13

is computed to control voltage VC11 . It is provided the desired linear dynamics
for the output control VC11 called as the additional input v11:

v11 = −K11(VC11 − V ∗C11
)−Kα

11α11 (4.81)

α̇11 = VC11 − V ∗C11
(4.82)

where K11 and Kα
11 are positive constants and α11 an auxiliary variable representing

an integral term.

It is needed to find a reference trajectory for IL13 , such that, one can obtain
the desired dynamics for VC11 as presented in (4.81). By feedback linearization in
equation (4.76), results:

IeL13
=

1

R11

(VC11 − VL)− C11

[
K11(VC11 − V ∗C11

) +Kα
11α11

]
(4.83)

With a desired trajectory IeL13
designed to stabilize VC11 in V ∗C11

, a linear stable
subspace is generated. As next step, IeL13

is assigned as the feedback control law
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ensuring closed-loop stability around the reference V ∗C11
: furthermore, as before, there

is also a desired dynamic behaviour to impose:

v13 = −K13(IL13 − IeL13
)−Kα

13α13 (4.84)

α̇13 = IL13 − IeL13
(4.85)

where K13 and Kα
13 are positive constants and α13 an auxiliary variable representing

an integral term. To select a proper control input, one can consider the following
Lyapunov candidate:

W11,13 =
1

2

(
VC11 − V ∗C11

)2
+
Kα

11

2
α2

11 +
1

2

(
IL13 − IeL13

)2
+
Kα

13

2
α2

13 > 0 (4.86)

Therefore, the Lyapunov derivative can be developed as follows:

Ẇ11,13 =
(
VC11 − V ∗C11

)
v11 +Kα

11α̇11 +
(
IL13 − IeL13

)
(İL13 − İeL13

) +Kα
13α̇13 (4.87)

Ẇ11,13 =
(
VC11 − V ∗C11

)
[−K11(VC11 − V ∗C11

)−Kα
11α11] +Kα

11(VC11 − V ∗C11
) +

+
(
IL13 − IeL13

) [
− 1
L13
VC11 − R011

L13
IL13 + 1

L13

[
VC12 − (R012 −R011)IL13

]
u4

]
+

−
(
IL13 − IeL13

)
İeL13

+Kα
13(IL13 − IeL13

) (4.88)

The time derivative of IeL13
is calculated in order to solve equation (4.87):

İeL13
=

[
1

R11

− C11K11

]
v11 − C11K

α
11(VC11 − V ∗C11

) (4.89)

The derivative of the Lyapunov function is then used to obtain the proper control
input, imposing the desired result for Ẇ11,13 as written next:

Ẇ11,13 = −K11

(
VC11 − V ∗C11

)2 −K13(IL13 − IeL13
)2 ≤ 0 (4.90)

by applying Barbalat’s lemma it is possible to establish that Ẇ11,13 → 0 as t→∞:
ergo (VC11 − V ∗C11

)→ 0, (IL13 − I∗L13
)→ 0, and by signal chasing, that α11 → 0 and

α13 → 0 [188].

Therefore, the proper control input u4 is calculated such that equation (4.90) is
satisfied and asymptotic stability is assured. The control input u4 is written as:

u4 =
L13v4 + VC11 +R011IL13

VC12 − (R012 −R011)IL13

(4.91)

where:

v4 = v13 +

(
1

R11

− C11K11

)
v11 − C11K

α
11(VC11 − V ∗C11

) (4.92)
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4.5.3. Zero dynamics analysis

The state VC12 is the zero dynamics here, where the local stability analysis is
given.

V̇C12 =
1

R12C12

Vdc −
1

R12C12

VC12 −
1

C12

IeL13
u∗4 (4.93)

where IeL13
= 1

R11
(V ∗C11

− VL) and:

u∗4 =
V ∗C11

+R011I
e
L13

VC12 − (R012 −R011)IeL13

(4.94)

To analyze the dynamics above, let us consider its linearization. The needed
equilibrium points can be determined as follows:

V e
C12

=
−a12

2
± 1

2

√
a2

12 + 4∆12 (4.95)

where:

a12 = Vdc − (R012 −R011)IeL13

∆12 = IeL13

[
(R012 −R011)Vdc +R12(VC11 +R011I

e
L13

)
]

The linearization of the VC12 dynamical equation is obtained with the eigenvalue
of the linearized zero dynamics in (4.96).

J12 = − 1

R12C12

+
IeL13

C12

[
V ∗C11

+R011I
e
L13

[V e
C12
− (R012 −R011)IeL13

]2

]
(4.96)

In the DC load case, we have that current is always positive: IeL13
≥ 0 (sense

adopted in modelling from Figure 4.1). As a consequence we can also state that
VL ≤ VC11 always. Given this physical considerations, let us now take into account
all possible cases for the stability analysis:

1. When V ∗C11
+R011I

e
L13

< 0, we may result in:

VL >
R11 +R011

R011

V ∗C11
∴ VL > VC11 (4.97)

which is not physically possible because VL ≤ VC11 , then this case is not
considered.
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2. When V ∗C11
+R011I

e
L13

> 0, we may result in:

VL <
R11 +R011

R011

V ∗C11
∴ VL < VC11 (4.98)

Which is feasible, then following inequality is required to obtain local
stability:

− 1

R12C12

+
IeL13

C12

[
V ∗C11

+R011I
e
L13

[VC12 − (R012 −R011)IeL13
]2

]
< 0 (4.99)

Considering inequality (4.99), it is possible to find the region of stability for
IeL13

, where eigenvalue of the linearized zero dynamics is negative assuring
local stability for zero dynamics.

4.6. Regenerative Braking Subsystem

A train line can recover energy through regenerative braking when the train
motor occasionally becomes a generator by producing a counter-torque in the
electrical motor [11]. The braking energy recovery system is a renewable energy
source, and the perturbation it introduces is different with respect to the usually
considered ones. Indeed, it introduces a high level of current in a short time period
[14–16] in a predictable way. However, this intermittent high power peak can cause
instability in a Microgrid context; to avoid it, the supercapacitor has the duty to
absorb the transient peak of energy [173–176]. As a consequence, the system is able
to keep save operation and battery is less stressed.

A voltage source VT models the train DC bus3; when the regenerative braking
takes place, the voltage of the train line in the Parisian metro system have increment
of 25% of the nominal value [14]. A buck converter is exclusively dedicated to the
energy recovery, connecting the train line to the DC Microgrid. The demanded
power of the train is fed by one or more others converters and they are independent:
train’s power supply is not included in the regenerative braking system, only the
generated energy from braking is then absorbed. This system recovers the braking
energy instead of wasting it, and also helps the train’s grid to keep its voltage inside
desired operational margins. The target of the converter is to keep its voltage to the
constant value of the train line, resulting in a very high power injection in a few
seconds when the regenerative energy is recovered.

3Voltage VT represents the measured voltage on the train’s coupling point

102



4.6. Regenerative Braking Subsystem

Figure 4.6: The buck converter of the train (regenerative braking) subsystem.

4.6.1. Regenerative braking model

Figure 4.6 represents the energy recovery subsystem. The state-space model
of the regenerative energy subsystem including the buck converter is presented in
(4.100)-(4.102):

V̇C14 =
1

R14C14

VT −
1

R14C14

VC14 −
IL16

C14

u5 (4.100)

V̇C15 =
1

R15C15

Vdc −
1

R15C15

VC15 +
1

C15

IL16 (4.101)

İL16 =
1

L16

VC14u5 −
1

L16

VC15 −
R014

L16

IL16 (4.102)

here, VT is the train’s line voltage source, VC14 is the voltage on capacitor C14, VC15

is the voltage on capacitor C15, and IL16 is the current on inductor L16. R14 and
R15 are the resistances representing the cable losses, and R014 and R015 are the
semiconductor losses plus the inductor losses. Here, the following consideration is
made: R014 = R015. u5 is the duty cycle of the converter. VC14 , VC15 and IL16 are the
state variables, u5 is the control input and VT and Vdc are seen as perturbations.

The control target in the regenerative braking system is to regulate the voltage
VC14 in a constant reference V ∗C14

, such that, it is possible to inject the power
generated by the train braking due to the different voltage created between VT

and VC14 . In this way, the generated current in the train can flow to the DC bus
(which can be absorbed by the supercapacitor when needed). The straight forward
control application for this subsystem is to define VC14 as the control control output
and then the control input is calculated as follows:

u5 =
1

IL16

[
C14v14 −

1

R14(VT − VC14)

]
(4.103)

where v4 is a additional control input to steer VC14 → V ∗C14
by using linear techniques.

But, the control input calculated in (4.103) may result in a singularity when
IL16 is zero, and there is also a non-minimum phase problem with unstable zero
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dynamics4. The buck converter has non-minimum phase feature when the input
voltage converter is chosen as the control output.

Therefore, singular perturbation analysis applied to design a control induced
time-scale separation, considering IL16 as the output of the subsystem (4.100)-
(4.102), and the two voltages are the zero dynamics. Subsequently, the system is
divided into two lower order interconnected subsystems with different dynamics.
Since the control target is to track a constant reference for VC14 , similar considera-
tions for the case of the supercapacitor subsystem are done, and dynamic feedback
linearization is used [117,118].

4.6.2. Regenerative braking control application

According to the control objective, it is defined the output as y5 = IL16 . It is
considered that the system has one output and one input, thus the system can be
represented as follows:{

İL16 = f16(VC14 , VC15 , IL16) + g16u5

y5 = IL16

(4.104)

Let Lg16(IL16) be a 1 × 1 matrix where the Lie derivative of the output with
respect to g16 is:

Lg16(IL16) = −VC15

L16

with Lg16(IL16) being non-singular since VC15 is always positive by technological
reasons, therefore, a nonlinear feedback control input can be calculated as follows:

u5 =
1

VC14

[L16v16 + VC15 +R015IL16 ] (4.105)

where v16 is the additional input to be designed.

The additional input v16 can be designed in a linear manner with respect to the
output IL16 and hence a linear stable subspace is generated.

v16 = −K16(IL16 − IeL16
)−Kα

16α16 (4.106)

˙α16 = IL16 − IeL16
(4.107)

where K16 and Kα
16 are positive constants calculated by pole allocation and α16 an

auxiliary variable.
4Similar analysis as presented for the supercapacitor subsystem in subsection 4.2.2

104



4.6. Regenerative Braking Subsystem

4.6.3. Zero dynamics analysis

The states VC14 and VC15 presented in (4.100)-(4.102) are the zero dynamics in
the system, where a stability study is presented for these dynamics.

V̇C14 =
1

R14C14

(VT − VC14)−
I∗L16

C14VC14

(VC14 +R015I
∗
L16

) (4.108)

V̇C15 =
1

R15C15

(Vdc − VC15) +
1

C15

I∗L16
(4.109)

The calculated equilibrium points are given by:

V e
C14

=
VT
2
± 1

2

√
V 2
T − 4R14IeL16

(V ∗C15
+R05IeL16

) (4.110)

V e
C15

= Vdc +R15I
e
L16

(4.111)

The stability analysis is made by linearization procedure, where the local stability
of the zero dynamics is investigated. The matrix JD is the Jacobian linearization
matrix:

JD =

 − 1
R14C14

+
IeL16

(VC15
+R015IeL16

)

C14V eC14

2 − 1
C14

IeL16

VC14

0 − 1
R15C15


The eigenvalues of λ from matrix D can be written as:

λ1,2 = −a3

2
± 1

2

√
a2

3 − 4b3 (4.112)

where:

a3 =
1

R15C15

+
1

R14C14

−
IeL16

C14V e
C14

2 (VC15 +R015I
e
L16

) (4.113)

b3 =
1

R15C15

[
1

R14C14

−
IeL16

C14V e
C14

2 (VC15 +R015I
e
L16

)

]
(4.114)

In this case, current IL16 is always positive (IL16 ≥ 0), because the regenerative
braking subsystem only injects energy into the Microgrid. Local stability can be
determined when the eigenvalues are negative. Therefore, to assure local stability is
assured when the following condition is satisfied:

1

R14C14

−
IeL16

C14V e
C14

2 (VC15 +R015I
e
L16

) > 0 (4.115)

From 4.115, the region of stability for current I∗L16
can be determined as follows:

− VC15

2R015

−
√

∆5

2R015

< IeL16
< − VC15

2R015

+

√
∆5

2R015

(4.116)
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where:

∆5 = VC15

2 + 4
R015

R14

V e
C14

2

In conclusion, local stability for zero dynamics is assured when equations (4.116)
is satisfied.

4.6.4. Reference calculation

The next procedure is to create the reference value IeL16
, which must be deduced

from the desired V ∗C14
. Following the theory presented in [125], it is designed the

controller such that IL16 quickly converges to IeL16
and the dynamics of VC14 can be

replaced thanks to singular perturbation as by a simplified model considering the
convergence of IL16 :

V̇C14 =
1

R14C14

VT −
1

R14C14

VC14 −
1

C14

IeL16
u∗5 (4.117)

where:

u∗5 =
1

VC14

[VC15 +R015I
e
L16

] (4.118)

One would like to develop a control strategy for IeL16
such that VC14 is stabilized

at V ∗C14
. With the above conditions and since (I∗L14

)2 explicitly appears in (4.119),
one may apply the dynamical feedback strategy, choosing İe16 as the control input.
Therefore, it is added an integrator in IeL16

which yields a higher order system,
resulting in full-state transformation with no zero dynamics:V̇C14 =

1

R14C14

(VT − VC14)−
IeL16

[VC15 +R015I
e
L16

]

C14VC14

İ∗L16
= vt

(4.119)

The system above has the standard form (4.120), where vt is the input control.{
V̇C14 = f14(VC14 , VC15 , IL16) + g14vt

h14(x) = VC14

(4.120)

Defining VC14 as the output, the relative degree is 2, consequently there are no
remaining dynamics in this part. The following Lie derivatives can be deduced as:

V̇C14 = L1
f14

(VC14) (4.121)
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V̈C14 =

[
− 1

R14C14

+
VC15I

e
L16

+R015I
e
L16

2

C14VC14

2

]
V̇C14 −

1

C14VC14

IeL16
V̇C15 −

1

C14VC14

(VC15 + 2R015I
e
L16

)İ∗L16
(4.122)

V̈C14 = L2
f14
h14(x) + Lg14L1

f14
(VC14)vt (4.123)

By introducing a synthetic input θt, the input vt can be designed as:

vt =
1

Lg14L1
f14

(VC14)
[θt − L2

f14
(VC14)] (4.124)

where the synthetic input is chosen using linear techniques to give the desired
dynamics for VC14 .

θt = −K14(V̇C14 − V̇ ∗C14
) +Kα

14(VC14 − V ∗C14
) (4.125)

The speed response of the voltage is defined by using the positive gains K14 and
Kα

14 by pole placement and IeL16
can be easily determined by integrating the input∫

vtdt = IeL16
.

4.7. AC Grid-Connection

A connection with a main AC grid is included in the considered Microgrid, with
the possibility to supply active and reactive power according with the grid demand.
From the Microgrid point of view, it results as to supply an AC load, ensuring power
supply to the main network. The AC grid connection is done through a three-phase
AC bus connected with a VSC converter with output L-filter. In this case, the AC
grid is considered as an infinite bus, where voltage and frequency are not controlled
by the Microgrid, and the power variations are supported by the main grid. Next
chapters will present a weak grid case5, where frequency and voltage are taken into
account for stability purposes.

4.7.1. AC grid model

The AC grid subsystem is depicted in Figure 4.7. The equations (4.126)-(4.128)
represent the state-space model of the VSC interconnecting the Microgrid with the

5A weak grid can be composed of isolated system with low inertia properties.
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Figure 4.7: Voltage Source Converter (VSC) to AC grid-connection.

main grid:

İld = −Rl

Ll
Ild + ωgIlq +

1

2Ll
VC17u6 −

Vld
Ll

(4.126)

İlq = −Rl

Ll
Ilq − ωgIld +

1

2Ll
VC17u7 −

Vlq
Ll

(4.127)

V̇C17 =
1

R17C17

(Vdc − VC17)−
3

2C17VC17

(IldVld + IlqVlq) (4.128)

Ild and Ilq are the direct and quadratic currents in the AC line, respectively, and
Vld and Vlq are the related direct and quadratic voltages on the AC grid using Park’s
transformation [203]. VC17 is the voltage on capacitor C7, and R17 is the cable losses
in the VSC and ωg is the grid frequency. The modulation index u6 and u7 are the
control inputs: they are bounded by

√
u2

6 + u2
7 ≤ 1. In this case, Ild, Ilq and VC17 are

the state variables, ωg and Vdc are seen as perturbations.

In the following, Ild and Ilq will be the outputs of the subsystems, and VC17 the
zero dynamics. Feedback linearization is used to meet the control target, i.e., to let
the outputs reach two decoupled current references I∗ld and I∗lq. They are obtained
by given power references P ∗l and Q∗l , as in [125].

The synchronous dq reference frame is chosen such that the d-axis is fixed to the
AC side of the grid, i.e., Vld = V̂l, which is the voltage amplitude and Vlq = 0, then
decoupled control on Pl and Ql can be realized [125].

Pl =
3

2
VldIld (4.129)

Ql = −3

2
VldIlq (4.130)

According to (4.129) and (4.130) it is possible to control Pl and Ql controlling
Ild and Ilq in the desired value. Therefore, one has the control objective explicit in
(4.132) and (4.132).

I∗ld =
2

3

P ∗l
Vld

(4.131)

I∗lq =
2

3

Q∗l
Vld

(4.132)
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4.7.2. Feedback linearization

According to the control objective, it is defined the control outputs as yd = Ild

and yq = Ilq. It is considered that the system has two outputs and two inputs, thus
a square system is shown in (4.133).{

İld,q = fld,q(Ild,q, Vld,q, VC17) + gld,qu6,7

yd,q = Ild,q
(4.133)

Let the Lie derivatives Lgld,q(Ild, Ilq) be a 2× 2 matrix where the Lie derivative
of the output with respect to gld,q is:

Lgld,q(Ild, Ilq) =
VC17

2Ll

The Lie derivatives are non-singular since VC17 is always positive, therefore, a
nonlinear feedback control input can be written as:

u6 =
2

VC17

[Llvid +RlIld − ωgLlIlq + Vld] , (4.134)

u7 =
2

VC17

[
Llviq +RlIlq + ωgLlIld + Vlq

]
, (4.135)

where u6,7 are the control input in (4.133) and vid,iq are the additional inputs.

Since I∗ld,q is the desired trajectory for Ild,q, it is possible to design the additional
input vid,iq in a linear manner with respect to the output Ild,q and hence a linear
stable subspace is generated.

vid,iq = −Kd,q(Ild,q − I∗ld,q)−Kα
d,qαdq (4.136)

˙αdq = Ild,q − I∗ld,q (4.137)

where Kd,q and Kα
d,q are positive constants calculated by pole allocation.

4.7.3. Zero dynamics analysis

The state VC17 is the zero dynamic in the VSC system.

V̇C17 =
1

R17C17

(Vdc − V e
C17

)− 3

2C17V e
C17

(I∗ldVld + I∗lqVlq) (4.138)

where:

u∗6 =
2

VC17

[
RlI

∗
ld − ωgLlI∗lq + Vld

]
(4.139)

u∗7 =
2

VC17

[
RlI

∗
lq + ωgLlI

∗
ld + Vlq

]
(4.140)
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The calculated equilibrium point is given by:

V e
C17

=
Vdc
2
± 1

2

√
V 2
dc + 6R17[VldI∗ld + VlqI∗lq] (4.141)

The linearization of VC17 dynamic state is obtained by calculating the eigenvalue
of the lineraized zero dynamics in (4.142).

J17 = − 1

R17C17

+
3

2C17

1

V e
C17

2 (VldI
∗
ld + VlqI

∗
lq) (4.142)

As stated before Vlq = 0 from chosen reference frame, so I∗lq has no influence on
local stability and the eigenvalue of the lineraized zero dynamics becomes:

J17 = − 1

R17C17

+
3VldI

∗
ld

2C17V e
C17

2 (4.143)

One can easily see that J17 is always negative when I∗ld ≤ 0. Therefore, VC17 is
locally stable when the Microgrid is absorbing active power from the AC grid.

When I∗ld > 0, one has to analyze the region where the Jacobian is negative
(J17 < 0). From (4.143) results:

I∗ld <
2V e

C17

2

3R17Vld
(4.144)

Concluding, local stability is assured for zero dynamics VC17 for reactive power
supply and active power supply when current I∗ld respects equation (4.144).

4.7.4. PLL synchronization

The voltages in the AC side of the VSC converter can be written as follows:{
Vld = V̂l cos(ωgt+ θ0 − ρ(t))

Vlq = V̂l sin(ωgt+ θ0 − ρ(t))
(4.145)

where V̂l is the peak voltage value, ωg is the grid frequency, θ0 is the phase angle
of the fundamental component and ρ(t) = ωt + ϕ is the angle of the synchronous
system calculated by PLL.

The adopted reference frame implies Vld = V̂ and Vlq = 0 when ρ(t) = ωgt+ θ0,
which means that the converter is synchronized with the main grid. Thus, it is
possible to design a controller for ρ(t), such that Vlq = 0 in steady state [204, 205].
The Synchronous Reference Frame (SRF) PLL structure is shown in Figure 4.8,
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with G(s) being a linear controller that cancels the quadrature component of the
voltage (Vlq = 0) by adjusting the value of ρ(t). The linear controller G(s) is written
as follows:

G(s) = kp
1 + sτi
sτi

(4.146)

where kp is the proportional gain and τi the time constant.

∗ 

𝑛 

Figure 4.8: Block diagram of SRF-PLL.

The nonlinear dynamics of the synchronism structure is linearized around an
operating point (ρ̄ = ωnt+ θ0, where ωn is the fundamental frequency), considering
sinµ ≈ µ when µ ≈ 0, and the grid frequency close enough to the fundamental
frequency (ωg ≈ ωn) [205]. Thus, based on the block diagram of the PLL, the
tracked frequency is given as:

ω = V̂l(ωnt+ θ0 − ρ(t)) (4.147)

In this case, the PLL can be applied to synchronize the VSC with the main
AC grid. The PLL controller is not designed from nonlinear control strategies, but
traditional linearization is applied, since the focus here is the Microgrid as a whole.
Therefore, no contribution on PLL synchronization is developed.

4.8. System Interconnection

4.8.1. The DC bus

The DC bus is the PCC among the devices, and it represents the interconnection
of the different subsystems. This node is represented by the capacitor C10 in Figure
4.1. The cables inductance are not considered here, since for small distances as the
proposed Microgrid, the inductance of the cables are not significant. Therefore, only
resistance losses are considered. The dynamical behavior of Vdc is introduced as
follows.

V̇dc =
1

C10

[
1

R2

(VC2 − Vdc) +
1

R5

(VC5 − Vdc) +
1

R8

(VC8 − Vdc) +

+
1

R12

(VC12 − Vdc) +
1

R15

(VC15 − Vdc) +
1

R17

(VC17 − Vdc)
]

(4.148)
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Vdc is not directly controllable by any control inputs; then, it is considered it as
a zero dynamics of the whole system. The control target is to fix a certain reference
voltage V ∗dc for the DC bus; the control law of the supercapacitor subsystem will be
developed for this purpose.

4.8.2. Hierarchical control structure

A hierarchical control structure is considered in this work [27, 95]. While the
low-level controllers for the converters are here introduced, they need references
supposed to be provided by a higher secondary level controller, which development
is out of the scope of this work. The references for the voltages of DC bus, DC load
and regenerative system are fixed and chosen a priori : they are V ∗dc, V ∗C11

and V ∗C14
,

respectively.

The current reference I∗L9
for the PV is given by the Incremental Conductance

MPPT algorithm, in order to address the maximum power point for the PV. The
reference of active and reactive powers to be provided to the AC grid are I∗ld
and I∗lq, while the one for the battery is I∗L6

. These references are supposed to be
calculated with an optimal power flow controller, considering grid codes, the physical
constraints of the devices given by their sizes and the needs of the Microgrids, as
in [116,123]. The reference vector is

r = [I∗L6
I∗L9

V ∗dc V
∗
C11

V ∗C14
I∗ld I

∗
lq]. (4.149)

Part of the contribution of this work relies on the development of control laws for
stabilizing the dynamics of the whole Microgrid system introduced previously with
respect to given references, introduced in (4.149). Furthermore, a complete rigorous
analysis of the DC Microgrid is implemented, proving stability of the whole system
and answering to the following Problem:

Problem 1. Given the equations of the system model (4.1), (4.2), (4.3), (4.52),
(4.53),(4.54), (4.66), (4.67), (4.68), (4.76), (4.77), (4.78), (4.100), (4.101), (4.102),
(4.126), (4.127), (4.128) and (4.148), and supposing the given references in (4.149)
to fulfill the steady-state stability conditions (i.e., to correctly satisfy power balance
in steady-state), the development of dedicated control law u1, u2, u3, u4, u5, u6 and
u7 such to ensure grid stability is needed.
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4.8.3. Preliminaries

Consider the extended state x, the respective equilibrium point xe, the output y
and the error x̃ , x− xe:

x = [ ξ1 ξ2 η µ ζ ]T , (4.150)

xe = [ ξe1 ξe2 ηe µe ζe ]T , (4.151)

y = [ yµ yξ1 yξ2 ]T , (4.152)

where:

ξ1 = [ IL6 α6 IL9 α9 Ild αd Ilq αq ] , (4.153)

ξ2 =
[
VC11 α11 IL13α13 VC14 V̇C14 IL16 α16

]
, (4.154)

η = [ VC5 VC8 VC12 VC15 VC17 Vdc ] , (4.155)

µ =
[
VC2 V̇C2 IL3 α3

]
, ζ = [ VC1 VC4 VC7 ] , (4.156)

ξe1 =
[
I∗L6

0 I∗L9
0 I∗ld 0 I∗lq 0

]
, (4.157)

ξe2 =
[
V ∗C11

0 IeL13
0 V ∗C14

0 IeL16
0
]
, (4.158)

ηe =
[
V ∗C5

V ∗C8
V ∗C12

V ∗C15
V ∗C17

V ∗dc
]
, (4.159)

µe =
[
V e
C2

0 IeL3
0
]
, ζe =

[
V ∗C1

V ∗C4
V ∗C7

]
, (4.160)

yµ = [y1] = [IL3 ], yξ2 = [ y4 y5 ] = [ VC11 IL16 ] , (4.161)

yξ1 = [ y2 y3 yd yq ] = [ IL6 IL9 Ild Ilq ] . (4.162)

The equations of ILJ , with J = {3, 6, 9, 13, 16, d, q}, and VCI , with I =

{1, 2, 4, 5, 7, 8, 10, 11, 12, 14, 15, 17}, are introduced in (4.1)-(4.148), while the terms
αH , with H = {3, 6, 9, 11, 13, 16, d, q}, are integral terms ensuring zero error in
steady-state

4.8.4. Stability analysis

The values of the equilibrium point are either provided by the higher level
controller in (4.149), either obtained by solving the equations of the Microgrid (4.1)-
(4.148), for VCI , I = {1, 4, 5, 7, 8, 12, 15, 17}, and (4.34), (4.60), (4.73), (4.107) and
(4.137) in steady-state, given (4.149). Finally, the trajectories V e

C2
, IeL3

, IeL13
and IeL16

are obtained by Lyapunov techniques considering the stability of the whole DC bus
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connection (V e
C2
), backstepping (IeL13

) and dynamical feedback linearization (IeL3
and

IeL16
) techniques to meet the control purpose:

V e
C2

=Vdc +
K10

Vdc
(V ∗dc

2 − V 2
dc)−R2Ψdc+

− R2

Vdc
[Ψ5 + Ψ8 + Ψ12 + Ψ15 + Ψ17 + ΨW ] , (4.163)

IeL3
=

∫
1

Lg2L
1
f2

(VC2)
[θd − L2

f2
(VC2)] dt, (4.164)

IeL13
=
VC11 − VL

R11

− C11

[
K11(VC11 − V ∗C11

) +Kα
11α11

]
, (4.165)

IeL16
=

∫
1

Lg14L
1
f14

(VC14)
[θt − L2

f14
(VC14)] dt, (4.166)

K10 is a positive constant calculated to improve the converge speed of the DC bus
voltage. The η extended terms in (4.163) are expressed as follows, being part of the
complete Lyapunov function detailed next.

Ψ5 =(VC5 − V e
C5

)

[
Vdc − VC5

R5

+ IL6(1− u2)

]
, (4.167)

Ψ8 =(VC8 − V e
C8

)

[
Vdc − VC8

R8

+ IL9(1− u3)

]
, (4.168)

Ψ12 =(VC12 − V e
C12

)

[
Vdc − VC12

R12

− IL13u4

]
, (4.169)

Ψ15 =(VC15 − V e
C15

)

[
Vdc − VC15

R15

+ IL16

]
, (4.170)

Ψ17 =(VC17 − V e
C17

)

[
Vdc − VC17

R17

− 3(IldVld + IlqVlq)

2VC17

]
, (4.171)

Ψdc =
VC5 − Vdc

R5

+
VC8 − Vdc

R8

+
VC12 − Vdc

R12

+

+
VC15 − Vdc

R15

+
VC17 − Vdc

R17

, (4.172)

ΨW =−
(VC5 − V e

C5
)2

R5

−
(VC8 − V e

C8
)2

R8

−
(VC12 − V e

C12
)2

R12

−
(VC15 − V e

C15
)2

R15

−
(VC17 − V e

C17
)2

R17

(4.173)

where the Lie derivatives of the dynamical feedback approach (VC2 and VC14) can
be expressed as:
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Lg2L1
f2

(VC2) =
1

C2VC2

(VC1−2R01I
e
L3

), (4.174)

Lg14L1
f14

(VC14) =
1

C14VC14

(VC15 + 2R014I
e
L16

), (4.175)

and

L2
f2

(VC2) =
IeL3

C2VC2

V̇C1 +
V̇dc
R2C2

−
[

1

R2C2

+
VC1I

e
L3
−R01I

e
L3

2

C2VC2

2

]
V̇C2 , (4.176)

L2
f14

(VC14) =
IeL16

C14VC14

V̇C15 −
[

1

R14C14

−
VC15I

e
L16

+R014I
e
L16

2

C14VC14

2

]
V̇C14 , (4.177)

The synthetic inputs for dynamical feedback process are then written according
to references V e

C2
and V ∗C14

6:

θd = −K2(V̇C2 − V̇ e
C2

)−Kα
2 (VC2 − V e

C2
), (4.178)

θt = −K14(V̇C14)−Kα
14(VC14 − V ∗C14

). (4.179)

The control inputs are bounded: ui ∈ [0, 1], i ∈ {1, 2, 3, 4, 5}, and
√
u2

6 + u2
7 ≤ 1.

Consider the set Ωxe of all possible values of the equilibrium point xe and the set
ΩK of all possible positive values of the gains Ki, Kα

i , i ∈ {3, 6, 9, 10, 11, 13, 16, d, q},
such that the physical constraints of the converters are not violate. Given xe ∈ Ωxe ,
let us consider the set ΩVL of all the possible values of VL and IL such that the
condition of power balance is satisfied. Such condition can be expressed by:

V e
C2
− V e

dc

R2

+
V e
C5
− V ∗dc
R5

+
V e
C8
− V ∗dc
R8

+ (4.180)

+
V e
C12
− V ∗dc
R12

+
V e
C15
− V ∗dc
R15

+
V e
C17
− V ∗dc
R17

= 0.

Consider furthermore the set Ωx̃ of any evolution of x̃ satisfying for each t the
conditions:

VC2 > 0 ; VC5 > 0 ; VC8 − (R08 −R07)IL9 > 0; (4.181)

VC14 > 0 ; VC17 > 0; VC12 − (R012 −R011)IL13 > 0.

The main result can now be formulated as:

6It should be noted that V e
C2

is a time-varying reference to balance the DC bus according to
system operation state and V ∗

C14
is a constant reference, resulting in the calculated inputs (4.178)

and (4.179).
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Theorem 2. Given xe ∈ Ωxe, VL, IL ∈ ΩVL, Ki, K
α
i ∈ ΩK, the control laws u1, u2,

u3, u4, u5, u6, u7 introduced in (4.20), (4.59), (4.71), (4.91), (4.105), (4.134) and
(4.135) solve the Problem 1, since there exist suitable functions ϑ ∈ KL and γ ∈ K
such that:

||x̃(t)|| ≤ ϑ(x̃(0), t) + γ(V ∗dc), (4.182)

provided that x̃ ∈ Ωx̃.

Proof. The proof is based on the development of a Lyapunov function W for the
whole system x̃ (see [104], [91], [37]). Such Lyapunov function is composed by several
Lyapunov functions:

W (x̃(t)) = Wx̃ = Wξ̃1
+Wξ̃2

+Wη̃ +Wµ̃ +Wζ̃ > 0. (4.183)

In the following, the proof is structured according to the introduction of the
extended states ξ1, ξ2, η, µ and ζ. For each of them, a Lyapunov function is
provided, aiming at showing stability for the overall system. Wξ̃1

and Wξ̃2
will be

the first pieces, since their dynamics are directly controllable with respect to a fixed
given reference. The focus will move on the zero dynamics involved on the systems’
interconnection, withWη̃, and how to control such interconnection, withWµ̃. Finally,
stability analysis is provided for the remaining zero dynamics considered by Wζ̃ .

Classical input-output feedback linearization technique is used to calculate the
control inputs in (4.59), (4.71), (4.134), (4.135), according to the output yξ1 (see
[188]). Consequently, the following Lyapunov function Wξ̃1

can be used to prove
stability of ξ1:

Wξ̃1
= W6 +W9 +Wd,q > 0, (4.184)

where:

Wj =
1

2

(
ILj − I∗Lj

)2

+
Kα
j

2
α2
j > 0, j ∈ {6, 9} (4.185)

Wd,q = 1
2

[
(Ild − I∗ld)2 + (Ilq − I∗lq)2 +Kα

d α
2
d +Kα

q α
2
q

]
> 0. (4.186)

Using the control inputs in (4.59), (4.71), (4.134), (4.135), the related time
derivatives are calculated as:

Ẇj = −Kj

(
ILj − I∗Lj

)2

≤ 0, j ∈ {6, 9} (4.187)
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Ẇd,q = −Kd (Ild − I∗ld)
2 −Kq

(
Ilq − I∗lq

)2 ≤ 0. (4.188)

From Ẇ6 ≤ 0, it results W6(t) ≤ W6(0), which implies that IL6 − I∗L6
and α6

are bounded, thanks to Lyapunov theorem. Consequently, it can be shown that Ẅ6

is bounded as well. Then Ẇ6 is uniformly continuous in time. At this point, by
applying Barbalat’s lemma it is possible to establish that Ẇ6 → 0 as t → ∞: ergo
(IL6 − I∗L6

) → 0 and α6 → 0 [188]. The same is valid for Ẇ9 and Ẇd,q with respect
to Ẅ9 and Ẅd,q.

Asymptotic stability is then proved for the errors considered in (4.184), thanks
to (4.187), (4.188) and Barbalat’s lemma. In a similar way, the solution is presented
for the remaining Lyapunov functions.

We continue the analysis by focusing on Wξ̃2
:

Wξ̃2
= W11,13 +W14 +W16. (4.189)

First, classical input-output feedback linearization is used for obtaining the
control input in (4.91) that leads to a positive definite W11,13 with a negative
semidefinite Ẇ11,13, ensuring stability according to the same argumentations used
for (4.185), (4.186), (4.187) and (4.188):

W11,13 = 1
2

(
VC11 − V ∗C11

)2
+

Kα
11

2
α2

11 + 1
2

(
IL13 − IeL13

)2
+

Kα
13

2
α2

13 > 0, (4.190)

Ẇ11,13 = −K11

(
VC11 − V ∗C11

)2 −K13

(
IL13 − IeL13

)2 ≤ 0. (4.191)

Next, dynamical feedback linearization is used to calculate the control input
(4.105) based on (4.166); indeed, the reference IeL16

in (4.166) is calculated in a way
such there exists W14 > 0 with a Ẇ14 < 0, where:

W14 =
1

2
Kα

14

(
VC14 − V ∗C14

)2
+

1

2
V̇ 2
C14

> 0. (4.192)

This can be shown using a change of variable, where z1 = VC14 and z2 = V̇C14 .
The resulting system would be:{

ż1 = z2,

ż2 = L2
f14

+ Lg14L1
f14
İeL16

,
(4.193)

and, considering İeL16
as a control input, the chosen value in (4.166) allows to obtain

a linear stable system with respect to the desired equilibrium;{
ż1 = z2

ż2 = −K14z2 −Kα
14(z1 − z∗1).

(4.194)
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From (4.194), it is possible to calculate the proper time derivative of the
Lyapunov function in (4.192) such that

Ẇ14 = −K14z
2
2 < 0. (4.195)

Then, the control input in (4.105) correctly operates the tracking of the
calculated reference in (4.166), as it can be shown by calculating the time derivative
of the following Lyapunov function W16:

W16 =
1

2

(
IL16 − IeL16

)2
+

1

2
Kα

16α
2
16 > 0, (4.196)

Ẇ16 = −K16

(
IL16 − IeL16

)2 ≤ 0. (4.197)

In the same way as for (4.185) and (4.187), in the case of Ẇ16 asymptotic stability
can be proven by Barbalat’s lemma utilization with the calculation of Ẅ16.

Voltage V e
C2

is seen as a control input that represents the remaining degree
of freedom of the system: it is then designed with the purpose to control the
interconnection of the whole system. To analyze the stability of such interconnection,
the Lyapunov function Wη̃ is introduced to perform calculations of the reference for
VC2 to be applied by u1 in order to control the interconnections:

Wη̃ =
C10

2
V 2
dc +

C5

2
(VC5 − V e

C5
)2 +

C8

2
(VC8 − V e

C8
)2+ (4.198)

+
C12

2
(VC12 − V e

C12
)2 +

C15

2
(VC15 − V e

C15
)2 +

C17

2
(VC17 − V e

C17
)2 > 0.

Voltages VC5 , VC8 , VC12 , VC15 and VC15 are the non-controlled dynamics that
interconnect each device in the Microgrid DC bus, which are considered in the
Lyapunov equation to assure voltage stability on the DC bus. V e

C5
, V e

C8
, V e

C12
, V e

C15
and

V e
C17

are their respective equilibrium points. The time derivative can be calculated
as:

Ẇη̃ = Vdc

[
1

R2

(VC2 − Vdc) + Ψdc

]
+ Ψ5 + Ψ8 + Ψ12 + Ψ15 + Ψ17, (4.199)

where the term representing the available degree of freedom, i.e., VC2 , is clearly
indicated, and the others are defined in (4.167)-(4.172).

Then, by backstepping, supposing the dynamics of VC2 matches its reference
calculated in (4.163), the function Ẇη̃ can be written as:

Ẇη̃ =
K10

R2

V ∗dc
2 − K10

R2

V 2
dc −

(VC5 − V ∗C5
)2

R5

−
(VC8 − V ∗C8

)2

R8

+

−
(VC12 − V ∗C12

)2

R12

−
(VC15 − V ∗C15

)2

R15

−
(VC17 − V ∗C17

)2

R17

. (4.200)
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The Lyapunov function in (4.198) results to be an ISS-like Lyapunov function
[119, 190, 206], therefore the system is proven to be input to state stable and
consequently it is robustly stable as explained at the end of the proof. The
characterization of Input-to-State Stability properties are defined in [207], which
is inserted in the Appendix.

Here, VC2 is considered as the control input, and by tracking its reference
trajectory V e

C2
in (4.163) it can regulate Vdc and assure stability for the considered

dynamics. The extended state µ is studied to obtain convergence of VC2 to V e
C2
.

Then, using the control input in (4.20), the trajectory in (4.164) and defining a
Lyapunov function Wµ̃ as:

Wµ̃ = W2 +W3, (4.201)

where:

W2 =
1

2

(
VC2 − V e

C2

)2
+

1

2

(
dVC2

dt
−
dV e

C2

dt

)2

> 0, (4.202)

W3 =
1

2

(
IL3 −

∫
dIeL3

dt

)2

+
1

2
Kα

3 α
2
3 > 0. (4.203)

Stability is proven with arguments similar to the ones used for (4.192), (4.193),
(4.194) and (4.195), considering a state-dependent trajectory and its time derivatives
V̇ e
C2

and V̈ e
C2
, obtaining:

Ẇ2 < 0 ; Ẇ3 = −
(
IL3 −

∫
dIeL3

dt

)2

≤ 0. (4.204)

Finally, the focus on the states that represent the remaining zero dynamics of the
system. To show their stability, the Lyapunov functionWζ̃ is used and the controlled
dynamics are considered already on their equilibrium point:

Wζ̃ = W1 +W4 +W7, (4.205)

Wj =
1

2
Cj

(
VCj − V ∗Cj

)2

> 0, j ∈ {1, 4, 7}. (4.206)

Ẇj = − 1

Rj

(
VCj − V ∗Cj

)2

< 0, j ∈ {1, 4, 7}, (4.207)

assuring asymptotic stability for these zero dynamics.

From (4.184), (4.189), (4.198), (4.201), (4.205), we can state that there exist
functions α, α ∈ K∞ such that α(|x̃|) ≤ Wx̃(η) ≤ α(|x̃|) for Wx̃ in (4.183). From
(4.187), (4.188), (4.191), (4.195), (4.197), (4.200), (4.204), (4.207), we can state that:

Ẇx̃(x̃, V
∗
dc) ≤ −βx̃(|x̃|) + γx̃(|V ∗dc|), (4.208)
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with βx̃, γx̃ ∈ K∞ and V ∗dc playing the role of a virtual input [187, 190, 206]. From
(4.208), inequality in (4.182) follows.

Remark 6. ISS stability is practically accepted for the proposed application domain
[208, 209]. However, stronger stability results can be derived from the proposed
analysis by passivity based considerations, as in [113,210].

Remark 7. The domain of attraction and the convergence to the equilibrium can
be better defined as depending on the proposed Lyapunov function and the control
gains, according to [191, 192]. Numerical methods as the one proposed in [211] can
be used for computing the reachable set.

4.9. Simulation Results

The DC Microgrid model for the Microgrid proposed in Figure 4.1 has been
implemented with the SimPowerSystems toolbox of Matlab/Simulink. Simulink’s
toolbox SimPowerSystem allows to model a realist power system including power
electronics devices7 like IGBT, MOSFET, and GTO, sources, loads, and basic
elements like resistances, capacitors, and inductors providing a powerful simulation
environment. Besides that, control algorithms can be easily developed on Simulink
environment, which makes Simulink environment the standard platform for simula-
tion of complex systems like Microgrids.

The simulations are focused on showing the transient behavior of the system
and the proposed nonlinear control performance. The used parameters’ values are
introduced in table 4.1. In this simulation example, the DC bus is modeled as
capacitor with a small capacitance (representing fast voltage dynamics) and the
desired voltage on DC bus is V ∗dc = 630 V . The DC voltage reference value is
chosen according to the devices architecture and grid standard. In the same way,
the converters configuration were chosen according to voltage levels in each part of
the grid.

The considered supercapacitor is composed of 4 parallel and 18 series cells with
9 mΩ of equivalent DC series resistance, resulting in 50 F of total capacitance, 420 V

rated voltage and has 1.225 kWh of nominal energy capacity. The battery is an ion-
lithium one with 380 kWh of energy capacity and 160 kW of power capacity with
nominal voltage of 380 V . The current capacity is 1000 Ah and nominal discharge
current is 434 A, with 3.8 mΩ of internal resistance.

7Electronic devices are detailed modeled including the ripples generated by their switching.
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The PV array model is is a monocrystalline Kyocera KC60 composed by 15

modules in series and 100 modules in parallel of 60 W , which generates 90 kW in
nominal conditions (1000 W/m2 irradiation and 25◦C temperature) and the open
circuit voltage is 342 V . The MPPT algorithm used is the incremental conductance
one.

The main load requirement is to maintain its voltage inside of the grid
requirements (normally ±5%). The DC load reference voltage is V ∗C11

= 500 V ,
the power demand is time-varying one with 62.5 kW of maximum consumption.
The train line is modeled as a voltage source represented by VT with 750 V nominal
voltage. When the regenerative braking takes place the voltage increases up to 800 V ,
injecting about 0.5MW with duration of 8 seconds in the Microgrid.

The VSC converter L-filter grid has an impedance of Ll = 0.5 mH and
Rl = 2mΩ. The AC grid has 10MVA short-circuit power and the nominal frequency
of the grid is fn = 50 Hz (ωn = 2πfn) and the rms voltage on the PCC is 400 V .
The Microgrid provide active and reactive power supply to the AC grid, where the
maximum power supplied to the AC side of the grid is 100 kV A, which is given by
the VSC nominal power. AC grid is not used to help the stabilization of the DC
bus, but is supported by the DC grid.

The switching frequency of the DC/DC converters is 10 kHz, while the one of
the VSC converter is 20 kHz. Here a simulation of the introduced nonlinear control
laws is presented, and a comparison with the classical linear technique is proposed.
The simulation time is 30 s: during this time, both the conditions of having or not
having regenerative energy from the braking recovery system is proposed.

4.9.1. The proposed nonlinear control

Here the proposed nonlinear control is shown to be capable to stabilize the DC
Microgrid. The gains of the nonlinear controllers are provided in Table 4.2, and
are computed considering the pole placement of the linear controller (presented
next) provided in the Appendix, and are tuned experimentally so that the poles
are allocated to present a good control performance with a time constant of 50ms

for current and 100ms for voltage variables. Figure 4.9 introduces the incident
irradiation on the PV system and the current variation in the DC load, respectively.
They represent, in a realistic way, the time varying disturbances impacting the
system. These variations are used to test the control system performance when
several nonlinearities characteristics take place. Panel temperature is kept constant
during the simulation time; the DC load current values are negative since the load
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Table 4.1: Microgrid parameters

Supercap Battery PV Load Train Value
R1 R4 R7 R11 R14 0.1 Ω
C1 C4 C7 C11 C14 10 mF
R2 R5 R8 R12 R15 0.1 Ω
C2 C5 C8 C12 C15 10 mF
L3 L6 L9 L13 L16 3.3 mH
R01 R04 R07 R011 R014 10 mΩ
R02 R05 R08 R012 R015 10 mΩ

VSC Value AC grid Value DC bus Value
R17 0.1 Ω Rl 2 mΩ C10 10 µF
C17 50 mF Ll 0.5 mH

Figure 4.9: The PV incident irradiance and the demanded DC load current, respectively.

Figure 4.10: The power demand in the DC load in kW .

is absorbing power from the Microgrid and represents the power variations in DC
load demand. The power variations in the DC load (in kW ) is depicted in Figure
4.10.

The voltages VS, VB, VPV , VT , of supercapacitor, battery, PV array, and train,
respectively, are depicted in Figure 4.11. While VS has important variations,
highlighting the charge and discharge of the supercapacitor, VB is not affected by
the same problems as expected, since the references provided by the higher level
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Table 4.2: Gains’ parameters for the nonlinear controller.

Supercap. K3 = 3000 Kα
3 = 50000 K2 = 500 Kα

2 = 10000
Battery K6 = 1515.15 Kα

6 = 3030.30
PV array K9 = 3030.30 Kα

9 = 6060.60
DC load K13 = 3030.30 Kα

13 = 6060.60 K11 = 100 Kα
11 = 1000

Train K16 = 1200 Kα
16 = 200000 K14 = 1050 Kα

14 = 50000
VSC Kd,q = 10000 Kα

d,q = 100000

Figure 4.11: The voltages VS , VB, VPV , VT , of the supercapacitor, battery, PV array, and
train, respectively.

controller allow for a lower charge/discharge rate. The voltage VPV varies according
to the incident irradiation in Figure 4.9. The voltage VT produces a high voltage
peak in a short time period due to the regenerative braking.

The currents IL3 , IL6 and IL9 , respectively related to the supercapacitor, battery
and PV array subsystem, are depicted in Figure 4.12. They are shown to correctly
follow their references given by the higher level controller, as for I∗L6

from the power
flow model or I∗L9

by the MPPT algorithm, or calculated such that to keep DC
bus voltage stability, as for IeL3

, which depends on the desired value of V e
C2

for VC2

(see Figure 4.13). A zoom on VC2 voltage dynamics is introduced in Figure 4.14,
where the fast convergence of voltage is highlighted with small overshoots, despite
the high variations in reference V e

C2
during transients. So, even for fast disturbances,

introduced by the irradiation profile and the DC load power demand, depicted in
Figure 4.9, the convergence of VC2 is guaranteed.The reference V e

C2
is calculated
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Figure 4.12: The currents IL3 , IL6 , IL9 and their references IeL3
, I∗L6

, I∗L9
.

Figure 4.13: The voltage VC2 and its nominal reference V e
C2
.

for having a proper regulation of the voltage in the DC bus, and it is a function
of several state variables, as shown in (4.163), and on the way it is controlled, as
shown in (4.164).

Here, the derivative V̇ e
C2

is obtained by taking the time derivative of VC2

in (4.163) to be applied in the control input (4.178). It is not computed by a
numerical derivative block. Therefore, the noise effects caused by derivatives blocks
are eliminated, which improves the performance of control.

The obtained reference V e
C2
, together with the consequent dynamics of IL3 , is

shown to correctly being capable to perform DC bus voltage regulation to the
desired value V ∗dc in Figure 4.15. The effects of such fast control response to the
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Figure 4.14: A zoom on VC2 voltage dynamics, showing its convergence and settling times.

Figure 4.15: The DC bus voltage Vdc and its reference V ∗dc.

Figure 4.16: The DC load voltage VC11 and its reference V ∗C11
.

grid variations are such that the transient peaks are lower than 2.4% of the nominal
value.

To better highlight the quality of the proposed control action, a more detailed
description of the involved power sources and power load are needed. The DC
load profile has been introduced in Figure 4.9. Figure 4.16 shows the effectiveness
of the proposed control action for DC load voltage regulation, resulting in the
requested current IL13 depicted in Figure 4.17. It is calculated according to the
current demanded by DC load. The obtained load voltage successfully meets the grid
code requirements (±5%). Figure 4.17 also describes the renewable power profile of
the braking regenerative system, IL16 , which has a high peak about 350 A during
a few seconds of energy recovery and the current flowing to the AC grid through
the VSC, IR17 according the AC power demand given by the secondary control. The
profiles of the current IL16 and its reference IeL16

are a consequence of the desired
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Figure 4.17: The currents IL13 , IL16 and IR17 with their respective references IeL13
and IeL16

.

Figure 4.18: The voltage VC14 and its reference V ∗C14
ensuring the injection of power from

the regenerative braking system.

reference for VC14 , i.e., V ∗C14
, and the proper control of such dynamics (see Figure

4.18). Indeed, since VT increases very fast during brake recovery peaks, to control
the voltage VC14 to a constant reference V ∗C14

equal to the same value of VT when
there is no regenerative energy means to absorb the whole injected power, obtaining
a desired current profile as the one of IeL16

in Figure 4.17. To better understand the
possible risks of grid instability due to it, it is important to remark that the injected
regenerative power is much higher than the one normally provided by the PV array.
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Figure 4.19: The direct and quadrature currents Ild and Ilq with their references I∗ld and
I∗lq, respectively.

Figure 4.20: The AC bus voltage and the injected current into AC grid in [p.u.].

The current IR17 in Figure 4.17 is given by the required direct (Ild) and quadratic
(Ilq) current to supply the AC grid8. Figure 4.19 introduces the references I∗ld and
I∗lq given by the second level controller, and shows how their are perfectly tracked
by the related dynamics, these currents are shown in per unit (Sbase = 100kV A

and Vbase = 400V ). Figure 4.20 depicts rms voltage and current in the AC side of
the main grid in per unit. The current injected in AC grid is directly related to
the desired active and reactive power injected in the grid as shown in (4.131) and
(4.132) respectively. The AC voltage is kept constant since the AC bus is considered
to be a strong grid.

Finally, the zero dynamics are introduced to verify their stability. The voltage
dynamics VC1 , VC4 and VC7 are depicted in Figure 4.21. Their variations are related
to the dynamics of VS, VB, VPV and IL3 , IL6 , IL9 in Figure 4.11 and 4.12, according
to the power injected/absorbed by the devices. The remaining zero dynamics are
depicted in Figure 4.22. They are the output voltages of the converters connecting
the devices (battery, PV, DC load, train and AC grid) into the Microgrid by the
DC bus. As for the ones previously described, their dynamical behavior depends on
the ongoing power flow. Figure 4.22 characterizes their stable behavior.

8IR17
is the current in the DC side of VSC converter to supply the AC grid
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Figure 4.21: The dynamics of VC1 , VC4 and VC7 , respectively.

Figure 4.22: The output voltages VC5 , VC8 , VC12 , VC15 and VC17 on the Microgrid converters
(zero dynamics).

Here, the boundary layer dynamics obtained from the singular perturbation
analysis are compared with the real voltage dynamics measured in simulations
to provide an evaluation of the limitations between the computed and measured
values. The Figure 4.23 shows the measured voltages VC2 and VC14 compared to
the computed voltages in (4.45) and (4.119), called in the figure as VC2n and VC14n ,
respectively. One may concluded that the measured and computed variables are
similar besides very small deviations, which makes feasible the application of the
computed variables in the nonlinear control law. The zoom depicted in the last
part of the figure highlights that the error between the measured variable and the
computed one is irrelevant, showing that the boundary layer model can precisely
describe the behavior of the controlled dynamics.

Once that the whole dynamics are introduced, and a full knowledge of the
disturbances acting on the Microgrid has been acquired, it is opportune to better
highlight the success of the proposed control action. Indeed, Figure 4.15 shows how
the proposed nonlinear control performs voltage stability according to the grid codes
and with a proper margin of error under the whole set of adverse circumstances,
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Figure 4.23: The computed (in red) and simulated (in blue) voltages VC2 and VC14 with a
zoom in the respective variables.

as the regenerate power input, AC and DC load power variations, PV and battery
operating point variations. In the next, a further remark about the importance of
dealing with nonlinear control is proposed.

4.9.2. A control comparison: Linear vs Nonlinear

A very common control strategy applied to power converters and to Microgrids
in general, both in academia and in industry, is the linear PI technique. However,
in this work the importance of using nonlinear techniques is addressed. This
because the PI technique works around a linearized operation point, which suffers
of great limitations when compared to nonlinear control techniques. In this section,
a comparison between the two control strategies is done to compare the control
performance and the related limitations. The linear PI control law design is detailed
in the Appendix, presenting the block diagrams of each converter and the tuning of
the control gains according to the desired convergence speed.

Since DC bus voltage stability is the most important requirement, the com-
parison in Figure 4.24 will focus on this dynamics, which is the key for the
good interconnection of the subsystems. Figure 4.24 compares the different voltage
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Figure 4.24: A comparison of the DC bus dynamics when the whole system is controlled
by simple PI (blue curve) and by the introduced nonlinear technique (red curve).

behavior in the DC bus when using the proposed nonlinear controller (in red) and
the classical PI controller (in blue). As it is possible to state, when implementing
the introduced nonlinear control, the DC bus dynamics presents smaller variations
with respect to the ones with the simpler PI control: indeed, the PI control has
higher overshoots. This is better highlighted in Figure 4.25, where a zoom of the
comparison for the two most critical transients is depicted. It is clearly shown that
the nonlinear control has a smaller overshoot and a faster convergence rate than the
PI control. Also, since the nonlinear control considers the different nonlinearities, it
has a larger operating region and there is no need to tune the gains continuously
according to the different operating point.

Therefore, the proposed nonlinear control is shown to better perform when
dealing with the system interconnection. A better controller is very important
for improving energy efficiency, which is relevant for renewable energy systems
integration in a Microgrid. But the most interesting point on this comparison is
the fact that in an extensive set of simulations carried out exploring the effects
of several disturbances, it was necessary to re-adjust the PI parameters for each
case. While in the same simulations the nonlinear control has always kept the same
tuning. In the same way, the nonlinear tuning is a easy pole placement problem
for all elements, where the tuning gains interaction are manifested on the DC bus
control, while for the PI it is necessary to use one of the standard methods like root
locus, but with complex interference between one controller setting to the others.
Indeed, this much easier tuning procedure, and the fact that it is valid for the whole
operation region are part of the most interesting advantages of the nonlinear control.

The behavior of the controlled dynamics in the Microgrid is introduced in Figure
4.26. The comparison between the PI strategy and the proposed nonlinear control
for the controlled variables highlight the performance of each controller. The PI
controller has a slower behavior during the highest transients, due to the regenerative
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Figure 4.25: A zoom on Vdc to compare PI and nonlinear control in the most critical
transients.

Figure 4.26: The controlled variables in the Microgrid, comparing the PI controller in red
and the nonlinear controller in blue.

braking period, which is clearly seen in voltages VC2 , VC14 and in currents IL3 , IL16 .
During this period, the nonlinear controller proves more to robust strong variations.

Figure 4.26 also shows that voltage VC11 have higher overshoots and slower
convergence for the PI controller. The voltage VC14 is well controlled for both
strategies, but the PI controller has slower convergence during transients. Current
IL9 have different behavior for each control strategy, which indicate that the MPPT
algorithm influences the control strategy differently. Current IL6 present similar
behavior for each control strategy, but the nonlinear controller is slightly better, since
the PI controller have small overshoots during transients. Currents Ild and Ilq also
have similar behavior for both strategies, but PI controller presents higher ripples.
Therefore, the nonlinear control presents a greater control response in general.
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Figure 4.27: The stronger variations in the battery current.

Figure 4.28: The supercapacitor current variation to regulate the power mismatch in the
DC bus.

To better understand the operating limits of the system, extreme variations are
made so that the system’s stability margins are tested. In this case, the battery
changes its reference from −150A to 500A in 3 seconds, which is exactly the
beginning of the regenerative braking. Then, in 5 seconds of simulation the reference
goes up to 700A in the battery as shown in the Figure 4.27. Then, the supercapacitor
assumes this power imbalance and performs a sudden current variation, absorbing
around 800A from 3 seconds, as shown in Figure 4.28.

These variations cause a very large power imbalance, which is quickly absorbed
by the supercapacitor, a large transient peak is generated. The voltage overshoot
is up to 660V for the PI controller presenting slower convergence when compared
with the nonlinear controller with overshoot peak about 645V , the power balance
is again reached shortly after. However, the PI controller cannot attain the power
balance and the voltage on the DC bus starts to increase, showing that there is more
power being injected into the bus than absorbed. The power is quickly balanced by
the nonlinear controller, which keep the DC bus voltage controlled, without large
voltage transients, where stability is assured. The voltage in the DC bus is depicted
in Figure 4.29, where the instability of the PI controller is highlighted and the
robustness of the nonlinear controller is confirmed.
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Figure 4.29: The behavior of the DC bus voltage for the PI controller in red and nonlinear
controller in blue, when strong variations takes place.

Figure 4.30: A zoom on Vdc to highlight the PI controller diverging towards the power
imbalance caused by the battery.

Figure 4.30 present a zoom to show the impact of the power imbalance in the
DC bus, where the stronger transients are introduced. The divergence of the PI
controller is also emphasized in the second part of the figure, after the 5 seconds of
simulation.

4.9.3. Robustness

Simulations to the purpose to test the robustness of the proposed control laws
are here introduced. The presence of errors for the value of the grid parameters
as resistances, inductors and capacitors is treated. Two cases are described: in the
first one, the parameters have a value of −20% smaller than nominal one, while in
the second case the value is +20% larger than the nominal value. The considered
grid parameters are: R2, C1, C2, L3 for supercapacitor; R5, C4, C5, L6 for battery;
R8, C7, C8, L9 for PV array; R12, C11, C12, L13 for DC load; R15, C14, C15, L16 for train
braking; and R17, C17 for VSC converter.

The simulations are performed for both the PI and the proposed nonlinear
control, in order to better introduce a proper comparison. Figure 4.31 introduces
the behavior of the DC bus voltage Vdc considering the parametric errors: as it is
possible to state, the transients present higher peaks for both control techniques, but
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Figure 4.31: The voltage Vdc when comparing PI and nonlinear control with parametric
errors of +20% and −20%.

Figure 4.32: A zoom on Vdc of Figure 4.31 to compare PI and nonlinear control in the most
critical transients.

the nonlinear approach has better performances compared with the PI one because
of the smaller overshoots.

A zoom on the highest transients in the proposed robustness test for both
control strategies is depicted in Figure 4.32. It is clearly possible to see that the
proposed nonlinear strategy presents smaller overshoots and a faster response than
the traditional PI strategy even with considerable parametrical errors. One can
conclude that the nonlinear controller shows good robustness properties in these
simulations. The robust behavior of the proposed nonlinear control is a result from
the ISS properties applied in this strategy, which assures good response even with
strong parametrical errors. However, PI control is also robust against parametric
errors.

The improvements of the nonlinear controller over the PI can be better remarked
in Figure 4.33, where the parametric errors are extended to be of +25% higher than
the nominal value. As it is possible to see, in this case the voltage on the DC bus
for the PI control diverges after the regenerative train braking takes place, while
the nonlinear controller keeps a good performance. This behavior is highlighted
in Figure 4.34, where a first zoom of Figure 4.33 in the most critical transient is
proposed, still highlighting the better control performance of the nonlinear control
versus the PI, and with a second zoom on the beginning of the unstable behavior of
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Figure 4.33: The voltage Vdc in case of +25% higher parametric error than the nominal
value.

Figure 4.34: A zoom of Figure 4.33 in the highest transients, showing the unstable behavior
of PI control after the high peak transient due to the regenerative braking.

the PI strategy. An interesting point to be addressed is the fact that the PI needs
to re-adjust the control gains and parameters to keep following the grid reference
and to correctly perform stability, while the nonlinear gains can work in a broader
region of attraction and consequently need less tuning. Therefore, it is possible to
conclude that the nonlinear controller can stand larger disturbances, like the braking
energy recovery, and that it is able to operate in a wider region with more robust
performances towards parametrical errors when compared with the standard PI
control.

4.10. Different Approaches for DC Bus Control

4.10.1. Fixed reference for VC2

Different from previous results, one may propose here a fixed reference value V ∗dc
as desired reference for VC2 instead of a time-varying V e

C2
used to exactly steer the

voltage of the DC grid. This will induce a small steady state error in Vdc, which is
the voltage drop in R2 (cable loss). This happens because the capacitor’s voltage
will not be driven to the desired bus voltage in a direct way. Nevertheless, the trade
off between this small error (proportional to the resistance of the cables connecting
VC2 and Vdc) and a greatly simplified control design is very convenient.
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In this case, the regenerative braking from trains and the grid-connection are
not included in the stability proof and in simulations for simplification purposes.
But, they can be easily inserted on the bus interconnection. The model of the DC
Microgrid for this approach is presented in Figure 4.35.
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BOOST - PVBI. BOOST - SUPERCAP
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Figure 4.35: The considered DC Microgrid.

DC bus voltage dynamic is rewritten according to Figure 4.35.

V̇dc =
1

C10

[
1

R2

(VC2 − Vdc) +
1

R5

(VC5 − Vdc) +

+
1

R8

(VC8 − Vdc) +
1

R12

(VC12 − Vdc)
]

(4.209)

The behavior of Vdc dynamic must be analyzed to verify its convergence, when
VC2 is controlled to V ∗dc. Then, Vdc dynamic is not controlled by any control input,
and this Vdc’s dynamic can be calculated as follows:

V̇dc =
1

C10

[
1

R2

(V ∗dc − Vdc) +
1

R5

(V e
C5
− Vdc) +

+
1

R8

(V e
C8
− Vdc) +

1

R12

(V e
C12
− Vdc)

]
(4.210)

where V e
C5
, V e

C8
and V e

C12
were presented in (4.62), (4.75) and (4.95), respectively.

The equilibrium point of Vdc is calculated to provide steady-state value, which
varies according to the other devices of the Microgrid (PV, battery and DC load).

V e
dc = Req

[
V ∗dc
R2

+
V e
C5

R5

+
V e
C8

R8

+
V e
C12

R12

]
(4.211)

where:

Req =
R2R5R8R12

R5R8R12 +R2R8R12 +R2R5R12 +R2R5R8

(4.212)

It is clearly seen in (4.211) that the closer the voltages V e
C5
, V e

C8
and V e

C12
are to

reference V ∗dc the smaller DC bus error in steady-state. The reference V ∗dc given by
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controlling VC2 → V ∗dc in equation (4.211) implies that the error in steady state is
around this value.

To analyze the local convergence of Vdc dynamics, let us consider the eigenvalue
of the linearization:

J10 = −
[

1

R2

+
1

R5

+
1

R8

+
1

R12

]
(4.213)

Indeed, the Jacobian J10 is always negative, then the equilibrium point of Vdc is
locally stable around this equilibrium value V e

dc.

4.10.1.1. Simulation results

Simulations results using the same parameters configuration in Table (4.1) for
the DC Microgrid is provided here. Voltage VC2 from the supercapacitor subsystem
is controlled in a fixed reference, which is the desired DC bus voltage V ∗C2

= V ∗dc.
This approach simplifies the control design to regulate the DC bus in the Microgrid
and its stability analysis as previously presented. The following simulation results
expose the convenience and simplicity of this strategy, where the system can operate
with some limitations.

The voltage reference is V ∗C2
= 630V . This approach does not control Vdc

directly, but it provides DC grid voltage regulation by maintaining Vdc in a granted
region (with an error smaller than 5%) with smooth oscillations. To understand
the influence of the resistance between the supercapacitor subsystem and DC bus,
the value of R2 is changed composing three different scenarios: 1) R2 = 0.1Ω, 2)
R2 = 0.5Ω and 3) R2 = 0.05Ω.

Figure 4.36 introduces the dynamical behaviour of the voltage VC2 with respect
to its reference V ∗C2

where the three proposed scenarios are shown. It is clear that
the voltage remains with the same dynamics considering the variation of R2, but as
larger is R2, smaller is the overshoots and the ripples in VC2 . The voltage has some
small transients according to variation on the other devices of the grid (PV, DC
load and battery), with maximum error about 0.4%. The ripples are caused by the
converter switching; nevertheless, they can be considered moderate.

The calculated voltage VC2 in (4.45) is depicted in Figure 4.37. This is the
simplified dynamic for VC2 , considering IL3 already on its equilibrium point IeL3

, from
singular perturbation analysis. This variable is used to design the control strategy
of the DC bus voltage. As shown in Figure 4.37, the voltage is well controlled in
V ∗dc, but for smaller values of R2, the voltage have higher overshoots with more
oscillation, which may bring instability to the grid.
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Figure 4.36: VC2 voltage behavior for different values of R2.

Figure 4.37: Calculated voltage VC2 from equation (4.45) for different values of R2.

Figure 4.38: Voltage VC2 with the calculated value from equation (4.45) and the error
between those variables.

Figure 4.38 presents a comparison between the calculated9 (in red) and measured
(in blue) voltage VC2 . The behavior of both signals are quite similar, since the error is
very small in transients (0.15% maximum). The error is zero in steady-state, besides
the ripple in the measured voltage as depicted in the figure. Then, it is possible and
reasonable to use the calculated VC2 instead of the measured one to calculate I∗L3

as
made in subsection 4.2.6.

The DC bus voltage is depicted in Figure 4.39, where the three scenarios
are simulated to highlight the dynamical behavior of Vdc. As expected, the lower
the value of R2, the smaller the steady-state error of Vdc, the more accurate the
control of the bus voltage, since VC2 approaches DC bus voltage. In the third case

9The proposed control strategy uses the calculated voltage VC2 , obtained in (4.45) instead of
the measured value. This calculation is given by the obtained simplified dynamics of VC2 from
singular perturbation analysis where IL3

is already considered in its equilibrium point.
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Figure 4.39: DC bus voltage (Vdc) profile for different values of R2.

Figure 4.40: Controlled current IL3 on the supercapacitor subsystem for different values of
R2.

scenario, where R2 = 0.5Ω, the behavior of Vdc conflicts with grid requirements. Grid
requirements generally allow voltage variations of a maximum of 5% relative to the
nominal value. It is clearly seen that the value of resistor R2 must be considered in
this control approach to meet network requirements.

Figure 4.40 shows the behavior of IL3 current according to simulated variations
in Microgrid. The influence of resistance R2 is evident, because the lower the cable
losses between the supercapacitor and the DC bus, more current can be injected to
keep the DC bus controlled, reducing the error on voltage Vdc. However, in the case
where resistance value is equal to R2 = 0.5Ω, the variations of current IL3 are much
smaller, indicating that the supercapacitor is not varying enough to regulate bus
voltage, resulting in poor control performance.

4.10.1.2. Control robustness test

The Input to State Stability (ISS) results from stability analysis assure robust-
ness properties for the designed control law. Therefore, simulations with the purpose
to test the robustness of the proposed control laws are performed in this subsection.
The robustness is tested by introducing errors in the components parameters of
the Microgrid grid, where the considered parameters are inductors, capacitors and
resistors. In real Microgrid systems, it is very common to have uncertainties in
these parameters, therefore the proposed control strategy should be able to have
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Figure 4.41: Voltage VC2 with parameters uncertainties 10% and 20%.

Figure 4.42: Voltage on the DC bus with parameters uncertainties 10% and 20%.

a good performance in the presence of this uncertainties. In simulations, 2 cases
are described: the first case, the parameters are 10% smaller than the nominal one,
and the second case the parameters are 20% smaller than the nominal value. The
parameters considered with uncertainties are presented in Table 4.1 and they are:
R2, C1, C2, L3, R5, C4, C5, L6, R8, C7, C8, L9, R12, C11, C12 and L13.

The parametrical robustness test made for voltage VC2 is depicted in Figure 4.41.
In this case, the transients present considerable higher peaks as the parametrical
errors increase. In the first scenario (10% error), the higher transient peaks are about
2.1%, and the second scenario is the worse case, with transient peaks about 4.5% of
the nominal.

The profile of the DC bus voltage Vdc is depicted in Figure 4.42 where the
parametrical errors are analyzed. For voltage Vdc, the results with parametrical
errors are quite similar, which indicates that even in uncertainties problems, the
voltage profile remains stable. But, for the second scenario, the voltage has a peak
that exceeds the limits allowed by general grid requirements10.

The simulations highlight the robustness of the proposed control strategy,
since the system remains stable even when high parametrical errors takes place
(considered 20%). Concluding, the control have good robustness properties and great

10Usually, network regulation allows a maximum variation in steady-state of 5% in the voltage
profile. In Brazil, the voltage limits established by Prodist Module 8 are 5% above and 7% below
the nominal for traditional distribution systems.
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Figure 4.43: Voltage VC2 controlled by nonlinear control (in blue) and linear control (in
red).

Figure 4.44: A comparison on the DC bus voltage (Vdc) between the proposed nonlinear
and linear control.

performance, but the level of uncertainties should be investigated to ensure that the
voltage is within the allowed limits.

4.10.1.3. Comparison with PI control

The proposed control strategy is also compared with standard control techniques
to highlight the benefits of the nonlinear strategy. Voltage VC2 profile is depicted
in Figure 4.43, where the nonlinear control in blue line is compared with linear PI
control in red line. The PI control strategy have higher overshoots compared with
the nonlinear approach. The highest transient overshoot in the PI control is about
2% error. Therefore, nonlinear control presents much better control performance.

Figure 4.44 introduces the comparison between nonlinear control and linear PI
control for DC bus voltage Vdc. Here, it is possible to notice that the voltage has the
same profile for both control strategies, but the linear control presents some peaks
that are very close to the allowed limits. The nonlinear control is able to work in a
wide operation region, with no need of gains re-adjustment. On the other hand, the
linear control strategy works only around one operation point, and then the control
gains must be redesigned to keep the stability of the system.
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4.10.2. Simplification on C2 dynamics

As previously discussed, the DC bus Voltage dynamics is the sum of all currents
flowing trough the devices of the grid. The current flowing on the DC bus from
Figure 4.35 is written as follows:

Idc = IR2 + IR5 + IR8 + IR12 (4.214)

The currents that flows to the DC bus are composed of the voltage drop over
the output resistance as exemplified next:

IR2 =
1

R2

(VC2 − Vdc) = IL3(1− u1)− C2V̇C2 (4.215)

The simplification of C2 dynamics eliminates the non-minimal phase feature
of the DC/DC converter. In this case, the current IL3 is seen as the control
input to control directly control the voltage Vdc. Therefore, ff we neglect the
converter switching and the transient current on capacitor C2, the current from the
supercapacitor subsystems becomes: IR2 = IL3 . In fact, this consideration despises
some terms of the equation, which is expressed as follows:

IR2 − IL3 = −u1IL3 − C2V̇C2 (4.216)

This may result in a very convenient simplification of Vdc dynamics, where current
IL3 explicity appears on voltage Vdc.

V̇dc =
1

C10

[
IL3 +

1

R5

(VC5 − Vdc) +
1

R8

(VC8 − Vdc) +
1

R12

(VC12 − Vdc)
]

(4.217)

With this simplification, one may propose a Lyapunov function candidate to
control Vdc → Vdc using IL3 as the degree of freedom that will result in a much
simpler control strategy:

W =
C10

2
V 2
dc +

C5

2
(VC5 − V e

C5
)2 +

C8

2
(VC8 − V e

C8
)2 +

C12

2
(VC12 − V e

C12
)2 > 0(4.218)

when its time derivative (Ẇ ) is investigated, IL3 is seen as the control input to bring
stability for the whole grid.

Ẇ = Vdc

[
IL3 +

1

R5

(VC5 − Vdc) +
1

R8

(VC8 − Vdc) +

+
1

R12

(VC12 − Vdc) + Ψ5 + Ψ8 + Ψ12

]
(4.219)

To obtain a stable grid-connection, it is analyzed the time derivative ofW where
the desired expression for Ẇ is presented as follows:

Ẇ = − 1

R2

(V 2
dc − V ∗dc

2) + ΨW1 (4.220)
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with:

ΨW1 = −
(VC5 − V e

C5
)2

R5

−
(VC8 − V e

C8
)2

R8

−
(VC12 − V e

C12
)2

R12

(4.221)

The Lyapunov function (4.218) then results to be an ISS-like Lyapunov function
with equilibrium point in V ∗dc with same properties as the previous results [190,206].
Here, IL3 is the control input that can regulate Vdc in the desired value and assure
asymptotic stability for those dynamics. Therefore, the following control input is
assigned to be the desired I∗L3

, such that one obtains (4.220) as the time-derivative
of the Lyapunov function.

I∗L3
=

1

Vdc

[
− 1

R2

(V 2
dc − V ∗dc

2) + ΨW1 + Ψ5 + Ψ8 + Ψ12 +

−Vdc
(

1

R5

(VC5 − Vdc) +
1

R8

(VC8 − Vdc) +
1

R12

(VC12 − Vdc)
)]

(4.222)

4.10.2.1. Simulation results

The simplification on C2 dynamics approach was tested in simulations using the
same parameters of Table 4.1, and the same inputs for irradiation profile and DC
load demand from Figure 4.9.

The currents IL3 , IL6 , IL6 and IL12 are depicted in Figure 4.45. Currents IL6 , IL9

and IL12 from battery, PV and DC load present the same dynamics from previous
simulations, since they have the same inputs. But current IL3 is now following a
different control reference I∗L3

to directly regulate the voltage Vdc.

The DC bus voltage is regulated with steady-state error from ISS results, but
the voltage profile can be considered satisfactory since, the DC grid remains stable
over many grid perturbations. The DC load is properly supplied as the voltage VC11

is controlled in V ∗C11
. Figure 4.46 presents the controlled voltages in the Microgrid.

In this control strategy, VC2 is considered a zero dynamics. The output voltage
converters present a stable behavior in simulations as depicted in Figure 4.47

4.10.3. DC bus generalization: Thévenin equivalent

For generalization purposes, one may consider that the voltage of the output
capacitor of the PV array, the battery and the load are considered as piecewise
constant plus a slowly time-varying disturbance. As the supercapacitor is allocated
exclusively to perform voltage stabilization in the DC bus, it will only act when there
is a power mismatch on power balance. The proposal is to design equivalent dynamics
for the other devices of the Microgrid, when many different devices are integrated in
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Figure 4.45: The controlled currents IL3 , IL6 , IL9 and IL12 .

Figure 4.46: The controlled voltages VC11 and Vdc.

the system. This generalization approach is to study the DC bus dynamics compared
with many other devices in the Microgrid.

This because the battery is controlled in a time-scale of seconds according to
power flow regulation, while the load is in general a sum of switching elements in
addition to slowly (seconds) varying ones. Finally, in the PV case, the disturbances
come from the solar radiance, where the solar variations is much slower than the
voltage control time-scale. The time varying disturbances will be neglected; the
effect of this will be an additive disturbance in a linear stable closed loop system,
which will be compensated by the robustness of the controller. Nevertheless, there
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Figure 4.47: Zero dynamics VC2 , VC5 , VC8 , and VC12 .

will be an arbitrarily small slowly varying disturbance that will not bring the system
outside of the operation margin defined around the desired equilibrium point.

From the hierarchical point of view, the secondary control target is to perform the
power flow trough the battery subsystem. In general, the DC bus is always balanced,
unless there are errors in the power flow calculation, where the supercapacitor take
place to act. The DC bus voltage can be considered always around the region the
operation point of the grid even under stronger power imbalance, then a equivalent
approach can be applied.

One can apply Thévenin theorem on those devices to obtain an equivalent circuit.
The DC bus is the coupling point for the integrated devices in the system, modeled
as a capacitance. The Thévenin equivalent circuit is used to substitute PV, battery
and load by a voltage source Vth and a resistance Rth.

Thévenin voltage Vth is calculated according to PV, battery and load system in
open circuit.

Vth = Rth

[
VC5

R5

+
VC8

R8

+
VC12

R12

]
(4.223)

where VC5 , VC8 and VC12 are converters’ output voltage on PV, battery and load.
They are considered according to generalization assumption; consequently, the
resulting voltage Vth can be considered piecewise constant plus slowly time-varying
as well. In this approach, other devices included in the DC bus can be inserted
the equivalent circuit. Figure 4.48 depicts the Thévenin equivalent circuit on the
Microgrid.

The equivalent Thévenin resistance Rth is calculated as

Rth =
R5R8R12

R5R8 +R5R12 +R8R12

(4.224)

where R5, R8 and R12 are the cable losses of the converters on PV, battery and DC
load respectively.

Figure 4.49 depicts the Microgrid’s simplified electrical model due to the
considerations done above. The system is composed by the converter that is
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Figure 4.48: Thévenin equivalent circuit for the DC Microgrid.

Figure 4.49: The simplified electrical model of the DC Microgrid.

connected to the supercapacitor, a capacitor representing the DC bus and the
Thévenin equivalent circuit.

The equivalent circuit is expressed using state space average model as follows:

V̇dc =
1

C10R2

(VC2 − Vdc) +
1

C10Rth

(Vth − Vdc) (4.225)

with this simplification, the control strategy to control the DC bus of the Microgrid
can be easily developed even when many devices are inserted into the grid working
around the operational point, but the stability analysis becomes limited due to the
assumptions made.

One may proposed a Lyapunov function without considering the zero dynamics of
the system, since they are proven to be locally stable in previous sections. Equivalent
Thévenin voltage is assumed to be piecewise constant where its dynamics are not
considered. Therefore, a Lyapunov function candidate can be written as follows:

W10 =
C10

2
(Vdc − V ∗dc)2 +

Kα
10

2
α2

10 (4.226)

where α̇10 = Vdc − V ∗dc, is a auxiliary variable for a integral term.
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The derivative of W10 is written as follows, where VC2 is seen as the degree of
freedom of this system.

Ẇ10 = (Vdc − V ∗dc)
[

1

R2

(VC2 − Vdc) +
1

Rth

(Vth − Vdc) +Kα
10α10

]
(4.227)

hence, VC2 is calculated, such that, the system is asymptotically stable with the
following Lyapunov derivative:

Ẇ10 = −K10(Vdc − V ∗dc)2 (4.228)

The control input V ∗C2
is given as follows.

V ∗C2
= R2

[
−K10(Vdc − V ∗dc)−Kα

10α10 −
1

Rth

(Vth − Vdc) +
Vdc
R2

]
(4.229)

Concluding, the system is asymptotically stable considering a region around the
operating point.

4.10.3.1. Simulation results

The Thévenin equivalent approach was tested in simulations using the same
parameters of Table 4.1, and the same inputs for irradiation profile and DC load
demand from Figure 4.9. In this case, the Thévenin voltage is given in Figure
4.50, where the behavior of the battery, PV array and the DC load subsystems
are expressed in the equivalent voltage Vth.

Figure 4.50: The equivalent Thévenin voltage (Vth) for the Microgrid part (battery, PV
and DC load).

The currents IL3 , IL6 , IL6 and IL12 are depicted in Figure 4.51. Currents IL6 , IL9

and IL12 from battery, PV and DC load present the same dynamics from previous
simulations, since they have same inputs. But current IL3 follows the reference to
regulate the voltage VC2 . Therefore the behavior of voltage VC2 → V ∗C2

is different
from last results as depicted in Figure 4.52.

The DC bus voltage is controlled in a fixed reference, with good transient per-
formance, which means small overshoots and fast convergence. Reference computed
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Figure 4.51: The controlled currents IL3 , IL6 , IL9 and IL13 in the equivalent Thévenin
approach.

in (4.229) is well tracked and provides satisfactory DC bus regulation. Similarly
voltage VC11 controlled assuring proper power supply for the DC load.

Finally, the zero dynamics voltages representing the grid interconnection is
depicted in Figure 4.53. Voltages remain stable towards the variations of the system
as expected from local stability analysis.

4.11. Conclusions

This chapter addresses the problem of controlling a Hybrid AC/DC Microgrid
with grid-connection, renewables sources and different ESS. The proposed Microgrid
is used to absorb the train braking regenerative power, that constitutes a very large
and sudden peak of power that is difficult to address by classical linear controllers.
This Microgrid is also used to integrate distributed generation as PV arrays. The
proposed system is based on two energy storages with different time-scale, i.e., a
battery and a supercapacitor. The Microgrid is then completed with a variable
DC load (that represents the aggregation of all DC loads as lights, heating and
electric vehicles) and a connection with the AC grid. The proposed DC Microgrid
is controlled by low-level distributed nonlinear controllers. For each subsystem
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Figure 4.52: The controlled voltages VC2 , Vdc and VC11 .

Figure 4.53: Zero dynmics VC5 , VC8 , and VC12 .

composing the Microgrid and for each related target, a control strategy is provided
according to a hierarchical control structure and a System of Systems approach.

The nonlinear control laws are developed according to a rigorous analysis based
on an ISS-like Lyapunov function, which provides the possibility to let the Microgrid
operate under several adverse circumstances, as for example the high perturbations
brought by the train’s braking recovery energy system or the load variations. Both
theoretical and numerical results show the capability of the proposed approach to
handle the complex scenarios given by the mix of different renewable sources, loads
and storage devices.
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5
Ancillary Services for AC

Microgrids

5.1. Chapter Introduction

In this chapter it is presented a strategy for the interconnection of an AC
and a DC Microgrids. In particular it is developed algorithms to provide inertial,
frequency and voltage support (ancillary services) for an AC Microgrid (weak
grid) composed of diesel generators and loads. In addition, it is presented an
adaptive variable synthetic inertia strategy for stabilizing this AC grid face to
strong variations on loads and productions, brought by electric vehicles and possibly
other renewable energy sources. In the proposed structure there is a DC Microgrid
connected to the AC one by a Voltage Source Converter (VSC). The VSC converter
is driven as a Virtual Synchronous Machine (VSM), where the control strategy
follows a swing equation such that the converter emulates a synchronous machine,
including inertial support. A rigorous stability analysis is based on Lyapunov
technique assuring proper stability conditions for the adaptive inertia, such that
frequency stability is improved and power oscillations reduced. This strategy can
be exploited in low inertia systems like Microgrids or grids with high penetration
of renewables. Simulation results illustrate the performance of the proposed control
and a comparison with classical droop control.

5.2. Power System Stability

Power system stability has been an important issue for proper system operation.
Instability problems may cause oscillations and instability on the system states, or
even cause major problems as blackouts. The continuing growth and ramification of
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Figure 5.1: Power system stability classification.

power systems, the integration of distributed generation based on power converters
and electronic loads, and the highly stressed operation of the system has brought
different forms of stability problems. For example, with the advance of Microgrids
technologies, voltage and frequency stability become important concerns. The
definition of power system stability is given in [104]:

“Power system stability is the ability of an electric power system, for a given
initial operating condition, to regain a state of operating equilibrium after being
subjected to a physical disturbance, with most system variables bounded so that
practically the entire system remains intact.”

The definition can be extended to different interconnected power systems,
because nowadays many systems have been interconnected to each other to improve
its operation and reliability, like the Brazilian National System or the European
system. But the complexity of a huge system like this brings thousands of variables to
deal with, where the stability problem can not be easily addressed. The assessment
of power system stability is split according to different phenomena and variables
involved (angle, frequency or voltage), the scale of the perturbation (small or large
signal) and the time range (long and short term) as depicted in Figure 5.1 extracted
from [104]. This definition has been updated for the new paradigms related to the
large scale integration of high power’s converters in traditional power systems, which
deal with fast and slow frequency-related interactions in [212].

Power systems are mainly composed by synchronous generators sharing power to
feed load demand. Rotor angle stability is related to synchronizing those generators
in the power network, where dynamic stability deals with oscillations and control
interaction among the generators and transient stability is the capacity of those
machines to support large disturbances as partial disconnections of loads, black-
outs or short-circuits. Transient stability is related to the robustness of the grid in
face of large disturbances on the grid [213,214].
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Frequency stability is one of the most important issues of power systems, since
it is related to the balance between the generation and the consumption of power in
the system. The power mismatch can cause excursions of frequency, accelerating or
braking the generators, since the synchronized machines works with the same speed.
With current advances in power electronics, the physical interpretation of frequency
has became a great issue, since for power converters the frequency is not a dynamic
state that respond to power balance, but it is a constant reference [215].

In the same way, voltage stability is the ability to maintain the equilibrium
between load and supply, related to the ability to transfer the generated power to
the load. Low voltage conditions implies in large current responses to keep system’s
power supply. Voltage stability is often a problem to be locally addressed according
to power grid requirements (grid codes) [134].

Following the Power system Stability classification, this work is focused on
voltage and frequency stability, for Microgrids mainly composed of power converters
and the necessary ancillary services to maintain stability of the system, which are
the actions taken to assure this stability [216].

5.2.1. Frequency stability and control

Frequency stability is defined in [104] as:

“Frequency stability refers to the ability of a power system to maintain steady
frequency following a severe system upset resulting in a significant imbalance between
generation and load. It depends on the ability to maintain/restore equilibrium
between system generation and load, with minimum unintentional loss of load.”

The frequency in a traditional power system is given by the rotational speed of
the synchronous generators that composes the system. Those machines transforms
the mechanical input power from a prime mover to electrical current injected in
the grid. A balanced system transmits the same amount of power generated by
the machine, otherwise it will be stored/supplied by the rotating masses of the
generators. The Swing Equation1 describes the angular speed deviation caused by
the unbalance between the electrical power output and the mechanical power input.
The Swing Equation is written as follows:

ω̇ =
1

2H
(Pm − Pe) (5.1)

where ω is the rotating frequency of the generator (network), Pm is the mechanical
power input and Pe is the electrical power output. H is the inertia constant of

1Also known as the equation of motion, it is primordial to power stability analysis.
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the network. The power unbalance generates a frequency deviation, changing the
operation point of the grid. Then, bring the frequency back to the desired operational
value can be one of the targets for ancillary services [213].

Frequency control reserve is the amount of active power kept available to
compensate a frequency drop, usually caused by a load shift. On the other hand, the
negative frequency control act to decreases the frequency. The frequency reserve is
essential to maintain system stability even with sudden power load change, avoiding
great excursions of frequency [134].

An interesting power system feature is the natural frequency regulation after a
power unbalance. It comes from the self-regulating load and the stored energy in
the rotating mass (inertia) from the generation units and the loads (motors) [217].
Concerning frequency stability, there are two types of power loads:

• Static load: are generally represented by algebraic equations, having suitably
chosen power to voltage sensitivity, where the frequency dependency can be
neglected. Then, the power output of the load is not changed for a frequency
deviation.

• Dynamic load: are modelled with algebraic and differential equations where
the power output varies according to a frequency deviation [218]. They are
called as self-regulating load, since they can attenuate a frequency deviation
from a damping effect, given by the ratio between frequency deviation and
active power variation (DL).

The inertial contribution of rotating mass from (generators and motor loads) is
very important for frequency stability, since it can hold frequency deviation while
the controllers from generation respond from a disturbance. The power stored in a
rotating mass is given by:

Pkinect = Jω
dω

dt
(5.2)

where J is the moment of inertia of the machine rotor and ω is the mechanical
speed. From this equation it is seen that the inertial contribution is function of
the derivative of frequency, called Rate of Change of Frequency (RoCoF), and the
moment of inertia J . This concept of natural frequency response is part of an inertial
response of a power system [213].

Grid’s evolution has brought large penetration of power converters in the
network, where the angular speed of the electrical machines are not coupled with
the frequency of the system. Then, the lack of inertia in this kind of grid may
lead to higher Rate of Change of Frequency (RoCoF) than classical values. As
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a consequence, system’s operation and protection may suffer from poor inertial
response. This important issue will be detailed in the virtual inertia subsection.

5.2.1.1. Primary control

Power system have a natural frequency response from the accumulated energy
of rotating masses, but it is not enough to maintain frequency stability. The natural
response limits the frequency deviation, but when a bigger disturbance takes place,
action is needed to decrease/increase the energy generation and keep stability.

Standard in frequency control adopt three levels of control to keep the balance
between generation and load. The primary control is a local automatic control
to adjust the active power generation and the controllable loads to counteract
frequency variations, bringing the system to a new operation point within few
seconds. They are designed to react to large generation changing or load shifts. The
small deviations of frequency can be attenuated by the primary control, then large
frequency deviation (off-normal) is dealt by the secondary control to restore nominal
frequency. The speed governor performs this control in the region of synchronization
of the generation units. The prime mover has a speed regulator that uses the
mechanical power to maintain the rotating mass inside an operation range [102,214].

Demand side also contributes with frequency control by connecting or discon-
necting a group of loads according to frequency thresholds, but they are not always
taken into account for primary control response. A distributed primary frequency
control can be advantageous since a generator unit can not surpass the active power
supply limits from a frequency drop, therefore other units must share the increase
on power demand.

There are many different approaches for speed governors, that can also be applied
in power converters for modern grid operation. The different strategies can be cited
as isochronous regulation, droop control and virtual inertia.

5.2.1.2. Isochronous control

The isochronous regulation is featured by constant frequency, where the governor
adjusts the input to eliminate the frequency deviation. Figure 5.2 presents the
block diagram of the isochronous governor, where the integral term guarantees the
elimination of steady-state error in frequency by actuating the valve.

In the isochronous operation mode, a load increase will firstly cause a frequency
drop given by the generator’s inertia, and then, as response, the mechanical power
increase to compensate the frequency deviation until the mechanical power reaches
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Figure 5.2: Isochronous governor block diagram.
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Figure 5.3: Frequency response in the isochronous mode.

the new load demand point. Finally, the frequency is back to its reference. This
example is illustrated in Figure 5.3 extracted from [213].

The operation of the isochronous control in an isolated system is considered
satisfactory, but when two or more generators are sharing the same load, there is
control conflict and the system becomes unstable. Therefore in this case, only one
generator is chosen to respond the load changes and perform frequency regulation,
while the others are set to constant power supply [219].

5.2.1.3. Frequency droop control

A droop characteristic is obtained by inserting proportional gain in the rotational
speed reference, causing a frequency deviation in steady-state. Figure 5.4 shows the
block diagram for droop strategy. The frequency-power curve is changed as a sloped
line given by:

mp =
∆f

∆P
(5.3)

The droop control is better applied in multigenerator power sharing because they
present a speed drop feature, i.e., a decrease of load will cause an increase of the speed
and vice-versa. Therefore, they have a stable load share compared with isochronous
control. The frequency deviation rate is usually given in percentage, where the
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Figure 5.4: Droop governor block diagram.
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Figure 5.5: Power sharing scheme of droop control in steady-state.

maximum power deviation2 is linked with the maximum frequency deviation by
a proportional relation [131].

Droop control is able to allow the generators to contribute with power supply
in different levels, according to their power rate, to provide the balance of power in
the system. But, in this case, there will be always a non-zero frequency deviation.
Because, there is only one operation point where the frequency is stabilized in its
nominal value. The power-frequency relation (P − ω) is seen in Figure 5.5. The
droop coefficient (mp) provides the proportional contribution of each generator for a
given frequency deviation. This coefficient can be designed according to the nominal
available power (Pnom) and the frequency deviation limits (∆ωmax) [135]. The droop
coefficient equation is written as follows:

mp =
∆ωmax
Pnom

(5.4)

with ∆ωmax = ωnl − ωfl, being ωnl the non-load frequency of the machine and ωfl
the full-load frequency.

In a multigeneration example, the equivalent frequency characteristic of the
whole system (λ) will depend on the droop coefficient (mp) of each generator and

2Primary power reserve in nominal conditions.
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Figure 5.6: Frequency response in the droop control mode.

the variation of the load power output (DL).

λ = DL + 1
mp1

+ 1
mp2

+ ...+ 1
mpn

(5.5)

λ = DL + 1
meq

(5.6)

λ is the network frequency characteristic, DL is the natural response of frequency
sensitive load and mpi is the droop coefficient of i− th generator of the system. The
sum of the inverse of each droop coefficients results in an equivalent droop given by
1/meq [56].

Therefore, the steady state equation that relates frequency and active power is
given as:

ωg = ω∗ −mp(Pm − P ∗) (5.7)

where ωg is the grid frequency, Pm is the power in the generator, P ∗ is the active
power set point and ω∗ is the grid frequency reference [129].

From equation (5.7), the behavior of the frequency in response to a load change
can be described as is shown in Figure 5.6 extracted from [213]. After a load increase,
the frequency will drop and the mechanical power is increased as a response to the
frequency deviation, but in this case, the frequency end up with a steady-state error
given by ∆ω.

5.2.1.4. Load reference setpoint

The Automatic Generation Control (AGC) is used to eliminate the steady state
error in frequency. In this case a load reference setpoint is inserted as input in the
proportional gain of the droop control. The effect of the load reference set point is
to distribute the proportion of load for each generation unit. Therefore, the output
power of the generation unit can be shifted by changing the load reference. The load
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Figure 5.7: Block diagram of a droop governor with load reference setpoint.

reference is usually computed by a secondary centralized controller [213]. Figure 5.7
shows the block diagram of this scheme.

The calculation of the load reference of AGC is necessary to bring frequency to
its nominal value, as a consequence, the AGC is able to restores the power reserves
caused by the droop control. Therefore, equation (5.8) can find the Load reference
by using an integral term in frequency assuring zero steady-state error.

∆PAGC = −
∫

(ωg − ω∗)dt (5.8)

where ∆PAGC is the power variation of the load reference setpoint and ω∗ is the
frequency reference. Hence, frequency ωg can be computed as the average value of
frequency in the generation units according to their power and inertia.

5.2.1.5. Secondary and tertiary control

The secondary frequency control is based on a centralized approach to meet
the power production of the generators units to restore the frequency to the
nominal value and interacts with other systems to accomplish the balance target.
While the primary level only avoids frequency excursion and reduces the frequency
deviation, the secondary brings the frequency back to the original equilibrium point,
i.e., the nominal value of the frequency. This control scheme is mainly applied
in interconnected large systems, because a faster response is needed, and usually
dispensable in isolated systems. The AGC designates the combination of dispatching
and secondary control, where the time range of this level of control is few seconds
to minutes [134].

Tertiary control refers to manual changes in the dispatching set of the generations
units and application of optimization methods according to economical purposes.
This level of control is applied to restore the primary and secondary reserves,
managing the optimal operation of transmission lines.
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Figure 5.8: A generator connected to a load through a transmission line.

5.2.2. Voltage stability and control

Voltage stability is related with the power system’s capacity to transport power
through the buses of the system considering the loads and the losses of the system.
Definition of voltage stability is given in [104] as:

“Voltage Stability refers to the ability of a power system to maintain steady
voltages at all buses in the system after being subjected to a disturbance from a
given initial operating condition.”

There is close link between reactive power and voltage, mainly in transmission
networks3. Therefore, a great part of voltage stability is related to the system ability
to provide or absorb reactive power. In practice, it is not interesting to transmit
reactive power, since this increases the transmission losses. The main problems in
voltage stability are related to a voltage drop occurrence when active and reactive
power are flowing through inductive reactances in transmission networks. Voltage
stability is assured when Q− V relation is positive, i.e., the bus voltage magnitude
increases as the reactive power injection also increases, otherwise the system becomes
unstable.

Considering a simple radial system where the transmission is lossless as presented
in Figure 5.8, the transmitted active and reactive power are given as:

P = −E.V
XL

sin(δ); (5.9)

Q =
E.V

XL

cos(δ)− V 2

XL

(5.10)

where E and V are the generator’s voltage magnitude and in the same way, the
voltage magnitude on load side terminal, XL is the transmission line reactance and
δ is the angle difference between the two sources (power angle) [214].

The relation between voltage and reactive power can be derived from (5.10),
where the following condition is obtained:

P 2 +QSsc ≤
S2
sc

4
(5.11)

3Mainly in inductive power lines.
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Figure 5.9: P − V curve characteristics for different power factors.

The short-circuit power of the system is defined as: Ssc = E2/XL. The maximum
power transmission when power factor is one (Q = 0) is Pmax = Ssc/2 and the
maximum reactive power transmission when power factor is zero (P = 0) is Qmax =

Ssc/4. So, the reactive power transmission is more restricted than active power.
Also, the active power capacity is related with reactive power injection, for example
looking again at equation (5.11), when the system is absorbing reactive power
(negative value for Q), the active power maximum is increased. As a conclusion,
there is a maximum value to transmit active power through an impedance from a
voltage source (generation unit), which occurs when the voltage drop in the line is
equal to load voltage (V ) [56].

For this reason, reactive power compensation is usually realized on the load
side using shunt and series capacitors, and tap changing transformers. Recently,
the evolution in power electronics has brought Flexible AC Transmission Systems
(FACTS), where voltage and reactive power control is improved. At the same
time, the grid evolution through power electronic devices, the reducing number of
synchronous machines in the grid, together with the increasing load demand bring
some impacts to voltage stability [220].

A traditional way to illustrate the relation between voltage and power is to use
the P − V curve presented in Figure 5.9 adapted from [104]. Here, it is possible to
relate the voltage drop according to active power transmission for different power
factors. Pmax is the maximum power transfer with unity power factor.

The inflection point in the curves represent the critical operational points, where
the voltage becomes unstable. Therefore, the satisfactory region of operation is above
the critical point. As one can see, a sudden change in power factor (sudden variation
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Figure 5.10: Block diagram of the voltage regulator and exciter.

in reactive power) can bring the system to an unstable region (below critical point),
which may cause a voltage collapse.

Many other factors can contribute to voltage instability as: power transfer levels;
load characteristics; strength of transmission line; reactive power compensating
devices; reactive power capability limits; etc. These factors expose the complexity
that power systems deal with to maintain system operation.

5.2.2.1. Automatic Voltage Regulator (AVR)

Traditionally, the voltage control is organized in a three level’s hierarchy. The
primary voltage control has the target to maintain the voltage in a given bus
at its desired level. Usually, primary voltage control is done by an Automatic
Voltage Regulator (AVR) implemented in synchronous generators of the considered
system. The Automatic Voltage Regulator (AVR) controls the voltage in the rotor’s
excitation. AVR is composed by voltage sensor, amplifier, exciter and generator,
where a PID controller is inserted in the control loop to perform voltage regulation
[219]. A example of an AC8B excitation model of the synchronous machine extracted
from [221] is depicted in Figure 5.10.

In the block diagram, the voltage error is given by the subtraction of reference
voltage VRef and measured voltage VC , then a voltage VS from a Power System
Stabilizer (PSS) is summed when grid-connected. The result is applied to PID
controller connected to the regulator transfer function, with gain KA and time
constant TA. Therefore, the output voltage of the regulator VR is inserted in the
excitation model as an input, where the desired voltage excitation EFD is calculated.
KD is the demagnetizing factor and KE is the exciter constant.
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5.2.2.2. Voltage droop control

As presented in droop control subsection for frequency control, a relation between
active power and frequency (P − f) is built. Here, considering a power system with
high value X/R relation, where the losses are negligible considering the system
reactance, a direct relation between reactive power and voltage magnitude (Q− V )
can be shown. The coefficient that relates reactive power with voltage magnitude is
written as:

mq =
∆V

∆Q
(5.12)

where the voltage droop coefficient (mq) provides a proportional contribution of
reactive power for a given voltage deviation [60]. In this case, the voltage droop
feature will cause a steady state error on the voltage level, since a change on reactive
power supply implies in a new operational point for the voltage, but will always be
a non-zero voltage deviation. The coefficient mq can be designed according to the
voltage limits requirements (∆Vmax) and the nominal reactive power capacity (Qnom)
as given next:

mq =
∆Vmax
Qnom

(5.13)

where ∆Vmax = Vmax − Vmin according to the grid limits and Qnom is given by the
capability curve of the generator or power converter.

Therefore, the steady-state equation for voltage droop equation is written as:

V = V ∗ −mq(Qm −Q∗) (5.14)

where V is the grid voltage amplitude, V ∗ is the nominal voltage set, Qm is the
filtered reactive power, Q∗ is the reactive power set point. Figure 5.11 depicts
the behavior described in (5.13), exhibiting the voltage droop feature for different
coefficients (mq) [135]. In island system operation, the reactive power reference is
considered Q∗ = 0 [128].

As droop control has a better performance for power sharing, multiple units can
share the responsibility of reactive power supply to voltage regulation purposes.
The generation units can contribute with reactive power supply in different levels,
according to their capacity. Q − V droop control have been widely applied in
power converters that integrate renewable sources and ESS, since it allows the
voltage support by a simple relation with reactive power. Even in Microgrids mainly
composed of power converters, the voltage control can be easily designed by droop
control approach [129,135].
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Figure 5.11: Different coefficients of the voltage droop control scheme.

5.2.2.3. Secondary and tertiary control

Secondary control is based on a centralized automatic approach to manage the
reactive power injection within a regional voltage zone by coordinating the action of
the local controllers. This level of control is related to the capability of a generator
supply an extra-mandatory quantity of reactive power, such that a group of buses
in the grid is maintained at desired operation. The improvement of the voltage
regulation can be done by the integral of the voltage error, which results in a reactive
power reference to the service provider. Tertiary control is based on optimization
techniques to calculate the reactive power flow in the entire system [134].

5.3. Ancillary Services in Brazil

The main responsibility of a Transmission System Operator (TSO) is to
provide electric power from generators to the consumers through transmission lines
meeting the standardized network requirements (obligations of control areas and
transmitting utilities) to maintain the proper and reliable operation of the system
interconnection. In this context, the specific services and functions provided to
maintain and support the power supply in the grid are called ancillary services. The
ancillary services support the grid to maintain continuous and reliable operation
of the system, properly supplying the loads while keeping stability and security.
Traditionally, the ancillary services are provided by generators controlled by the
TSO, however the integration of power electronic based equipment in the network
expanded the possibility of ancillary services provision. Therefore, power electronic
devices and generators non-controlled by the TSO are now able to participate on the
support to the grid in several operation modes, which has created a new opportunity
in the energy market [222–224].
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The ancillary services provision in Brazil is still very limited because of
regulation aspects and restricted to the generation units controlled by the TSO
(composed of hydroelectric and thermoelectric plants). There are some generation
units able to operate as synchronous compensators, which provide reactive power
compensation through a formal contract with the national TSO. These are
centralized thermoelectric plants used as operational power reserves. Therefore,
power plants non-controlled by the TSO cannot perform ancillary services, which
greatly restrict theses services in Brazil [225–227].

The normative resolution in [225] made in 2018 updates the version introduced
in 2015 for ancillary services provision, where the TSO is in charge of identifying
the generation units capable of carrying out the ancillary services related to power
reserve dispatch, opening the possibility for different generation units. The limitation
of the prices offered for such services and the operating restrictions related to the load
curve, operating time and minimum operating power were also discussed. Aspects
of fees and service unavailability, as well as forms of payment were also considered.

According to [226], the ancillary services’ provision in Brazil includes the
following supports: a) Primary frequency control, performed by all generating units
integrating the national electrical grid; b) Secondary frequency control, where only
the plants that are part of the Automatic Generation Control, requested by the TSO
are able to participate; c) Reactive power support, performed by generation units
integrating the network and by plants that operate as synchronous compensators,
under prior authorization from the National Electrical Energy Agency (ANEEL);
d) Black-start, performed by all generation units integrating the network and by
plants in compliance with ANEEL and on demand from the TSO with the support
of previous studies; Special Protection System, performed by existing plants in
operation with the support of studies performed by operator with prior authorization
from ANEEL, in addition to proof of technical feasibility; and Complementary power
reserve dispatch, performed by centrally dispatched thermoelectric plants.

In this context, the report in [227] proposes a normative review for ancillary
services provision based on the reduction of the regularization of the reservoirs
of hydroelectric power plants and the high penetration of intermittent renewable
sources. It addresses the need to adapt the spatial and temporal allocation of
energy resources and the current load of the electrical system so that requirements
can be sized, equipment allocation made and guidelines of contracting services
can be defined. The planning of the requirements of ancillary services identified
by the planning and operation of the electrical system aims to encourage the
provision of services, identify costs in order to minimize the operational cost, and
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operate efficiently. It is also proposed to encourage the expansion of existing services
(mentioned above) and the insertion of new services such as:

1. Development of new services for reactive power compensation using pho-
tovoltaic plants, reactive power support for wind power plants and even
in the distribution system, which could be applied through tariffs already
established;

2. Inertia as an ancillary service through power electronics equipment, aiming
at reducing the connection of thermal plants, but it may bring losses to
the system, or the use of thermal plants to increase inertia that avoids the
installation of electronic equipment for this purpose;

3. Load modulation by distribution agents, performed through the dispatching
of power plants not operated by the national TSO, but by the local
distributor;

4. Paying for ancillary service provision: payment through system services
charges using the principle of causality, where the TSO identifies the causers
of the need to provide the service, which can bring improvements to the
electrical planning, or even the bilateral payment between consumer and the
provider, raising the need for the development of an ancillary services market.

Thus, in the Brazilian scenario, there are still many barriers to the diversification
of ancillary services provision, being restricted to large generation units controlled
by the national TSO. In addition, the regulations updates presented are limited
to proposals and introduce possible advantages and disadvantages to be discussed,
being distant from an imminent implementation. According to these reports, the
greatest barriers to the accomplishment of the rendering of ancillary services are
presented in the increase of complexity in the identification of costs, operation and
verification of services.

Nowadays, ESS have the ability (according to their size and technology) to
perform most kinds of ancillary services presented here according to their nominal
power limitation. Thus, ESS can be applied for primary frequency regulation (which
represents the most restricted ancillary service in ANEEL), in view of the availability
of the power electronics equipment required for this purpose. However, due to
the lack of regulation in Brazil and the restriction of generation units authorized
by the national TSO, ESS are very restricted for ancillary services provision in
Brazilian power grid. These limitations highlight the urgent need to develop new
operating strategies for the system, maintaining the operational requirements with
the installation of new equipment for this purpose. The adaptation of economic
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regulation tools must be considered, as well as carry out studies to identify costs
(valuation of the service) for these services.

A crucial factor is the identification and verification of the service provision. It
is necessary to develop tools to validate these services, and to track the operator
or the local consumer that receives the service. Technological adaptation costs and
equipment deterioration costs combined with massive insertion of power electronics’
devices and ICT equipment make the valuation of ancillary service provision quite
complex. Other aspects, such as cause and effect relationships are also widely
discussed as in the case of harmonic mitigation and should be taken into account to
create a new resolution for ancillary services. In addition, the size of the storage
system limits its use for services requiring a large amount of energy, such as
secondary (or even primary) reserve.

The development of a market for ancillary services in distribution is very relevant
from a technical point of view for Brazil, considering that the main current power
quality problems are faced in the distribution system. The report in [225] proposes
that the modulation of loads can be carried out by distribution dealership for the
dispatch of plants not operated by the national TSO, demonstrating the relevance of
the high penetration of energy resources directly installed in the distribution system
(mainly PV and ESS).

The distribution system has undergone a revolution in recent years, known as
Smart-Grids, which results in a multitude of possibilities for ancillary services in the
context of the distribution system. Therefore, consumers can also perform services
to improve the network operation. This reflects in the creation of a new market that
brings economic growth in the energy market, also improving the operation of the
distribution system as a whole. The use of renewable resources for ancillary services
provision enhances the effort to change the energy matrix, bringing more technical
and economic benefits for this type of generation, expanding the operation field of
renewables to solve power quality issues.

Electric vehicles can also become an excellent contribution to the ancillary
services through Vehicle to Grid (V2G) concept, since they bring a larger dispatching
capacity. In conclusion, there is great technical feasibility for developing an ancillary
services market in the context of distribution systems, which would further drive the
modernization of the distribution system and the energy market economy, the main
challenges being the development of regulations and valuation for ancillary services
in Brazil.
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5.4. Power Converters Issues

Recent grid evolution has brought the integration of renewable energy sources,
ESS and loads based on power electronics. Further, the HVDC advances and MTDC
are more present in large interconnected grids. Those equipment are also based on
power converters. On the other hand, Microgrids like isolated systems, or small
independent grids located in urban centers are composed mainly of power converters
to transform energy and operate the system [228,229].

In all of these cases, power converters are the key technology for grid compo-
nents. But power converters have different behavior than synchronous machines.
Synchronous machines have an inherent energy storage from their rotational mass4,
being able to naturally respond to a load perturbation contributing to system
stability, while power converters are directly affected by their controllers with fast
response and very low natural energy stored5. Therefore, power converters do not
have the natural ability to contribute to frequency stability in the active power
sense [133,230].

In Microgrids context, power converters use the measured voltage of the network
to estimate the phase angle of the grid, being able to synchronize with the main grid
to generate the voltage output, i.e., grid-following converters. The main issue related
to power converters in Microgrids is the difficulty to implement isolated operation
called as grid forming converters. Grid-forming converters are a great concern in
academia and industry, where numerous studies have been carried out to develop
useful strategies to proper operate electrical grids only composed of power electronics
technologies. In this context, droop control approach has been widely applied, since
it allows power share among power converters with a distributed control approach.

A crucial issue in power electronics technology is the lack of inertia and
interactions between control as stated by the United Kingdom Transmission System
in [231]. In fact, the high penetration of power electronics based technologies decrease
the inertia of the system, bringing frequency stability problems and reduction of
transient stability margins.

The AC/DC power converters like VSC are mostly controlled by Pulse Width
Modulation (PWM) and traditional control schemes in grid-following operation
make these converters behave as current sources6. The Phased Locked Loop (PLL)

4Synchronous generators store kinetic energy proportional to moment of inertia J and their
angular speed, with time response of few seconds as seen in Section 5.2.1.

5The capacitors of power converters can store electrostatic energy in order of milliseconds.
6Usually, VSC have outer voltage control loop and an inner control loop, which is the current

control loop
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is used to synchronize the converter with the grid by estimating the phase angle
of the network, where the calculation of the voltage reference depends on the
grid impedance. Therefore, the control performance is affected by grid impedance,
which makes these control schemes sensitive to grid condition. So, it is necessary
to design a good interaction between the PLL, voltage and current control loops,
PWM switching frequency and the output filter. The match of bandwidth of the
controllers can be a very complex task. Usually, current control loop bandwidth
is twenty times smaller than the PWM frequency and filter frequency is designed
accordingly [232,233].

Other important issues can be related to power electronics in power systems,
where countries in Europe are dealing as priorities [56]:

1. Decrease of inertia, related to frequency stability;
2. Wrong participation of power converters devices in frequency regulation

(control errors);
3. Reduction of transient stability margins due to decreased short-circuit

capacity of power converters
4. Resonance and oscillations caused by power electronics;
5. Power electronics controller interaction among the devices (active and

passive) in the grid.

In this scenario, new ancillary services and grid support are needed to fulfill the
stability requirements for power system operation and reliability. A suitable solution
is to develop new control strategies for power converters changing the original feature
of power converters to provide ancillary services to the network and reduce the power
electronics impacts [234].

Traditional power systems composed of synchronous generators have a well
established time-scale separation considering the dynamics of the system. Usually,
the time constant for frequency and voltage regulation are related to slow dynamics
of turbines (about 10s) and governors (about 1s), compared with faster dynamics
of the exciter (about 50ms), which can deal with the network line dynamics (time
constants about 1 − 30ms). Besides that, the time constant of the swing equation
and flux linkages will be given by the flux and swing dynamics. So, in conventional
systems, the controllers are typically designed considering its operational margins
and can assure the stability of the whole system. However, in low inertia systems,
the fast dynamics of power converter-based generation bring interactions among
different controllers, affecting the time-scale separation and increasing complexity
[235].

169



Chapter 5. Ancillary Services for AC Microgrids

PWM Harmonics

Fibre optic network

Signal Processing

Grid

Sync. gen.

VSC

Voltage dynamics Frequency dynamics

Network line dynamics

SRF inner control

AVR & PSS Flux Governor
Turbine

Swing dynamics

PLL

Active & reactive
Power Control

current loop

transmissiondistribution

voltage loop

< 1 𝑚𝑠 1 𝑚𝑠 10 𝑚𝑠 100 𝑚𝑠 1 𝑠 10 𝑠 𝑡𝑖𝑚𝑒 

Figure 5.12: Time-scale separation of power system dynamics considering conventional
synchronous generators and power converters integration.

The time-scale separation of power systems including power converter-based
generation and the dynamics characteristics of low inertia are introduced in Figure
5.12, adapted from [235]. It is presented the physical and control dynamics,
considering three different time-scales: signal processing, voltage dynamics and
frequency dynamics. The voltage and frequency dynamics are related to the
controllers designed for these purposes. First, the signal processing is associated
to the fastest interactions (< 1ms), which may include PWM signals and harmonics
from converters, and fibre optic network communication of the electrical grid.
Then, the voltage dynamics are associated with large range time-scale interactions
(> 1ms to < 100ms), which includes the network line dynamics, the AVR, PSS and
linkage flux dynamics of synchronous machines, and the SRF inner control loops
of converters. The frequency dynamics are associated with the slowest interactions
(> 10ms to 10s), including the Active and reactive Power Control, PLL of power
converters, and the Governor, Turbine and swing dynamics of synchronous machines
[213,235,236].

In this sense, the controllers and LPF of power converters have faster dynamics
than synchronous generator controllers, resulting in control interactions and causing
stability issues, since they have different time constants as shown in Figure 5.12. So,
power converters can potentially impact in the frequency regulation in low inertia
systems, affecting frequency dynamics and the associated fast transients. The result
is the deterioration of protection schemes that consider the limitation of frequency
Nadir and RoCoF due to incompatible control strategies interacting with the main
grid under high penetration of power electronic-based generators. The transmission
line dynamics also interact with the dynamics of power converters’ controllers, where
the fast behavior of these dynamics can amplify the interactions. Therefore, when
the X/R impedance ratio is high enough, the time constant of the line is able to
suppress the gap between faster dynamics of power converters and slow dynamics of
synchronous generators, acting as a buffer, improving the system stability. However,
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in distribution lines, the lower X/R relation restricts the operation and control of
voltage and frequency, hindering system’s stability. In this case, virtual impedance
application may be a feasible solution for these stability issues.

5.4.1. Inertial response and low inertia issues

Since power converters based generations are not able to provide natural
frequency response (primary control), the reliability of renewable generators and
Microgrids can be dramatically reduced. Consequently, the frequency response of
the system as a whole can be affected, which is an European concern [233].

A reduced inertia may cause higher frequency excursions during and after a
contingency and also increase the Rate of Change of Frequency (ROCOF). RoCoF
is used to indicate load disconnections (Load Shed) and in protection schemes to
detect the disconnection of generations units. Therefore, faster frequency ancillary
services, inertial response emulation and increase the grid code requirements of
RoCoF were proposed by [237,238].

The power response of an inertial system (natural or virtual) depends on its
inertial time response (H) and the derivative of frequency as:

∆Pp.u. = −2H

f0

df

dt
(5.15)

where f is the measured frequency and f0 is the nominal grid frequency.

The inertial power variation (∆Pp.u.) is proportional to the RoCoF, then its
maximum is just after a frequency perturbation and it goes to zero when a new
equilibrium point is reached. Considering a perturbation, as load increase or a
generation loss, in a power system with primary reserve to contain the frequency
drop. The behavior the frequency deviation and the inertial power variation are
depicted in Figure 5.13 from [56]. In this, case, the frequency Nadir is reduced when
the inertial support takes place, which means that inertial power helps to improve
frequency variations.

This is a natural response of synchronous machines, but power electronic devices
may apply this phenomenon as a virtual inertia approach. The synthetic inertial
response after a contingency can be a great solution to lack of inertia due to
interfaced connection, since it results in an equivalent behavior of a synchronous
machine. The main difficulty in this process is to measure the frequency, when it is
not possible to use the angular velocity of a synchronous machine (Power converters
based grids). Therefore, the PLL can be used for frequency measurement in this
case.
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Figure 5.13: Inertial response scheme with a primary control.

5.4.2. Frequency problems in weak power systems

An important issue in weak grids and Microgrids is the severe effect on frequency
stability caused by power converters when operating these systems. The reduction
of system’s inertia affects the frequency deviation face to disturbances causing
increase in frequency changes even in strong grids, since the renewables has arrived.
The Electricity Reliability Council of Texas (ERCOT) has reported a continuous
decline in the inertial response of its system and recommends additional inertial
response [239]. Also, the European Network of Transmission System Operators for
Electricity (ENTSO-E) has reported frequency violations growth related to large
renewable integration in the grid [240]. So, frequency problems have a straight
relation to renewable penetration and power converters based grids.

Frequency limits are imposed by TSO, and these limits are well defined in grid
codes. For example, the IEEE recommends a tight frequency operating standard of
±0.036 Hz for grid-connected systems, but for off-grid operation in Microgrids and
isolated systems, the limits are redefined to fit limitations of this kind of operation. In
the North American Reliability Corporation (NERC) the recommendation is to start
load shedding when the frequency drops bellow 59.3 Hz to re-balance the system7.
For variations lower than 57 Hz or higher than 61.8 Hz, the NERC recommendation
is to disconnect generators units. To highlight the regulatory differences between
grid-connected and isolated modes, Table 5.1 is introduced from [57]. Generally
speaking, the limits for the isolated mode are relaxed compared with grid-connected
mode, allowing variations of ±1.5Hz in frequency, and up to ±9 Hz for critical
periods according to ISO 8528-5 standard, which provides a guideline for frequency
in off-grid context.

7Nominal frequency in this case is 60 Hz.
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Table 5.1: Microgrid operation standard for frequency levels.

Grid-connected Island mode
Frequency: main grid task Freq. primary controller by VSC

Small number of critical deviation Low inertia with critical deviations
IEEE ISO 8528-5

Recommended range: ±0.036 Hz Nominal range: ±1.5 Hz
NERC Critical range: ±9 Hz

Freq. < 59.3 load shedding Recovery time: 10 s
Freq. < 57 or > 61.8 disconnect generator Maximum RoCoF: 0.6 Hz/s

EN50160
49.5 to 50.5 Hz for 95% of a week
47 to 52 Hz for 100% of a week

A virtual inertia approach as a solution for power converters impacts related to
grid integration and Microgrids solutions is presented in next section.

5.5. Virtual Inertia

Virtual or synthetic inertia consists in emulate the energy stored from rotational
mass (inertia) of synchronous generators in power electronic devices, such that
the power converter is able to have natural frequency response. The definition of
Synthetic Inertia from ENTSO-E is [240]:

“A facility provided by a Power Park Module or HVDC System to replace the
effect of Inertia of a Synchronous Power Generating Module to a prescribed level of
performance.”

The concept of virtual inertia implementation through power converters was first
appeared in [241]. Then, the concept of synchronverters has been developed [63],
subsequently called as Virtual Synchronous Machine (VSM)8 in [242]. These are
composed by power converters that mimic or behave like synchronous machines. In
this way, it is much easier to integrate such systems to the power network, providing a
framework that practitioners are well acquainted [57,69,70]. These VSM have raised
much interest in recent years and have been widely applied to improve frequency
stability and to provide inertial support in weak grids and Microgrids [243–245].

Virtual inertia uses a combination of control strategies, DER (as renewables
and storage systems) and power converters to emulate the inertia of conventional
synchronous machines. The control algorithm of virtual inertia approach can be

8Note that VSM is said as the VSC operating as a synchronous machine.
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Figure 5.14: The concept of virtual inertia.

inserted in the power converter, where the equations are written and the signal is
sent to the converter. Therefore, the power converter becomes the crucial device able
to emulate inertia based on a control scheme. PV’s and ESS with VSC converters
(inverters), wind turbines with back-to-back converters and even HVDC links with
multilevel converters can apply the virtual inertia approach to contribute with
inertial response for the grid. The key element to emulate inertia in this case is
the available energy from DER to proper inject power following inertial feature
[57,133,246].

VSM reproduces the dynamic properties of a real synchronous generator in a
power electronics unit, in order to achieve the inherent advantages of a synchronous
machine for stability improvement. It can be applied in strong grids on power
converters based integration or in Microgrids. The idea of virtual inertia is illustrated
in Figure 5.14 adapted from [57].

Many studies have been carried out concerning the application of virtual inertia
in power converters, such as integration of DER [70], improvements in Microgrids [73]
and isolated power systems [75]. In [76], a comparison on the dynamics between
virtual inertia and droop control strategy is done, pointing out the similarities and
the advantages of each control strategy, as well as the relevance of inertia properties.
As the next step, new propositions on virtual inertia emerged, for example, in [67],
where the parameters of VSM can be controlled, and then, VSM with alternating
moment of inertia is developed. The damping effect of the alternating inertia
scheme is investigated by transient energy analysis. In [247, 248], an improvement
on frequency regulation is reached based on adaptive virtual inertia, where the
inertia constant varies according to the frequency deviation. In this case, inertia
constant and damping parameters become time-varying variables. As result, the
frequency nadir has great improvement, reducing frequency excursions, where the
control strategy matches the advantages of large inertia and small inertia properties.
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Figure 5.15: Time range of frequency response stages.

The time range of the hierarchical frequency response with virtual inertia is
depicted in Figure 5.15 extracted from [57]. Section AB is given by the inertial
response, with less than ten seconds duration, where is clearly seen the main
contribution of virtual inertia. The frequency Nadir9 is greatly reduced along with
high RoCoF thanks to inertial behavior created. Virtual inertia feature can also
improve the governor response, highlighting its contribution to primary control in
general. Therefore, virtual inertia must operate in a short time range in autonomous
way like inertial response from synchronous generators. The advantage here is that
the inertial time response (H) can be adjusted as needed10, and even can become
a state variable to behave such that frequency stability is improved. This approach
greatly enhance system stability, mainly in Microgrids context, where frequency
stability is critical and then enable better penetration of power electronics in general.

The present section is dedicated to these systems, but now acknowledging that
if they act as synchronous machines, they are not limited to this behaviour, and can
provide extended support than a physical machine does. In this way, it was studied
the contribution that VSM may bring to the overall inertia of a power grid, and
how they can provide ancillary services, in particular frequency support and inertial
response.

9Frequency Nadir measures the minimum post contingency frequency.
10The comparison can also be done with moment of inertia J .
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5.5.1. Virtual inertia topologies

The basic concepts of virtual inertia in the literature are quite similar, even
because as shown above, its definition is related to its effect and not by the
means to obtain it. Hence, there are various topologies distinguishing by their
model and application strategy. A topology may mimic the exact behavior of
a synchronous machine, by applying the mathematical model of such machine,
while other approaches applies directly the swing equation of synchronous machines
to simplify the implementation on power converters, and yet others incorporate
a responsive DER to respond to frequency changes. Next, the main topologies
described in literature are discussed.

5.5.1.1. Synchronverters topology

Synchronverters developed in [63] are based on the dynamical equations of
synchronous machines from the network point-of-view. Such control strategy allows
a traditional operation of the power system without major changes in the operational
infrastructure. The electrical torque (Te), terminal voltage (e) and reactive power
(Q) result from the equations written in the converter such that, a synchronous
generator behavior is captured. A frequency droop strategy is applied to regulate
the output power from the converter. The equations to model the synchronverter
are:

Te = Mf if ig sin θ (5.16)

e = θ̇Mf if sin θ (5.17)

Q = −θ̇Mf if ig cos θ (5.18)

where Mf is the magnitude of the mutual inductance between the field coil and the
stator coil, if is the field excitation current, θ is the angle between the rotor axis
and one of the phases of the stator winding, and ig is the stator current.

Figure 5.16 presents the block diagram of the proposed control scheme presented
in [63], where i and v are the current and voltage feedback to used to solve the
equation within the controller. J is the moment of inertia and Dp is the damping
factor, which are arbitrary control parameters used to impose desired behaviour.
The design of these parameters is intrinsically related to the stability properties of
the system and will dictate the RoCoF, frequency nadir and power injection limits
to keep the grid requirements.

The frequency and the voltage loops are used to generate the control inputs:
mechanical torque Tm, given by the active power reference P ∗ from the swing
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Figure 5.16: Control diagram of a synchronverter.

equation and excitation variableMf if , given by the desired voltage amplitude in the
terminal v∗ and the reactive power reference Q∗ from the droop strategy. The voltage
loop have a droop constant Dq, where the measured reactive power is compared to
its reference (Q∗). The resulted signal is then integrated with a gain Kv to eliminate
steady-state error, resulting in Mf if . With Mf if , it is possible to generate e, which
is the first control output for the converter related to the modulation index (voltage
amplitude regulation). A virtual angular frequency is generated (ω) from the swing
equation loop, hence its integral θ can be calculated to be the reference for PWM,
which is the second control output of the converter related to power injection.

In the synchronverter topology, PLL is only used for initial synchronization and
frequency measurement purposes, since the frequency loop from swing equation
generates a natural ability to attain synchronism with the terminal voltage. A self-
synchronized version of this approach is introduced in [249], greatly improving
the stability performance, because PLL application may lead to instabilities
in weak grids. In the synchronverter topology, the frequency derivative is not
necessary for the control implementation, which is a great advantage since frequency
derivative computation may bring noise and poor control performance. Another
great advantage is the fact that voltage source implementation allows grid-forming
operation for isolated systems. Synchronous motors can also be obtained when this
topology is applied to the power electronic based loads (rectifiers), helping with
inertial response in the load side [250]. Concluding, synchronverters is seen as a
great solution for power converters based application in power systems to improve
system’s stability.
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5.5.1.2. ISE topology

The ISE lab topology is based on the swing equation of a synchronous machine,
where the power-frequency relation is used to emulate the inertial response of the
system [242]. In this strategy, the voltage v and current i on the output converter
is measured to compute the grid frequency ωg (which can be done by the PLL) and
the active power output Pout. The swing equation of this approach is written as
follows, where the phase angle θ can be computed to generate the signal for PWM:

Pin − Pout = Jωm
dωm
dt

+Dp(ωm − ωg) (5.19)

where θ =
∫
ωmdt, Pin in the active power input given by the prime mover and ωm

is the virtual rotor speed.

A governor model is used in this case to control the grid frequency (ωg) to its
reference ω∗. The prime mover power input reference Pin is computed by a first order
system with gain K and time constant Td, where P0 is the active power reference
received from a higher level controller. The prime mover equation is presented next
in frequency domain:

Pin(s) = P0(s) +
K

1 + Tds
(ω∗(s)− ωg(s)) (5.20)

The voltage reference (e), can be implemented via Q − V droop control to
generate the amplitude reference for the PWM. Similarly, P − f droop control may
be applied to generate the power reference Pin instead of a prime mover approach.
The general scheme of ISE VSM is illustrated in Figure 5.17 from [57].

As in the synchronverter approach, frequency derivative is not required in the
present case, what improves the control performance, avoids signal pollution and
can be applied for grid forming units. Nevertheless, a poor design of swing equation
parameters (J and Dp) may result in oscillatory behavior and instability problems.
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5.5.1.3. Virtual synchronous generators

VSG is a Frequency-Power response based topology that emulates the inertial
response feature of synchronous generators focused on frequency deviation im-
provement. It is a simple way to insert inertial characteristics in power converter
units11, since it is not necessary to incorporate the detailed equation of synchronous
generators. VSG can be easily compared with standard droop controllers, but here,
they can also provide dynamic frequency control unlike droop controllers that
only have steady-state performance. The dynamic frequency control is realized by
frequency derivative measurement, where the system reacts from a power imbalance
[65,251]. So, VSG provides a power output (Pvsg) according to frequency deviation,
which equation is written as follows:

Pvsg = KD∆ω +KI
d∆ω

dt
(5.21)

where ∆ω is the frequency deviation and d∆ω/dt is the RoCoF. The gains KD and
KI represents the damping factor and the inertial constant respectively, refereed
from synchronous generator model.

The inertial constant (KI) impact the RoCoF improving the dynamic frequency
response, which is a suitable solution for isolated systems where the RoCoF may
have high values, harming system stability. Therefore, this approach can be applied
to enhance RoCoF values, and the damping constant (KD) have the same effects of a
P − f droop controller. In this topology, a PLL must be used to measure frequency
deviation and RoCoF, which can be challenging, since the harmonic distortions
and voltage variations may lead to poor control performance, while, in the other
topologies, PLL is not really necessary. The VSG scheme is depicted in Figure 5.18
adapted from [57].

VSG can be seen as a dispatchable current source, where Pvsg is used to calculate
the current reference for power converter control loop. Equation (5.22) presents the
current reference I∗d related to active power injection:

I∗d =
2

3

VdPvsg − VqQ
V 2
d + V 2

q

(5.22)

where Vd and V q are the voltages in dq reference frame from Park transformation,
Q is the measured reactive power.

11Power converter units can be understand as a generalization for DER integrated via power
converters.
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Figure 5.18: General control scheme of VSG topology for virtual inertia.

The reactive power can also be controlled by calculating current reference I∗q
related to reactive power injection:

I∗q =
2

3

VdQ
∗ − VqP

V 2
d + V 2

q

(5.23)

where Q∗ is the reactive power reference, which may be obtained by a droop control
strategy, and P is the measured active power in the grid.

VSG topology is used by the European VSYNC group, because of the simplicity
and effectiveness features of this approach. When applied as current sources as
described in equations (5.22) and (5.23), VSG approach is not able to operate as
grid-forming unit. Also, the inertia is not emulated during power input variations,
but only in frequency variations. And the main problem of this approach is the
complexity to compute and measure frequency deviations and RoCoF, since the
derivative operation involves noise pollution and stability issues12. Stability problems
can also be noticed, when cascaded control loops are used, such as PI controllers
with an inner-current loop and an outer-voltage loop for converters. This happens
because the tuning gains of these controllers may be complex to tune, which results
in inaccurate control performance [253].

5.5.1.4. Droop based topology

The droop control is a well known approach used for power sharing both in
strong grids or Microgrids without necessary communication among the distributed
generation units, which contributes for an easy application. The designed control
loop is composed by P − f and Q − V droops considering an electrical grid with
inductive impedance (X >> R) and large amount of inertia, which is the case

12PLL performance problems can also be cited here, since may bring steady state errors and
instability mainly in weak grids application. So, this approach requires robust PLL implementation
[252].

180



5.5. Virtual Inertia

for conventional power system with high voltage transmission lines. In the classical
case, equations (5.7) and (5.14) model the droop relation. But, when dealing with
Microgrids composed of medium and low voltage lines, in many cases the impedance
is not inductive (X ≈ R) and the active and reactive power decoupling is not true.
Then, the traditional droop relation (P − f and Q− V ) is not applicable. In fact,
in resistive lines, the reactive power will depends on the phase angle (or frequency)
and the voltage is related to the real power exchange. Therefore, an opposite droop
is addressed by P − V and Q− f droops [254].

As mentioned before, droop strategy has only steady state properties, with no
dynamical contribution to frequency or voltage regulation, which results in slow
transient response with improper active power sharing. In addition, droop control
is not able to bring the system back to the original equilibrium point of the
system [127,255].

Another approach to provide virtual inertia is to insert a delay in the active power
response, to emulate the inertial behavior of a synchronous machine [256, 257]. In
droop control applications, the measured output power is filtered to avoid noise and
high frequency components from power converter switching. Usually, a low-pass filter
with a suitable time constant is applied, so the filter will induce a slower behavior
in active and reactive power that can be compared with the inertial behavior of a
synchronous machine [74,258]. Consequently, the droop control with a well designed
filter may be used for virtual inertia purposes. A standard low-pass filter for active
power can be described as follows:

P ∗out(s) =
1

1 + sTf
Pm(s) (5.24)

where P ∗out is the filtered output active power measured in the system, and Tf is the
filter time constant.

According to [259], applying the filter dynamics (5.24) in the frequency droop
equation (5.7), we may result in the following expression that presents a virtual
inertial component:

P ∗out − Pm =
1

mp

(ω∗ − ωg) +
Tf
mp

dωg
dt

(5.25)

where the derivative term is equivalent to the inertial response, which results in a
LPF with analogous function of a virtual inertia approach. It is necessary to correctly
tune the parameters of the droop regulator to obtain a small signal behavior of a
synchronous machine [259].
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5.5.2. Weak grid modelling

A strong grid is generally modelled by an infinite bus that is capable to attain
stability even in front of strong perturbations. The infinite bus is then modelled by
an ideal AC voltage source with constant parameters, therefore, the terminal voltage
and frequency can be always maintained at fixed values. For distributed generation
integration in strong grids using power converters, the converter is responsible only
for active and reactive power, while voltage and frequency stability is assured by
the main grid.

In weak grids, voltage and frequency stability is not assured, therefore the power
converter connected to this grid must be able to provide voltage and frequency
support for the system. The AC bus may be modelled as a capacitor, presented
in Figure 5.19, where Vc is the system’s terminal voltage, and represented by the
capacitor’s dynamics.

The electrical model used in this section was developed in two parts: The
Microgrid with an output LC filter, and the VSM model. It is proposed a VSM
using an adaptive virtual inertia approach to improve frequency stability and reduce
power oscillations in the grid. The variable inertia scheme is incorporated in a VSC
converter connected to an AC Microgrid composed by a diesel generator and loads.
The DC side of the grid is formed by a DCMicrogrid able to provide energy (ancillary
services) to the AC side of the grid. The DC side of the grid was detailed on Chapter
IV, being summarized here as voltage Vdc. The electrical model of the system is
depicted in Figure 5.19.

The VSC converter has a LC filter, represented by Lc and Cc, connected to the
Point of Common Coupling (PCC) with the AC Microgrid. The line impedance is
represented by Ll and the active losses are given by Rl. The state space model of
the system can be written as:

İc,d = −Rc

Lc
Ic,d + ωgIc,q +

1

2Lc
Vdcmd −

Vc,d
Lc

(5.26)

İc,q = −Rc

Lc
Ic,q − ωgIc,d +

1

2Lc
Vdcmq −

Vc,q
Lc

(5.27)

V̇c,d =
Ic,d
Cc
− Il,d
Cc

+ ωgVc,q (5.28)

V̇c,q =
Ic,q
Cc
− Il,q
Cc
− ωgVc,d (5.29)

İl,d = −Rl

Ll
Il,d + ωgIl,q +

Vc,d
Ll
− Vl,d

Ll
(5.30)

İl,q = −Rl

Ll
Il,q − ωgIl,d +

Vc,q
Ll
− Vl,q

Ll
(5.31)
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Figure 5.19: Virtual Synchronous Machine (VSM) connected to an AC Microgrid based on
diesel generation.

From Park transformation we have: Vc,dq the voltage on the LC filter capacitor
Cc, Ic,dq the current on the LC filter inductor Lc. Il,dq are the line current. The
DC/AC converter modulation indexes are md and mq. Vl is the voltage on the diesel
generator and Pload and Qload are the active and reactive power of the load in the
AC Microgrid respectively. The angular speed is given by ωg, where ωg = 2πfg.

5.5.3. Proposed virtual inertia

A VSM can act to provide transient power sharing and primary control
frequency support independently, using only local measurements. VSM can also
be implemented with no need of PLL, being used just for sensing the grid frequency
or during initial machine starting13. As result, VSM are conceptually simple
thanks to intuitive interpretation as synchronous machines responses [57, 75]. The
VSM is implemented to provide voltage reference output where the power flow is
related to inertia emulation and the angle from the swing equation, while voltage
amplitude and reactive power control is made separately by the modulation index
in the converter. The VSM scheme is introduced in Figure 5.20, where the direct
application of VSM concept is built. The voltage amplitude and the phase angle are
directly used to generate the PWM signal in the converter [259].

To develop a VSM it is necessary to implement the swing equation of a
Synchronous Machine in the VSC control structure as detailed in [63]. In the
following, is presented the general swing equation of a synchronous machine applied
for VSM implementation, where the inertia acceleration is represented by the power
balance and a damping factor:

˙̃ω =
1

H
[Pref − P −Dp(ωvsm − ωg)] (5.32)

13The swing equation of VSM allows interactions with the grid frequency, influencing its
behavior.
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Figure 5.20: VSM general control scheme for a Microgrid integration.

where ω̃ = ωvsm − ωg is the frequency deviation, ωvsm is the VSM’s frequency, H
the virtual inertia coefficient and Dp the damping factor. Pref is the active power
droop reference and P is the measured power into the AC grid.

The inertia coefficient is defined in [213]:

H =
Jω2

o

2Snom
(5.33)

where Snom is the nominal apparent power of the VSC converter, ωo is nominal grid
value and J is the emulated moment of inertia. In (5.33) it is evident the inverse
ratio between moment of inertia and its time constant. H unit is given in seconds,
therefore, the larger the inertia coefficient, the lower the frequency deviation and the
longer the accommodation time, and vice-versa, the smaller the inertia coefficient,
the higher the frequency deviation and the shorter the accommodation time. This
idea is going to be used for variable inertia formulation.

5.5.4. Droop control strategy

Here, the droop control strategy is applied to implement the VSM on the
Microgrid’s VSC and the application of variable virtual inertia to provide ancillary
services.

The power reference is calculated by an active power-frequency droop strategy,
included in the swing equation (5.32), relating active power with angular speed
deviation as follows:

Pref = P ∗ −Kω[ωvsm − ω∗] (5.34)

where P ∗ is the desired active power to be injected/absorbed into the grid. Kω is
the P − f droop gain and ω∗ is the angular speed reference, i.e., ω∗ = ωo. In this
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case, the angular speed ωvsm computed in (5.32) can be integrated to obtain VSM
angle δvsm =

∫
ωvsmdt.

Voltage reference is also calculated by a reactive power-voltage droop strategy,
where the voltage is controlled at the PCC (LC filter voltage on capacitor Cc). From
synchronous reference frame, voltage Vc,d reefers to the voltage module, and then to
regulate the voltage amplitude, the following droop equation is presented:

Vc,dref = V ∗c,d −Kq[Q−Q∗] (5.35)

V ∗c,d is the desired voltage amplitude and Q∗ is the desired reactive power
injected/absorbed into the grid, with Kq the droop gain for reactive power. The
converter voltage Vc,d is controlled to reach Vc,dref using a PI controller, and the
PLL is used to measure the grid frequency ωg, therefore one can consider Vc,q = 0.

Equations (5.34) and (5.35) are known as the droop reference for respectively
the Active Power and Voltage, and represent primary ancillary services. They are
seen as a higher level control for the overall power grid.

Here, the control system is used to directly generate the voltage references for
PWM signals driving the power electronic conversion. Modulation indexes (md and
mq) provides the signal reference to obtain the desired sinusoidal waveform for
voltage and current output (Vc and Ic) on the VSC converter, such that, control
targets like ancillary services are accomplished.

According to control target, frequency (ωvsm) and voltage (Vc,d) are chosen
as the control output. Modulation indexes (md and mq) provide the reference to
generate the PWM signals, where md and mq are transformed into phasor signal
with amplitude m and phase θ, chosen as the control inputs. The angle is given by
θvsm from the swing equation in (5.32) and voltage reference Vc,dref is given by the
droop strategy in (5.35):

Vdc
2
m∠θ = Vc,dref∠θvsm (5.36)

The signal obtained in (5.36) is the reference signal for the PMW modulation,
making possible to emulate inertia in a VSC.

5.5.5. Stability analysis

The stability analysis of the virtual inertia can be compared with the con-
ventional stability analysis of synchronous machines. The swing equation can be
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rewritten considering the total inertia of the system and defining ω̃ = ωvsm − ωg:

M ˙̃ω = Pm − Pmax sin(δ)−Dω̃ (5.37)

where δ is the power angle, Pmax = |Vvsm||Vg|/Xeq is the maximum power for the
diesel and the VSC converter. D is the equivalent damping factor and M is the
equivalent inertia coefficient given by [260]:

M =
HvsmHdiesel

Hvsm +Hdisel

(5.38)

Hvsm and Hdiesel is the inertia coefficient of the VSM and the diesel generator
respectively.

The equivalent input power is given by:

Pm =
HdieselPvsm −HvsmPg

Hvsm +Hdiesel

(5.39)

If the damping term is neglected and the swing equation in (5.37) is multiplied
by ω̃, the following equation is arranged [214]:

Mω̃ ˙̃ω − (Pm − Pmax sin δ)ω̃ = 0 (5.40)

To find a positive function, equation (5.40) is integrated from its equilibrium
point (δe = δ̄, ω̃e = 0):

Wvi =

∫ ω̃

0

Mω̃dω̃ −
∫ δ

δ̄

(Pm − Pmax sin δ)dδ = C (5.41)

where C is a positive constant.

The Lyapunov function candidate is given by the the energy function of the
system [214]:

Wvi = 1
2
Mω̃2 − [Pm(δ − δ̄) + Pmax(cos δ − cos δ̄)] = (5.42)

Ek + Ep

where the kinetic energy is given by Ek = 1
2
Mω̃2 and potential energy given by

Ep = −[Pm(δ − δ̄) + Pmax(cos δ − cos δ̄)], with respect to the equilibrium point
(δe = δ̄, ω̃e = 0). The energy function is positive definite around the considered
equilibrium point.

The time derivative of the Lyapunov function can be calculated as follows:

Ẇvi =
∂Ek
∂ω̃

dω̃

dt
+
∂Ep
∂δ

dδ

dt
(5.43)
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Therefore,

Ẇvi = ω̃M ˙̃ω − (Pm − Pmax sin δ)ω̃ −Dω̃2 (5.44)

The result is a negative definite function of the time derivative of the Lyapunov
function [261].

Ẇvi = −Dω̃2 < 0 (5.45)

where is proven that the energy of the system is dissipated proportionally to the
damping factor and the frequency deviation. Therefore, the given equilibrium point
is asymptotically stable [213,214].

5.5.6. Simulation results

The proposed model was built on Matlab/Simulink using SimScape Electrical
- SimPowerSystems toolbox. The converter that interfaces a DC Microgrid is
connected to an AC one composed of a diesel generator and loads as depicted in
Figure 5.19. The diesel generator in the ACMicrogrid has a Governor (speed control)
to control the frequency and active power. The control parameters of the governor
are presented as follows: Regulator gain K = 150 and time constant Treg = 0.1s,
actuator time constant Tact = 0.25s and engine time delay Td = 0.024s. The AVR is
implemented to control voltage and reactive power [262]. The AVR parameters are
presented as follows: Voltage regulator gain Kva = 400, time constant Tva = 0.02s

and low-pass filter time constant Tr = 0.02s.

The VSM and the AC grid parameters are presented in Table 5.2. The nominal
frequency of the grid is fn = 50Hz and the nominal power of the diesel generator is
Sdiesel = 2MVA with Vl = 400V rms nominal voltage, 2 pairs of poles and inertia
coefficient of Hdiesel = 3s. The Q-V droop coefficient is Kq = 0.3.

Table 5.2: Microgrid parameters

VSC Snom = 1MVA fs = 20kHz V̂c,nom = 400V
LC Filter Rc = 20mΩ Lc = 0.25mH Cc = 150µF
VSM Kw = 20 Dp = 50 Ho = 2s

AC grid Rl = 0.1Ω Ll = 0.01mH Vl,nom = 400V

Here, the VSM has a nominal power of Svsm = 1MVA and same nominal rms
voltage as the grid Vvsm = 400V , where these values are the base for per unit
transformation. The active and reactive power load demand of the Microgrid is
introduced in Table 5.3.
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Table 5.3: The AC load power demand.

Time [s] 0 4 12 23 31
Active power [MW ] 0.5 1 1.8 1.8 1.3
Reactive Power [kW ] 50 100 200 150 100

Figure 5.21: The controlled active and reactive power in the VSC converter of the
Microgrid.

Active power (P ) and reactive power (Q) injected by the VSC converter are
controlled in their references (P ∗ and Q∗), given by a higher control level, according
to power dispatch schedule. The controlled active and reactive power are presented
in Figure 5.21. Active power is well controlled, following the reference with small
overshoots during the load changes. The reactive power is controlled to maintain
the voltage regulated in the desired value, and the reactive power reference is given
by a secondary control. The steady state errors are due to the droop control feature.

The active and reactive power supplied by the diesel generator is depicted in
Figure 5.22, where the power variation are done to control the frequency given by
the machine governor. Voltage and machine excitation are regulated by the AVR
control. In the figure is clearly seen that the power response of the synchronous
machine is slower than the power variations in the VSM.

The voltage on the PCC is controlled according the P − V voltage droop. The
voltage amplitude, given by Vc,d is introduced in Figure 5.23, where the overshoots
are caused mainly during the load changes and the reactive power reference changes.
But, even with deviations, the voltage operates within the established limits

The frequency of the VSM and its reference are depicted in Figure 5.24. The
diesel generator has a governor to track the frequency in the desired value, therefore,
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Figure 5.22: The active and reactive power supplied by the diesel generator.

Figure 5.23: The voltage amplitude profile on the PCC.

Figure 5.24: The controlled frequency from the VSM approach.

there is no error in steady state. The virtual inertia with the droop equation provide
the power sharing with the VSM. As result, the frequency have some transient
overshoots during load changes and when the active power injection dispatch changes
in the VSM, but remains with good transitory behavior, and quick response to
disturbances.

Next, the frequency deviation (∆w) and the frequency RoCoF is introduced
in Figure 5.25, where the operational margins of the grid can be analyzed, as the
maximum frequency deviation and the rate of change of frequency.

5.5.7. Isolated operation

In the context of Microgrid operation, errors and failures may exist. In the event
of a diesel generator failure, the Microgrid converter must be able to operate stand
alone, controlling the frequency and voltage in the network within the established
grid requirements. In this case, it is possible to use the concept of virtual inertia and
droop control to maintain the operation of the system. Here, the isolated operation
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Figure 5.25: The frequency deviation (∆w) and RoCoF.

Table 5.4: The AC load power demand in isolated operation.

Time [s] 0 4 12 23 31
Active power [MW ] 0.5 1 1.8 1 0.5
Reactive Power [kW ] 50 100 200 100 50

is called when only the VSM is supplying the AC loads from the DC side of the
Microgrid, i.e., no rotating machines are connected into the system.

In the isolated operation, considering the VSM, the P andQ dispatch is provided,
such that the frequency and the voltage is controlled. Therefore, the reference values
of the droop equations (5.34) and (5.35) are set to zero (P ∗ = 0 and Q∗ = 0). The
swing equation of the VSM becomes:

˙̃ω =
1

H
[Pref − P −Dp(ωvsm − ω∗)] (5.46)

where ω̃ = ωvsm − ω∗. The swing equation in (5.46) can be applied for isolated
operation of the Microgrid. And the droop equations can be expressed as follows:

Pref = −Kω[ωvsm − ω∗] (5.47)

Vc,dref = Kv[Vc,d − V ∗c,d]−KqQ (5.48)

where Kv is the voltage droop coefficient.

The simulation of the isolated operation is built considering the same Microgrid
parameters of previous simulations. Table 5.4 presents the load variation during
these simulations. The power generated in the VSM is to attend the load demanded
power of the Microgrid, such that the frequency and the voltage are regulated. The
active and reactive power injected by the VSM is introduced in Figure 5.26. The
power response is slower than the traditional control of power converters, to emulate
the behavior of a synchronous machine.

The voltage on the PCC and the grid frequency are presented in Figure 5.27. The
voltage and the frequency present steady state errors due to droop control behavior.
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Figure 5.26: The active and reactive power from the VSM in the isolated operation.

Figure 5.27: The voltage profile and the grid frequency in the isolated operation.

Therefore, when the load increase the power demand, the voltage and frequency
stabilize below their references, which can be seen during 12 and 23 seconds of
simulation. The transient overshoots are caused by the load change, with larger
variations when compared to the system operating with the diesel generator, where
the smallest value of frequency is 48.7 Hz. In this case, the voltage and the frequency
varies according to the operating condition of the system.

The frequency deviation and the RoCoF are depicted in Figure 5.28. In this case,
the frequency deviation are much larger than in previous simulations with the diesel
generator in operation, and also has a steady state error. But the frequency RoCoF
have smaller peaks compared with the previous simulations.

A integral term from a secondary level control can be inserted in the system
to eliminate the steady state error of the frequency and the voltage of the system,
improving the operating margins and power quality. Therefore, the droop equations
are written as follows:

Pref = −Kω[ωvsm − ω∗]−Kα
ωαω (5.49)

Vc,dref = Kv[Vc,d − V ∗c,d]−KqQ−Kα
v αv (5.50)
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Figure 5.28: Frequency deviation and RoCoF in isolated operation.

Figure 5.29: Voltage profile on PCC applying the integral term.

Figure 5.30: Frequency response with the integral term (secondary control).

where the integral gains are Kα
ω and Kα

v , the integral terms are given as αω =∫
(ωvsm − ω∗)dt and αv =

∫
(Vc,d − V ∗c,d)dt.

The following simulations show the behavior of the system when the integral
terms representing the secondary controller are employed. The Microgrid parameters
are kept the same and the load variations are presented according to Table 5.4.

The voltage profile on the PCC is introduced in Figure 5.29, where the steady
state error is eliminated by the secondary control, improving the voltage profile.
The same behavior is seen frequency, where the steady state error is eliminated,
leaving only the transient overshoots during load changes. The transients levels can
be reduced according to the secondary control arrangement. The frequency behavior
with the integral term is introduced in Figure 5.30.

The frequency deviation and the RoCoF are presented in Figure 5.31, where
frequency deviation is reduced without steady state error.
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Figure 5.31: Frequency deviation and RoCoF when the integral term is applied.

Table 5.5: The power demand in the AC load, considering the DC Microgrid dynamics.

Time [s] 0 4 12 20 25
Active power [kW ] 40 90 140 90 40
Reactive Power [kW ] 5 15 20 15 5

5.5.8. Dynamics of the DC Microgrid

In this subsection the DC part of the Microgrid is analyzed, considering the
proposed control strategy to the AC side of the grid. Therefore, the proposed virtual
inertia approach applied in the VSC converter together with the AC side of the
Microgrid (AC load and diesel generator) is inserted in the DC bus of the DC
Microgrid, composing the complete system proposed in Figure 3.15. . Simulations
are carried out to show the operation of the whole system. The parameters of the
VSC converter is sized according to the Microgrid power. The nominal power of
the VSM and the diesel generator here is Pnom = 100kV A, the nominal voltage
is Vnom = 400V , where the control gains are adapted for this configuration. The
variation in the power load demand is introduced in Table 5.5.

The active and reactive power from the VSM are depicted in Figure 5.32. The
steady state errors refers to the droop strategy feature, where the power is shared
with the diesel generator. The mechanical power of the diesel is presented in Figure
5.33, that complements the power injected from the DC side of the Microgrid to
properly supply the AC loads.

The voltage on the PCC and the grid frequency are depicted in Figure 5.34.
The voltage and frequency are well controlled, with no steady state error, but with
some transient overshoots during load changes. The controlled DC bus voltage is
introduced in Figure 5.35. The DC bus is kept stable throughout the simulation
period, where the largest transients in the voltage are caused by large load variations
in the AC grid. The stability of the DC bus is ensured by the supercapacitor in the
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Figure 5.32: Active and reactive power injected by the VSC converter from the DC side of
the grid.

Figure 5.33: The mechanical power in the diesel generator.

DC side of the grid, dealing with all devices in the DC Microgrid bus (PV, battery,
train braking and DC load) as seen in Chapter 4.

Figure 5.34: The voltage on the PCC and the frequency of the grid.
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Figure 5.35: The DC bus voltage of the Microgrid considering the virtual inertia approach.

5.6. Adaptive Virtual Inertia Formulation

The inertia coefficient is the key to inertial support and the frequency regulation
in the ancillary services provision context. The inertia coefficient indicates the
amount of energy that can be stored in the rotating mass of synchronous machine.
So, the higher the inertia coefficient, the smaller the frequency deviation, requiring a
large disturbance to generate a higher frequency deviation. Now, when the coefficient
of inertia is small, the frequency is more susceptible to errors, easily leaving its point
of operation in face of disturbances.

Moving forward, the inertia emulated in power converters can be treated as a
time varying variable, which can behave to favor the provision of ancillary services,
such that, the operation of the system is improved [67, 242, 247]. The inertia is
not fixed according to the rotating mass value, but it varies strategically according
to the frequency behavior. The idea is to minimize the frequency deviation when
the frequency moves from a equilibrium point, by increasing the inertia coefficient.
Then, when the frequency return to the equilibrium point, the inertia coefficient is
decreased to reach faster the new equilibrium point.

Based on [247], a variable inertia coefficient is given:

H ≈ Ho +KM ω̃ ˙̃ω (5.51)

One may propose a proper time-varying inertia coefficient, from adaptive control
theory that precisely define the inertia variation:

H
4
= Ho +KM ω̃

1

H0

(Pref − Pmaxsin(δ)−Dpω̃) (5.52)

where Ho is a constant inertia coefficient, kept in steady-state and KM is interpreted
as a positive gain that presents its influence during frequency transients. The inertia
coefficient is saturated in order to have Hmin ≤ H ≤ Hmax for suitable constants
Hmin and Hmax assuring the desired behavior of the electric grid. The angular speed
deviation (ω̃) and its derivative ( ˙̃ω) play a important role to change significantly the
inertia value during transients.
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The variable inertia coefficient proposed in (5.52) is replaced in the swing
equation in (5.32). Therefore, an improved inertial support can be implemented
in the VSC converter of the Microgrid [247].

To explain the action of the proposed variable inertia coefficient, one may remark
that:

1. When ω̃ > 0 and ˙̃ω > 0 or ω̃ < 0 and ˙̃ω < 0, the machine is in
accelerating process, which means that angular speed is deviating from its
original value. Therefore, the inertia should increase to minimize frequency
deviation (inertial support).

2. When ω̃ < 0 and ˙̃ω > 0 or ω̃ > 0 and ˙̃ω < 0, the machine is in decelerating
process, which means that angular speed is returning to its steady-state
value. Therefore, the inertia should decrease to allow fast return to a new
equilibrium point.

This way, it is possible to damp frequency and power oscillation more efficiently
than keeping constant inertia.

5.6.1. Stability analysis

Here, the stability analysis of the proposed adaptive virtual inertia is developed,
where asymptotic stability of the system is proven. The swing equation of the
proposed virtual inertia variation is restructured as a function of the power angle δ,
remarking that δ̇ = ωvsm − ωg. Equation (5.32) is rewritten as follows [261]:

Hδ̈ = Pref − Pmaxsin(δ)−Dpδ̇ (5.53)

where δ = δvsm − δg is the power angle difference between the diesel generator
and the VSC, Pmaxsin(δ) is the maximum available power14. Remembering that
ω̃ = ωvsm − ωg, and multiplying the last equation by ω̃, one may obtain:

ω̃H ˙̃ω − ω̃Pref + ω̃Pmax sin δ +Dpω̃
2 = 0 (5.54)

The energy variation of the system from a given equilibrium point (δe = δ̄; ω̃e =

0) can be calculated by integrating equation (5.55) as:

H

∫ ω̃

0

ω̃dω − Pref
∫ δ

δ̄

dδ + Pmax

∫ δ

δ̄

sin(δ)dδ = C (5.55)

where C is a positive constant.
14The maximum available power is the nominal power of the VSC or the diesel generator,

depending on the power angle δ.
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The dissipated energy (damping term) is not considered, obtaining then a well
known Lyapunov candidate, considering just potential (Ep) and kinetic (Ek) energy
introduced in [214].

Wavi =
1

2
Hω̃2 − Pref (δ − δ̄)− Pmax[cos(δ)− cos(δ̄)] (5.56)

The time-derivative of the Lyapunov candidate is expressed in (5.57) from the
energy function of the system [213]:

Ẇavi =
∂Ek
∂ω̃

dω̃

dt
+
∂Ep
∂δ

dδ

dt
(5.57)

where Ek represents the kinetic energy and Ep is the potential energy.

Therefore, considering the inertia coefficient H as time varying, the time-
derivative of the Lyapunov candidate can be computed as:

Ẇavi =
1

2
ω̃2dH

dt
+Hω̃ ˙̃ω − Pref δ̇ + Pmax sin(δ)δ̇ (5.58)

Substituting (5.53) in (5.58):

Ẇavi =
1

2
ω̃2dH

dt
+ ω̃[Pref − Pmax sin δ −Dpω̃]− ω̃Pref + ω̃Pmax sin(δ) (5.59)

Therefore, it results:

Ẇavi =
1

2
ω̃2dH

dt
−Dpω̃

2 (5.60)

The time derivative of the proposed adaptive inertia coefficient is investigated,
since it explicitly appears in (5.60), where its computation is developed as follows:

Ḣ
4
=

KM

H2
0

[Pref − Pmax sin(δ)−Dpω̃]2

+
KM ω̃

H0

[
−ω̃Pmax cos(δ) +

D2
p

H0

ω̃ − Dp

H0

[Pref − Pmax sin(δ)]

]
(5.61)

Developing equation (5.61), one may obtain:

Ḣ =
KM

H2
0

[Pref − Pmax sin(δ)−Dpω̃]2 − KM

H0

ω̃2Pmax cos(δ) +
KMD

2
p

H2
0

ω̃2

−KMDp

H2
0

ω̃[Pref − Pmax sin(δ)] (5.62)

Therefore, considering the adaptive inertia coefficient in (5.62), the Lyapunov’s
function time derivative becomes:

Ẇavi = −Dpω̃
2 +

1

2
ω̃2

[
KM

H2
0

[Pref − Pmax sin(δ)−Dpω̃]2 (5.63)

−KM

H0

Pmax cos(δ)ω̃2 +
KMD

2
p

H2
0

ω̃2 − KMDp

H2
0

ω̃[Pref − Pmax sin(δ)]

]
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and can be developed as:

Ẇavi = −Dpω̃
2 +

KM

2H2
0

[Pref − Pmax sin(δ)−Dpω̃]2ω̃2 (5.64)

+

[
KMD

2
p

2H2
0

− KM

2H0

Pmax cos(δ)

]
ω̃4 − KMDp

2H2
0

[Pref − Pmax sin(δ)]ω̃3

It is easy to see that inside a given operation region ‖ω̃‖ ≤ ω̃max, ‖(δ−δ̄)‖ ≤ δ̃max,
for KM properly chosen such that dH/dt is smaller than 2Dp, one obtains a negative
semi-definite function (ω̃max, δ̃max and C1 suitable constants):

Ẇavi = −C1ω̃
2 (5.65)

Indeed, for KM smaller than a limit value: dH/dt < 2Dp + C1, where KM can
be of several thousands of unities for typical values, equation (5.65) together with
(5.56) assure boundedness of all states. From this, calling upon La Salle’s theorem,
one may now conclude that the system is asymptotically stable inside the region
D = {ω̃, δ | Ẇavi(ω̃, δ) ≤ 0}.

5.6.2. Simulation results

The simulations are performed to present the effectiveness of the proposed control
strategy. In this case, the load demand profile is depicted in Figure 5.36, where the
active and reactive power variation are shown. Large load variations were considered
in simulations, up to 50% of the total load, to analyze the virtual inertia response
under large disturbances. The maximum power consumption is Pmax = 2.3MW and
Qmax = 0.25MVA.

Figure 5.36: AC load profile in the Microgrid.

The VSM is controlled to dispatch active power to assist the diesel generator on
the power supply. Figure 5.37 presents the desired power P ∗ to be injected into the
Microgrid by the VSM and measured active power P .

Next is presented the reactive power injected into the grid according to the
desired voltage and reactive power profile. The control of voltage and reactive power
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5

Figure 5.37: The injected power P into the grid and its desired power dispatch P ∗.

is made by the droop control presented in (5.35). The reactive power behavior does
not go exactly to the desired reactive power profile (Q∗), since the voltage has also to
be controlled to a desired value. Then, reactive supply changes to steer the voltage
to its reference as depicted in Fig 5.38.

Figure 5.38: The injected reactive power Q into the grid and its desired power dispatch
Q∗.

The voltage profile on the PCC (after LC filter) is depicted in Figure 5.39. The
voltage is well controlled by the droop to its desired value, even with some transient
and steady-state deviations. They are caused by the coupling between active power
and voltage, since in this Microgrid we have low X/R relation, which means that
the grid is resistive (common in isolated systems).

Figure 5.39: Voltage profile on the PCC.

Once the active power was properly regulated by the VSM as shown in Figure
5.37, the frequency of the grid should be controlled, such that system stability
is attained. It means balance the injected power by the generator with the load
demanded power. But, in this case, there is a low inertia system represented by the
diesel generator, where the stability can be compromised by a large load change.
Therefore, the VSM is used to assure frequency stability in the AC Microgrid, by
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using a virtual inertia. Moreover, a variable inertia is proposed here to improve
frequency stability and provide inertial support.

The Id,q currents of the VSM are depicted in Figure 5.40, where the current Il,d
is varies according to the active power demand and current Il,q change such that the
reactive power is controlled. The mechanical power of the synchronous machine is
depicted in Figure 5.41, which is the power input to supply the power demand.

Figure 5.40: The Id,q currents of the VSM.

Figure 5.41: The mechanical power input of the synchronous machine.

Figure 5.42 depicts the behavior of the grid frequency ωg, with the angular
speed ωvsm produced by the VSM and the angular speed reference (ω∗ = 1 p.u.).
The transient variations outcome from load variations (in 4, 12, 23 and 31 seconds
of simulation time) and active power reference changes (in 7, 16 and 27 seconds).
As expected, the bigger the power change, the larger the frequency excursion in the
grid.

Figure 5.42: Grid frequency ωg with the angular speed on the VSM (ωvsm) and frequency
reference ω∗.
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The variable inertia calculated in (5.52), is then applied in the VSM control
law. Again, the main idea is to have an inertia coefficient H that varies according
to frequency deviation ω̃ and angular acceleration ˙̃ω. Therefore, when VSM is
accelerating, the inertia increases to minimize frequency deviation and when VSM is
decelerating, the inertia decreases to speed-up reaching steady-state. The behavior
of the variable inertia coefficient can be seen in Figure 5.43. The transient behavior
of the inertia is a consequence of ˙̃ω and ω̃ as shown in Figure 5.44, where the zoom
presents the largest transients in these variables.

Figure 5.43: Inertia coefficient behavior varying during frequency transients.

Figure 5.44: Zoom in frequency deviation ω̃ and in angular acceleration ˙̃ω during the largest
transients.

5.6.3. Comparison with droop control

To perform a complete analysis of the proposed control strategy, a comparison
with well know techniques is required. Droop control strategy is widely used in
Microgrids to share load demand among generators to balance the power and to
assure frequency and voltage stability. Therefore, a comparison between virtual
inertia strategy and droop control is developed here.

The droop control is developed as follows:

Pdroop = P ∗ −Kp(ωg − ω∗) (5.66)

where Pdroop is the resultant power reference in this strategy and Kp is the droop
coefficient that relates active power with frequency variation. The coefficient is
chosen (Kp = 5) according to the limits of power and frequency.
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Figure 5.45: Frequency of the grid considering different control approaches.

To perform the comparison, the traditional Id,q control is also developed, where
these currents are controlled, such that, active and reactive power are controlled
on the desired values (P ∗ and Q∗). In this case, the only control target is to reach
references, given by the following relations:

I∗c,d =
P ∗

Vcd
; I∗c,q =

Q∗

Vcd
(5.67)

Figure 5.45 presents the behavior of the frequency for each control strategy.
The frequency response for standard Id,q control is considered the worse case, since
it has highest overshoots and more oscillations. The variable inertia presents best
transient response, which improves frequency stability and provides inertial support.
The droop control presents a worse frequency behavior compared with virtual inertia
strategy, since the transient variations are larger and more oscillatory than the
virtual inertia approach. Also, the droop control is not able to perform inertia
support, which may result in instability problems.

The main result here is the improvement in inertial support given by the virtual
inertia approach, and not only improvement in frequency deviations. The virtual
inertia approach may introduce robustness properties for frequency perturbations,
therefore, the frequency remains stable in large load changes or shifts in the
power set-points. This approach may reduce the fast-control interference of power
converters related to stability issues. One can see that, the frequency oscillations
are reduced for the virtual inertia when compared with the droop controller, and it
is also possible to adjust the inertia coefficient of the system to provide a suitable
frequency behavior, reducing power oscillations, since the coefficient parameters
(inertia coefficient and damping factor) from the swing equation of synchronous
machine can be tuned according to the system conditions. In this thesis, the inertia
coefficient and damping factor parameters are chosen according to classical values
from synchronous machines, but a study to optimize the choice of these parameters
can be very interesting.

A zoom in the largest transient of frequency is depicted in Figure 5.46, where
is clearly seen that droop control and Id,q control present almost the same behavior
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Figure 5.46: Zoom in the frequency tramsients to compare the control strategies.

Figure 5.47: Grid frequency on left and frequency deviation on right for different variation
in the inertia coefficients.

with no inertial support while the virtual inertia approach reduces the frequency
deviation in the grid during load changes and power perturbations, improving
frequency Nadir and RoCoF.

5.6.4. Comparison of different inertia coefficients

In this subsection, a comparison between constant inertia coefficient and a
variable one is made. The idea is to compare how the frequency deviation changes
when the inertia is fixed and how is the response for changing the coefficient KM

in the variable inertia approach. Four different scenarios are simulated, first with
constant inertia (which means KM = 0), second KM = 2e4, third KM = 1e5 and
fourth KM = 5e5, where for the proposed values of KM , equation (5.65) is always
valid.

As coefficient KM increases, the frequency deviation decreases, improving the
transient frequency response in the Microgrid. This is clearly shown in Figure 5.47,
where the four scenarios are presented with a zoom.

Figure 5.48 presents how the moment of inertia changes according to the
coefficient KM , making possible larger inertia coefficients to reduce frequency
deviations, improving frequency Nadir and RoCoF. Also is presented how the
angular acceleration behaves in these cases. All of these figures are zoomed in to
depict the largest transient during simulations.
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Figure 5.48: Inertia coefficient on the left and angular acceleration on the right over different
values of KM .

Table 5.6: The AC load power demand for two synchronous machines scenario.

Time [s] 0 4 15 23 33
Active power [MW ] 1.3 1.8 2.3 1.0 0.5
Reactive Power [kW ] 100 150 250 100 50

5.6.5. Additional simulation results

The results of the proposed adaptive virtual inertia control can be diversified,
creating different network configurations and analyzing their control performance.
To do this, one more synchronous generator was inserted in the AC bus of Microgrid,
to operate in parallel with the others already existed generators in the system. The
additional synchronous machine have 1MVA and 400V of nominal voltage directly
connected in the AC bus of the Microgrid. The power dispatch in the synchronous
machine is made according to the load demand supposing a secondary controller,
and the local controller is given by droop scheme for power sharing. The voltage
control is made by the local AVR of the machine. The AC load demand for this case
is presented in Table 5.6.

Therefore, the power flow of the Microgrid can be seen trough the active and
reactive power of each generator. The active and reactive power of both synchronous
machines is presented in Figure 5.49. The controlled active and reactive power of
the VSM are depicted in Figure 5.50, where the active power assume negative values
in few moments to absorb the energy from the other generators.

The voltage on the PCC and the frequency of the grid is depicted in Figure 5.51.
The voltage and frequency have good control performance, with no steady state
error. The Frequency deviation and the RoCoF is improved by the adaptive virtual
inertia.

Finally, a comparison between the fixed coefficient of inertia and the proposed
adaptive inertia is developed for the isolated operation, i.e., without the presence
of diesel generators. The comparison of the frequency behavior for both cases
is depicted in Figure 5.52. The frequency transients in the adaptive inertia are
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Figure 5.49: Active and reactive power flow of the generator 1 (2MVA) and the inserted
generator 2 (1MVA), respectively.

Figure 5.50: Controlled active and reactive power in the VSM.

Figure 5.51: Voltage on the PCC and grid frequency with two generators connected in the
AC bus of the Microgrid.
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Figure 5.52: The comparison between fixed inertia and adaptive inertia approach for the
system in isolated operation.

considerably reduced when compared to the fixed inertia coefficient. The convergence
speed, in this case, are the same for both control strategies. Thus, the proposed
adaptive inertia actually improves the inertial support.

5.7. VSM with Voltage and Current Control

Virtual Synchronous Machine application can be done through a reduced order
synchronous machine model, where the active power balance is associated to the
system inertia and the swing equation provides the power angle. Then, the voltage
regulation is related with reactive power control from a droop equation independent
of the inertia emulation [259]. The direct implementation of VSM concept is
developed in subsection 5.4.3, where voltage amplitude regulation and the phase
angle are straightly inserted as the PWM signal of the power converter. In this case,
the voltage and current saturation, the over-current protection, and the interaction
of the control loops are not included in this structure. Here, the voltage control loop
is implemented following the reactive power control, with a inner current control
loop. This strategy allows a more flexible VSM implementation, which may include
protection schemes with saturation in the control outputs, but a proper tuning of
the controllers is required [259,263].

The proposed adaptive virtual inertia is implemented in this section considering
the design of a nonlinear control strategy for voltage control loop and the inner
current control loop, such that, the operation of the VSC converter is improved. The
voltage control can enhance performance of the system assuring the stabilization of
other state variables of the system, i.e. voltage and current. A virtual impedance
is inserted to improve the controllability of the system, where the X/R ratio is
compared to classical power systems, and then the decoupling between active and
reactive power is reached, accordingly the (P − f) and (Q − V ) relation can be
applied. A nonlinear control strategy based on singular perturbation analysis with
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explicit time-scale separation is developed for voltage and current control 15, in this
case the current is controlled, such that, the voltage tracks its reference, where a
simplified controller is obtained. A rigorous stability analysis is conducted for the
overall control and the virtual inertia, assuring asymptotic stability.

The state space model of the AC Microgrid given in (5.26)-(5.31), where the
control induced time-scale separation based on singular perturbation for the voltage
and current control loops are developed, followed by their stability analysis.

The scheme of the proposed control strategy is introduced in Figure 5.53, and is
composed by the active and reactive power control, given by the droop controllers.
The active power control provides the power reference for the swing equation of the
virtual inertia to generate the power angle of the converter. The virtual impedance
is inserted to provide the reference for the voltage control loop, improving damping,
power sharing and decoupling of active and reactive power flows. The voltage control
loop provides the references for the current control loop, where the voltage is
allocated to have slower dynamics than current control loop, such that, a control
induced time-scale separation is created. The current control loop results in the
modulation indexes, which is provided to the PWM signal.

Remark 8. In this case, the synchronism between the diesel generator and the
VSC converter results from the virtual swing equation, similar to conventional
synchronous machines in parallel, where the Phase-Looked Loop (PLL) is not
necessary. In any case, the PLL can be used for frequency measurement purposes.
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Figure 5.53: Proposed virtual inertia control scheme for the Microgrid using virtual
impedance.

15This is the similar development of the control strategy designed in subsection 4.2.3 from
Chapter 4.
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5.7.1. Active and reactive power control

The power reference is calculated by an active power-frequency droop strategy,
included in the swing equation (5.32), relating active power with angular speed devi-
ation as given in (5.34) where P ∗ is the desired active power to be injected/absorbed
into the grid.

Voltage reference is computed by a reactive power-voltage droop strategy, where
the voltage is controlled at the PCC (LC filter voltage on capacitor Cc). From
synchronous reference frame, voltage Vc,d refers to the voltage module, and then to
regulate the voltage amplitude, the droop equation in (5.35) is applied, with V ∗c,d is
the desired voltage amplitude andQ∗ is the desired reactive power injected/absorbed
into the grid,

The converter’s voltage Vc,d is controlled to reach Vc,dref , and the PLL is used to
measure the frequency of the grid ωg, therefore we may consider V ∗c,q = 0 from the
synchronous reference frame. Equations (5.34) and (5.35) are the droop reference for
respectively the Active Power and Voltage, and represent primary ancillary services.
They are seen as a higher level control for the overall power grid.

5.7.2. Virtual impedance

The voltage amplitude reference from the droop equation in (5.35) is summed
with a virtual impedance, given by a virtual resistance (Rv) and a virtual inductance
(Lv). The voltage reference including the virtual impedance is written as follows:

V ∗c,d = Vc,dref − (Rv − ωgLv)Il,q (5.68)

V ∗c,q = 0− (Rv + ωgLv)Il,d (5.69)

where the quadrature voltage reference is zero (Vc,qref = 0) from the synchronous
reference frame.

The virtual impedance is used to modify the dynamics and steady-state features
of the Virtual Synchronous Machine. The displacement of the phase angle between
the PCC voltage (Vl) and the converter output voltage (Vc) caused by the virtual
power flow, allows the VSM to improve voltage control in the converter instead
of the actual voltage in the PCC. It reduces the sensitivity to disturbances in the
grid and emulates the synchronous impedance quasi-stationary characteristics in
synchronous generators [256,264,265].
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5.7.3. Voltage and current control

The voltage control loop is designed via a control induced time-scale separation,
to artificially make the currents’ dynamics much faster than the voltages’ dynamics,
then we may create a singular perturbation condition. In this case, a reduced model
for voltages Vcd and Vcq is obtained.

The first step is to design a current control loop, in which the currents Ic,d and Ic,q
track their respective references I∗c,d and I∗c,q yet to be designed. Applying feedback
linearization to currents Ic,d and Ic,q, the control inputs are calculated as follows:

md =
2

Vdc
[Lcvid +RcIc,d − ωgLcIc,q + Vc,d] (5.70)

mq =
2

Vdc
[Lcviq +RcIc,q + ωgLcIc,d + Vc,q] (5.71)

where the additional control inputs are chosen using linear techniques to give the
desired dynamics for Ic,dq:

vid = −Kid(Ic,d − I∗c,d)−Kα
idαid

α̇id = Ic,d − I∗c,d
viq = −Kiq(Ic,q − I∗c,q)−Kα

iqαiq

α̇iq = Ic,q − I∗c,q

Here, αdq are an auxiliary dynamics representing integral terms to ensure zero
error in steady-state. The gains Kid and Kiq are positive constants calculated by
pole placement to regulate the speed convergence of the current [36,117].

Now defining:

ξI =
[(
Ic,d − I∗c,d

)
αid

(
Ic,q − I∗c,q

)
αiq
]T

it is standard to define symmetric matrices PI , QI > 0 such that we obtain the
Lyapunov’s function and its derivative:

Wi = ξTI PIξI (5.72)

Ẇi = −ξTI QIξI (5.73)

that assure exponential stability for this subsystem.
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Then, applying control input (5.70)-(5.71) in (5.26)-(5.27) respectively, the
boundary layer model for the voltages’ dynamics is obtained as:

V̇c,d =
I∗c,d
Cc
− Il,d
Cc

+ ωgVc,q (5.74)

V̇c,q =
I∗c,q
Cc
− Il,q
Cc
− ωgVc,d (5.75)

where from singular perturbation analysis, we consider that Ic,dq has already reached
I∗c,dq on the voltages dynamics (the current is allocated to be much faster than the
voltages).

The dq currents’ references I∗c,d and I∗c,q will be used as virtual control inputs,
such that, the voltages Vc,dq reach their references V ∗c,dq. This backstepping procedure
is completed by feedback linearization, leading to:

I∗c,d = Ccvvd + Il,d − ωgCcVc,q (5.76)

I∗c,q = Ccvvq + Il,q + ωgCcVc,d (5.77)

with the additional control inputs vv,dq chosen to generate a linear stable subspace
expressed as:

vvd = −Kvd(Vc,d − V ∗c,d)−Kα
vdαvd

α̇vd = Vc,d − V ∗c,d
vvq = −Kvq(Vc,q − V ∗c,q)−Kα

vqαvq

α̇vq = Vc,q − V ∗c,q

where Kvd and Kvq are positive gains computed by pole placement, such that the
explicit time-scale separation is ensured. αv,dq are the integral terms to eliminate
steady-state errors.

Therefore, by control inputs (5.70) and (5.71) based on (5.76) and (5.77), the
system in (5.74)-(5.75) becomes linear. Now defining:

ξV =
[(
Vc,d − V ∗c,d

)
αvd

(
Vc,q − V ∗c,q

)
αvq
]T

it is standard to define symmetric matrices PV , QV > 0 such that we obtain the
Lyapunov’s function and its derivative:

Wv = ξTV PV ξV (5.78)

Ẇv = −ξTVQV ξV (5.79)

that assure exponential stability for this boundary layer subsystem. Now, using
singular perturbation analysis [188], we can assure that the full system is also
exponentially stable.
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Therefore, there is a Lyapunov function for the whole system, composed of the
previous Lyapunov functions:

W = Wv +Wi +Wavi > 0 (5.80)

From (5.78), (5.72) and (5.65) we can state that:

Ẇ = Ẇv + Ẇi + Ẇavi ≤ 0 (5.81)

where, in conjunction with Barbalat’s Lemma, asymptotic stability is proven for all
states, but δ that is only kept stable. This last result is equivalent to the case of
standard synchronous machines.

5.7.4. Simulation results

Active power (P ) and reactive power (Q) injected by the VSC converter are
controlled to their references (P ∗ and Q∗), given by a higher control level, according
to power dispatch schedule. Initially, the load demand in the simulation is 1MW

and 0.1MVA, where the VSC supplies 0.2MW and 0MVA and the diesel generator
complements the power supply. Therefore, a load increase of 1 MW and 0.1MVA

occurs after 5 seconds of simulation. In 10 seconds the active power reference of the
VSC converter changes to 0.7MW and in 15 seconds the reactive power reference
changes to 0.2MVA. Then, in 20 seconds a load reduction of 1MW and 0.1MVA

takes place and finally in 25 seconds the active power reference changes to −0.5MW .

The controlled active and reactive power are presented in Figure 5.54. Active
power is controlled, following the reference with overshoots during the load changes
and have fast response to reference changes. The reactive power is controlled to
follow its reference, with overshoots during load changes and changes in power
reference. The virtual impedance greatly improves the capacity of the system to
provide reactive power regulation in the grid by the VSC converter. The larger the
virtual impedance, the greater the amount of reactive power that can be controlled,
assuring the decouple between active and reactive power. This is because, the virtual
impedance acts as a buffer to reduce the gap between the fast dynamics of power
converters and synchronous machines. On the other hand, they impose bounds in
the droop feedback coefficients to guarantee the system stability.

The active and reactive power supplied by the diesel generator is depicted in
Figure 5.55, where the power varies to stabilize the frequency following the machine
governor, such that, the power balance is assured. Voltage and machine excitation
are regulated by the AVR control. In the figure, it is clearly seen that the power
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Figure 5.54: The controlled active and reactive power in the VSC converter of the
Microgrid.

Figure 5.55: The controlled active and reactive power in the diesel generator to allow power
balance.

Figure 5.56: The controlled voltage of the grid in the PCC.

response of the synchronous machine is slower than the power variations in the VSM.

The voltage profile is depicted in Figure 5.56, where voltage Vd shows the
voltage amplitude in the PCC, and the quadrature voltage Vq is set to zero for
the synchronous reference frame. The reference V ∗d is given by the droop control
in combination with the virtual impedance inserted to improve the controllability
of the voltage and decouple the active and reactive power relation, resulting in a
high X/R as traditional power systems. The voltages are well controlled with fast
transient response and very small overshoots, which results in a good voltage profile.
The steady state errors are caused because of the droop feature.
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Figure 5.57: The controlled currents of the VSC converter.

Figure 5.58: Frequency of the grid and its reference.

The direct and quadrature currents are presented in Figure 5.57, where the
currents are controlled with fast response without overshoots. The references are
given such that, the voltage Vd and Vq are controlled in the desired reference from
singular perturbation analysis.

The frequency of the Microgrid is presented in Figure 5.42, where the proposed
virtual inertia is used to reduce frequency deviation and to improve frequency
RoCoF. The transient variations respond to load variations (in 5 and 20 seconds
of simulation time) and power reference changes (in 10, 15 and 25 seconds). As
expected, the bigger the power change, the larger the frequency excursion in the
grid. The droop control developed in the VSC converter would result in steady state
error in frequency, but governor of the diesel generator manages to eliminate the
steady state error.

The adaptive inertia calculated in (5.52) is then applied in the VSM control law.
The main idea is to have an inertia coefficient H that varies according to frequency
deviation ω̃ and angular acceleration ˙̃ω. Therefore, when VSM is accelerating, the
inertia increases to minimize frequency deviation and when VSM is decelerating, the
inertia decreases to speed-up reaching steady-state. The behavior of the adaptive
inertia coefficient can be seen in Figure 5.59. The transient behavior of the inertia
is a consequence of ˙̃ω and ω̃ as shown in Figure 5.60, where the zoom presents the
largest transients in these variables.
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Figure 5.59: Inertia coefficient behavior varying during frequency transients.

Figure 5.60: Zoom in frequency deviation ω̃ and in angular acceleration ˙̃ω during the largest
transients.

Figure 5.61: Zoom in frequency deviation ω̃ and in angular acceleration ˙̃ω during the largest
transients.

5.7.5. Fixed voltage reference

To guarantee a fixed voltage level on the PCC, the voltage reference is set to
1p.u., and it is removed the droop loop for sharing reactive power. Thus, the reactive
power is adjusted only by the synchronous machine, and the VSC converter is able
to maintain the voltage within a fixed reference value, which can improve the power
quality on the PCC.

The voltage profile with reference fixed to 1p.u. and the reactive power supplied
by the synchronous generator is introduced in Figure 5.61. It is possible to notice
that the voltage remains stable without deviations or overshoots, presenting good
control performance. The reactive power has a slower behavior, because it is provided
by the diesel generator, and one can see that the system is able to correctly fulfill
the load demand.
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5.7.6. Parameters variation

To better understand the effect of parameters for the virtual inertia application,
in this section there are tested several changes in the VSM parameters, in order
to analyze the difference in the frequency response of the network. The concerned
parameters are the fixed inertia constant H0, the damping coefficient Dp, and the
coefficient droop Kw. Two cases are simulated, in the first case both parameters are
increased by 50% of the nominal value, and in the second case a reduction of 50%

of the parameters is made.

Figure 5.62 depicts the values of frequency, coefficient of inertia, frequency
deviation and frequency RoCoF respectively, where only the transient periods are
presented. It is clearly shown that in the first case (50% increase) the frequency
variations are considerably reduced, that is, the frequency nadir is improved and the
frequency deviation together with the frequency RoCoF is also improved, however
the response speed is slightly reduced. This happens because the coefficient of inertia
has greater variations during transients, acting more to prevent frequency deviation.
In the second case, the frequency variation increases and has some oscillations during
the transient. The frequency deviation and RoCoF also increases, since the impact
of adaptive inertia is reduced, however the convergence time is faster as shown in
the figure. In this way, it is possible to reach a compromise between the strength
of the VSM’s performance for different Microgrid applications, aiming to improve
inertial support.

Another important comparison is in relation to constant KM referring to the
transient term of adaptive inertia during transients, which must be adjusted in order
to obtain an improvement in the frequency response and respecting the stability
condition in (5.65). Thus, variations were made in the constant KM for comparison
with constant inertia coefficient (KM = 0). The idea is to compare how the frequency
deviation changes when the inertia is fixed and how is the response for coefficient
KM in the adaptive inertia approach. Four different scenarios are simulated, first
with constant inertia (which means KM = 0), second KM = 5e4, third KM = 5e5

and fourth KM = 5e6, where for the proposed values of KM , condition (5.65) is
always valid.

As coefficient KM increases, the frequency deviation decreases, improving the
transient frequency response in the Microgrid. This is clearly shown in Figure 5.63,
where the four scenarios are presented in detail. The figure presents how the moment
of inertia changes according to the coefficient KM , making possible larger inertia
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Figure 5.62: Comparison among different VSM parameters considering the response of the
grid frequency.

coefficients to reduce frequency deviations, improving frequency Nadir and RoCoF.
Also it is presented how the angular acceleration behaves in these cases.

5.7.7. Control strategy comparison

One last way to analyze the performance of the proposed control using adaptive
virtual inertia is to compare with conventional control strategies. For this purpose,
the conventional droop control was performed in the proposed Microgrid, where the
voltage droop equation is the same as in (5.35), and the frequency droop is presented
as follows:

ωdroop = ω∗ +Kp(P
∗ − P ) (5.82)

where the active power droop coefficient is Kp = 0.1. The second strategy carried
out is the current control Idq, where the power references (P ∗ and Q∗) are associated
directly with the direct and quadrature current as written:

I∗c,d =
P ∗

Vcd
; I∗c,q =

Q∗

Vcd
(5.83)

The common parameters and gains of the controllers were kept the same for
comparison purposes.
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Figure 5.63: Comparison among different VSM parameters considering the response of the
grid frequency.

Figure 5.64: A comparison among different control approaches in the frequency behavior.

The comparison among the proposed adaptive virtual inertia (VI), the droop
control and the current control is depicted in Figure 5.64, where the frequency
profile is exhibited. A zoom showing the strongest transient variations is introduced
in Figure 5.65. The droop control performs slightly better than current Idq control.
The convergence time is similar for both control strategies, however the frequency
variation is evidently reduced in the virtual inertia strategy. A reduction in
frequency oscillation during the transient is also noticed. Therefore, the virtual
inertia approach presents an improvement in the frequency RoCoF, providing an
inertial support more suitable for the Microgrid.
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Figure 5.65: A zoom in the frequency for different control strategies.

5.8. Conclusions

This chapter proposes a variable virtual inertia scheme applied to a VSC
converter to improve frequency stability and reduce power oscillations in a low
inertia AC Microgrid. The AC Microgrid is composed by a diesel generator and
loads, plus a VSC converter interfacing it to a DC Microgrid. The proposed scheme
is analysed through a Lyapunov function that assures asymptotic stability for the
whole system under the proposed variable inertia.

This approach, in large part inspired by adaptive control, assures through a
Lyapunov function, asymptotic stability of the overall system. Simulation results
illustrate the great contribution such Variable Synthetic Inertia can bring to a low
inertia system. In particular, this approach can contribute to solve the problems
brought by renewables in modern power systems, and allow much larger penetration
of such intermittent energies.

The voltage and current control loop are designed based on a control induced
time-scale separation, where singular perturbation analysis is applied, then in this
case the tuning of controller parameters is much simpler than traditional linear
control with outer PI voltage loop cascaded with PI for inner current. This scheme
can explicitly include flexible protection strategies and control saturations for
voltage and currents by saturating the regulators output, and in the same time
is not dependent of PLL tracking and has great capability for island operation.

Simulation results shows that VSM helps the system providing frequency
regulation and inertial support. This approach is compared to similar ones, and it is
shown its improvement compared to classical droop control, since that one presents
no inertia support. In addition, the analysis of the variation of parameters allows to
understand their influence on the system’s response in a more comprehensive way.
Therefore, one can conclude that variable inertia of Virtual Synchronous Machine is
a good strategy to provide ancillary services for low inertia systems like Microgrids.
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6
General Conclusions

In the last decades, the development of Microgrids has become a very important
research topic, aiming to find a better way to integrate renewables and assure a
more reliable operation of new power electronic devices in power systems. Microgrids
provide a great solution considering the constant growth of load demand and the
grid modernization through Smart Grid concepts. The impact of DER based on
power electronics is an important power system concern, since it affects many
aspects of power systems, breaking the radiality of distribution grids, the creation
of bidirectional current flux in distribution feeders, and drastically reducing inertia
and thereby the natural regulation capacity of the system. Hence, DC grids are
considered a relevant solution in power systems, since the DC nature of power
electronic devices bring technological and economical advantages. For example it
allows the reduction of converter stages in the grid, since many elements are
naturally DC, and allow an easier power flux control that is not dependent on
phase angles or reactive power.

In this thesis it is introduced the design and control of a hybrid AC/DCMicrogrid
to integrate different renewable sources, energy storage systems and loads for reliable
operation and stability of the whole system. The stabilization of the Microgrid buses
by power flow balance and the provision of ancillary services is assured by the
proposed control strategy, where a rigorous stability study is made.

In Chapter 1, a brief introduction on Microgrids and energy transition challenges
is introduced. There, it is mentioned the impacts of the high penetration of DER
into the network, the intermittent feature of renewables, the reduction of inertia
because of power electronic technologies and the transformation of the grid from
centralized generation to a heterogeneous distributed system. Furthermore, the
importance of energy storage system for power systems to reduce the impact of
renewables balancing the power flow, to improve power quality and reliability, and
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to provide grid support as many other services are exposed. Finally, the new trends
in Microgrids structures are presented to solve power system issues, where virtual
inertia approach is highlighted.

In Chapter 2, it was presented an overview on Microgrid control, operation
and stability aspects, where real application examples and management strategies
are introduced. Standard control structures related with island or grid-connected
operation modes are developed to highlight the challenges for Microgrid operation.
The main aspects of DC and AC Microgrids are compared, where the simplifications
and improvements that can be achieved through a DC network are introduced, as
well as the middle ground to be taking into account with the traditional AC systems
that are already standardized in the distribution systems. The particular stability
problems in Microgrids are pointed out, such as control solutions that are developed
to maintain the proper operation of the system, maintaining the power quality
indexes and system reliability. Also, the limitation of the conventional controllers
are exposed, presenting the need to develop reliable control strategies suitable to
assure the proper operation of the system facing the Microgrid challenges.

In Chapter 3, the Microgrid components are described: PV systems with
intermittent feature where a MPPT algorithm allows the system to work in the
maximum power point; different kind of energy storage systems as batteries and
supercapacitors to be composed into a Hybrid Energy Storage System to improve
their operation in transients and long term stability. The rail regenerative braking
review is also provided, motivated by industrial collaborations. Since these introduce
a large amount of power in short periods, the integration of this energy recovered
from trains is done based on more specific equipment that are able to withstand this
peculiar problem, and by a suited control strategy. In this work, a supercapacitor
connected through a bidirectional converter, is able to absorb this large amount of
power during the breaking recovery, and reduce the strong power fluctuation. Last
part of the chapter presents the proposed Microgrid where the voltage level and
power converters’ configuration is drawn.

In Chapter 4, the nonlinear dynamical model of the proposed Microgrid is
introduced, where the average state space model of the whole system is obtained. A
number of elements are connected to the Microgrid: two different renewable energy
sources (photovoltaic panels and braking energy recovery from the trains), two
kinds of storage acting at different time-scales (a battery and a supercapacitor),
a DC load and the connection with the main AC grid. Then, a low-level distributed
nonlinear controller, based on System-of-Systems approach is developed for the DC
Microgrid integrated in a grid-connected Train Station. Feedback linearization and
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backstepping approaches are employed in the Microgrid devices. For supercapacitor
and train subsystems, the non-minimal phase problem of boost/buck converters,
according to their chosen control output, is solved by a control induced explicit
time scale separation, which is then addressed by a singular perturbation analysis.
Therefore, a dynamical feedback linearization is applied using singular perturbation
properties, assuring the proper control of such subsystems. A Lyapunov function
for the overall system, considering the interconnected devices of the Microgrid, is
used to ensure the stability of the whole system. The stability analysis results in
Input to State Stability properties for the Microgrid, therefore the system may have
proper operation inside the stability region and have good robustness properties
from ISS results. The simulations highlight the performance of the proposed control,
with parametric robustness tests and a comparison with traditional linear controller
(PI), emphasizing the better performance of the proposed nonlinear controller. The
transient behavior is much better and the control gains tuning much easier with the
nonlinear control. Last, a not-static DC bus voltage is proposed to perform the grid
stabilization, which results in a much simpler control law, besides the limitation of
this approach. In addition, it was proposed a simplification on the DC bus current’s
dynamic, neglecting small terms. In this way, it was possible to develop a simpler
Lyapunov function. Simulation tests of both propositions are made showing the
performance of the system.

In Chapter 5, the AC side of the Microgrid is better detailed, as well as ancillary
services provision necessary to assure its stability. The dynamical model of the
AC grid is developed including the connection of the DC Microgrid trough a
Voltage Source Converter. A review on power system stability, focused on voltage
and frequency stability is provided, pinpointing the stability issues brought by the
increase number of power converters in the grid and the energy transition in general.
The lack of inertia in such systems is highlighted, where the virtual inertia approach
is proposed here to improve system stability and power sharing. The virtual inertia
is implemented in the Microgrid and the performance of the system is tested by
simulations, where voltage regulation is made by droop control. In this way, it
is assured the provision of ancillary services for a weak grid, as AC Microgrids
are. A comparison with droop control strategy is made, where the inertial support
and the dynamic frequency response for virtual inertia control is highlighted in
simulations. Therefore, an adaptive virtual inertia is proposed where the inertia
constant becomes a time varying control parameter of the system, which adaptation
can be designed to improve frequency stability and inertial support. A stability
analysis of the adaptive virtual inertia is carried out where asymptotic stability
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is assured via La Salle theorem. Simulation results show the effectiveness of the
proposed adaptive inertia, where a comparison with droop solution and standard
current control is conducted.

This thesis aims to study solutions for Microgrids, considering the current power
systems’ trends. The use of DC systems is proposed, highlighting several beneficial
characteristics, as simpler converter topologies and control design, and the fact that
there is no more complex variables as reactive power and frequency regulation.
Also, current trends for AC grids are exposed, in particular virtual inertia to
improve power sharing in isolated systems, and improve frequency stability by
proving support for inertial and primary control in Microgrids. In the same way,
it is discussed new trends in ancillary services, such as inertial support, in response
to the high penetration of power electronics, providing a framework for Microgrid
evolution in the future SmartGrids solutions.

6.1. Main Results

The main contributions of this thesis can be summarized as:

1. Development of nonlinear control strategy for each converter of the Microgrid
based on backstepping and feedback linearization.

2. Design a nonlinear control strategy to solve the non-minimal phase problem
of DC/DC converters according to the chosen control output. The control
induced time-scale separation design and dynamical feedback is used to
develop a controller for the boost converter for the supercapacitor and the
buck converter for the train braking recovery system.

3. Integration of regenerative braking system from trains, which is an original
renewable energy source in a Microgrid, assuring proper operation of the
system, considering the power fluctuations feature of braking energy recovery.

4. A rigorous stability analysis of the whole Microgrid considering all inter-
connected devices, where Input to State Stability is obtained. The proof
is formally done with constructive Lyapunov functions where stability of
the whole system is assured under mild conditions. The stability analysis
guarantee the dynamic performance of the system and operation.

5. Development of a control strategy for power sharing and frequency stability
improvement based on virtual inertia approach for AC Microgrids or weak
grids. The proposition of adaptive virtual inertia to improve inertial response
of Microgrids, where the inertia constant is variable. A stability analysis is
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conducted to prove the asymptotic stability of adaptive virtual inertia in
power converters application.

6. A comparison with traditional droop control strategy is performed via
simulations, where the enhanced response of the adaptive virtual inertia is
highlighted, since the droop control approach is not able to provide inertial
support and have poor transient response features.

6.2. Future Works

The thesis approach brought several contributions related to Microgrid’s control
and ancillary services’ provision for weak grids. However, there still exist many issues
to be investigated.

1. DC grids are not yet widespread in conventional distribution systems. There
are still many research issues to be solved for their widespread use. Protection
schemes for DC grids are still difficult remaining technical challenge, as well
as voltage level issues and the lack of commercial solutions for DC/DC power
converters to easily interconnect DC systems, opening up the possibility of
building networks purely DC. A next step is to develop mixed protection and
control schemes in power converters to improve feasibility of DC systems.
Also, the study of mixed AC/DC hybrid systems can be a good compromise
between classical and DC grids.

2. Train station model can be more detailed to include real aspects of
regenerative train braking. In this work, the train impedance is fixed, but
in real application, the losses vary according to the train position. Also, the
electric train drive could be included to match the braking of one train with
the acceleration of another as is generally done.

3. Different results can be derived from stability analysis by passivity based con-
siderations and the implementation of adaptive control schemes considering
different proposals from the one made in this thesis.

4. The inclusion of inductance characteristics in the cables of the DC side
of the Microgrid (not included in the thesis) will bring different dynamics
to the system, where a novel system design and control is required. Also,
filtering aspects may result from this analysis and a Lyapunov function of
the inductance current dynamics may be considered.

5. The adaptive virtual inertia may also be applied in the damping factor of
the swing equation, where stronger results can be achieved. The parameters
choice for inertia coefficient and damping factor is an interesting topic of
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study, where the optimization of these parameters can be achieved considering
the operational margins of different power systems like weak grids or
Microgrids. The proper parameterization of virtual inertia can really improve
the stability properties of the system.

6. An experimental test bench of the proposed Microgrid system needs to be
addressed for practical validation of the control schemes and gain tuning. In
the following they will be tested in a real subway station. Also, unbalanced
voltage networks and PLL issues may be addressed to consider a more realistic
grid.

7. Finally, future works on the development of a secondary and tertiary control
level for the proposed Microgrid is required. It is important to understand
the behavior of the system and the interaction of the control hierarchy among
the different layers. This will also allow the possibility of including economic
aspects and to aim at sustainability in addition to reliability and power
quality.
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Appendix I

G.1. Proportional Integral (PI) Controller

The linear control of the DC Microgrid presented in Chapter 4 is designed via
PI controller, which is inserted in the control input of the power converters. The
controlled voltages (Vdc, VC11 and VC14) present a control structure with an outer
control loop, that provides the reference for the inner control loop. The outer loop is
designed to be slower than the inner one, where the difference between the dynamics
in this case is at least ten decades, according to classical PI cascade controllers. In the
other devices of the system, the currents (IL6 , IL9 and Ild,q) are directly controlled.
The block diagrams of the PI controllers in each converter of the system will be
introduced next.

First, the block diagram for the DC bus voltage is depicted in Figure G.1, where
Isum = IR5 + IR8 + IR12 + IR15 + IR17 . The PI controller is applied to the voltage
control loop and the current loop, which is inserted in a nonlinear plant.
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Figure G.1: Block diagram of the DC bus voltage control.

The Calculated control input for DC bus voltage control is presented in (G.1),
where the current reference is provided by the voltage control loop in (G.2).

u1 = −Kp2(IL3 − I∗L3
)−Ki2

∫
(IL3 − I∗L3

)dt (G.1)

I∗L3
= −Kp1(Vdc − V ∗dc)−Ki1

∫
(Vdc − V ∗dc)dt (G.2)
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Based on the block diagram in Figure G.1, considering the linearization of the
plant and the PI controller, the closed-loop transfer function for DC bus voltage is
obtained:

Vdc(s)

V ∗dc(s)
=

Kp1s+Ki1

C10s2 +Kp1s+Ki1

(G.3)

Generally, the canonical form of the transfer function is expressed as:

F (s) =
2ξs+ ω2

n

s2 + 2ξωns+ ω2
n

(G.4)

where the damping coefficient ξ = Kp1/2ωnC10 and the natural frequency ωn =√
Ki1/C10 can be adjusted to obtain the desired dynamical behavior with proper

filtering. The Wiener method defines ξ =
√

2 and ωn is defined according to the
controller bandwidth.

The gains of the PI controller can be calculated according to the chosen poles (p1

and p2) of the system, such that the voltage has the desired dynamics. Therefore,
the gains of the controller are given as:

s2 +
Kp1
C10

s+
Ki1
C10

= (s+ p1)(s+ p2) = s2 + (p1 + p2)s+ p1p2 (G.5)

Kp1 = C10(p1 + p2) ; Ki1 = C10(p1p2) (G.6)

The transfer function of the current control loop is provided as:

IL3(s)

I∗L3
(s)

=
Kp2s+Ki2

L3s2 + (R01 +Kp1)s+Ki1

(G.7)

Considering the desired poles (p3 and p4) for the current dynamics, the gains of the
controllers are calculated as:

Kp2 = L3(p3 + p4)−R01 ; Ki2 = L3p3p4 (G.8)

The block diagram of the battery control is depicted in Figure G.2. The PI
controller is applied to the current control loop, which is inserted in a nonlinear
plant.
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Figure G.2: Block diagram of the current battery control.
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The control law for the battery’s current is introduced in (G.9).

u2 = −Kp3(IL6 − I∗L6
)−

∫
Ki3(IL6 − I∗L6

)dt (G.9)

Based on the block diagram in Figure G.2, considering the linearization of the
plant and the PI controller, the closed-loop transfer function for battery current is
obtained:

IL6(s)

I∗L6
(s)

=
Kp3s+Ki3

L6s2 + (R04 +Kp3)s+Ki3

(G.10)

Considering the desired poles (p5 and p6) for the current dynamics, the gains of the
controllers are calculated as:

Kp3 = L6(p5 + p6)−R04 ; Ki3 = L6p5p6 (G.11)

The block diagram of the PV array is depicted in Figure G.3.
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Figure G.3: Block diagram of the current PV control.

The control law of the PV array current is introduced in (G.12).

u3 = −Kp4(IL9 − I∗L9
)−Ki4

∫
(IL9 − I∗L9

)dt (G.12)

The closed-loop transfer function for PV array current is obtained:

IL9(s)

I∗L9
(s)

=
Kp4s+Ki4

L9s2 + (R08 +Kp4)s+Ki4

(G.13)

Considering the desired poles (p7 and p8) for the current dynamics, the gains of the
controllers are calculated as:

Kp4 = L9(p7 + p8)−R08 ; Ki4 = L9p7p8 (G.14)

The block diagram of the DC Load is depicted in Figure G.4.

The control law of the DC load voltage is given in (G.15), where the current
reference is calculated in (G.16).

u4 = −Kp6(IL13 − I∗L13
)−Ki6

∫
(IL13 − I∗L13

)dt (G.15)

I∗L13
= Kp5(VC11 − V ∗C11

) +Kp5

∫
(VC11 − V ∗C11

)dt (G.16)
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Figure G.4: Block diagram of the DC load voltage control.

The closed-loop transfer function for DC load voltage is obtained:

VC11(s)

V ∗C11
(s)

=
Kp5s+Ki5

C11s2 + ( 1
R11

+Kp5)s+Ki5

(G.17)

Considering the desired poles (p9 and p10) for voltage dynamics, the gains of the
controllers are calculated as:

Kp5 = C11(p9 + p10)− 1

R11

; Ki5 = C11p9p10 (G.18)

The transfer function of the current control loop is provided as follows:

IL13(s)

I∗L13
(s)

=
Kp6s+Ki6

L13s2 + (R011 +Kp6)s+Ki6

(G.19)

Considering the desired poles (p11 and p12) for the current dynamics, the gains of
the controllers are calculated as:

Kp6 = L13(p11 + p12)−R011 ; Ki6 = L13p11p12 (G.20)

The block diagram of the regenerative braking system is depicted in Figure G.5.
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Figure G.5: Block diagram of the DC load voltage control.

In the same way, the control law of the train’s regenerative braking is given in
(G.21), where the current reference is computed in (G.22).

u5 = −Kp8(IL16 − I∗L16
)−Ki8

∫
(IL16 − I∗L16

)dt (G.21)

I∗L16
= Kp7(VC14 − V ∗C14

) +Ki7

∫
(VC14 − V ∗C14

)dt (G.22)
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The closed-loop transfer function for train voltage is obtained:

VC14(s)

V ∗C14
(s)

=
Kp7s+Ki7

R14C14s2 + (1 +Kp7)s+Ki7

(G.23)

Considering the desired poles (p13 and p14) for voltage dynamics, the gains of
the controllers are computed as:

Kp7 = R14C14(p13 + p14)− 1 ; Ki7 = R14C14p13p14 (G.24)

The transfer function for the current control loop is provided as follows:

IL16(s)

I∗L16
(s)

=
Kp8s+Ki8

L16s2 + (R014 +Kp8)s+Ki8

(G.25)

Considering the desired poles (p15 and p16) for the current dynamics, the gains of
the controllers are computed as:

Kp8 = L16(p15 + p16)−R014 ; Ki8 = L16p15p16 (G.26)

The block diagram of the VSC control is depicted in Figure G.6. The PI controller
is applied to the current control loop, which is inserted in the nonlinear plant.
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Figure G.6: Block diagram of Ild and Ilq current control, respectively.

Finally, the modulation index of the VSC converter to inject power in the AC
side of the grid are computed in (G.27) and (G.28) respectively.

u6 = −Kpd(Ild − I∗ld)−Kid

∫
(Ild − I∗ld)dt (G.27)

u7 = −Kpq(Ilq − I∗lq)−Kiq

∫
(Ilq − I∗lq)dt (G.28)

The closed-loop transfer function for Ild,q currents is obtained:

Ild,q(s)

I∗ld,q(s)
=

Kp9s+Ki9

Lls2 + (Rl +Kp9)s+Ki9

(G.29)
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Considering the desired poles (p17 and p18) for the current dynamics, the gains of
the controllers are calculated as:

Kp9 = Ll(p17 + p18)−Rl ; Ki9 = Llp17p18 (G.30)

The poles are chosen, such that the time-constant of the current dynamics is
about 50 ms and the time-constant for the voltage dynamics is about 100 ms. The
parameters for the linear controllers are presented in Table G.1 and these values
are used to calculate the gains for the nonlinear controllers. The fine adjustment
of the control gains were made by simulation tests, in order to achieve a suitable
control performance, balancing convergence speed and overshoot signals for both
nonlinear and linear controllers. In practical applications and experimental tests,
the tuning of gains and the parameters of the controllers may need to be readjusted,
considering, unknown perturbations and deviations in the Microgrid parameters, for
both nonlinear and linear controllers.

Table G.1: Parameter gains of the linear PI controller.

Supercap. Kp1 = 25 Ki1 = 2000 Kp2 = 10 Ki2 = 1000
Battery Kp3 = 10 Ki3 = 100
PV array Kp4 = 10 Ki4 = 100
DC load Kp5 = 20 Ki5 = 500 Kp6 = 10 Ki6 = 100
Train Kp7 = 25 Ki7 = 500 Kp8 = 10 Ki8 = 100
VSC Kp9 = 50 Ki9 = 100

G.2. Park Transformation

The currents of a balanced three-phase electrical system can be written as:

ia = Î sin(ωgt) (G.31)

ib = Î sin(ωgt−
2π

3
) (G.32)

ic = Î sin(ωgt+
2π

3
) (G.33)

where Î is the peak value of current and ωg is the grid frequency.

The Park transformation is a change of variables that implies obtaining a rotating
reference frame with direct (d), quadrature (q) and zero (0) components with DC
values. This transformation greatly simplifies the complexity of solving AC power
system equations. In this case, the grid frequency represents the rotational speed of
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the phasor. The transformation from abc frame to dq0 is introduced the following
matrix:  id

iq

i0

 =
2

3

 cos(θ) cos(θ − 2π
3

) cos(θ + 2π
3

)

− sin(θ) − sin(θ − 2π
3

) − sin(θ + 2π
3

)
1
2

1
2

1
2

 .
 ia

ib

ic

 (G.34)

where the transformation is also applied for voltages, and the time-varying phase
angle is defined as θ =

∫
ωg. The zero component of the Park transformation

is associated with symmetrical components, therefore under balanced circuits:
ia + ib + ic = 0, which results in i0 = 0.

The inverse transformation can be written as follows: ia

ib

ic

 =
2

3

 cos(θ) − sin(θ) 1

cos(θ − 2π
3

) − sin(θ − 2π
3

) 1

cos(θ + 2π
3

) − sin(θ + 2π
3

) 1

 .
 id

iq

i0

 (G.35)

The three phase complex power of a balanced system (i0 = 0) is given as:

S3φ =
3

2
V I∗ (G.36)

where V = vd + jvq is the voltage phasor and I∗ = id − jiq is the complex current
phasor, with S3φ = P + jQ.

Therefore, the active and reactive power expression using dq components are
given as:

P =
3

2
(idvd + iqvq) (G.37)

Q =
3

2
(idvq − iqvd) (G.38)

G.3. Input-to-State Stability

The definition of input to state stability is provided in [207], which is applied in
this thesis to prove the stability of the DC Microgrid described in Chapter 4. The
ISS definition and properties are introduced next.

Considering a nonlinear system:

ẋ = f(x, u) (G.39)

where x is considered an extended state, f : Rn × Rm → Rn continuously
differentiable and u : R≥0 → Rm is a measurable locally bounded input control.
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For each ξ ∈ Rn and u ∈ Lm∞ one may express the trajectory of the system (G.39)
as x(t, ξ, u) where the initial condition is x(0) = ξ. Therefore, the definition is given
as follows:

Definition 1. The system (G.39) is input/state stable (ISS) if there exists a KL-
function β : R≥0×R≥0 → R≥0 and a K-function γ : R≥0 → R≥0 such that, for each
input u and for each ξ, the following inequality holds:

|x(t, ξ, u)| ≤ β(|ξ|, t) + γ(||u||) (G.40)

for each t ≥ 0.

This is seen as a generalization in a nonlinear way of the bound |x(t)| ≤
|ξ|e−αt+c||u||, which holds for a linear system (ẋ = Ax + Bu) when matrix A

is asymptotically stable. From this definition, one stated that a system can be
stabilized by a smooth feedback if and only if it is feedback equivalent to an ISS
system as shown in [207].

Definition 2. A smooth functionW : Rn → R≥0 is called an ISS-Lyapunov function
of system (G.39) if there exist K∞-functions α1, α2 and K-functions α3 and α4 such
that:

α1(|ξ|) ≤ W (ξ) ≤ α2(|ξ|) (G.41)

for any ξ and

∇W (ξ).f(ξ, u) ≤ −α3(|ξ|) (G.42)

for any ξ and any µ such that |ξ| ≥ α4(|µ|).

Therefore W is an ISS-Lyapunov function for (G.39), which results that it is
a Lyapunov function in the usual sense. System (G.39) is ISS if it admits an ISS-
Lyapunov function.

A interesting connection between ISS stability and robust stability can be done.
By a time-varying feedback for system (G.39) one will mean function k : R≥0×Rn →
Rn for which the differential equation corresponding to using k as the feedback is
given:

ẋ = f(x, k(t, x)) (G.43)

Let ρ be a K∞-function, where a feedback law will be said to be bounded by
ρ if for each ξ, |k(t, ξ)| ≤ ρ(|ξ|) holds for almost all (recall that k is assumed to
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be only measurable) t ≥ 0. So, the system (G.39) is robustly stable if there exists
a K∞-function ρ, called as the stability margin, and KL-function β such that, for
every feedback law bounded by ρ it holds that:

|x(t)| ≤ β(|x(0)|, t) ∀t ≥ 0 (G.44)

for every solution of the system (G.43).

The main result is that the system (G.39) is ISS if and only if it is robustly
stable.

One may remark from [207]:

Remark 9. Note that ISS is not a notion of local stability with respect to small
perturbations. It is a global notion, and perturbations can be arbitrarily large (since
function ρ is in class K∞). In some sense, this is analogous to exponential stability
for linear systems, where a perturbation of the spectrum preserves global asymptotic
stability.
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Appendix II - Résumé en Français

H.1. Introduction

Le réseau électrique traverse une révolution depuis les années 2000. Une telle
révolution se compose d’abord d’aspects économiques tels que la libéralisation des
marchés de l’électricité, le dégroupage et la privatisation de sociétés d’électricité
précédemment détenues par l’État, ce qui apporte une nouvelle dynamique au
marché de l’énergie. Ensuite, pour des raisons environnementales et sociétales, il
y a eu le choix de réduire l’utilisation des sources fossiles, et dans une certaine
mesure, même l’énergie nucléaire. Ce changement fondamental de la matrice
panier énergétique a introduit des proportions toujours croissantes de sources
d’énergie renouvelables. De tels changements, s’ils se poursuivent dans le futur, vont
complètement remodeler le fonctionnement des réseaux électriques, en particulier
parce que les deux points précédents (économique et environnemental) sont plutôt
antagonistes. De plus, les énergies renouvelables introduisent une grande variabilité
dans le réseau électrique, qui a besoin d’un équilibre parfait à tout moment sur
la puissance électrique produite et consommée [1]. La solution pour atteindre la
stabilité dans une telle production et consommation variants dans le temps a été
l’introduction de nouveaux éléments des Systèmes et Technologies de l’Information
et Télécommunication (ICT). Une telle intégration entre les réseaux électriques
traditionnels et les ICT est maintenant connue sous le nom de Smart-Grids [2–4].

La modernisation du système électrique est également liée à la croissance con-
stante de la demande d’énergie, et des charges modernes basées sur l’électronique de
puissance. Par conséquent, lorsque les charges modernes et les énergies renouvelables
interfacées par un convertisseur de puissance atteignent des niveaux de pénétration
élevés, la planification et l’exploitation du système peuvent devenir un défi très
complexe. Dans ce contexte, les Smart-Grids sont composés de plusieurs éléments qui
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utilisent divers nouveaux outils de calcul et des ICT tels que le Big Data, le Machine
Learning et l’Optimisation pour rendre possible l’interconnexion de technologies
hétérogènes. Ainsi, la communication rapide entre les éléments avec le traitement
de l’information crée une philosophie d’auto-guérison, une capacité de black-start,
une application de comptage intelligent, etc. [5, 6].

H.1.1. Sources d’énergie renouvelables

La forte Intégration de la géneration distribuée, caractérisée par de petites
unités de production à proximité des centres de consommation (connectés aux
systèmes de distribution), apporte certains avantages comme la réduction des pertes
de puissance, la réduction des coûts d’approvisionnement, le soulagement de la
transmission, etc. La plus grande partie de géneration distribuée est composée
d’énergies renouvelables. Les énergies renouvelables ont certaines caractéristiques
qui les distinguent complètement des autres sources d’énergie, comme les générateurs
diesel qui sont des sources dispatchables. La caractéristique la plus courante est que
les énergies renouvelables ne sont pas contrôlées pour acheminer l’énergie. Le vent, le
soleil, les marées et d’autres phénomènes naturels ne sont pas corrélés aux besoins des
consommateurs, ce qui signifie une production d’énergie intermittente. Pour cette
raison, il n’est pas possible d’avoir à tout moment la production qui correspond à
la consommation; cette production intermittente est le plus grand défi que posent
les énergies renouvelables et doit être envisagée soit dans le cadre de l’électricité,
soit dans le cadre de l’énergie. Une deuxième caractéristique est que la plupart des
énergies renouvelables ont une grande dispersion. Pour cette raison, la production
électrique par des énergies renouvelables est souvent distribuée, donc beaucoup plus
difficile à intégrer. Ainsi, les énergies renouvelables sont majoritairement intégrées
dans des niveaux de basse et moyenne tension, ce qui est en totale contradiction
avec la conception des systèmes électriques [7–9].

La diversité des énergies renouvelables comprend également la possibilité
d’intégrer des sources d’énergie non conventionnelles, comme par exemple les
systèmes de récupération d’énergie de freinage des chemins de fer qui régénèrent
cette énergie en fournissant un couple négatif aux roues motrices des trains, des
métros, des tramways, etc. Dans ce cas, le moteur devient un générateur, injectant
de l’énergie dans le réseau. Étant donné que l’énergie produite lors du freinage
par récupération est exempte d’émissions de polluants et de déchets, elle peut
être considérée comme une source d’énergie renouvelable [10–12]. Dans une gare
ferroviaire, l’énergie régénérée est généralement transférée vers le troisième rail afin
de permettre aux trains voisins de l’utiliser. Dans le cas où il ne peut pas être utilisé
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par d’autres trains, il est dissipé sur des résistances. Pour améliorer l’efficacité du
système, l’énergie disponible peut être saisie pour être stockée ou utilisée en cas de
besoin [13].

Dans le contexte du transport, les véhicules électriques et les trains peuvent être
intégrés au système électrique, ce qui contribue à réduire les émissions de CO2,
augmentant ainsi l’efficacité de la conversion d’énergie. Mais dans le même temps,
les véhicules électriques augmentent considérablement la demande de puissance dans
le système de distribution. De plus, le freinage par récupération du train injecte
une grande quantité de puissance dans le système en quelques secondes, ce qui
peut entraîner des problèmes d’instabilité. Par conséquent, une stratégie de contrôle
appropriée est nécessaire pour l’intégrer en raison des sursauts de puissance [14–16].

Les énergies renouvelables sont majoritairement intégrées au réseau électrique
par des convertisseurs de puissance, qui présentent également des spécificités. La
commutation de leurs semi-conducteurs, soit par IGBT, MOSFET ou thyristors,
génère une forme d’onde synchronisée pour injecter correctement la puissance
au réseau créé par un signal PWM. Le processus de commutation génère des
harmoniques dans les signaux de tension et de courant, ce qui peut nuire aux
indices de qualité de l’énergie. Par conséquent, des filtres passifs et des convertisseurs
multiniveaux ont été étudiés pour réduire l’impact des harmoniques et améliorer
la contrôlabilité de l’équipement. Les convertisseurs de puissance se distinguent
également par leur absence d’inertie, car il n’y a pas de machine tournante dans la
conversion d’énergie, en conséquence la forte pénétration des énergies renouvelables
a un impact sur l’inertie du système dans son ensemble. Par conséquent, les réseaux
à faible inertie sont de plus en plus courants, affectant directement la stabilité du
système. Dans ce contexte, les Microgrids isolés représentent un défi majeur, car
ils peuvent être entièrement composés de convertisseurs de puissance interconnectés
[17,18].

H.2. Microgrids

Parmi un certain nombre d’éléments, le concept de Microgrids est devenu une
solution intéressante pour intégrer les énergies renouvelables, les charges et Système
de Stockage d’Énergie (ESS) en tant que système autonome. Les Microgrids sont
de petites portions du réseau électrique qui peuvent, dans une certaine mesure,
s’équilibrer avec la production et la consommation d’électricité et peuvent stabiliser
ses principales variables d’état. Le groupe d’échange de Microgrids du département
américain de l’énergie a défini Microgrid comme [25]:
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Un Microgrid est un groupe de charges interconnectées et de ressources
énergétiques distribuées dans des limites électriques clairement définies qui agit
comme une seule entité contrôlable par rapport au réseau. Un Microgrid peut se
connecter et se déconnecter du réseau pour lui permettre de fonctionner à la fois en
mode connecté au réseau ou en mode îloté.

Lorsque le Microgrid est toujours connecté au réseau principal, important et
exportant ainsi des quantités d’énergie arbitraires, le Microgrid est dit en mode
connecté. Dans ce cas, le Microgrid est maintenu synchronisé avec le réseau principal
et, par conséquent, les phénomènes de fréquence, d’angle et d’inertie sont traités
par le réseau principal. Ensuite, le Microgrid doit uniquement assurer la stabilité de
la tension et l’atténuation de la congestion électrique dans les lignes, et optimiser
certains modèles de consommation d’énergie. Cette optimisation peut concerner
l’autoconsommation, la part des énergies renouvelables, le profit, entre autres, et
sera obtenue en pilotant sa production, la quantité d’énergie importée du réseau
principal, et éventuellement l’utilisation du stockage [26–28].

Mais lorsque le Microgrid peut être déconnecté (ou du moins ne pas être
synchronisé) au réseau principal, le Microgrid est dit en mode îloté. Dans ce
cas, le Microgrid est responsable du maintien de la stabilité dans tous les états
qui le composent, c’est-à-dire la fréquence, l’angle (principalement des problèmes
d’inertie), la tension, la congestion du flux d’énergie, ainsi que le profit. Ce cas est
bien plus compliqué que le premier. Ensuite, s’il y a au moins un grand générateur
synchrone dans le Microgrid, un générateur diesel par exemple, qui fournit la plus
grande partie de la puissance consommée, alors le système dégénère au Microgrid
isolé standard que l’on peut trouver dans des endroits éloignés. Mais lorsque de plus
grandes parts d’énergies renouvelables sont présentes dans ces réseaux, le problème
peut devenir très complexe [28–30].

Un autre aspect important est le nombre important de personnes vivant dans
des communautés éloignées sans accès à l’électricité. Ces villages peuvent ne jamais
être connectés au réseau pour des raisons économiques et de leur éloignement,
c’est pourquoi le Microgrid est une excellente solution pour l’approvisionnement
en électricité. D’autre part, de nombreuses communautés isolées, telles que les
communautés africaines, brésiliennes, canadiennes ou insulaires, ont un grand
potentiel pour le rayonnement solaire et le vent, mettant l’accent sur l’utilisation
des énergies renouvelables. L’approvisionnement en électricité peut être considéré
comme une contribution à l’inclusion sociale et à l’amélioration de la qualité de vie,
où l’électricité est principalement utilisée à des fins domestiques telles que l’éclairage,
le chauffage, la gestion de l’eau et autres pour répondre à la demande d’énergie
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locale [31, 32]. De plus, la transition vers une consommation d’énergie basée sur
l’électricité évite de consommer des ressources locales à base de carbone comme
le charbon ou le bois, et contribue à améliorer la conservation des écosystèmes et
l’atténuation des émissions de CO2.

L’application de réseau autonome (mode îloté) nécessite un bon fonctionnement
pour fournir une électricité fiable, continue, durable et de bonne qualité aux
consommateurs, ce qui pose plusieurs défis techniques pour l’application des énergies
renouvelables. La caractéristique intermittente et non dispatchable des énergies
renouvelables entraîne de grands impacts liés à l’instabilité et aux fluctuations
de leur production d’énergie. Dans ce contexte, l’utilisation de ESS couplée à des
énergies renouvelables fonctionnant pour fournir une charge locale, a mis en évidence
le concept de Microgrid, qui est une solution puissante pour atteindre les objectifs
d’exploitation du réseau autonome, en améliorant la fiabilité, la résilience et la
disponibilité de tout le système [33–35].

Les Microgrids peuvent en effet apporter une réponse importante à la plupart
de ces problèmes et peuvent représenter à l’avenir la nouvelle norme pour les
systèmes électriques. Néanmoins, il reste un problème très difficile pour garantir
un fonctionnement fiable et d’atteindre la stabilité du système selon les grid codes.

Dans le contexte des Microgrids, ceux à Courant Continu (DC) sont con-
sidérés avec grand intérêt, car les énergies renouvelables (PV, éoliennes, piles
à combustible), les charges électroniques, les véhicules électriques et le stockage
(batteries, supercondensateurs) sont naturellement en DC. S’ils étaient connectés
via un réseau DC, ils auraient besoin d’un plus petit nombre de convertisseurs, et
ces convertisseurs seraient plus simples que s’ils étaient connectés via un réseau
de Courant Alternatif (AC). Le résultat serait des matériaux moins chers et une
meilleure efficacité (moins de pertes). En outre, le courant continu peut être plus
efficace en raison de sa topologie plus simple; l’absence de puissance réactive et de
fréquence à contrôler; la distorsion harmonique n’est plus un problème; et il n’y a
pas besoin de synchronisation avec le réseau. La conséquence est une structure de
contrôle plus simple basée sur l’interaction des courants entre les convertisseurs, la
tension du bus DC étant la principale priorité de contrôle, c’est-à-dire que la tension
est un indicateur naturel des conditions d’équilibre de puissance [36–40]. Dans le
même temps, le Microgrid DC est un défi car la structure du réseau électrique
actuel, les alimentations, les transformateurs, les câbles et la protection sont conçus
pour le courant alternatif. Pour cette raison, le Microgrid hybride AC/DC est
considéré comme un compromis entre AC et DC pour permettre une meilleure
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intégration entre ces nouveaux appareils et les composants classiques du réseau
électrique [41–43].

De nos jours, il existent plusieurs exemples de petits Microgrids DC, comme
dans l’industrie maritime, aéronautique, automobile et manufacturière. Dans tous
ces exemples, il est extrêmement important que le Microgrid soit contrôlé de manière
à présenter une fiabilité et un fonctionnement correct. Pour atteindre cet objectif, de
nombreuses stratégies de contrôle sont proposées pour les Microgrids. La commande
linéaire est la plus répandue, en raison de sa simplicité et de sa robustesse; en
outre, la commande linéaire est bien connue à la fois dans le milieu universitaire
et dans l’industrie. Le contrôle linéaire est basé sur un modèle linéarisé donné par
les équations du circuit électrique du Microgrid, où les non-linéarités ne sont pas
prises en compte. En conséquence, ce modèle simplifié n’est valable que dans une
petite région autour du point d’opération où la linéarisation a été effectuée. Il
existent plusieurs approches pour concevoir une commande linéaire, par exemple
dans le domaine fréquentiel via des fonctions de transfert ou par modèle par espace
d’état, PID, retour d’état via le placement des pôles et l’optimisation LQR sont des
stratégies courantes. Le minor loop gain est un autre exemple de technique linéaire
qui relie l’impédance de la source et de la charge pour déterminer la stabilité dans le
réseau. Cette stratégie assure la stabilité du système même lors de la connexion de
plusieurs appareils tels que des filtres. L’approche basée sur l’impédance fournit une
bonne perspective sur la dynamique comme la modélisation bien connue de l’espace
d’états [35, 44,45].

Le contrôle non linéaire quant à lui, est basé sur un modèle plus détaillé
du système, dans le sens où la dynamique non linéaire et l’ensemble de l’espace
de fonctionnement sont considérés. Ensuite, la théorie non linéaire permet une
modélisation de réseau plus réaliste, une analyse de stabilité plus efficace et une plage
de fonctionnement plus large. L’utilisation de techniques de contrôle non linéaires
peut également améliorer les performances de flux de puissance dans le Microgrid,
puisque le système n’est pas limité à un point de fonctionnement spécifique. En
conséquence, il est possible de travailler dans une zone d’opération plus large, en
considérant uniquement les limitations physiques du système. Un inconvénient de
l’utilisation de la technique de contrôle non linéaire est la complexité accrue de
l’analyse et parfois de la loi de contrôle résultante, qui est parfois plus difficile à
mettre en oeuvre [36,37,46,47].
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H.3. Services Système

Historiquement, les systèmes électriques étaient basés sur des machines syn-
chrones tournant en synchronisme, partageant la puissance pour alimenter la charge
et fournissant une inertie naturelle (réponse en fréquence) suite à des perturbations
ou simplement à des changements des conditions de fonctionnement. Ce schéma
classique est de moins en moins vrai, en raison de la forte pénétration des appareils
de l’électroniques de puissance comme les convertisseurs de puissance et les charges
modernes.

Les convertisseurs de puissance sont inhérents à l’interconnexion des sources
d’énergie renouvelables et des unités de stockage comme mentionné précédemment,
mais aussi par les lignes HVDC qui sont construites pour renforcer les systèmes
de transport actuels. Pour cette raison, l’inertie diminue rapidement, et dans
certaines situations, il existe des réseaux principalement composés de convertisseurs
de puissance où la référence de fréquence est complètement perdue [52–54]. Cette
situation est un changement de paradigme par rapport au réseau électrique classique,
et les praticiens des systèmes électriques ont du mal à maintenir le réseau en marche.
Un exemple récent d’une telle situation est le black-out du 9 août 2019 au Royaume-
Uni [55], dont la cause principale était la réduction de l’inertie, et son effet sur
plusieurs convertisseurs de puissance interconnectant la génération distribuée.

Géneration distribuée sont principalement constitués de sources d’énergie renou-
velables, qui ont une interface de l’électronique de puissance. Ainsi, les convertisseurs
n’ont pas de réponse inertielle en raison de l’absence de masse rotative, comme le
font les générateurs synchrones classiques. Les convertisseurs sont incapables de
répondre naturellement à un changement de charge. Par conséquent, la réponse en
fréquence s’aggrave, provoquant des oscillations et des problèmes de contraintes de
fonctionnement. Ainsi, l’intégration des énergies renouvelables a une relation directe
avec la réduction de l’inertie dans les systèmes électriques.

Les caractéristiques inhérentes aux systèmes principalement composés de con-
vertisseurs de puissance sont:

1. Réponse rapide;
2. Manque d’inertie;
3. Problèmes d’harmoniques;
4. Interaction entre les les algorithmes de commande;
5. Faible capacité de surcharge.
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De nombreuses études ont proposé différentes stratégies de contrôle pour
maintenir la stabilité de la tension et de la fréquence dans les réseaux isolés. En effet,
l’interfaçage de convertisseur de puissance à faible inertie ont tendance à rendre le
système sensible aux perturbations. La stratégie la plus pertinente est la commande
de statisme, où la relation entre la puissance active et la fréquence (P−f) ainsi que la
puissance réactive et la tension (Q−V ) sont établies pour assurer un fonctionnement
stable du système. Cette technique de contrôle a été largement appliquée, permettant
un fonctionnement flexible des ressources distribuées connectées, permettant de
partager la charge et de maintenir la stabilité de fréquence et de tension dans le
réseau. Quoi qu’il en soit, la stratégie classique de statisme P−f etQ−V n’agit qu’en
régime stationnaire, puis le manque d’effet dans les transitoires rend le contrôle du
statisme inapproprié pour améliorer la stabilité de fréquence. Mais nous avons déjà
quelques variantes de contrôle de statisme qui considèrent la réponse transitoire en
rajoutant un terme avec la dérivé de la fréquence. Habituellement, la commande en
statisme est appliquée comme commande primaire dans une structure hiérarchique,
où la commande secondaire est conçue pour atténuer les écarts de fréquence et de
tension dans une échelle de temps plus lente [58–62].

Une possibilité intéressante pour résoudre ces problèmes est représentée par
le concept de synchronverters [63], appelé VSM1 dans [64–67], ou même VISMA
dans [68]. Ceux-ci sont composés de convertisseurs de puissance qui imitent les
machines synchrones. De cette façon, il est beaucoup plus facile d’intégrer de tels
systèmes au réseau électrique, fournissant un cadre que les praticiens connaissent
bien [57,69,70]. Ces convertisseurs à inertie virtuelle ont suscité beaucoup d’intérêt
ces dernières années. Dans cette approche, il est proposé d’imiter l’état stationnaire
et les caractéristiques transitoires des machines synchrones en insérant l’équation de
rotation pour fournir une amélioration de la réponse inertielle.

De nombreuses études ont été menées concernant l’application de l’inertie
virtuelle dans les convertisseurs de puissance, comme l’intégration de la généra-
tion distribuée [70–72], les améliorations des Microgrids [73, 74] et des systèmes
d’alimentation isolés [75]. Dans [76], une comparaison sur la dynamique entre
l’inertie virtuelle et la stratégie de contrôle du statisme est effectuée, en soulignant
les similitudes et les avantages de chaque stratégie de contrôle, ainsi que la pertinence
des propriétés d’inertie. Comme étape suivante, de nouvelles propositions d’inertie
virtuelle ont émergé, par exemple dans [67], les paramètres des machines virtuelles
synchrones peuvent être contrôlés, puis il est présenté une VSM avec un moment

1Notez que VSM est dit VSC fonctionnant comme une machine synchrone.
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d’inertie variant dans le temps. L’effet d’amortissement du schéma d’inertie variante
est étudié par une analyse d’énergie transitoire.

Dans les chapitres suivants, de nouveaux résultats seront présentés pour ces
systèmes, mais en reconnaissant maintenant que si les convertisseurs de puissance
agissent comme des machines synchrones, ils ne sont pas limités à ce comportement
et peuvent fournir un support plus étendu que les machines physiques. De cette
manière, il a été étudié la contribution que les machines synchrones virtuelles
peuvent apporter à l’inertie globale d’un réseau électrique, et comment elles peuvent
fournir des services systèmes, compte tenu du support de fréquence et de l’inertie
synthétique. En particulier, cette approche peut contribuer à résoudre les problèmes
posés par les énergies renouvelables dans les systèmes électriques modernes, et
permettre une pénétration beaucoup plus large de ces énergies intermittentes.

H.4. Contribution de la Thèse

Cette thèse constitue un pas en avant dans le contrôle des Microgrids hybrides
AC/DC et introduit une analyse rigoureuse de leur stabilité via les techniques de
Lyapunov, en considérant le modèle dynamique non linéaire du système étudié.
Dans ce même contexte, le comportement de plusieurs périphériques interconnectés
est analysé en considérant une approche System-of-Systems, où différentes sources,
charges et systèmes de stockage doivent fonctionner correctement.

Le Microgrid étudié est composé d’énergies renouvelables, telles que des pan-
neaux PV contrôlés pour extraire la puissance maximale disponible, et la récupéra-
tion de l’énergie de freinage des métros ou des tramways où l’énergie générée par le
freinage est exploitée et correctement stockée pour être utilisée en cas de besoin.

Un HESS composé de batteries et de supercondensateurs est appliqué. La
batterie est utilisée pour réaliser le flux de puissance à long terme, sans nuire à
son cycle de vie, et le supercondensateur est utilisé pour réguler le bus DC du
réseau assurant l’équilibre de puissance du système.

Différents types de charges (DC, AC et CPL) sont insérés dans le Microgrid
pour comprendre les perturbations provoquées et comment le système réagit à ces
variations.

Enfin, la connexion avec le réseau principal AC est établie, où le côté DC du
réseau prend en charge le côté AC avec différentes stratégies de contrôle. Lorsqu’il
existe un réseau principal AC puissant, l’objectif de contrôle est de fournir des
services système en injectant/absorbant de la puissance active et réactive pour le
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réseau principal. Lorsqu’il y a un réseau faible, ou même dans un cas isolé (pas de
machine synchrone), la cible de contrôle est de contrôler la fréquence et la tension
du système AC, assurant un fonctionnement correct et la stabilité du système. Par
conséquent, le support de tension et de fréquence met en évidence la fourniture de
services système.

Dans ce dernier cas d’interconnexion avec le réseau faible AC, on développe une
approche de machine virtuelle synchrone, où l’équation différentielle d’un alternateur
synchrone traditionnel est introduite dans le convertisseur AC/DC pour imiter
le comportement inertiel d’une machine synchrone. Par conséquent, la stratégie
de contrôle est conçue pour fournir un support inertiel, améliorant la stabilité
de la tension et de la fréquence. Une étape additionnelle a été l’utilisation de la
valeur d’inertie comme variable d’état pour améliorer le support de fréquence et la
robustesse.

À partir du modèle Microgrid résultant, un contrôle non linéaire distribué est
développé en tenant compte du fonctionnement de chaque appareil du système
et de la stabilité de l’ensemble du réseau. Par conséquent, le contrôleur non
linéaire proposé est capable d’intégrer les énergies renouvelables tout en alimentant
correctement les charges locales. La commande du bus DC du Microgrid, et le
système de freinage régénératif des trains lorsque c’est le cas, sont conçus sur
la base d’une perturbation singulière induite par la commande et d’une dynamic
feedback linearization. Les contrôleurs de l’équipement Microgrid sont conçus via
des techniques de feedback linearization et backstepping, tandis qu’une fonction
de Lyapunov considérant l’ensemble du système est construite pour garantir son
stabilité.

Par conséquent, les perturbations du système telles que les pics d’énergie élevés
dus au freinage des trains, la nature intermittente des énergies renouvelables, les
variations de charge et les dynamiques non linéaires sont prises en compte dans
les évaluations de la stratégie de commande non linéaire. Les performances du
contrôleur proposé sont mises en évidence par des simulations détaillées et la
comparaison de la stratégie de contrôle linéaire classique est effectuée pour souligner
les améliorations de la réponse de contrôle et des propriétés de robustesse du contrôle
non linéaire par rapport à l’approche linéaire.

Les contributions de la thèse peuvent être résumées comme:

• Conception d’un Microgrid hybride AC/DC flexible capable d’intégrer un
certain nombre de générateurs distribués sans affecter la stabilité du système.
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• Intégration de différents ESS dans un HESS qui peut équilibrer l’ensemble du
réseau en transitoires et en régime permanent (stabilité à long terme).

• Étudiez les perturbations causées par les différentes charges connectées au
Microgrid et le comportement intermittent des énergies renouvelables.

• Concevoir une stratégie de contrôle pour permettre le freinage régénératif des
trains, de sorte que le sursaut de puissance soit correctement absorbé par le
système de stockage.

• Modélisation du système et conception d’une stratégie de contrôle non linéaire
distribuée à l’ensemble du Microgrid en fonction des caractéristiques physiques
de leurs composants, de sorte que la stabilité soit garantie.

• Développer une analyse de stabilité complète et rigoureuse, de sorte que les
propriétés de stabilité soient démontrées.

• Développer une stratégie de contrôle via une approche d’inertie virtuelle, de
sorte que le côté DC du réseau soit capable de fournir correctement des services
système au réseau AC, en considérant un réseau fort ou faible.

• Proposition d’un moment d’inertie virtuel variable pour améliorer la stabilité
en fréquence et le support inertiel.

H.5. Conclusions Générales

Au cours des dernières décennies, le développement des Microgrids est devenu
un sujet de recherche très important, visant à trouver un meilleur moyen d’intégrer
les énergies renouvelables et d’assurer un fonctionnement plus fiable des nouveaux
dispositifs de l’électroniques de puissance dans les systèmes d’alimentation. Les
Microgrids fournissent une excellente solution compte tenu de la croissance constante
de la demande de l’électricité et de la modernisation du réseau grâce aux concepts
de Smart-Grid. L’impact de la géneration distribuée basée sur l’électronique de
puissance est une préoccupation importante du système d’alimentation, car il affecte
de nombreux aspects des systèmes d’alimentation, brisant la radialité des réseaux
de distribution, la création de flux de courant bidirectionnel dans les départs de
distribution et réduisant considérablement l’inertie et ainsi la capacité de régulation
naturelle du système. Par conséquent, les réseaux DC sont considérés comme une
solution pertinente dans les systèmes d’alimentation, car la nature DC des appareils
de l’électroniques de puissance apporte des avantages technologiques et économiques.
Par exemple, il permet de réduire les étages de conversion dans le réseau, puisque
de nombreux éléments sont naturellement en courant continu, et permet un contrôle
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plus facile du flux de puissance qui ne dépend pas de la phase ou de la puissance
réactive.

Dans cette thèse, il est introduit la conception et le contrôle d’un Microgrid
hybride DC/DC pour intégrer différentes sources renouvelables, des systèmes de
stockage d’énergie et des charges pour un fonctionnement fiable et la stabilité de
l’ensemble du système. La stabilisation des bus Microgrid par l’équilibre des flux de
puissance et la fourniture de services système est assurée par la stratégie de contrôle
proposée, où une analyse rigoureuse de la stabilité est réalisée.

Dans le chapitre 1, une brève introduction sur les Microgrids et les défis de la
transition énergétique est présentée. Là, il est mentionné les impacts de la forte
pénétration de géneration distribuée dans le réseau, la caractéristique intermittente
des énergies renouvelables, la réduction de l’inertie due aux technologies de
l’électroniques de puissance et la transformation du réseau de production centralisée
en un système distribué hétérogène. En outre, l’importance du système de stockage
d’énergie pour les systèmes électriques afin de réduire l’impact des énergies
renouvelables équilibrant le flux d’énergie, d’améliorer la qualité et la fiabilité de
l’énergie et de fournir un support au réseau sont exposés. Enfin, les nouvelles
tendances dans les structures Microgrids sont présentées pour résoudre les problèmes
du système électrique, où l’approche de l’inertie virtuelle est mise en évidence.

Au chapitre 2, il a été présenté une synthèse des aspects de contrôle, de
fonctionnement et de stabilité des Microgrids, où des exemples d’application
et des stratégies de gestion réels sont introduits. Des structures de contrôle
standard liées aux modes de fonctionnement en îlotage ou connectés au réseau sont
développées pour mettre en évidence les défis du fonctionnement des Microgrids. Les
principaux aspects des Microgrids DC et AC sont comparés, où les simplifications
et améliorations pouvant être obtenues grâce à un réseau DC sont introduites. Les
problèmes de stabilité particuliers aux Microgrids sont mis en évidence, tels que
les solutions de contrôle développées pour maintenir le bon fonctionnement du
système, maintenir les indices de qualité de puissance et la fiabilité du système.
En outre, les limites des contrôleurs conventionnels sont exposées, présentant la
nécessité de développer des stratégies de contrôle fiables appropriées pour assurer le
bon fonctionnement du système face aux défis du Microgrid.

Dans le chapitre 3, les composants du Microgrid sont décrits: les systèmes
PV avec fonction intermittente où un algorithme MPPT permet au système de
fonctionner au point de puissance maximum; différents types de systèmes de stockage
d’énergie sous forme de batteries et de supercondensateurs à intégrer dans un
système de stockage d’énergie hybride pour améliorer leur fonctionnement dans les
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transitoires et la stabilité à long terme. La synthèse du freinage régénératif ferroviaire
est également proposée, motivée par des collaborations industrielles. Comme ceux-ci
introduisent une grande quantité de puissance sur de courtes périodes, l’intégration
de cette énergie récupérée des trains se fait sur la base d’équipements plus spécifiques
capables de résister à ce problème particulier, et par une stratégie de contrôle
adaptée. Dans ce travail, un supercondensateur connecté via un convertisseur
bidirectionnel, est capable d’absorber cette grande quantité de puissance lors de la
reprise de coupure, et de réduire la forte fluctuation de puissance. La dernière partie
du chapitre présente le Microgrid proposé où le niveau de tension et la configuration
des convertisseurs de puissance sont dessinés.

Au chapitre 4, le modèle dynamique non linéaire du Microgrid est présenté,
par un modèle dans l’espace d’état de l’ensemble du système. Un certain nombre
d’éléments sont connectés au Microgrid: deux sources d’énergie renouvelables
différentes (panneaux photovoltaïques et récupération de l’énergie de freinage des
trains), deux types de stockage agissant à des échelles de temps différentes (une
batterie et un supercondensateur), une charge DC et la connexion avec le réseau
AC principal. Ensuite, un contrôleur non linéaire distribué de bas niveau, basé
sur l’approche System-of-Systems, est développé pour le Microgrid DC intégré
dans une gare connectée au réseau. Des approches de feedback linearisation et
backstepping sont utilisées dans les dispositifs Microgrid. Pour les sous-systèmes
de supercondensateurs et de trains, le problème de phase non minimale des
convertisseurs boost/buck, en fonction de leur sortie de commande choisie, est
résolu par une séparation d’échelle de temps explicite induite par la commande,
qui est ensuite traitée par une analyse de perturbation singulière. Par conséquent,
une dynamic feedback linearisation est appliquée en utilisant des propriétés de
perturbation singulières, assurant le bon contrôle de ces sous-systèmes. Une fonction
de Lyapunov pour l’ensemble du système, compte tenu des dispositifs interconnectés
du Microgrid, est utilisée pour assurer la stabilité de l’ensemble. L’analyse de
stabilité donne des propriétés de Input-to-State stability pour le Microgrid, par
conséquent le système peut fonctionner correctement à l’intérieur de la région de
stabilité et avoir de bonnes propriétés de robustesse à partir des résultats de ISS.
Les simulations mettent en évidence les performances du contrôle proposé, avec des
tests de robustesse paramétriques et une comparaison avec le contrôleur linéaire
traditionnel (PI), soulignant les meilleures performances du contrôleur non linéaire
proposé. Le comportement transitoire est bien meilleur et le réglage du contrôle
beaucoup plus facile avec le contrôle non linéaire. Enfin, une tension de bus DC non
statique est proposée pour effectuer la stabilisation du réseau, ce qui se traduit
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par une loi de commande beaucoup plus simple. De plus, il a été proposé une
simplification de la dynamique du courant du bus DC, en négligeant les petits
termes. De cette manière, il était possible de développer une fonction de Lyapunov
plus simple. Des tests de simulation des deux propositions sont effectués montrant
les performances du système.

Au chapitre 5, le côté AC du Microgrid est mieux détaillé, ainsi que la fourniture
de services systèmes nécessaires pour assurer sa stabilité. Le modèle dynamique du
réseau AC est développé, y compris la connexion du Microgrid DC à travers un
convertisseur de type VSC. Une analyse de la stabilité du réseau électrique, axé sur
la stabilité de la tension et de la fréquence est proposé, mettant en évidence les
problèmes de stabilité induits par l’augmentation du nombre de convertisseurs de
puissance dans le réseau et la transition énergétique en général. Le manque d’inertie
dans de tels systèmes est mis en évidence, où l’approche par inertie virtuelle est
proposée ici pour améliorer la stabilité et le partage des responsabilités. L’inertie
virtuelle est implémentée dans le Microgrid et les performances du système sont
testées par des simulations, où la régulation de tension est effectuée par contrôle
de statisme. De cette façon, il est assuré la fourniture de services système pour
un réseau faible, comme le sont les Microgrids AC. Une comparaison avec la
stratégie de contrôle de statisme est effectuée, où le support inertiel et la réponse
en fréquence dynamique pour le contrôle d’inertie virtuelle sont mis en évidence
dans les simulations. Par conséquent, une inertie virtuelle adaptative est proposée
où la constante d’inertie devient un paramètre de commande variant dans le temps,
laquelle adaptation peut être conçue pour améliorer la stabilité de fréquence et
le support inertiel. Une analyse de stabilité de l’inertie virtuelle adaptative est
effectuée où la stabilité asymptotique est assurée via le théorème de La Salle. Les
résultats de la simulation montrent l’efficacité de l’inertie adaptative proposée, où
une comparaison avec la solution de statisme et le contrôle de courant classique est
effectuée.

Cette thèse vise à étudier des solutions pour les Microgrids, en tenant compte
des tendances actuelles des systèmes électriques. L’utilisation de systèmes DC est
proposée, mettant en évidence plusieurs caractéristiques bénéfiques, comme des
topologies de convertisseur et une conception de commande plus simples, et le fait
qu’il n’y a plus de variables complexes ni de régulation de la puissance réactive et
de la fréquence. En outre, les tendances actuelles des réseaux AC sont exposées, en
particulier l’inertie virtuelle pour améliorer le partage de puissance dans les systèmes
isolés, et améliorer la stabilité de fréquence en prouvant la prise en charge de l’inertie
et du contrôle primaire dans les Microgrids. De la même manière, il est discuté des
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nouvelles tendances dans les services système, comme le support inertiel, en réponse
à la forte pénétration de l’électronique de puissance, fournissant un cadre pour
l’évolution du Microgrid dans les futures solutions Smart Grids.

H.6. Résultats Principaux

Les principales contributions de cette thèse peuvent être résumées comme suit:

1. Développement d’une stratégie de contrôle non linéaire pour chaque conver-
tisseur du Microgrid basé sur le backstepping et feedback linearization.

2. Concevoir une stratégie de contrôle non linéaire pour résoudre le problème
de phase non minimale des convertisseurs DC/DC en fonction de la sortie
de contrôle choisie. La conception de la séparation temporelle induite par la
commande et la dynamic feedback linearization sont utilisées pour développer
un contrôleur pour le convertisseur élévateur pour le supercondensateur et le
convertisseur abaisseur pour le système de récupération de freinage de train.

3. Intégration du système de freinage régénératif des trains, qui est une
source d’énergie renouvelable originale dans un Microgrid, assurant le bon
fonctionnement du système, compte tenu de la caractéristique de fluctuations
de puissance de la récupération d’énergie de freinage.

4. Une analyse rigoureuse de la stabilité de l’ensemble du Microgrid en tenant
compte de tous les dispositifs interconnectés, où la stabilité ISS. La preuve
est formellement faite avec des fonctions constructives de Lyapunov où la
stabilité de l’ensemble du système est assurée. L’analyse de stabilité garantit
les performances dynamiques du système et de son exploitation.

5. Développement d’une stratégie de contrôle pour le partage de puissance et
l’amélioration de la stabilité de fréquence basée sur une approche d’inertie
virtuelle pour les Microgrids AC ou les réseaux faibles. La proposition
d’inertie virtuelle adaptative pour améliorer la réponse inertielle des Micro-
grids, où la constante d’inertie est variable. Une analyse de stabilité est menée
pour prouver la stabilité asymptotique de l’inertie virtuelle adaptative dans
l’application des convertisseurs de puissance.

6. Une comparaison avec la stratégie de contrôle de statisme traditionnelle est
effectuée via des simulations, où la réponse améliorée de l’inertie virtuelle
adaptative est mise en évidence, puisque l’approche de contrôle de statisme
n’est pas en mesure de fournir un support inertiel et a de mauvaises
caractéristiques de réponse transitoire.
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H.7. Travaux Futurs

Cette thèse a apporté plusieurs contributions liées à la commande et le support
de services système par un Microgrid pour les réseaux faibles. Cependant, il existe
encore de nombreux problèmes à étudier.

1. Les réseaux DC ne sont pas encore répandus dans les réseaux de distribution
conventionnels. Il reste encore de nombreux problèmes de recherche à résoudre
pour leur utilisation généralisée. Les schémas de protection des réseaux DC
sont encore un défi technique difficile, ainsi que les problèmes de niveau de
tension et le manque de solutions commerciales pour les convertisseurs de
puissance DC/DC pour interconnecter facilement les systèmes DC, ouvrant
la possibilité de construire des réseaux purement DC. Une étape suivante
consiste à développer des schémas de protection et de contrôle mixtes dans
les convertisseurs de puissance pour améliorer la faisabilité des systèmes DC.
De plus, l’étude des systèmes hybrides mixtes AC/DC peut être un bon
compromis entre les réseaux classiques et DC.

2. Le modèle de gare peut être plus détaillé pour inclure des aspects réels du
freinage régénératif des trains. Dans ce travail, l’impédance du train est fixe,
mais en application réelle, les pertes varient en fonction de la position du
train. De plus, l’entraînement électrique du train pourrait être inclus pour
faire correspondre le freinage d’un train avec l’accélération d’un autre comme
cela se fait généralement.

3. Différents résultats peuvent être dérivés de l’analyse de stabilité par des
considérations basées sur la passivité et la mise en oeuvre de schémas de
contrôle adaptatif en considérant des propositions différentes de celles faite
dans cette thèse.

4. L’inclusion de caractéristiques d’inductance dans les câbles du côté DC du
Microgrid (non inclus dans la thèse) apportera une dynamique différente
au système, où une nouvelle conception et un contrôle du système sont
nécessaires. De plus, des aspects de filtrage peuvent résulter de cette analyse
et une fonction de Lyapunov de la dynamique du courant d’inductance peut
être considérée.

5. L’inertie virtuelle adaptative peut également être appliquée au facteur
d’amortissement de l’équation d’oscillation, où des résultats plus forts
peuvent être obtenus. Le choix des paramètres pour le coefficient d’inertie et le
facteur d’amortissement est un sujet d’étude intéressant, où l’optimisation de
ces paramètres peut être réalisée en tenant compte des marges opérationnelles
de différents systèmes électriques comme les réseaux faibles ou les Microgrids.
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Le paramétrage approprié de l’inertie virtuelle peut vraiment améliorer les
propriétés de stabilité du système.

6. Un banc d’essai expérimental du système Microgrid proposé doit être mis en
place pour la validation pratique des schémas de contrôle et le réglage du
gain. Dans ce qui suit, ils seront testés dans une vraie station de métro. En
outre, les problèmes de réseaux à tension déséquilibrée et de PLL peuvent
être inclus pour envisager un réseau plus réaliste.

7. Enfin, des travaux futurs sur le développement d’un niveau de contrôle
secondaire et tertiaire pour le Microgrid proposé sont nécessaires. Il est
important de comprendre le comportement du système et l’interaction de la
hiérarchie de contrôle entre les différentes couches. Cela permettra également
la possibilité d’inclure des aspects économiques et de viser la durabilité en
plus de la fiabilité et de la qualité de l’énergie.
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Résumé: Les Microgrids sont une excellente
solution aux problèmes actuels soulevés par la
croissance constante de la demande de charge
et la forte pénétration des sources d’énergie re-
nouvelables, qui se traduisent par une moderni-
sation du réseau grâce au concept de “Smart-
Grids”. L’impact des sources d’énergie dis-
tribuées basées sur l’électronique de puissance
est une préoccupation importante pour les sys-
tèmes d’alimentation, où la régulation naturelle
de la fréquence du système est entravée en rai-
son de la réduction de l’inertie. Dans ce con-
texte, les réseaux à courant continu (CC) sont
considérés comme une solution pertinente, car la
nature CC des appareils électroniques de puis-
sance apporte des avantages technologiques et
économiques par rapport au courant alternatif
(CA). La thèse propose la conception et le con-
trôle d’une Microgrid hybride AC/DC pour inté-
grer différentes sources renouvelables, y compris
la récupération d’énergie solaire et de freinage
des trains, aux systèmes de stockage d’énergie
sous forme de batteries et de supercondensa-
teurs et à des charges telles que les véhicules
électriques ou d’autres réseaux (AC ou DC),
pour un fonctionnement et une stabilité fiables.
La stabilisation des tensions des bus du Micro-
grid et la fourniture de services systèmes sont
assurées par la stratégie de contrôle proposée,
où une étude de stabilité rigoureuse est réal-
isée. Un contrôleur non linéaire distribué de
bas niveau, basé sur une approche “System-
of-Systems”, est développé pour un fonction-
nement correct de l’ensemble du Microgrid. Un

supercondensateur est appliqué pour faire face
aux transitoires, équilibrant le bus CC du Mi-
crogrid et absorbant l’énergie injectée par des
sources d’énergie intermittentes et possiblement
très fortes comme celle provenant du freinage
régénératif de trains ou metros, tandis que la
batterie réalise le flux de puissance à long terme.
Un contrôle de linéarisation par bouclage dy-
namique basé sur une analyse par perturbation
singulière est développé pour les superconden-
sateurs et les trains. Des fonctions de Lyapunov
sont construites en tenant compte des disposi-
tifs interconnectés au Microgrid pour assurer la
stabilité de l’ensemble du système. Les sim-
ulations mettent en évidence les performances
du contrôle proposé avec des tests de robustesse
paramétriques et une comparaison avec le con-
trôleur linéaire traditionnel. L’approche VSM
(Virtual Synchronous Machine) est implémentée
dans le Microgrid pour le partage de puissance et
l’amélioration de la stabilité de fréquence. Une
inertie virtuelle adaptative est proposée, puis la
constante d’inertie devient une variable d’état
du système qui peut être conçue pour améliorer
la stabilité de fréquence et le support inertiel,
où l’analyse de stabilité est effectuée. Par con-
séquent, le VSM est la connexion de liaison entre
les côtés DC et AC du Microgrid, où la puissance
disponible dans le réseau DC est utilisée pour les
services système dans les Microgrids AC. Les ré-
sultats de la simulation montrent l’efficacité de
l’inertie adaptative proposée, où une compara-
ison avec la solution de statisme et le contrôle
standard est effectuée.



Title: Control of AC/DC microgrids with renewables in the context of smart grids in-
cluding ancillary services and electric mobility

Keywords: Microgrids, nonlinear control, power system stability, voltage and frequency regu-
lation, Lyapunov methods, virtual inertia, ancillary services

Abstract: Microgrids are a very good solu-
tion for current problems raised by the constant
growth of load demand and high penetration of
renewable energy sources, that results in grid
modernization through “Smart-Grids” concept.
The impact of distributed energy sources based
on power electronics is an important concern
for power systems, where natural frequency reg-
ulation for the system is hindered because of
inertia reduction. In this context, Direct Cur-
rent (DC) grids are considered a relevant solu-
tion, since the DC nature of power electronic de-
vices bring technological and economical advan-
tages compared to Alternative Current (AC).
The thesis proposes the design and control of
a hybrid AC/DC Microgrid to integrate differ-
ent renewable sources, including solar power and
braking energy recovery from trains, to energy
storage systems as batteries and supercapaci-
tors and to loads like electric vehicles or another
grids (either AC or DC), for reliable operation
and stability. The stabilization of the Micro-
grid buses’ voltages and the provision of ancil-
lary services is assured by the proposed con-
trol strategy, where a rigorous stability study
is made. A low-level distributed nonlinear con-
troller, based on “System-of-Systems” approach
is developed for proper operation of the whole
Microgrid. A supercapacitor is applied to deal

with transients, balancing the DC bus of the Mi-
crogrid and absorbing the energy injected by in-
termittent and possibly strong energy sources as
energy recovery from the braking of trains and
subways, while the battery realizes the power
flow in long term. Dynamical feedback control
based on singular perturbation analysis is devel-
oped for supercapacitor and train. A Lyapunov
function is built considering the interconnected
devices of the Microgrid to ensure the stabil-
ity of the whole system. Simulations highlight
the performance of the proposed control with
parametric robustness tests and a comparison
with traditional linear controller. The Virtual
Synchronous Machine (VSM) approach is im-
plemented in the Microgrid for power sharing
and frequency stability improvement. An adap-
tive virtual inertia is proposed, then the iner-
tia constant becomes a system’s state variable
that can be designed to improve frequency sta-
bility and inertial support, where stability anal-
ysis is carried out. Therefore, the VSM is the
link between DC and AC side of the Microgrid,
regarding the available power in DC grid, ap-
plied for ancillary services in the AC Microgrid.
Simulation results show the effectiveness of the
proposed adaptive inertia, where a comparison
with droop and standard control techniques is
conducted.
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