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Titre : Une démarche de sûreté pour les CPS-IoT

Mots clés : Systèmes cyber-physiques, Internet des Objets, sûreté de fonctionnement, sécurité

Résumé : Depuis plusieurs années, nous assistons à
une convergence entre les systèmes cyber-physiques
(CPS) et l’Internet des Objets (IoT). Les CPS intègrent
les systèmes embarqués avec leur environnement
physique et humain en assurant une communication
entre différents capteurs et actionneurs. L’IoT vise le
réseau et les protocoles de communication entre les
objets connectés. Cette convergence offre des pers-
pectives d’applications diverses allant des véhicules
connectés aux réseaux électriques intelligents ainsi
qu’aux usines du futur.
Le but de cette thèse est d’assurer et garantir la sûreté
de fonctionnement des systèmes CPS-IoT. Pour ceci,
nous avons considéré un cas d’étude spécifique tout
au long de la thèse qui est les drones.
Dans un premier temps, on s’est focalisé sur les
différentes méthodes d’analyse de sûreté de fonction-
nement qui sont déjà existantes. Ces méthodes ont
fait leurs preuves pour la conception et la réalisation
des systèmes embarqués. Tout au long de ce pro-
cess, on a essayé de répondre à la question suivante:
est-ce que ces méthodes existantes sont adéquates
pour réaliser les analyses de sûreté de fonctionne-
ment nécessaires pour les CPS-IoT ? On a conclu

la nécessité de nouvelles approches pour analyser la
sûreté de fonctionnement des systèmes CPS-IoT du
fait de la complexité significative de ces systèmes.
Dans un second temps, on a proposé une
méthodologie pour l’analyse prédictive de la résilience
des CPS-IoT. La résilience est définie comme étant la
capacité d’un système à tolérer les pannes, à conti-
nuer à fournir le service demandé tout en considérant
les différentes contraintes internes et externes au
système. On a différencié deux types différents de
résilience qui sont la résilience endogène et exogène.
La résilience endogène est la capacité inhérente du
système à détecter et à traiter les défauts internes et
les attaques malveillantes. La résilience exogène est
la capacité permanente du système à maintenir un
fonctionnement sûr dans son environnement ambiant.
La dernière partie de notre travail a consisté à inves-
tiguer l’impact de l’intelligence artificielle sur la sûreté
de fonctionnement des CPS-IoT. Plus spécifiquement,
on s’est intéressé à comment serait-il possible d’uti-
liser l’intelligence artificielle pour accroı̂tre la sûreté
des drones lors de la phase de planification de che-
min. Les résultats obtenus ont été comparés avec les
algorithmes de planification existants.

Title : A safety approach for CPS-IoT

Keywords : Cyber-Physical Systems, Internet of Things, safety, security

Abstract : For several years now, we have been wit-
nessing a convergence between cyber-physical sys-
tems (CPS) and the Internet of Things (IoT). CPS in-
tegrate embedded systems with their physical envi-
ronment and human by ensuring communication bet-
ween different sensors and actuators. The IoT targets
the network and communication protocols between
connected objects. This convergence offers applica-
tion opportunities a variety of vehicles connected to
the smart grid as well as the factories of the future.
The purpose of this thesis is to ensure and guarantee
the operational safety of CPS-IoT systems. For this,
we have considered a specific case study throughout
the thesis which is the drones.
Initially, we focused on the different methods of analy-
sis of operating safety that already exist. These me-
thods have made it possible to their proofs for the
design and implementation of embedded systems. All
throughout this process, we have tried to answer the
following question: is it that these existing methods
are adequate for performing safety analyses neces-
sary for the CPS-IoT? It was concluded that there was

a need to new approaches to analyse the operational
safety of systems CPS-IoT due to the significant com-
plexity of these systems.
In a second step, a methodology for predictive ana-
lysis of the resilience of CPS-IoT. Resilience is defi-
ned as the ability to a system to tolerate failures, to
continue to provide the requested service while consi-
dering the different internal and external constraints
of the system. We have differentiated two different
types of resilience which are endogenous resilience
and exogenous. Endogenous resilience is the sys-
tem’s inherent ability to detect and treat internal de-
fects and malicious attacks. Exogenous resilience is
the system’s permanent ability to maintain safe ope-
ration in its ambient environment.
The last part of our work consisted in investigating
the impact of artificial intelligence on the operatio-
nal safety of CPS-IoT. More specifically, attention was
paid to how artificial intelligence could be used to in-
crease the safety of drones during the path planning
phase. The results obtained were compared with exis-
ting planning algorithms.
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Résumé de la thèse en Français

Au cours de la dernière décennie, nous avons assisté à un déploiement croissant des

Systèmes Cyber-Physiques (CPS) dans différentes disciplines. Les systèmes cyber-

physiques sont des intégrations de calcul avec des processus physiques. Les ordi-

nateurs et les réseaux embarqués surveillent et contrôlent les processus physiques,

généralement par des boucles de rétroaction où les processus affectent les calculs

et vice versa [1].

Les applications émergentes des systèmes cyber-physiques sont destinées à fonc-

tionner dans une forme distribuée sur une plateforme qui combine le calcul à haute

performance avec de grandes catégories de capteurs fournissant une énorme quan-

tité de données. La Commission Européenne promeut le terme ACPS pour désigner

ces derniers systèmes, où A signifie autonome, adaptable ou artificiel selon la car-

actéristique abordée [2]. Malgré cette tendance les questions de sécurité restent

un défi important. Un problème majeur est de combiner la présence du système

dans son environnement physique et sa caractérisation y compris la conception du

logiciel intégré.

L’origine des systèmes cyber-physiques remonte aux systèmes embarqués. Les

systèmes embarqués remontent aux années 1960 avec l’invention des circuits intégrés [3].

A partir de ce moment, les systèmes embarqués ont été fortement associés à des

applications critiques telles que l’avionique et l’industrie automobile. Les systèmes

embarqués ont toujours été tenus à des standards de fiabilité et de prédictibilité

plus exigeants que l’informatique à usage général. La fiabilité est définie dans

la norme ISO 8402 [4] comme la capacité d’un élément à effectuer une fonction
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donnée, dans des conditions environnementales et opérationnelles et pour une

certaine période de temps. De plus, les utilisateurs ont constaté un niveau de

sécurité accru grâce à l’intégration des systèmes embarqués dans leur vie quotidi-

enne. Par conséquent, lors du passage des systèmes embarqués vers les systèmes

cyber-physiques, l’attente de fiabilité et d’efficacité ne fait qu’augmenter. En effet,

sans amélioration de fiabilité et de prévisibilité, les CPS n’atteindront pas leur

plein potentiel et ne seront pas déployés dans des applications critiques.

Problème de recherche

Dans cette thèse, on aborde le problème de la sécurité des systèmes cyber-physiques

(autonomes) et on se focalise sur la manière d’inclure la sécurité dès les premières

étapes de la conception du système. La problématique de recherche est ensuite

déclinée en quatre grandes catégories, qui constituent également notre mode opératoire.

Tout d’abord, on étudie les approches de sûreté de fonctionnement tradition-

nellement utilisées pour les systèmes embarqués, ensuite on analyse si ces ap-

proches conviennent aux systèmes cyber-physiques et on identifie leurs limites -

si elles existent. Ce problème de recherche vise également à déterminer s’il ex-

iste des paradigmes émergents qui sont plus adaptés à la sécurité des systèmes

cyber-physiques.

Deuxièmement, on identifie les facteurs clés pour traiter la sûreté de fonction-

nement des systèmes cyber-physiques.

Troisièmement, on propose une approche basée sur les contrats afin de traiter

la sûreté de fonctionnement des systèmes cyber-physiques.

Enfin, on considère la tendance croissante qui intègre l’intelligence artificielle

dans les systèmes cyber-physiques. On évalue son impact sur la sûreté de fonction-

nement. Etant donné l’ampleur du sujet de recherche, on se limite aux systèmes

de navigations des systèmes cyber-physiques autonomes.

E. Laarouchi 4 / 136
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Contributions

La première contribution de cette thèse porte sur les principales techniques d’analyse

de la sûreté de fonctionnement des systèmes embarqués et examine si elles sont

adaptées lorsqu’elles sont appliquées aux systèmes cyber-physiques. Bien que notre

analyse ne soit pas exhaustive, on converge vers la conclusion que de nouveaux

paradigmes devraient être introduits. Parmi ceux-ci, la notion de résilience sem-

ble plus appropriée lorsqu’on considère la sûreté de fonctionnement des systèmes

cyber-physiques. Cette première contribution a été publiée dans l’Ada User Jour-

nal [5].

Dans la deuxième contribution, on étudie les facteurs clés de la sûreté de fonc-

tionnement qui doivent être pris en compte lors des analyses de sûreté des systèmes

cyber-physiques. On converge indépendamment vers les résultats fournis dans [6],

où l’auteur présente une nouvelle façon d’aborder la sûreté de fonctionnement de

systèmes aussi complexes que les systèmes cyber-physiques. En considérant les

drones comme cas d’étude et en se concentrant sur les applications civiles de ces

systèmes, on distingue trois facteurs principaux qui sont: le drone (le CPS), le(s)

opérateur(s) humain(s) et l’environnement dans lequel le système est utilisé. Ces

facteurs clés sont fortement liés et leur connexion doit être prise en considération

lors de l’analyse de sûreté des systèmes cyber-physiques. Les résultats de cette con-

tribution ont été publiés dans la conférence Digital Avionics Systems Conference

(DASC) [7].

La troisième et principale contribution de cette thèse est la proposition d’une

méthodologie (basée sur les contrats) pour l’analyse de la résilience des systèmes

cyber-physiques autonomes. La résilience d’un système est définie comme étant sa

capacité à résister aux perturbations externes de son environnement et à continuer

à fournir le comportement attendu. En abordant la résilience des systèmes cyber-

physiques, on identifie deux types différents qui sont: endogène et exogène. La

résilience endogène se traduit par la capacité du système à traiter les défaillances

internes et à résister aux cyber-attaques. La résilience exogène repose sur la ca-

pacité du système à fonctionner en toute sécurité dans son environnement ambiant.

La méthodologie proposée est la suivante; on commence par définir des contrats

afin de préciser le comportement souhaité du système. Ensuite, on représente

E. Laarouchi 5 / 136



6

le système sous forme d’un réseau d’automates temporisés et on utilise l’outil

UPPAAL pour vérifier les contrats spécifiés et valider la résilience endogène du

système. En parallèle, la résilience exogène est validée en utilisant l’outil CAT

(Contract Analysis Tool) pour vérifier les contrats sur des modèles 3D. Les résultats

de cette contribution ont été publiés dans le journal IEEE Access [8].

La quatrième contribution de cette thèse aborde le problème de la sûreté de

fonctionnement et de l’intégration de l’Intelligence Artificielle (IA) dans la naviga-

tion autonome des systèmes cyber-physiques autonomes. Plus en détail, on intro-

duit les algorithmes génétiques dans la planification de chemins pour l’usage des

drones dans un milieu urbain. Pour évaluer les résultats obtenus, on spécifie une

base de référence mesurable basée sur l’algorithme bien connu A*. Nos résultats

montrent que les algorithmes génétiques améliorent la sûreté de système par rap-

port à l’algorithme A*. Ces résultats ont été récemment publiés dans la Interna-

tional Conference on Cyber-Physical Systems (ICCPS) [9].

Structure de la thèse

Ce manuscrit de thèse est structuré comme suit. Chapitre 1 ”Systèmes cyber-

physiques et sûreté de fonctionnement” présente les concepts impliqués dans cette

thèse. On commence par la définition bien connue des systèmes cyber-physiques,

leurs principales caractéristiques et leurs applications. Ensuite, on présente l’état

de l’art sur l’évolution des concepts de sûreté de fonctionnement. On montre les

limites des analyses de sûreté de fonctionnement traditionnelles pour les systèmes

embarqués et on identifie les facteurs clés de sûreté pertinents pour l’analyse

de sûreté des systèmes cyber-physiques. Parmi ceux-ci, on souligne plus tard

l’importance du concept de la résilience. Ensuite, on donne quelques notions et

définitions de base sur les approches basées sur les contrats (CBD) et les réseaux

d’automates temporisés. Ces définitions sont essentielles pour appréhender les

chapitres suivants du manuscrit.

Chapitre 2 ”Une nouvelle méthodologie pour l’analyse de la résilience des

systèmes cyber-physiques autonomes” présente une méthodologie basée sur les ap-

proches par contrats pour l’analyse de la résilience des systèmes cyber-physiques

autonomes. Deux types de résilience sont détaillés : endogène et exogène. Cha-
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cune est analysée séparément. Une section est consacrée au retour d’expérience

sur les travaux de développement et de réalisation des différents modèles. Le cas

d’étude est l’application civile des drones dans des situations d’urgence médicale.

Chapitre 3 ”Sûreté et navigation autonome” présente une étude de l’impact de

l’intelligence artificielle et des algorithmes génétiques dans la sûreté de fonction-

nement des systèmes cyber-physiques autonomes. Le cas d’étude présenté est la

navigation des drones dans un milieu urbain avec une forte densité d’obstacles.

On termine le manuscrit par une conclusion générale et des perspectives des

travaux de thèse.
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General introduction

In the last decade, we have witnessed an increasing deployment of Cyber-Physical

Systems (CPS) in different disciplines. Cyber-Physical Systems are integrations of

computation with physical processes. Embedded computers and networks monitor

and control the physical processes, usually with feedback loops where physical

processes affect computations and vice versa [1].

The emerging applications of cyber-physical systems are destined to run in a

distributed form on a platform that combines high performance computing with

broad classes of sensors providing a big amount of data. The broad majority of

these new applications can be classified as “distributed sense and control systems”

that go substantially beyond the “compute” or “communicate” functions, tradi-

tionally associated with information technology [1]. These applications have the

potential to influence how we deal with a large range of problems today. For

example, security and safety including surveillance, energy management and dis-

tribution, efficient and reliable transportation. Actually, CPS applications cover

autonomous functionalities and include artificial intelligence [13]. The European

commission promotes the term ACPS to refer to these latter systems, where A

stands for autonomous, adaptive or artificial with respect to the tackled feature [2].

Despite this trend, safety issues remain a thorny challenge. One major problem is

to combine the system’s presence in the physical surroundings and its characteri-

zation, including the embedded software design.

The origin of cyber-physical systems goes back to embedded systems. Em-

bedded systems date back to the 1960s with the invention of integrated circuits

13



(IC) [3]. From this point on, embedded systems have been strongly associated with

critical applications such in avionic and automotive industry. Embedded systems

have always been held to a higher reliability and predictability standards than

general-purpose computing. Reliability is defined in ISO 8402 [4] as the ability of

an item to perform a required function, under given environmental and operational

conditions and for a stated period of time. Customers have witnessed an increased

safety level with the integration of embedded systems in their daily life. For exam-

ple, since anti-lock braking system (ABS) have been integrated in cars, the number

of accidents caused by locked up wheels during braking has drastically decreased.

Consequently, in the transition from embedded systems to CPS, the expectation

of reliability and efficiency will only increase. In fact, without improved reliability

and predictability, CPS will not reach their full potential and will not be deployed

in critical applications such as traffic control and automotive safety.

Research Problem

In this thesis, I address the research problem of safety for (autonomous) cyber-

physical systems and I focus on how to include safety since the early stages of

system design. The addressed research problem is further declined into four main

categories, which constitute also our modus operandi.

Firstly, I investigate if the safety approaches traditionally used for embedded

systems can be suitable for CPS and I identify their limits - if any. This research

problem equally addresses if there are emerging paradigms which are more suitable

for CPS safety.

Secondly, I identify which are the key factors to deal with CPS safety.

Thirdly, I ask ourselves which are the approaches, techniques and tools that

better meet CPS safety.

And finally, I consider the increasing trend, which integrates artificial Intelli-

gence into CPS. I evaluate its impact on safety. Given the extensively research

subject, I limit the study to autonomous navigation systems.
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Contributions

The first contribution of this thesis addresses the main techniques for safety analy-

sis of embedded systems and investigates if they are suitable when they are applied

to CPS. Although my analysis is not exhaustive, I converge towards the conclusion

that new paradigms should be introduced. Among them, the notion of resilience

seems more appropriate when considering CPS safety. This first contribution has

been published in Ada User Journal [5].

In the second contribution, I investigate the safety and reliability key factors

that need to be taken into account during the safety analysis of cyber-physical

systems. I independently converge towards the results provided in [6], where the

author introduce a new way of tackling safety of systems as complex as CPS (Safety

I, Safety II and Safety III).

To this end, I consider drones as a use case and I focus on the civilian applica-

tions of these systems. I distinguish three main key factors: the drone (the CPS),

the human operator(s) and the environment in which is the system is operated.

These key factors are strongly linked and their connection must be taken into

consideration during the safety analysis of CPS. This contribution results were

published on the Digital Avionics Systems Conference (DASC) [7].

The third and main contribution of this thesis is the proposal of a (contract-

based) methodology for analysis of resilience in CPS. A system’s resilience is de-

fined as its capacity to withstand external disturbances from its environment and

to continue to provide the required outcomes. When addressing CPS resilience,

I identify two different types which are: endogenous and exogenous. Endogenous

resilience is reflected in the system’s capability of processing internal faults and

resisting to cyber-attacks. Exogenous resilience relies on the system’s ability to

safely operate in its ambient environment. I start by defining contracts in order

to specify the wished behaviour of the system. Then, I represent the system as

a network of timed automata and I use the tool UPPAAL to verify the specified

contracts and validate the endogenous resilience of the system. In parallel, ex-

ogenous resilience is validated using CAT (Contract Analysis Tool) to verify the

contracts over 3D models. This contribution results were published in IEEE Access

Journal [8, 14].
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The fourth contribution of this thesis addresses the problem of safety and the

integration of Artificial Intelligence (AI) into autonomous navigation for ACPS.

More in detail, I introduce genetic algorithms to select the path navigation under

safety constraints. To evaluate the obtained results, I specify a measurable baseline

based on the well-know A* algorithm. My result shows that genetic algorithms

improve the safety with respect to the baseline. This results has been recently

published in the International Conference on Cyber-Physical Systems (ICCPS) [9].

Structure of the Thesis

This thesis manuscript is structured as follows.

Chapter 1 ”Cyber-Physical Systems and Safety” introduces the concepts in-

volved in this thesis. I start by the well-know definition of CPS, its main features

and their applications. Then, I introduce the state of the art over the evolution of

safety concepts. I show the limits of the traditional safety analysis for embedded

systems and I identify the safety key factors relevant to the safety analysis of CPS.

Among these later, I highlight the importance of resilience. Afterwards, I provide

some basic notions and definitions about Contract-Based Design (CBD) and net-

works of timed automata. These definitions are essential in order to apprehend

the following chapters of the manuscript.

Chapter 2 ”A new methodology for analysis of resilience in ACPS” introduce

the promoted contract-based methodology for the analysis of resilience in CPS.

Two types of resilience are detailed: endogenous and exogenous. Each one is ana-

lyzed separately. A section is dedicated to the feedback of the tool implementation

and the model realization. The studied use case is drone civilian application in

urgent medicine situations.

Chapter 3 ”Safety and autonomous navigation” investigates the impact of arti-

ficial intelligence and genetic algorithms in the safety of autonomous cyber-physical

systems. The studied use case is drone navigation in urban environment.

I end the manuscript with a general conclusion and the thesis’s prospectives.
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1.1 Introduction

In this chapter, I introduce the definitions and fundamentals related to cyber-

physical systems and safety. I also introduce the state of the art of existing method-

ologies involved in safety analysis. This fundamentals understanding is necessary

for comprehending the contributions presented later on in this manuscript.

Thus, in this chapter, I start by defining what is a cyber-physical system. After

outlining the main features of these systems as well as their applications, I address

the discipline of safety engineering. I give a brief history and background of safety,

then I discuss the different processes for system safety analysis. I also identify key

factors for CPS safety by considering drones as a use case. Finally, I provide some

basic notions and definitions about Contract-Based Design and networks of timed

automata which are essential to understand the rest of the manuscript.

1.2 Cyber-Physical Systems

1.2.1 Definition of a system

Oxford dictionary defines a system as “a set of things working together as parts

of a mechanism or an interconnecting network; a complex whole”.

The International Council on System Engineering (INCOSE) proposes another

definition: “A system is a construct of different elements that together produce

results not obtainable by the elements alone.”

In [15], the author defines a system as “any group of interacting, interrelated,

or interdependent parts that form a complex and unified whole that has a specific

purpose.”

The common point between all the definitions above is that all systems are

associations of elements (components) in interaction in order to bring out new

functionalities. It can be concluded that interactions are the very essence of sys-

tems. As a consequence, new properties appear, beyond those specific to the simple

components.
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1.2.2 Definition of a Cyber-Physical System

The original definition dates back from 2006 when a group of academics from the

United States realized that embedded systems were evolving into systems where

physical aspects played a fundamental role. The emergence of new and complex

systems such as smart electricity grids and autonomous vehicles has been a source

of interest for researchers. These systems are characterized by their distributed

aspect where both physical and software sub-systems are connected in order to

provide a particular service. The interaction between the intelligence provided by

distributed processors that were interconnected with networks of growing com-

plexity AND the physical world has become necessary to be taken into account.

Deliverable “Characteristics, capabilities, potential applications of Cyber-Physical

Systems: a preliminary analysis” [16] gives a well-summarized overview on how

the term ”cyber-physical system” has arised. The first definition proposed back

in 2006 by the group of academics is the following: “The integration of physical

systems and processes with networked computing has led to the emergence of a

new generation of engineered systems: Cyber-Physical Systems (CPS). Such sys-

tems use computations and communication deeply embedded in and interacting with

physical processes to add new capabilities to physical systems. These CPS range

from minuscule (pace makers) to large-scale (the national power-grid).”

The same deliverable [16] proposes a simple and yet general definition of cyber-

physical systems: “A CPS consists of computation, communication and control

components tightly combined with physical processes of different nature, e.g., me-

chanical, electrical, and chemical.” The authors consider that a simpler definition

would be more effective to convey to the public and to the policy makers what

CPS are all about.

Edward A. Lee in [17] defines cyber-physical systems as “an integration of com-

putation with physical processes. Embedded computers and networks monitor and

control the physical processes, usually with feedback loops where physical processes

affect computations and vice versa.” The cyber part includes all the software, the

code and the executed algorithms. As an intellectual challenge, CPS is about the

intersection, not the union, of the physical and the cyber. It is not sufficient to sep-

arately understand the physical components and the computational components.
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Instead, it is essential to understand their interaction [17].

Lately, a new concept known as Internet of Things (IoT) have emerged and

have been commonly associated with CPS. This concept emerged primarily from a

networking and information technology perspective. “The term Internet of Things

is used as an umbrella keyword for covering various aspects related to the extension

of the Internet and the Web into the physical realm, by means of the widespread

deployment of spatially distributed devices with embedded identification, sensing

and/or actuating capabilities” [18]. In [19], the authors provide a comparison be-

tween these two concepts by highlighting the similarities as well as the differences.

Broadly, a CPS corresponds to a system integrating electronics and software,

sensors and actuators and equipped with communication capabilities. A CPS

interacts with its environment in which in takes data, processes it and, through a

feedback loop, controls or influences the process in which it is associated. Through

its communication capabilities, a CPS can act in collaboration with other systems

and/or exchange data with remote systems. The communication can be either

wired or wireless. A CPS is characterized by a high degree of complexity that is

partly intrinsic and mainly due to interconnection and dynamic interactions with

other systems.

1.2.3 Autonomous Cyber-Physical Systems

During these last years, a trend towards integrating Artificial Intelligence (AI)

with CPS has been noticed. AI is the simulation of human intelligence processes

by computing systems. These processes include the acquisition of information,

its processing and reaching conclusions based on the processing carried out. Re-

markable success has been achieved by AI and machine learning algorithms in

solving complex tasks previously thought to require human intellect. The thrust

to achieve trustworthy autonomous systems, which can attain goals independently

in the presence of significant uncertainties and for long periods of time without any

human intervention, has always been enticing. Significant progress has been made

in the domains of both software and hardware in order to meet these objectives.

This emergence has led to a concerted effort to utilize AI in embedded software

for CPS applications giving place to what is called Autonomous Cyber-Physical
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Systems (ACPS) [20].

In 2014, the Cyber-Physical European Roadmap and Strategy (CyPhERS) [16,

21] pointed out AI as a distinctive characteristic of ACPS . In 2018, the Plat-

form4CPS [22] European project introduced a list of recommendations together

with the main scientific topics and business opportunity for ACPS markets [23].

Among the main topics, the project highlights the importance of ACPS (espe-

cially those including AI) and their impact on the incoming period with respect

to several aspects and disciplines.

The design and development of ACPS requires the convergence of the cyber

side (computing and networking) with the physical side (sensing and actuating)

and AI. This convergence is extremely challenging especially when it comes to

decision making under uncertainty. In an autonomous system, uncertainties can

arise from the operating environment, adversarial attacks, or within the system

itself.

ACPS technologies are expected to bring large-scale improvements through

new products and services across a myriad of applications ranging from healthcare

to logistics through manufacturing, transport and more. The technical founda-

tions and assumptions on which traditional safety engineering principles are based

worked well for human-in-the-loop systems where the human was in control, but

are inadequate for ACPS, where autonomy and AI are progressively more active

in this control loop. Incremental improvements in traditional safety engineer-

ing approaches over time have not converged to a suitable solution to engineer

ACPS, having increased levels of autonomy and adaptation. In addition to phys-

ical integrity, safety in ACPS is tightly related to ethical and legal issues such as

trustworthiness, responsibility, liability and privacy. This aspect becomes more

pronounced in the cases where the ACPS fails to accomplish its mission or if there

is an accident. Determining the responsible of the incident becomes a challenging

task.

1.2.4 CPS features

As I exposed earlier, a CPS corresponds to a system integrating electronics and

software, sensors and actuators and equipped with communication capabilities. In
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this section, I highlight the main distinctive aspects of CPS which are autonomy

levels, uncertainty, networking and complexity. Is is important to mention that

this list is not exhaustive. The goal of this section is to expose the most relevant

features of CPS in order to comprehend what makes them so particular compared

to other systems.

1.2.4.1 Autonomy levels

The first feature is the autonomy levels. CPS are typically designed to act

more or less independently of humans, even if they may be triggered by human

inputs, including shared control. Shared control is used when the CPS performs a

complex function that can be divided into several sub-functions. Each sub-function

is assigned to a particular operator that can be either human or automated. A great

example of this concept is an airplane with remote control systems. The remote

control system manages certain functions of the plane in order to let the human

operator (the pilot) to make decisions such as direction and altitude. The remote

control system is essential to keep the plane flying, without it the pilot would

need plenty of adjustments. Shared control has also its challenges: it is crucial to

clarify who is in control at any time to make sure that unintended control does not

take place. Traditionally, systems are designed to be totally controlled by human

operators. The tasks performed by the system are well defined, so the system’s

behavior is delimited in a certain perimeter.

In [24] and [25], the authors associate robots autonomy with Human-Robot

Interaction (HRI) concept. They introduce a correlation between the level of HRI

and the autonomy level of the robot. As showed in figure 1.1, the Autonomy

Levels of Unmanned Systems (ALFUS) is illustrated on a scale from zero to ten;

zero being associated to a system fully controlled by a human operator and ten

being associated to a fully-autonomous system.

Recent cyber-physical systems are endowed with different levels of autonomy.

For simplification reasons, only three levels of autonomy are considered in this the-

sis; fully human-controlled, semi-autonomous and fully-autonomous CPS. Semi-

autonomous systems are controlled by human operators, but not completely. Cer-

tain tasks, mainly the critical ones, are usually performed by the human operator
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Figure 1.1: Autonomy Levels for Unmanned Systems (ALFUS) (figure from [25])

while less critical tasks are performed autonomously. One example illustrating

semi-autonomous systems is the civil airplanes used nowadays. Critical tasks such

as take-off or landing are performed by the pilot while cruise control is performed

autonomously. For semi-autonomous cyber-physical systems, the human operator

(the pilot in this case) always have the priority. He can intervene at any moment

to stop the autonomous task and take over the control of the system.

Fully-autonomous systems are totally selfsustaining. All tasks (critical and not

critical) are performed autonomously. The human operator only plays the role of

a supervisor and can intervene when he considers that something is wrong. One

example of the fully-autonomous cyber-physical systems is the autonomous vehicle.

Fully autonomous vehicles are designed to be totally stand-alone. The driver only

indicates the destination location and supervises the autonomous car driving itself.

The autonomy feature complicates the safety analysis of such systems, because

their behavior tend to be unpredictable and non-deterministic.
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1.2.4.2 Uncertainty

The second important feature of CPS is the uncertainty. Uncertainty is intrinsic

in CPS due to novel interactions of embedded systems, networking equipment and

human operators. Uncertainty is a term that has been used in various fields such as

philosophy, physics, statistics and engineering to describe a state of having limited

knowledge where it is impossible to exactly tell the existing state, a future outcome

or more than one possible outcome [26]. Various uncertainty models have been

proposed in the literature from different perspectives for various domains. The

authors of [27] review uncertainty from an ethics perspective claiming that “Un-

certainties challenge the central claim of science: that all problems are presumed

to be solvable by research”. From this perspective, uncertainties are classified as

objective uncertainty and subjective uncertainty, both of which are further clas-

sified into subcategories to support decision-making. In healthcare, uncertainty

has often been defined as “the inability to determine the meaning of illness-related

events” [28].

Uncertainty is progressively receiving attention in recent years in both system

and software engineering, especially for CPS, which are required to be more and

more context aware [29–31]. Moreover, CPS inherently involves tight interactions

between various engineering disciplines, information technology, and computer sci-

ence. In [32], the authors confirm that uncertainty is unpreventable in the behavior

of a cyber-physical system given its close interaction with its physical environment.

Predicting the exact behavior of the physical environment of a CPS is not viable,

and a common practice is to make assumptions about the physical environment

during the design and testing phases of the CPS. The correct behavior of a CPS

is only guaranteed when such assumptions prove to be true. Given the complexity

of problems being solved by CPS in critical domains, these systems must function

safely even when experiencing uncertainty in their physical environment to avert

any harm.

To understand what uncertainty is in the context of software engineering, a

conceptual model, named as U-Model [33], has been proposed to define uncer-

tainty. The authors of this model expressed facing several challenges when they

addressed uncertainty both on the understanding and the quantifying levels. Due

E. Laarouchi 25 / 136



Chapter 1. Cyber-Physical Systems and Safety 26

to the interdisciplinary nature of CPS, it is quite difficult to precisely understand

uncertainties. It is mainly because uncertainties not only exist in software, but also

in hardware, communications, humans and the interaction among them. Compre-

hending uncertainty requires a wide range of knowledge across different disciplines

and also requires the knowledge of various components of CPS, their interactions

and the overall functionalities of CPS as a whole.

1.2.4.3 Networking

The third feature of CPS is networking. CPS are often complex and composed

of several components continuously exchanging data. These components use dif-

ferent networks to communicate and some components may even be cloud-based.

Networking feature is strongly related to security. A number of security-related

aspects such as intrusion detection and prevention, privacy, anonymity, and so on

need to be handled in CPS [34]. Handling these aspects is specially challenging in

the context of CPS. For example, a distributed attack may not exploit the weak-

nesses of the separate components of the system, while combined together, may

have catastrophic consequences. The problem of defining secure control and the

challenges in securing CPS are further outlined in [35]. The authors outline the

manner in which the developments from the fields of information security, sensor

network security and control theory can be utilized to ensure survivability of CPS.

In [36], the authors further discussed the possible threats and their consequences.

Compared with traditional IT security, security in CPS poses different challenges,

since installing new software patches is not straightforward due to the time-critical

and heterogeneous nature of operation of CPS. Most CPS are designed to operate

in dynamic environments with many variables. Few works actually took advan-

tage of the CPS environments in order to make them more secure. In [37], the

authors discussed a method to generate secret keys in smart homes. In CPS, the

unpredictable and erratic nature of physical environments present a rich source of

randomness. By leveraging it, the secret key generation algorithm can be made

smarter and can be used to make secure wireless communications. This example

illustrates how it is possible to take advantage of the randomness aspect of the

physical environment of CPS in order to provide more secure communication.
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1.2.4.4 Complexity

As well described in [38], complexity for CPS is highly multifaceted, arising from

the CPS itself, its environment and its design process. The authors discuss CPS

complexity by identifying four different facets which are:

• The environment in which the CPS is operating

• The software components of the CPS, where software-defined behaviors lead

to very large state-spaces. This means that the system behavior tend to get

unpredictable and not understandable due to the number of states in which

the system can be.

• The physical components of the CPS (such as sensors and actuators), where

an important source of complexity arises from side effects (e.g. friction-

induced thermal effects between surfaces in contact) [39].

• Interactions between the cyber and physical components. Combining cyber

and physical components enables the system to perform hard tasks and of-

fers unprecedented possibilities for executing a wide range of missions. On

the other hand, such systems are characterized by and increasingly complex

behaviors including a multitude of possible faults and failure modes.

1.2.5 CPS applications

“The potential of CPS to change every aspect of life is enormous , concepts such as

autonomous cars, robotic surgery, intelligent buildings, smart electric grid, smart

manufacturing, and implanted medical devices are just some of the practical ex-

amples that have already emerged [40]”. CPS are enabling a new generation of

“smart systems” and the economic impact could be huge. The innovative tech-

nologies emerging from the combination of the cyber and physical worlds could

provide an engine for multiple domains. In this section, I detail a non-exhaustive

list of CPS key application areas.
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1.2.5.1 Smart manufacturing

Manufacturing constitutes a broad domain, encompassing many levels and pro-

cesses, from low level material shaping processes via production machines and

cells, to operations management and virtual factory planning, sometimes also en-

compassing logistics [41]. Today, the manufacturing industry is aiming to improve

competitiveness through the convergence with Information and Communication

Technologies (ICT). Combining CPS capabilities with ICT may lead to the 4th in-

dustrial revolution, frequently noted as Industry 4.0 [42]. According to the Federal

Ministry of Education and Research of Germany: “Industry is on the threshold of

the fourth industrial revolution. Driven by the Internet,the real and virtual worlds

are growing closer and closer together to form the Internet of Things. Industrial

production of the future will be characterized by the strong individualization of

products under the conditions of highly flexible (large series)production,the exten-

sive integration of customers and business partners in business and value-added

processes,and the linking of production and high-quality services leading to so-

called hybrid products [42]”.

Smart manufacturing refers to the use of embedded software and hardware

technologies to optimize productivity in the manufacture of goods or delivery of

services [43]. The National Institute of Standards and Technology (NIST), which

is an agency of the U.S Department of Commerce, defines smart-manufacturing

as “fully-integrated and collaborative manufacturing systems that respond in real

time to meet the changing demands and conditions in the factory, supply network,

and customer needs [44].”

The main drivers for smart manufacturing are:

• Improving products quality

• Improving safety by reducing accidents caused by human errors

• Improving industry’s competitiveness

Manufacturing is strongly characterized by and influenced by CPS technolo-

gies. As such manufacturing already provides a domain featuring advanced CPS

technologies with automation provided by industrial robots, mixed continuous and
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Figure 1.2: Smart manufacturing (Image: blog.integral-system.fr)

discrete control, and hierarchical distributed control systems [41]. The strong po-

tential for growth in relation to CPS is clearly indicated by research and innovation

roadmaps such as the Factory of the future roadmap [45], and studies on potentially

disruptive technologies [46]. In the latter study on potentially disruptive technolo-

gies and their potential impact on business, many of the key covered technologies

relate closely to manufacturing including Internet of Things, Cloud Technology,

Advanced Robotics, 3D printing and advanced materials.

1.2.5.2 Transportation and mobility

CPS in the transportation industry are strongly related to our daily life and play

an important in society. The transportation domain includes various sectors: au-

tomotive, aerospace and railway. Each sector is a manifestation of a CPS, and

includes both vehicles and infrastructural components. In this section, we will

focus on the automotive sector and more specifically the autonomous vehicle.

Automated driving is seen as one of the key technologies and major technolog-

ical advancements influencing and shaping the future mobility of people.

The main drivers for higher levels of automated driving are [47, 48]:

• Improving safety by reducing accidents caused by human errors.
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• Contributing to the optimization of the traffic flow by increasing transport

system efficiency and reducing time in congested traffic.

• Reducing fuel consumption and CO2 emissions.

• Improving user’s comfort by enabling his freedom for other activities when

automated driving is enabled.

• Ensuring mobility for all, including elderly, impaired and non-confident users.

Several forecasts predict a limited availability for automated driving functions

in 2020 (with different levels of autonomy as discussed in Section 1.2.4.1) and a

wide availability by 2040 including high and full automation. Today’s Advanced

Driver Assistance System (ADAS) like Automatic Cruise Control (ACC), Lane

Departure Warning (LDW), or Pedestrian Detection (PD) will form the backbone

of tomorrow’s mobility. In this regard, the Deserve European Project [49], between

2012 and 2015, designed and developed a Tool Platform for embedded ADAS. This

platform provided an environment for ADAS design, development, pre-validation

and pre-certification of software and hardware modules to be integrated in ADAS

applications.

Figure 1.3: Autonomous car (Image: shutterstock.com)

Vehicles are designed to communicate with each other as well as with the in-

frastructure. Vehicle-to-Vehicle (V2V) communication allows vehicles to exchange
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relevant information like local traffic data (e.g. nearby accidents) and about their

driving intention. Vehicle-to-Infrastructure (V2I) communication will be used to

optimize the road network usage and thereby helps to reduce environmental pol-

lution.

Safety-critical applications in cooperative vehicular networks require authen-

tication of nodes and messages. Yet, privacy of individual vehicles and drivers

must be maintained. Pseudonymity can satisfy both security and privacy re-

quirements. In survey [50], the authors detail the challenges and requirements

for such pseudonym mechanisms, propose an abstract pseudonym lifecycle, and

give an extensive overview and categorization of the state of the art in this re-

search area. In [51], the authors present SEROSA, a service-oriented security

and privacy-preserving architecture for vehicular communication. By synthesizing

existing vehicular communication standards and web services, the proposed archi-

tecture provides comprehensive identity and service management while ensuring

interoperability with existing service providers.

The role allocation between human drivers and automated driving systems

is specified by six levels of driving autonomy: no automation, driver assistance,

partial automation, conditional automation, high automation and full automation.

The option to switch to “automated driving mode” will give drivers more free-

dom in terms of individual mobility. With the market introduction of highly au-

tomated vehicles by 2020-2025, drivers will be able to manage their driving times

better [47]. At the same time, an automatically controlled vehicle will be even safer

thanks to the increased interaction with itself and its environment. Futhermore,

the energy management and driving characteristics of the vehicle will be optimized

enabling more energy-efficient driving. Highly automated road transport will have

a significant impact on our mobility behavior, road safety and traffic efficiency.

An autonomous vehicle will need to be able to carry out tasks such as:

• Understanding complex and dynamic unknown environments and avoiding

obstacles that can be either static or mobile.

• Understand road signs and enforce traffic regulations such as speed limit and

blocked roads.
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• Communicating and exchanging data with road infrastructure and with other

vehicles.

• Execute commands in real time.

1.2.5.3 Unmanned Aerial Vehicle

Unmanned Aerial Vehicles (UAV) are getting increasingly used for different appli-

cations. In the near future, millions of unmanned aircrafts are expected to be

rapidly deployed in diverse sectors of our daily life performing wide-range activi-

ties from delivering a package to surveillance and reconnaissance or environmental

monitoring [52]. In [53], the author discusses a market analysis for commercial

UAV, stating that consumer drone shipments will hit 29 million with a Compound

Annual Growth Rate (CAGR) of 31.3% by 2021 and enterprise drone shipments

will reach 805,000 in 2021 with a CAGR of 51% [53].

In 2013, Amazon founder Jeff Bezos predicted that drone delivery would be a

reality within five years. The billionaire entrepreneur had been right but had prob-

ably not anticipated the fact that the first company to offer this new service would

be one of its direct competitors: Google. No later than April 2019, Google’s sub-

sidiary dedicated to UAV delivery, Wing, has obtained the status of “air carrier”

by the Federal Aviation Administration (FAA), the American government agency

responsible for civil aviation regulations. In concrete terms, this new status, cov-

eted by other companies such as Uber or UPS, allows Google to bill customers for

UAV delivery. A first. “This is an important step forward in testing and safely

integrating drone into our economy”, said Elaine Chao, U.S Secretary of State for

Transportation [54]. The FAA has already granted temporary authorizations to

several UAV delivery companies for demonstration or short distance delivery. On

the other hand, this is the first time that the American regulator has granted a

company specializing in UAV the same status as charter companies or air cargo

carriers.

Moreover, the ample availability of affordable drones is leading to large amounts

of drones being sold for civilian uses, especially when drones are being equipped

with high quality cameras and many other sensors which make them adaptable to

a variable set of civilian applications [7].
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Figure 1.4: Unmanned Aerial Vehicle (UAV) (Image: futura-sciences.com)

For example, drones were a key tool to help Paris firemen fighting the fire

that spread in Notre-Dame church on 15 April 2019. The goal of using drones in

similar situations is to better orient fire hoses according to the different sources of

fire. Drones allowed the establishment of a flame strategy with a view of the sky

offered by an aerial vehicle that is more flexible and economical than a helicopter.

The French Ministry of the Interior’s air force drones, as well as those of the

French Ministry of Culture ,were deployed. The Paris Fire Brigade does not (yet)

have its own fleet of remotely operated drones, although they are very useful for

operating at such high sites. The Chinese manufacturer DJI confirmed that it

was two of their drone, Mavic Pro, that had come into action under the guidance

of trained pilots. The drones are equipped with a 4K camera and a thermal

camera that produce a double view in order to locate from the sky the still hot

spots after the fire is extinguished. In theory, any flight over Paris is prohibited

and even technically impossible because of the geo-fencing system that uses the

GPS of the quadricopters to block take-offs from and to no-fly zones. However,

the manufacturer can unblock these banned flight zones at the request of the

authorities as it seems to have been the case of Notre-Dame fire [55].

A drone will need to be able to carry out tasks such as:
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• Understanding complex and dynamic unknown environments and avoiding

obstacles that can be either static (such as buildings) or mobile (such as

people or other unmanned aircraft).

• Understanding where the aircraft is exactly positioned within such environ-

ments.

• Ensuring failure containment including the sensors failure (wrong data or

data loss), weak signal or total loss of communication. This also include the

failure of the hardware components of the drone. This failure containment

can be resolved using the redundancy of the sensors and the validation of

the data provided by the sensors (data validation).

• Executing commands in real time.

• Embedding sufficient power to maintain movement, to implement the con-

trols, and to operate sensors and data-feeds, for the duration of the flight.

• Ensuring sufficient physical robustness to withstand threatening events, such

as wind-shear, lightening and turbulence.

1.3 Safety

1.3.1 History and background

The need for safety has always been a part of the human life. One of the ear-

liest written references to safety is from the Code of Hammurabi, around 1750

BCE. His code stated that if a house was built and then fell due to poor con-

struction, resulting in the death of the owner, then the builder himself would be

put to death. Afterwards, different notions of safety have succeeded each other

notably in the maritime domain. Some of the first maritime safety regulations,

came about around 1255 in Venice, stating that a ship’s draught could not be

exceeded and must be verified by visual inspection before release. Around 1834,

Lloyd’s Register of British and Foreign Shipping was created, institutionalizing the

concept of safety and risk analysis. In response to the sinking of the Titanic, the
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International Convention for the Safety of Life at Sea treaty was passed in 1914,

stipulating that the number of lifeboats and other safety equipment must be com-

mensurate with the number of passengers on board the ship. The German safety

certification company, TUV Rheinland, was founded in 1872, providing technical

safety certification services. In 1877, the U.S. Commonwealth of Massachusetts

passed a law to safeguard machinery and also created employers liability laws.

Underwriters Laboratory was founded in Illinois, United States, in 1894, creating

one of the most recognized product testing, certification, and standard bodies in

the world [56].

Around the 1920s, private companies started to create formalized safety pro-

grams. The early 1930s was the beginning of the implementation of accident pre-

vention programs across the United States. By the end of the decade, the Amer-

ican National Standards Institute had published hundreds of industrial manuals.

It was in the 1930s that the first collection of statistical information on engines

and aircraft accidents has been conducted in the air transport sector. Between

1939 and 1942, the very first quantified objectives given by Canadian Infantry

Brigade were evaluating rates of failure up to 10−5/h for aircraft and 10−7/h for

their structures. Later in the 1940s, reliability techniques began to develop. One

of the earliest concept definition for system safety (looking at safety from a system

perspective) first appeared at the Fourteenth Annual Meeting of the Institute of

Aeronautical Sciences in New York City in January 1946.

In the 1950s, the concept of maintenance [57] appeared. The first-ever human

reliability studies have been carried out for the new nuclear power plants. At the

same time, collecting data on electronic reliability was getting increasing attention.

From 1960 onwards, the aeronautics and space industries carried out analyses

of components failures. The US Department of Defense (DoD) promoted the first

real requirements for Operational Safety following accidents on missiles. In 1961,

Bell Laboratories used the new concept of cause tree on the Minuteman missile

project [58].

In 1962, the French Academy of Sciences welcomed the word “reliability” in

its terminology.

From 1970, the first studies on software reliability [59] have been carried and

most of them were in the nuclear field. Then, gradually, safety techniques widely
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spread and were extended to more and more areas: chemicals, railways, automo-

biles, and all types of major industrial sectors.

To conclude this brief summary of safety’s history and background, it is relevant

to say that nowadays the safety of property and people has never been more

important, phenomenon increased by media and ecological pressure around major

accidents. Moreover, from a marketing point of view, ensuring the safety of a

product is essential in order to promote it and a simple accident may endanger

the whole process. For example, the Air France Concorde went from a 27-year

record of zero crashes to a single crash in July 2000, killing 100 passengers and

9 crew members, becoming one of the worst aircraft-type safety records (due to

its low flights frequency). Another example is the crash that occurred at March

2018, where a Tesla model X crashed into a roadside and caught fire resulting

in the death of the driver. Autopilot was engaged at the time of the accident.

The company later published a report stating that the driver had recieved several

visual and audible warnings in the drive and the driver’s hands were not detected

on the wheel for six seconds prior to the collision. This accident rose several

questions about self-driving cars and caused the company to temporarily suspend

all self-driving tests in North America [60].

1.3.2 Definition

Safety analysis is a generic term for study of the system, identification of dan-

gerous aspects of the system, and their correction. Its purpose is to maintain the

proper functioning of a system, a product or one of its components, in the time,

throughout its life cycle. Safety study has become fundamental for critical sys-

tems, where a malfunction can create a significant human or financial losses. It

also applies to software, where again a malfunction can cause financial or social

risks.

The safety norms CENELEC 50126 [61] introduces safety as part of RAMS,

which is a combination of Reliability, Availability, Maintainability and Safety.

More in general, RAMS contributes to what is called dependability [10,62]. The

dependability of a system is its ability to deliver a service that can be justifiably

trusted. This definition stresses the need for justification of trust. Addressing
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dependability in a structured and comprehensive manner is achieved on the basis

of the dependability tree [62].

Dependability is an integrating concept that encompasses many attributes. I

capitalize on the work done in [62] which included the following list of attributes:

• availability: readiness for correct service.

• reliability: continuity of correct service.

• safety: absence of catastrophic consequences on the user(s) and the envi-

ronment.

• integrity: absence of improper system alternations.

• maintainability: ability to undergo modifications and repairs.

• confidentiality: ability to keep information secret from unauthorized users.

In [11], the authors investigated the dependability of the Internet of Things

(IoT). They considered the list defined above and added two new attributes re-

lated to dependability which are scalability and privacy. Scalability is defined as

the ability of the system to be extended by further components while privacy is

defined as the ability of someone to (i) assess his personal privacy risks, (ii) take

appropriate action to protect his privacy, and (iii) to be assured that it is enforced

beyond his immediate control sphere [63].

I consider the previous list of dependability attributes and I extend it by adding

security as showed in figure 1.5. Security is a highly significant feature for depend-

ability when addressing cyber-physical systems. As discussed in section 1.2.4.3,

networking is an important feature for CPS. CPS are composed of several com-

ponent continuously exchanging data. Therefore any security compromise of the

CPS can have severe consequences. Moreover, cyber-physical systems suffer from

specific vulnerabilities which do not affect classical control systems, and for which

appropriate detection and identification techniques need to be developed. For

instance, the reliance on communication networks and standard communication

protocols to transmit measurements and control packets increases the possibil-

ity of intentional and worst case attacks against physical plants. On the other
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hand, information security methods, such as authentication, access control, and

message integrity, appear inadequate for a satisfactory protection of CPS. Indeed,

these security methods do not exploit the compatibility of the measurements with

the underlying physical process or the control mechanism, and they are therefore

ineffective against insider attacks targeting the physical dynamics [50].

Dependability

Attributes

Availability
Reliability

Safety
Confidentiality

Integrity
Maintaintability

Scalability
Privacy
Security

Threats
Faults
Errors

Failures

Means

Fault Prevention
Fault Tolerance
Fault Removal

Fault Forecasting

Figure 1.5: Dependability tree (adapted from [10] and [11] )

The main objective of dependability is to reduce as much as possible system

failures and to ensure that its attributes are effective. In other words, dependabil-

ity ensures that the system delivers to the maximum the services that are normally

provided, without deviating from their respective objectives. However, it is pos-

sible that errors could disrupt the proper functioning of the system and cause its

failure. A system may fail either because it does not comply with the specification,

or because the specification did not adequately describe its function. The threats

to dependability are threefold: faults, errors and failures.

In any computing system, the root cause of a malfunction is called fault. A

fault is active if it produces an error; otherwise it is dormant. According to [62],

it is possible to classify faults that may affect the system during its life cycle
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according to eight basic viewpoints which are:

• conception phase: development faults or operational faults.

• system boundaries: internal or external faults.

• phenomenological cause: natural or human-made faults.

• dimension: hardware of software faults.

• objective: malicious or non-malicious faults.

• intent: deliberate or non deliberate faults.

• capability: accidental or incompetence faults.

• persistance: permanent or transient faults.

An error is the part of the system state that may cause a subsequent failure.

Depending on the nature of the system, an error may be detected and corrected

before it manifests as a failure. If a fault is activated and no measures are taken

to correct the subsequent error, the system may deviate from its specified and

intended behavior. This lead to what is called failure. A failure is an event that

occurs when the delivered services deviate from correct and expected service. The

relation between, fault, error and failure is illustrated in figure 1.6.

Fault Error Failure

activation propagation

Figure 1.6: Fault-error-failure relation

The way today’s dependable systems are designed is mainly motivated by four

different techniques [64]:

• Fault prevention: to prevent the occurrence or introduction of faults, in-

cluding different techniques from system engineering and good practices from

design both hardware and software.
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• Fault tolerance: to avoid service failures in the presence of faults using

different techniques such as redundancy, error detection, etc.

• Fault removal: to reduce the number of severity of faults mainly using

validation and verification techniques.

• Fault forecasting: to estimate the present number, the future incidence,

and the likely consequences of faults. This includes risk analysis methods.

1.3.3 Limits of existing safety approaches for CPS

Integration of physical processes and computing is not new. The term “embedded

system” has been used for quite some time to describe engineered systems that

combine physical processes with computing. An embedded system is a computa-

tional system embedded in physical system. Any cyber-physical system contains

and embedded system. The main distinction is that the term embedded system re-

flects a primary focus on the computational component. The CPS view emphasizes

the importance of taking into account the physical context of the computational

system which is often necessary to design, test and verify the functionality that is

being developed [65].

Historically, embedded systems (especially critical ones) have been based on

(variations of) the V-Schema. A V-Schema includes the following phases: re-

quirement, design, development (or implementation), integration and validation.

The V-Schema has been introduced by the safety standard IEC 61508 [66] to deal

with software and system dependability. This standard constitutes an umbrella

for safety-related domain standards, such as nuclear [67–69], railway [61, 70, 71]

and more recently automotive [72] application domains.

Among the main methodologies that have had a crescendo in their success

in the scientific and industrial community for the safety analysis of embedded

systems, I recall the following ones:

• Correction-by-construction was first introduced to address correction for

code [73], and then extended to system’s components [74]. At system level,

correction by construction means a design of system’s components such that

it is possible to automatically generate a code, which is correct with respect to
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a given specification. Correction by construction inherently involved compos-

ability and compositionality [74], i.e. the ability for a component to preserve

properties during its integration in another system, and to extend properties

from a set of components to the system which includes them.

• (Semi)-Automatic generation of code is an issue, strictly related to

correction-by-construction approach. It allows engineers to work with an

abstraction level higher than code. It is expected to better manage complex-

ity and therefore reduce human errors.

• Modeling is more and more deployed on industries. Among the most

adopted standards is UML and its profiles (i.e. SysML) promoted by the

OMG, AADL [75] and Simulink models.

• Modular pre-certification allows engineers to anticipate and structured

the argumentation needed to the certification process. The underlying idea

is to decrease the (high) cost linked to the certification of the whole sys-

tem whenever a single component is modified. GSN (Goal Structural Nota-

tion [76]) is a standard which aims to improve the certification process. GSN

exploits graphical notations and models (1) by specifying safety objectives

of a system and (2) structuring the strategy in blocks to achieve the safety

objectives.

1.3.4 Resilience

1.3.4.1 Background and definition

Resilience (from the Latin etymology resilire, to rebound) is literally the act or

action of springing back. Historically, the notion of resilience have been elaborated

in many domains before being introduced to system engineering. [77] investigated

the resilience and stability of ecological systems and defined resilience as “moving

from a stability domain to another one under the influence of disturbances”. [78]

used resilience in child psychology and psychiatry and referred to resilience as

“living and developing successfully when facing adversity”. The authors of [79]

elaborated resilience in business and referred to it as “the capacity to reinvent a
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business model before circumstances force it”. In 2006, [6] introduced used the

term resilience in industrial safety and defined it as “anticipating risk changes

before damage occurrence”.

1.3.4.2 From dependability to resilience

A total change of scale is needed when moving from embedded systems to ACPS

with complex information infrastructure and myriads of components communi-

cating together and continuously exchanging data. With such systems, what is at

stake is maintain dependability, i.e. the ability to deliver service that can justifiably

be trusted in spite of continuous changes [62], as discussed in section 1.3.2.

The author of [80] considers that the notion of dependability is in the process

of evolving to resilience when it is addressed to complex systems such as CPS.

He defines resilience as “the persistence of service delivery that can be justifiably

be trusted, when facing changes”. This definition is built on the initial definition

of dependability, which emphasizes justifiably trusted service. A shorthand def-

inition of resilience would be then “the persistence of dependability when facing

changes” [80].

1.3.4.3 Resilience engineering

“A system cannot be resilient, but a system can have a potential for resilient

performance” [81]. Dr Erik Hollnagel has an innovative vision of system resilience.

According to him, a system is said to perform in a manner that is resilient when

it sustains required operations under both expected and unexpected conditions by

adjusting its functioning prior do, during, or following events. The main idea that

Dr Hollnagel proposes is to change the classical safety analysis process that focuses

mainly on reducing the number of adverse outcomes by taking into account the

success stories that tend to become invisible and insignificant, because they are

considered as normal, i.e. as planned. Even if the idea is not new, and has been

the focus of several pieces of research and PhD theses on numerous topics (e.g.

safety, situation awareness, sense-making, resilience, feedback of experience, etc.).

A system is traditionally considered to be safe if the number of adverse out-

comes is acceptably low. Such outcomes are typically errors, faults and failures
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as discussed in section 1.3.2. The level of safety corresponds to the number of

such outcomes, and the common interpretation is that a higher level of safety

corresponds to a lower number of adverse outcomes. One example of that is the

definition of safety by the International Civil Aviation Organization as: “the state

in which the risk of harm to persons or of property damage is reduced to, and

maintained at or below, an acceptable level through a continuing process of haz-

ard identification and risk management” [82].

However, Dr Hollnagel’s vision of safety goes beyond reducing the number of

adverse events. According to him, Resilience Engineering (RE) defines safety as the

ability to succeed under varying conditions [81]. This definition encompasses the

traditional meaning of safety, since the ability to succeed under varying conditions

will lead to fewer adverse outcomes. In order to distinguish the two definitions,

they have been called Safety-I and Safety-II, respectively [83]. Where the focus

of the Safety-I definition is on protection and prevention against harmful events

(protective safety), the focus of the Safety-II definition is more broadly on the

system’s ability to function in a way that produces acceptable outcomes (productive

safety). Resilience engineering is about what a system needs for its continued

existence and growth, hence addresses both safety and core business processes such

as productivity, quality and effectiveness [81]. This vision revolutionize completely

how safety is understood or defined, how it is measured, and how it is managed.

1.4 Formalization of CPS

The previous sections have introduced our research context related to two domains

that are cyber-physical systems and safety. The safety analysis of CPS requires the

establishment of cyber-physical system architecture in which the services of CPS

can be guaranteed by a small subset of modules and their interactions; the design

of this subset will have to be formally specified and verified. The assumptions

made about the physical environment should be fully tested, and furthermore,

there is a need to develop advanced and integrated static analysis and testing

technologies to ensure that 1) the software code is compliant with the design, and

that 2) the assumptions regarding external environment are sound. The verifica-

tion and validation of a CPS is not a one-time event; it should be life cycle process
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that produces an explicit body of evidence for the certification of safety critical

services [84].

In order to analyze CPS safety and resilience, it is important to represent these

systems and to verify their safety features. The following section is dedicated to

existing representation and verification methods for CPS.

1.4.1 Representation of cyber-physical systems

The most important representation methods for CPS are discussed below:

1.4.1.1 State-based modeling

State-based models are mathematical constructs that represent the behavior of

the CPS in term of discrete modes of controller software and continuous state

variables of physical system. In each discrete mode a certain control decision is

evaluated based on the values of certain continuous state variables in CPS. The

variation in state variables is evaluated using differential equations which represent

the behavior of CPS [85]. Hybrid automata [86] are popularly used to represent

the discrete computing models and continuous variables in a single mathematical

construct. Hybrid automaton also enables transitions between discrete modes,

which are decided associated guard conditions on state variables.

There are several variants of hybrid automata. The most commonly used are

timed automata [87] and linear hybrid automata. Timed automata are a subclass

of hybrid automata where continuous variables are clocks, that is, continuous vari-

ables that have constant slopes equal to 1 (counting time), values of clocks are

compared to constants, and the only updates allowed are resets to 0. A linear

hybrid automata assumes that the dynamic equations can only be of the form of

linear first-order differential equations. The models provide limited support to rep-

resent non-linear and spatio-temporal nature of aggregate effects in cyber-physical

systems [85].

1.4.1.2 Multiagent representation

Another way of representing networked CPS is by using the concept of multi-

agent systems. A Multi-Agent System (MAS) is a system that contains a set of
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agents that interact via communications protocols and are able to act on their

environment. Different agents have different spheres of influence, mainly because

of their control (or at least an influence) on different parts of the environment [88].

The collaboration between multiple agents resulting in group fits nicely with the

concept of CPS complexity, which is also the result of communication between

multiple agents.

From the above definition, it is obvious that both MAS and CPS operate

in a distributed heterogeneous environment. The major component integrated

into the CPS includes observation, communication and control aspects [89]. This

integration can easily be modelled in a multi-agent based system where agents can

have the ability to observe any changes in their environment, act (send control

commands) and also to exchange data with another agent via communication [90].

1.4.2 Verification of cyber-physical systems

There has been substantial use of formal methods within the context of system

design within the literature. Formal methods are defined within the literature

broadly as “mathematical techniques, often supported by tools, for developing

software and hardware systems” [91]. Some of the most important CPS verification

techniques are discussed below:

1.4.2.1 Model-checking

To verify the correctness of CPS with aggregate effects, model checking on CPS

properties (specified using temporal logic formulas or first-order logic formulas)

is performed [92]. Model-checking checks if the CPS model satisfies the speci-

fied property [85]. Semantically, if M is the CPS model and φ is the property,

model-checking methods verifies whether M entails φ. Model-checking for CPS

uses reachability analysis technique to see if the specified property holds for all

system reachable states. Such exhaustive exploration of state space can be com-

putationally intensive and time consuming.

Since its development in the early 1980’s, model checking has been applied to

a large number of problems, such as complex sequential circuit designs and com-

munication protocols. Model checking overcomes a number of problems that other
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approaches based on simulation, testing, and deductive reasoning suffer from. To

mention a few, approaches based on testing are not complete, and deductive rea-

soning using theorem provers is generally not fully automated since it has much

higher complexity [93]. On the other hand, model checkers are ‘push-button’ soft-

ware tools, they do not require any proofs, and they can provide diagnostic coun-

terexamples when a universally path-quantified specification is found to be false.

Thanks to these and other features, model checkers have become very popular for

(hardware) verification, and are also often used for debugging purposes.

A model checker is usually composed of three main parts:

1. a property specification language based on a temporal logic.

2. a model specification language which is a formal notation for encoding the

system to be verified as finite-state transition system

3. a verification procedure which is an intelligent exhaustive search of the model

state space that determines whether the specification is satisfied or not. In

the latter case, the procedure provides a counterexample path exhibiting the

violation of the specification.

Model-checking is a powerful framework for verifying specifications on finite-

state systems. One of the main advantages of model-checking is that it is fully

automated. No expert is required in order to check whether a given finite-state

model conforms to a given set of system specifications. Model-checking also works

with partial specifications, which are often troublesome for techniques based on

theorem proving. When a property specification does not hold, a model checker

can provide a counterexample (an initial state and a set of transitions) that reflects

an actual execution leading to an error state. This is the reason why tools based

on model-checking are popular for debugging.

However, the main drawback for model-checking is the state-explosion prob-

lem. If the number of states is too large, then the complexity of the verification

procedure may render the technique unusable [93].
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1.4.2.2 Theorem proving

Theorem proving is widely used for CPS verification by providing mathematical

reasoning on the correctness of system properties [94]. Unlike model-checking,

theorem proving requires less time as it reasons about the state space using sys-

tem constraints only, not on all states on state space. However, fully automated

techniques are less popular for theorem proving as automatically generated proofs

can be long and hard to understand [85].

1.4.2.3 Simulation

Simulations of various network components and their interaction with the physical

world are widely used for designing wireless networks. Thus, they can be readily

used to consider aggregate effects in CPS. In [95], the authors developed the Wire-

less Cyber-Physical Simulator (WCPS), an integrated environment that combines

realistic simulations of both wireless sensor networks and structures. WCPS fo-

cuses on simulating wireless civil infrastructural control systems and the effects of

network delays and data loss on control. In [96], the authors evaluate Jitterbug

and Truetime which are Matlab-based simulators used for simulating the effects

of network performance on continuous control systems. However, a common dis-

advantage of these simulators is that they do not consider events from continuous

systems. These events can change parameters of the control system and hence

change the nature of continuous dynamics that govern the system variables. Fur-

ther, they do not consider any form of time refinement to accurately estimate

events timing and hence take the fixed time step approach towards simulation

which can result in approximate estimation of aggregate effects [85].

1.4.2.4 Symbolic execution

Another way of verifying CPS safety is to analyze the cyber part which covers all

the software involved in the CPS. Symbolic execution is a technique to analyze

CPS code and automatically generate test case inputs that might cause errors in

the software. In this technique, the variables in a program are represented using

symbols and the steps of the program are executed to track the values of the

variable in terms of expressions on the symbols. For any branch statement, the
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symbolic equation is compared with a threshold to generate input data that can

result in changes in program sequence. This methodology can be used to generate

test cases for CPS software. Such test cases can then be simulated using physical

system simulators to analyze the effects of different inputs on the CPS [85].

1.5 Key factors for CPS safety

In order to analyze CPS safety, it is important to identify the key factors that are

involved. These factors will need a special focus during the verification process

of CPS. This section is dedicated to the identification of these factors. For this

purpose, I start by specifying a CPS use case which is drones. Then, I focus on

the features that are relevant to the safety analysis of CPS.

1.5.1 Drones as a use case

As discussed in section 1.2.5.3, Unmanned Aerial Vehicles (commonly called drones)

are an interesting application of CPS. They are a representative use case as they

involve a cyber part covering all the flying-related computation and a physical part

involving a set of sensors and actuators. The networking part is also present in the

drone use case. The control part is done remotely either by a human operator on

the ground or by a Ground Control Station (GSC). The GCS can be considered a

part of the whole system. The whole system including the flying vehicle and the

GCS is called Unmanned Aerial System (UAS). In [97], the author projects that

global civil drones fleet will increase 12.6 % a year, raising from 4.9 billion USD

in 2019 to an expected 88.3 billion USD in 2028. Drones have been introduced for

military applications, but the ample availability of affordable drones is leading to

large amounts of drones being sold for civilian applications, including the indus-

trial ones, especially when drones are being equipped with high quality cameras

and many other sensors which make them adaptable to a variable set of civilian

applications. The agriculture domain provides us a capital example of that inno-

vation where drones are mainly exploited for the digital territory supervising of

the status of an orchard or a vineyard. Another civil application is humanitarian

interventions where drones are being used to transport blood samples or providing
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supplies to highly contagious areas.

The drone number entering the airspace is increasing and is leading to real

concerns about safety and security issues; more and more small incidents are oc-

curring making safety issues for civil UAV a key feature in order to obviate serious

incidents.

Because they are unmanned, UAV are less well maintained and subsequently

less reliable than manned aircrafts. UAS suffer accident rates multiple times higher

than manned aircrafts [98, 99]. It is an expected result since the civilian drones

are piloted by amateurs with no particular requirements.

The traditional users of the airspace are also concerned because they are expect-

ing new aircrafts and other flying objects entering the airspace, without traditional

safety measures and procedures being followed. Small drones cannot reach a high

altitude and yet their collision with manned aircraft is still probable. Even below

500 feet, there is still a lot of air traffic especially in the airspace next to airports,

where the landing and departing aircrafts are due.

All these concerns lead to one conclusion: the importance of ensuring safety

for UAS in civilian applications.

1.5.2 Key factors for drone safety

1.5.2.1 Drone airworthiness

For civilian applications, a flight is considered safe if, for a given mission, the

drone is capable of accomplishing its goal without any damage or accident. The

term “airworthiness” has been first introduced for manned aircraft to refer to an

aircraft’s suitability for a safe flight [100], and is now commonly used for drones.

In order to ensure drones airworthiness, a set of given factors have to be satisfied.

I strategically capitalize on the work done by Filippo Del Florio [101] in the field

of manned aircrafts and I adapt it to the UAS. Del Florio identified three main

conventional flight safety factors which are the pilot, the environment and the

machine [101]. As shown in Figure 1.7 , I take into account this identification and

I consider three major flight safety factors for UAS which are: the human, the

drone and the environment. These factors are strongly linked in order to ensure

drone’s safety. The failure of a single link is sufficient for and accident to occur.
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An error made by the pilot can lead to the crash of the best aircraft and the

best pilot would not be able to compensate for a severe aircraft failure. Accidents

are often caused by a combination of multiple factors. Nevertheless, the accident

always begin with the failure of one of the above-mentioned factors.

Human Drone

Environment

Figure 1.7: Flight safety factors for UAS

1.5.2.2 Human factor

The human factor regroups all the human operators included for the drone flight.

Some missions are complex and require the coordination between multiple human

operators in order to ensure the accomplishment of the given mission in safe con-

ditions. The main human operators involved for drone operations are: the aircraft

operator(s), the payload operator and the control station technician [102]. The

aircraft operator is the person who operates the aircraft from the engine start to

shut down. The aircraft operator is the main part of the UAS flight crew. He

plans the flight in advance, and executes the flight operation. He also provides

coordination between the crew members and gives the final decisions related to the

aircraft operation. The payload operator operates the payload when the aircraft is

on the ground, at the time of takeoff and landing, and in all phases of flight opera-

tion. The control station technician performs the pre-flight and post-flight checks,

executes the required procedures of control station to maintain the aircraft’s func-

tionality during the flight. The significant difference between UAS and manned
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ones is the skill of the human operator. In this regard, the pilots of manned air-

crafts need to have specific flying licences and satisfy certain requirements in order

to be authorized to operate the aircrafts. On the other hand, civilian drones are

operated by people without any specific background and licences. This difference

of skill and experience is vitally important for safety reasons because inexperienced

pilots can lead to serious accidents. In order to solve this issue, the European Avi-

ation Safety Agency (EASA) is leading the European initiative by providing a

regulatory framework for drone operations [103]. This highlights the importance

of the human operator and the need to take it into consideration during the safety

analysis of the UAS.

1.5.2.3 Environment

The environment covers all the external elements that can eventually impact the

flight. This includes the meteorological conditions, the communication between the

drone and the remote control and also physical obstacles. There are two different

types of environments: static and dynamic. An environment is considered static

when all the external elements are determined before the flight and their respective

behavior is predictable and controlled, no further elements can be added during

the flight. This type of environment is mainly used for tests and simulations to

highlight predefined aspects of the UAS. Unlike static environments, the dynamic

ones are more realistic. Unexpected events may occur during the flight and may

impact the drone’s behavior and the flight’s safety making the safety analysis

even more complex. Representing the external elements, especially when they are

unpredictable, is a challenge. Simulations that includes dynamic environments are

more complex and more accurate because they are closer to the real world.

The environment is of a capital importance when addressing the safety for

drones and CPS in general because it has a significant impact on the system’s

behaviour. Taking into consideration the environment during the safety analysis

of these systems is essential.
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1.5.2.4 Drone

The drone is the unmanned aerial vehicle. Drones can be equipped with informa-

tion gathering tools such as cameras and sensors which allows it to extract data

from its environment. This feature gives the UAS a great flexibility making it able

to adapt to a wide range of applications. This equipment that can be associated

with a drone embrace from high resolution cameras to radiation detectors, from

night vision cameras to air sampling devices and from heat sensors to mobile-phone

jammers.

In order to ensure the drone airworthiness, some safety constraints must be

maintained. In order to determine these constraints, I capitalize on the work done

by Clarke [100], and I extend the list that he established. The key attributes that

enables the drone survival are [7]:

• Awareness of the drone’s location within the operational space and also its

direction and acceleration.

• Sensors and/or remote data-feeds that enables maintenance of the awareness

of location, attitude and movement in a sufficiently timed manner.

• Sufficient set of controls over the drone’s altitude, direction and accelera-

tion, to enable flight to be sustained under a wide variety of atmospheric

conditions.

• Secure and stable communications between the drone and the remote control,

to provide a sufficiently rapid response to the controls (manoeuvrability) and

to ensure that no external actor can interfere into this connection causing the

loss of data, crashing the drone or even taking control of the flying system.

• Failure containment including the sensors failure (wrong data or data loss),

weak signal or total loss of communication. This also includes the failure of

the hardware parts of the drone. The failure containment can be resolved

by using sensors redundancy and the validation of the data provided by the

sensors (data validation). Some researchers have elaborated a solution for a

quad-rotor to maintain the flight and avoid the crash despite having lost one

or many propellers [104].
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• Sufficient power to maintain movement, to implement the controls, and to

operate sensors and data-feeds, for the duration of the flight.

• Collision avoidance and threat detection. This attribute can be realized by

the analysis of the data flow provided by the drone’s sensors and cameras.

The analysis must be done in real-time in order to avoid accident before their

occurrence.

• Sufficient physical robustness to withstand threatening events, such as wind-

shear, turbulence, lightning and bird-strike.

It is important to note that this section highlights the importance of considering

the system itself (the drone is this case) when addressing safety issues. The above-

mentioned list of constraints is not exclusive to drones, it covers other ACPS such

as autonomous vehicles.

1.5.3 Autonomy levels and safety

As discussed in section 1.2.4.1, autonomy is an important feature of CPS. The

autonomy is defined as the quality of being independent and self-governing. An

autonomous system is capable of sensing, analyzing, communicating, planning,

decision-making and acting during the mission (online) as assigned by it was pro-

grammed by its human operator (offline). An Unmanned Aerial System is usually

designed to be directly operated by humans. In this regard, the autonomy in UAS

is relative to a given mission. A UAS is fully autonomous if it accomplishes its

assigned mission successfully without any intervention from human or any other

external system while adapting to operational and environmental conditions [105].

The implementation of autonomy is an essential step toward the road-map for the

development of unmanned aerial systems. This capability would not only allow

performing missions with better efficiency and effectiveness, but also with im-

proved system safety. [106] was one of the pioneers who introduced the autonomy

and human-computer interactions. He proposed a 10-level scale of degrees of au-

tonomy based on the entity responsible of decision-making (human or computer)

and how to execute those decisions. Autonomy evaluation for unmanned systems

is generally associated with measuring its level of autonomy.
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The NASA developed an autonomy assessment tool based of the OODA (Ob-

serve, Orient, Decide and Act) loop and uses an 8-level scale to measure the

autonomy of each OODA category [107]. Concerning the Unmanned Aerial Sys-

tems, the US Air Force Research Laboratory (AFRL) presented the results of a

research study on how to measure the autonomy level of an unmanned aerial ve-

hicle (2002) [108]. The result of this study is summed in the Autonomy Control

Level (ACL) chart where 11 autonomy levels have been introduced. The auton-

omy level is determined using OODA concept: perception and situational aware-

ness (observe), analysis and coordination (orient), decision making (decide) and

capability (act). A more generic framework has been described later for defining

Autonomy Levels For Unmanned Systems (ALFUS) and later renamed Contextual

Autonomous Capability (CAC) [24]. In this framework, the autonomy level is de-

termined by measuring various metrics of three aspects (or axes) which are human

independence (HI), mission complexity (MC) and environmental complexity (EC)

(Figure 1.1 in Section 1.2.4.1).

1.5.4 Integrating manned and unmanned CPS

How to integrate manned and unmanned CPS ? What would happen if a collision

occur involving a manned and an unmanned CPS (such as drones or autonomous

vehicles) ? These questions make sense with the rise of concepts such as Smart

Cities where manned and unmanned CPS are supposed to coexist to share the

same infrastructures. In order to answer these questions, I consider the drone use

case and I reason about how to integrate these unmanned systems with manned

ones in a safe way.

Integrating manned and manned aircrafts is challenging, especially when only

few and unconfirmed midair collisions have been seen so far, and only few tests

have been conducted to show the results of these collisions. It is possible to

consider the drone/plane collision similar to bird strikes, a well documented and

studied topic [109]. But this is not totally exact since the drone components are

metallic and cause different damages to the planes engines than bird bones. A

team of engineers at the Crash-worthiness for Aerospace Structures and Hybrids

(CRASH) Lab at Virginia Tech [110,111] has delved into this question in an effort

E. Laarouchi 54 / 136



Chapter 1. Cyber-Physical Systems and Safety 55

to understand how the consequences of a drone strike might be different depending

on where the strike took place on the aircraft. According to the CRASH Lab team:

“once an engine has digested a drone, it will suffer from a minimum of operational

stability issues, to a maximum of thrust loss due to catastrophic failure”.

Many efforts are being conducted in order to provide eventual solutions that

might reduce or prevent future incidents involving drones in the airspace. I strate-

gically capitalize on the work done in [109] to list the following solutions:

• Geo-fencing: Geo-fencing is defined as the use of software to limit the

areas where UAS can fly. DJI, the worlds leading manufacturer of small

drones for civilian use, has installed geo-fencing software in its unmanned

aircrafts. This system restricts user’s ability to fly within five miles of an

airport or within certain restricted airspaces such as Washington, D.C [112].

Geo-fencing allows manufacturers to govern where their products fly, proving

help to people with good intentions but who don’t necessarily read and follow

instructions. Nevertheless, it is relatively easy to defeat. So this solution

is useful with cooperative users, but a non-cooperative user who doesn’t

want to use the geo-fencing system can get around it. With some software

programming skills, it is possible to modify the code executed on the drone

and to fly over restricted areas.

• Sense-and-avoid: Sense-and-avoid systems allows unmanned aircrafts to

autonomously detect a potential collision with another aircraft and take eva-

sive action, just as a human pilot would. In [113], the authors develop control

designs and vehicle models to analyze collision avoidance between quadrotors

and helicopters.

• Traffic management: One way of keeping drones and manned aircraft

away from each other is to implement an air traffic control system similar to

the one currently in use for manned aircrafts. NASA’s Unmanned Aircraft

Systems Traffic Management initiative is looking to build a management

system that would provide drone operations with “airspace design, corri-

dors, dynamic geo-fencing, severe weather and wind avoidance, congestion

management, terrain avoidance, route planning and re-routing, separation

management, sequencing and spacing, and contingency management” [114].
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• Education: There is a high level of consensus among experts that lack of

awareness of airspace rules and guidelines on the part of drone operators

is a major contributing factor to incidents involving drones in the national

airspace. Therefore, educational campaigns have been identified as a poten-

tial means of reducing the rate of such incidents [109].

It is important to mention that the above list of solutions is not exhaustive,

and is not restricted to unmanned aircrafts. The proposed solutions remain valid

for other CPS such as autonomous vehicles.

1.5.5 Communication technologies reliability

As mentioned in section 1.2.4.3, networking is an important feature of CPS. En-

suring a secure communication between the multiple parts of the CPS is essential

in order to guarantee its safety. In this section, I consider the same CPS use

case as the previous sections which is drones, and I highlight how important is

communication technologies reliability for the safety analysis of these systems.

The control/command system embedded in the UAS usually pre-program a

safety procedure that the UAV should follow in case of lost connection with the

GCS such as flying back to the departure location or flying on a static shape until

the connection with the GCS is recovered, and unfortunately this loss of connec-

tivity might be a source of different incidents causing the unsafe use of the UAS.

Most of the civilian UAS are connected to the GCS via wireless connections similar

to WiFi. This requires a clear and interference-free flying coverage for the UAS to

be authorized to fly. In the context of civilian UAS applications, it is important to

evaluate the communication’s reliability in order to predict the behaviour of the

system when it looses its connection. The energy consumption is also a constraint

that needs to be taken into account. Highly reliable communications are often very

energy consuming. So a balance must be struck between communication reliability

and energy consumption.
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1.6 Basic notions and definitions

In this section, I first recall the basic notions and definitions about contract-based

design and networks of timed automata, which are essential to apprehend the

proposed methodology in the next chapter (Chapter 2). I also discuss the state of

the art of these techniques and I discuss howthey can be applied to the analysis

of resilience in ACPS.

1.6.1 Contract-Based Design

As mentioned in [115], it is difficult to write a comprehensive bibliography on

the general aspects of Contract-Based Design (CBD). The topic is multi-faceted

and has been addressed by several communities: software engineering, language

design, system engineering, and formal methods in a broad sense. CBD was used

to deal with platform [1], and was successfully applied at system level (e.g. [116]).

CBD is a methodology that allows engineering to rigorously specify component’s

interfaces [117].

The framework of contracts developed in the area of Software Engineering have

proved useful paradigms for component-based software system development. For

cyber-physical systems, model-based development (MBD) is generally considered

as a key enabler due to its capabilities to support early validations and virtual

system integration. MBD-inspired design languages and tools include SysMl [118]

or AADL [119] for system level modeling, Modelica [120] for physical system mod-

elling, Matlab-Simulink [121] for control-law design, and Scade [122] for detailed

software design. UML-related standardization efforts also include the MARTE

UML [123] profile for real-time systems.

In order to understand CBD, it is important to introduce the notion of com-

ponent. A component is a hierarchical entity that represents a unit of design.

Components are connected together by sharing and agreeing on the values of cer-

tain ports and variables.

A contract C for a component M is a pair of assertions (A,G), called the as-

sumptions and the guarantees, each representing a specific set of behaviors over the

component variables [124]. An implementation M satisfies an assertion B when-
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ever M and B are defined over the same state of variables and all the behaviors

of M satisfy the assertion, i.e when M ⊆ B.

An implementation of a component satisfies a contract whenever it satisfies its

guarantee, subject to the assumption(s). Formally, M ∩ A ⊆ G, where M and C
have the same variables. Such a satisfaction relation is denoted by writing M � C.
An implementation E is a legal environment for C, i.e E �E C whenever E ⊆ A.

Two contracts C and C ′ with identical variables, identical assumptions, and such

that G′ ∪ ¬A = G ∪ ¬A, where ¬A is the complement of A possess identical sets

of environments and implementations. Such two contracts are then equivalent.

In particular, any contract C = (A,G) is equivalent to a contract in saturated

form (A,G′), obtained by taking G′ = G ∪ ¬A. A contract is consistent when

the set of implementation satisfying it is not empty, i.e. it is feasible to develop

implementations for it [124].

Contracts often appear in the form of an Interface Theory. Interfaces have been

the subject of considerable literature. [117] introduced Interface Automata, where

interfaces are seen as games between the component and its environment. Since

then, Interface Automata have often been considered as the theory of reference

regarding interfaces [115].

A widely accepted approach to deal with complexity of systems in several do-

mains is to structure product development processes along variations of the V

diagram. Its characteristic V-shape splits the product development process into

two different phases: design and integration. Usually, safety analysis methodolo-

gies intervene in the later phases of the V diagram. But it is very costly (both

in time and money) to correct a bug detected in a later phase of the V diagram.

So it would be very efficient to include the safety from the early phases of the V

diagram. This is one of the main advantages of the contract-based design since it

is integrated since the phases of requirement expressing and design.

An extensive trace-based theory of Assume/Guarantee reasoning in the form

of A/G-contracts has been proposed in the SPEEDS [125] project with explicit

handling of multiple-viewpoint contracts. By explicitly relying on the notions

of Assumptions and Guarantees, A/G-contracts are intuitive, which makes them

appealing for engineers [115].

The wealth of results in temporal logic and model checking can provide a sub-
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stantial basis for requirement analysis for discrete time (discrete-event) discrete-

state system abstractions [126]. Both assumptions A and guarantees G of a con-

tract C can be specified as temporal logic formulas [124]. In this case, a component

M satisfies the contract C if it satisfies the logical implication A→ G, while it is

a legal environment for C if it satisfies the formula A. Contract satisfaction can

thus be reduced to two specific instances of model checking [127]. Composition

and conjunction of contracts C1 and C2 can be represented by appropriate Boolean

combinations of the formulas A1, A2, G1 and G2. Refinement is an instance of

validity checking. Checking that C1 refines C2 can be translated into checking that

A1 → A2 and G2 → G1 are valid formulas. Contract compatibility and consistency

checking are, instead, less immediate, since they may either translate into checking

satisfiability or realizability of formulas, depending on the specific temporal logic

used and the semantics adopted for implementation and environments [127].

1.6.1.1 Contribution to the State of Art

In section(ref), I discussed how safety notion is evolving by introduction the con-

cepts of Safety I and Safety II. So far, CBD has been used to represent risk analysis

(Safety I). My contribution to the state of the art is the application of CBD to

Safety II (i.e. the wished behaviour) and to resilience more in general.

1.6.2 Networks of timed automata

No better than the Uppaal tutorial [128] to recall the common definition of timed

automata: finite-state machines extended by synchronous-evolving clocks used to

abstract and reason about the real-time behaviors of systems. Uppaal extends

them by bounded discrete integer variables. In this section, I slightly revisit the

succinct and intuitive definitions of the formalism and its semantics given in [128]

for more precision.

The universal set of discrete variables is denoted by X. Given a set X ⊂X,

I define by T[x] the type (possible values) of x∈X, written x :T[x] for short.

TJXK is the type of X (the union set of cartesian products
∏

xi∈X T[σ(xi)] for all

permutations σ :X→X). I write TJX1, ..., XnK for TJ
⋃

1≤i≤n(Xi)K with Xi⊂X.

I denote by C the universal set of clocks. I have T[c] =R+ for any c∈C, and
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T[C] = (R+)n for any C ⊂ C with a cardinality |C|=n. The left shifted (or the

next) version of x ∈ X with a one logic step is denoted by x′ :T[x] e.g., let us

consider two logic successive states s1 and s2, if x = x1 at s1 and x = x2 at s2,

then x′ = x2 at s1 and so on. I generalize the notation for sets, X ′ is the set of

next versions x′ of all x ∈ X.

Conditions are predicates of the First-Order Logic. Given X = {x1, ..., xn}⊂X,

a predicate p on x ∈ X represents a subset of the possible values of x i.e., p

is a sub-type of T[x]. A predicate Q on X is then a sub-type of TJXK. The

projection of Q on Z = {z1, ..., zk}⊆X is written QJZK. The syntax of predi-

cates, functions, operators and constants are defined according to variable types

under specific theories (equality, linear arithmetic, etc). Q〈x/x′〉 is Q by sub-

stituting x ∈ X by its primed version x′. I generalize the notation for sets:

Q〈〈X/X ′〉〉=Q〈x1/x
′
1〉〈x2/x

′
2〉...〈xn/x′n〉.

Definition 1. A timed automaton (TA) A on C,X ⊂ C,X is a tuple

(Υ, ı,Σ,Ψ,G, E ,J , I) consisting of:

• a set of locations Υ with ı∈Υ is the initial state;

• a set of actions Σ;

• a transition function Ψ ⊆ Υ×Σ→Υ;

• a guard function G ⊆ Ψ→TJC,XK;

• an update function E ⊆ Ψ×TJC,XK→TJC ′, X ′K;

• an initialization function J ⊆ {ı}→TJC,XK;

• an invariant function I ⊆ Υ→TJC,XK.

For all c ∈ (R+)n =TJCK where n= |C|, I denote by c ⊕ τ the tuple (c1 +

τ, ..., cn + τ). To save space, I write e1...ek instead of (e1, ..., ek) with k ∈N+. I

write A.K for any component K ∈{Υ, ı,Σ,Ψ,G, E ,J , I} of A.

Definition 2. The semantics S(A) of A is a labeled transition system LTS (S, s0,R)

where S⊂Υ×R|C|×TJXK is the set of states with

s0 = (ı,J (ı)JCK,J (ı)JXK)∈S is initial, and R⊆S×(R+ ∪Σ)→S is a transition

function such that:
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• R(lcx, τ) = l(c⊕ τ)x if (∀t∈ [0, τ ]) c⊕ t∈I(l)JCK;

• R(lcx, a) = l′c′x′ such that

– l′ = Ψ(la),

– c∈I(l)∧G(la 7→ l′)JCK, c′ ∈E(la 7→ l′, c)JC ′K,

– x∈I(l)∧G(la 7→ l′)JXK, x′ ∈E(la 7→ l′, x)JX ′K,

– c′ ∈I(l′)〈〈C/C ′〉〉, and x′ ∈I(l′)〈〈X/X ′〉〉.

In Uppaal’s graphical language, a system is modeled by a Network of Timed

Automata (NTA) with concurrent behavioral semantics over sets of common clocks

and variables C,X ⊂ C,X, and actions Σ split into two disjoint subsets Σasy

and Σsy of resp. asynchronous and synchronous actions. This NTA is writ-

ten A1‖...‖An (or A1..n), and consists of n TAs Ai for i∈{1, ..., n}. I write Ki,

Ῡ and ı̄ resp. for Ai.K, the product
∏

i Υi, and the vector ı1...ın. I define

I ⊆ Ῡ→TJC,XK and J ⊆{ı̄}→TJC,XK resp. such that I(l̄) =
∧

i Ii(li) with

l̄ = l1...ln and J (̄ı) =
∧

i Ji(ıi). I write l̄[li/l
′
i] to denote l̄ with li replaced by l′i.

Definition 3. The semantics S(A1..n) of A1..n is a LTS (S, s0,R) consisting of a

set of states S ⊂ Ῡ×R|C|×TJXK with s0 = (̄ı,J (̄ı)JCK,J (̄ı)JXK)∈S initial, and a

transition relation R ⊆ S×(R+ ∪ Σ)→S defined such that:

• R(l̄cx, τ)=l̄(c⊕ τ)x if (∀t∈ [0, τ ]) c⊕ t∈I(l̄)JCK;

• R(l̄cx, a) = l̄′c′x′ such that

– a∈Σasy, l̄′ = l̄[li/Ψi(lia)],

– c∈I(l)∧Gi(lia 7→ l′i)JCK, c′ ∈Ei(lia 7→ l′i, c)JC ′K,

– x∈I(l)∧Gi(lia 7→ l′i)JXK, x′ ∈Ei(lia 7→ l′i, x)JX ′K,

– c′ ∈I(l̄′)〈〈C/C ′〉〉, and x′ ∈I(l̄′)〈〈X/X ′〉〉;

• R(l̄cx, b) = l̄′c′x′ such that

– b∈Σsy, l̄′ = l̄[li/Ψi(lib)][lj/Ψj(ljb)],

– c∈I(l̄)∧Gi(lib 7→ l′i)∧Gj(ljb 7→ l′j)JCK,

v ∈I(l̄)∧Gi(lib 7→ l′i)∧Gj(ljb 7→ l′j)JXK,
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– c′ ∈Ei(lib 7→ l′i, c)∧Ej(ljb 7→ l′j, c)JC ′K,

x′ ∈Ei(lib 7→ l′i, x)∧Ej(ljb 7→ l′j, x)JX ′K,

– c′ ∈I(l̄′)〈〈C/C ′〉〉, and x′ ∈I(l̄′)〈〈X/X ′〉〉.

From a given state of the resulted LTS, every Ai may 1) fire a transition

separately by elapsing time, or by enabling an asynchronous action and applying

its individual update on variables and clocks, or 2) synchronize with another TA

Aj through transition(s) labeled by a synchronous action a enabled as output

(depicted a! in Uppaal) in one of them and as input (depicted by a? in Uppaal)

in the other such that a! transition update applies before that of a? transition.

The toolbox Uppaal offers additional design features like time urgency, syn-

chronous and broadcasting (asynchronous) channels, data types (arrays and struc-

tures), etc. It has a query language to specify CTL properties for model-checking.

1.7 Conclusion

This first chapter constitutes a state of the art of the research problem of this thesis

which is the safety of Cyber-Physical Systems. First, Cyber-Physical Systems

and Autonomous Cyber-Physical Systems were defined. The properties of these

systems were listed and different application domains were detailed. Second, safety

was defined. The challenge of ensuring safety for CPS was highlighted by describing

how existing safety analysis methodologies are insufficient to deal with systems as

complex as CPS. The concept of resilience was then introduced as a key solution

to analyze the safety of such systems. Third, key factors for CPS safety were

identified. These factors are essential and must be taken into account during the

safety analysis of CPS.

The main goal of this thesis is to propose a methodology for the analysis of

resilience of CPS and to investigate the impact of Artificial Intelligence (AI) on the

safety of CPS. The next chapter will address the first point which is the proposition

of a methodology for the analyis of resilience of CPS.
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2.1 Introduction

In Chapter 1, I introduced the research problem of this thesis.

[DANI 1-07-20: the first chapter concerns basic definitions related to CPS and

safety. You have to introduce the research problem explicitly (section). You can

do it at the begin of Chapter 2 or at the end of Chapter 1]

[DANI 1-07-20: the following paragraph can be in the section research problem]

I argued how traditional safety analyses and methods have limits when applied to

ACPS, and I promoted the notion of resilience and identified the factors that are

relevant to the resilience analysis of ACPS. My analysis shows that the environment

is of a major importance. This importance is related, when we deal with ACPS,

to the notion of uncertainty [32].

In this chapter, I promote a methodology for the analysis of resilience in ACPS.

This chapter constitutes the main contribution to this thesis. First, I specify a use

case based on a civilian application of autonomous drones to facilitate the discus-

sion and the analysis (Section 2.2). Second, I introduce the notions of endogenous

and exogenous resilience for ACPS, and I detail the proposed methods, techniques

and tools for their analysis (Section 2.4). Finally, I address the tool development

and I provide a feedback on the experience that I had in ordre to realize the system

models and to develop the tools (Section 2.8).

2.2 Use case: Drone rescue system

Unmanned Aerial Vehicles are a very interesting class of CPS and in particular

their civilian applications (Section 1.2.5.3). Drones are quite useful for healthcare

organizations especially in emergency situations to avoid traffic jams, or when tra-

ditional transports are severely restricted, following a natural disaster for example.

Common applications include live broadcasts of accidents to early grasp them, and

deliver the required medical supplies for wounded people. UAVs are safe enough to

transport disease test samples and kits in areas with high contagion. In emergency

medicine, the studies have shown that drones are fast to deliver automated exter-

nal defibrillator to rescue out-of-hospital heart attack victims using geographic

information systems. Flying at speeds of up to 97 km/h, the drone can reach
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Notification

(1)

(2)
GCS

Navigation

(4)

(3)

Exploration

(6)
(5)

(E)

Figure 2.1: Drone/GCS crash exploration scenario. Notification phase: (1) a
person on-site sends an alert to the GCS by smartphone; (2) GCS activates the
drone; Navigation phase: (3) the drone continuously sends navigation data to
GCS; (4) GCS controls the drone when necessary; Exploration phase: (E) while
hovering, (5) the drone broadcasts the accident scene to GCS, which in turn (6)
may order it to provide medical supply for victims if needed. Steps (3)/(4) and
(5)/(6) are repeated with different frequencies (depicted by ).

patients within a radius of 13 km2 per mn versus 10 mn average for traditional

services which increases the chance of survival to 80% [129]. Being connected to

live-stream camera fixed on the drone, a Ground Control Station (GCS) instructs

the first aid gestures for the patients, and provides the needed medical supply

(transported as it happens by the drone).

Nevertheless, the usage of UAVs remains very challenging at the design and

verification levels despite the fast progress of their related technologies. I specify

the Drone/GCS crash exploration scenario (ref Figure 2.1), its system requirements

to deal with the crash scenario, and I address safety issues for the software layer

of a Drone/GCS-based urban rescue system.
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2.2.1 Use Case Scenario

The use case scenario is described in Figure 2.1. By receiving a notification from

on-site persons who notice the crash severity (step 1), the GCS activates and

sends immediately a drone to the place of the accident (step 2). Once flying, the

drone sends continuously its navigation data (including its position composed of

the latitude, longitude and altitude), the distance to the nearest obstacle, and the

battery level (step 3). The GCS sends back control commands to the drone (when

necessary) which may be either i) a next valid position to be reached from a set

of possible paths, or ii) an emergency retrograde action if the drone is unable to

continue the mission, because of a weak battery charge for example (step 4).

When the destination is reached, the drone hovers around the accident location

and broadcasts a live video stream of the situation (step 5), and continues to receive

commands from the GCS to provide the appropriate medical supply, and assist

the first aid gestures for the victims if required (step 6).

2.3 Related work

In the literature, some researchers aim to change the regular process of safety

analysis, focusing mainly on negative causes and impacts of unwanted events, and

take into account the success stories that deem insignificant [6, 81, 83]. With this

aim, the authors promote a new safety analysis classification (Safety-I, Safety-II

and Safety-III), and open up new perspectives on the consideration of resilience

aspects. The reader is invited to refer to Section 1.3.4.3 for the definition of Safety

I, Safety II and Safety III and their analysis.

Of the extensive literature around CPSs, I discuss some works related to the

topics developed in this thesis. The European project CPSwarm aims to define

approaches and tool chains to develop and test collaborative and reconfigurable

autonomous CPSs (see www.cpswarm.eu). The project partners provide use cases

about the usage of autonomous UAV systems in ambient environments, similar

to our drone rescue system. Although, the case study was extracted from the

CPSwarm workbench [130] and tailored with our interest to resilience.

Few academic works already exist around the study of CPS resilience because it
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is a recent research topic. In [131], the proposed approach ensures resilience in CPS

through self-healing structural adaptation. This involves adding and removing

components, or even changing their interaction at run-time. The authors in [132]

propose a hybrid theoretical framework for robust and resilient control design.

The proposed framework is applied to the design problem of voltage regulators in

synchronous machines and motors.

In [133], the authors distinguish between the notions of information and in-

frastructure dependability, and clearly illustrate the need to formally model and

reason about the dependability aspects of CPS applications. In [134], the authors

focus on the CPSs communication aspects and study the effects of intermittent

data integrity guarantees on system performance under stealthy attacks. The au-

thors in [135] also tackle the security issues in CPSs by identifying the problem

of secure control, investigating the defenses that information security and control

theory provide, and proposing a set of challenges that need to be addressed to

improve the survivability of a CPS in case of cyber-attacks. In [136], the authors

propose a software architecture of an agent-based production CPS and consider

interoperability and data consistency aspects in their model. They also provide

an implementation of such system to evaluate multi-agent approach with regards

to conventional production processes.

Perhaps the closest work to the proposed methodology is [137]. The authors

define a generic component-based CPS meta-model in UML, and show how it could

be instantiated in concrete systems using a pattern-based methodology based on

the so called Formal Concept Analysis (FCA) approach [138]. They also apply a

knowledge-driven process to determine all kind of relations between the “cyber-”

and “physical-” components of different subsystems and their underlying func-

tionalities to deal with their related resiliency and redundancy properties. Our

predictive analysis of resilience in CPSs is specific compared to their approach.

By cons, our software design model is scalable in concrete implementations as

emphasized in Subsection 2.5.1.
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2.4 Proposed methodology

The graphic of Figure 2.2 represents the predictive methodology that I propose

to address the endogenous and exogenous aspects of resilience in the drone rescue

system. My modus operandi is firstly the identification of the subsystems involved,

and the definition of their behavioral requirements.

Requirements are on the foundation of the design process, but are also used

to define system contracts [139], required for the verification phase. As described

in Section 1.6.1, a contract is semantically a Hoare triplet [140] that annotates a

system operation by assumptions on the inputs and guarantees on the outputs. I

use for that the Block Contract Language (BCL) [141] to extract contracts from

requirements. BCL is pattern-based and semi-formal, easy to read, and convert to

formal statements.

The software layer of our system is architected according to a Distributed

Object-Oriented Component-Based Design (DOOCBD) approach extended from

that of [12]. This new architecture embraces interface-driven composition, service-

oriented interoperability, and direct data exchange between the behavioral jobs

(tasks) of components. At run-time, these components are instantiated in dis-

tributed live objects that communicate (locally or remotely) while being deployed

in connected software nodes embodied within the GCS and the drones.

In order to bring in design the real conditions of operation, I analyze the

system behavior within abstracted models of wireless network and middleware: the

scenarios of exchanging (Tx/Rx) data through the network physical layer should

be emulated with respect to a bounded latency. In addition, I predict the system

survivability when functional and timing faults or malicious attacks are detected.

The endogenous resilience involves the specification of all the critical scenarios

and behavioral entities described above in TAs networks using Uppaal. Endoge-

nous BCL contracts are then translated to safety and liveness CTL properties and

analyzed by the simulator and model-checker of the toolbox. Further details are

provided in Section 2.6.

Concerning exogenous resilience, the design step involves 3D modeling of the

urban environment and smooth animations of moving objects. The benefit of

3D models is stating the obvious: they schematize concepts more distinctly than
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any classic design language. Moreover, they allow an early feasibility of the system

before realization. We use Blender with the built-in Contract Analysis Tool (CAT)

to check if the exogenous BCL contracts, related to flight plannings and translated

to LTL properties, are respected. If not, the flight path planning is corrected

iteratively until the properties are met (see Section2.7).

2.5 Component-based architecture

The component architecture, depicted in Figure 2.3, presents the software structure

of the drone rescue system, wherein nodes and partitions are not depicted. Given

that it involves the use of several drones remotely guided by a GCS, its main

components are highlighted: Drone and GCS.

As briefly stated in Section 2.2, Drone represents the main software unit of

a connected drone. It is to perform the minimum of internal computations, and

strictly follows the GCS commands, making it regularly aware of its state. All

the heavy control operations, likely to consume an important amount of the drone

energy (particularly the battery charge), are performed by GCS whose role is to

fully control the drone mission remotely: paths computation, assistance decisions,

retrograde actions, etc. It also controls the drone action on the crash site when

filming the accident, and supplying the needed medical material.

Before starting the flight, the drone is activated by GCS by invoking the public

(+) method Activate, provided remotely (@) from an instance of Drone running

on the drone’s embedded platform. Since it may simultaneously communicate

with several drones, GCS maintains a map attribute paths (private –), associating

each connected drone to a mission path, which is a cursor-moving array of records

Coordinates, consisting of three fields: latitude, longitude and altitude. The flight

path of each drone is initialized by GCS, and can be updated following unforeseen

positions the drone may reach during its flight (Control). As soon as a position in

the path is reached, the Drone instance updates (by the periodic job Flight) the

next position by calling Fly To from GCS.

In order to decide about the next position, GCS needs to be regularly informed

of the drone’s state (by invoking the method Get Data). Drone periodically col-

lects the following sensing data for GCS : 1) the current position (Coordinates)
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from the component Position Updater (that acquires the latitude and the longi-

tude from a GPS unit, and the altitude from a barometric sensor); 2) the distance

to the nearest obstacle from the component Sonar (using an ultrasonic sensor);

3) the battery level from the component Battery Checker ; 4) a stability boolean

computed by Stability Controller based on three-dimensional linear and angular

acceleration parameters (resp. provided by an accelerometer and a gyroscope).

To reach the next position, Drone launches the speed control process by calling

the method Actuate Rotors (procedure) of the component Navigation Controller.

It computes the Speed Request for the whole drone based on the individual Cur-

rent Speed of each rotor (provided by an instance of the component Rotor showed

in Figure 2.4) and its current Position. The actual speed is computed for each rotor

using the actual number of revolutions from the last speed computation (deter-

mined from the pulses generated by the motor Encoder). This sensor has a prede-

fined resolution in PPR (Pulses Per motor Revolution), and is asynchronously read

by the instance of Rotor using the data listener Update Pulses (server) through

the data well Read Pulses.

Navigation Controller

Attributes

– speed requests : (Integer, Float) map

References

psu :: Position Updater

rtrs :: Rotor array

Required methods

Position

Rotate, Current Speed

Provided methods

+ procedure Actuate Rotor (p : Coordinates)

– procedure Compute Speed Request (i : Integer)

– procedure Compute Rotation Command

Rotor

Attributes

– speed : Float

– pulses : Integer

Provided methods

+ procedure Rotate (pwm : Integer)

+ function Current Speed → Float

Data wells

– function Read Pulses → Byte array

Data sources

– procedure PWM Command (cmd : Byte array)

Data listeners

 server Update Pulses (period, budget : Time Span)

Motor

Encoder

Figure 2.4: Concrete architecture and dependencies of Navigation Controller

Once the speed request computed, Navigation Controller actuates each rotor

using a Pulse-Width Modulation (PWM) command (Compute Rotation Command)

E. Laarouchi 72 / 136



Chapter 2. A new methodology for analysis of resilience in ACPS 73

passed to the method Rotate for each instance of Rotor interfaced with each motor

(see Figure 2.4). The actual PWM value is proportionally calibrated in relation

to the error between the speed request and the current speed. Each Rotor then

applies the PWM command through the data source PWM Command.

When the destination is reached, GCS signals the drone to hover around the

accident (by invoking the method Hover provided by Drone), to broadcast a live

stream video of the accident using the data source Stream Video, and to provide

the appropriate medical supply (Which Supply), if needed. When the mission

ends, the drone flies back to the starting position based on the same principle of

the outward flight, and is deactivated (Deactivate) by GCS upon arrival.

2.5.1 Implementation feasibility

Object-oriented development has often been a hard sell in safety-critical systems

industry [142]. The applied standards require extensive verification processes and

real-time difficult to carry on by the dynamic aspects and flexibility of object-

oriented paradigms (polymorphism, dynamic dispatch, late binding, overriding,

etc). The distribution is also penalizing because of its semantics (message passing,

remote dispatch and procedure call, etc). The Ada programming language is

sufficiently expressive to implement our software model and can decidedly deal with

these disadvantages. It is strongly typed and object-oriented with a powerful and

explicit support for tasking, concurrency, multiprocessor architectures, compiler

directives (pragmas), design by contracts [139] (the SPARK language [143]), etc. It

allows developers to exploit the object-oriented assets while avoiding vulnerabilities

and ensuring real-time [12, 142]. Besides, subsets of Ada are the target of many

design and code generation toolboxes widely used in the industry (like SCADE

Suite and Atelier B).

A speed control application for connected wheeled robot platoons, based on

the DOOCBD approach, was discussed in [12]. The implementation is mainly in

Ada, and based on annexes D and E of the Ada Reference Manual resp. of real-

time and distributed systems. Annex E (abbreviated DSA) provides support for

efficient distribution by making the middleware layer completely transparent and

the development easier. The distribution in the application is managed by the
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middleware PolyORB [144] (maintained by AdaCore).

The covered control scenarios and interoperability aspects in [12] are very close

to those presented and discussed in this article. The Ada application is a proof

of concept of our formal design, and we expect to contemplate prototyping real

drones in the future. The development process will be much easier to approach.

The predictive analysis presented in the next two sections has pre-chewed a lot of

the work.

Concerning wireless connectivity in UAVs, an in-depth analysis of the imple-

mentation opportunities and challenges is provided in [145]. According to the

authors, low-altitude short-range line-of-sight communication scheme seems to be

the best suited to our case study, and may potentially lead to significant perfor-

mance gains. This modality of wireless connectivity allows the dynamic adjustment

of the UAV states to well suit the networking environment. For example, when

a UAV experiences good channels with ground terminals, it can conserve energy

to sustain good wireless connectivity in order to transmit more data to terminals.

This is entirely what is needed in our medical rescue context. The standards IEEE

802.11p [146] and ITS-G5 [147] can be adopted to implement Drone-to-Drone or

Drone-to-GCS communications since they suit such highly dynamic networking

topology.

2.6 Analysis of endogenous resilience

In order to handle endogenous resilience in our context, we distinguish four differ-

ent features which are: 1) the interactive behavior between drones and the GCS

during their flights, 2) their behavioral actions (and reactions) while interacting

with the GCS, 3) wireless network latency impact on timing predictability, and

4) survivability in the presence of malicious attacks and functional or timeout

faults. Design and verification approaches dealing with the second feature, which

cover particularly the individual internal behavior of component units, are well

established both in academia and industry.

In this section, I provide a formal methodology to reason about (by abstract

prediction) and verify together the first, the third, and the fourth features since

they are challenging and lack of a deep investigation in the literature. The formal
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design under Uppaal reflects the relevant parts of the components behavior, which

are related to their synchronous interoperability in the presence of middleware and

network abstract models. Asynchronous data exchange is restricted to non-critical

communications and hardware management and not considered in the proposed

design.

Verification process

I opted for a verification-by-contract process making use of the text-based

BCL language [141] to define the endogenous resilience contracts. A BCL contract

C , (A : ā | G : ḡ) is an assume/guarantee statement where ā is a vector of

assumptions and ḡ is a vector of the guarantees. Assumptions constrains whether

a specification meets the guarantees. The BCL rationals should be as simple as

possible to reason about requirements and their dependencies. They are very

useful to decompose, make easier hard verification processes, and to exhaustively

define the formal properties.

I start by a first contract on the worst-case call blocking time (WCBT) allowed

for remote method invocations.

WCBT , (A : awn | G : mcr)

awn , Always [ wireless connection is reliable ]

mcr , Everytime [ a job calls a method remotely ]

Then [ a response is received ]

Within [ x tu (time unit) ]

Contract WCBT stipulates that the guarantee on the remote call responsive-

ness (mcr) is relative to the availability and reliability of the wireless network

(assumption awn). Since assumption awn cannot be specified in Uppaal, it is

assumed to be always true. This contract can be specified for a periodic job by

the following three CTL formulae (typewritten in the query language of Uppaal):

WCBT1 , A[] Time In imply h[job] <= MAX WAIT

WCBT2 , A[] Time Out imply h[job] > MAX WAIT

WCBT3 , Decision - -> Delay

where WCBT1 is a safety property stating that always in every trace of the

job, being in the location Time In means that a return value is received within
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MAX WAIT (h[job] is reset to 0 before the method call). Otherwise, the job response

is timeout (h[job] > MAX WAIT): Time Out is reached (WCBT2), and timeout count

is decremented. The liveness property WCBT3 ensures that waiting is not infinitely

blocking and the periodic activity always happen. - -> represents  .

WCET , (A : hao,wcbt | G : et)

hao , Always [ hardware is reliable ]

wcbt , Always [ call blocking time satisfies WCBT ]

et , Everytime [ job periodic cycle is released ]

Then [ job terminates its periodic activity ]

Within [ p tu ]

Contract WCET is about the worst-case execution time of periodic jobs. It

stipulates that timing predictability (guarantee et) of periodic executions relies on

the reliability of the embedded platform and components (battery, sensors and ac-

tuators, etc) of the drone (assumption hao) and the guarantee of Contract WCBT

(assumption wcbt). Since assumption hao cannot be specified, it is assumed to be

always true.

Endogenous , (A : hao,mcr | G : atr, cer, ttr)

atr , Everytime [ intrusion is detected ]

Then [ retrograded mode is activated ]

Immediately

cer , Everytime [ critical error happens ]

Then [ retrograded mode is activated ]

Immediately

ttr , Everytime [ timeout happens several times ]

Then [ retrograded mode is activated ]

Immediately

Contract Endogenous stipulates that whatever a malicious attack, a critical

error, or recurrent timeouts happen, then the retrograde mode is activated (resp.

defined by the guarantees atr, cer and ttr).
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Malicious Attack , E<> intrusion

Critical Error , E<> critical error

Max Timeouts , E<> timeout count == 0

Endogenous , (intrusion ||

critical error ||

timeout count == 0) - ->

Retrograded Mode

The first three properties should be checked to ensure that there is some traces

where intrusion, critical error, and timeout count == 0 hold eventually so

as Endogenous is guaranteed to be checked on real traces. If only some of them

hold, the liveness property Endogenous may hold with no trace to check for the

others which is not representative.

Jobs Flight and Control resp. of the components Drone and GCS were checked

to be deadlock-free (A[] not deadlock), and safe according to the verification

process herein.

2.7 Analysis of exogenous resilience

Exogenous resilience is relative to the system’s operations in its ambient environ-

ment. Concretely, it should be checked by simulation or by target tests on the

signals acquired from sensors and/or applied on actuators. In order to analyze the

exogenous resilience in offline, I provide a virtualization of the CPS in its envi-

ronment to have a better understanding of safety-related issues, and to rigorously

reason about them. In this section, I address the 3D modeling as a new CPS

design perspective. A 3D approach could be used to represent the system into the

real physical world.

The work done in this thesis comes as a continuity of [148]. My work completes

it specifically for CPS visualization and for the evaluation of how such models can

help engineers to rigorously reason about safety-related issues.
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2.7.1 Why 3D modeling ?

A new viewpoint: Conventional 2D modeling methods are often hard to un-

derstand due to dependencies scattered across a large number of diagrams, state

machines and behavioral descriptions. Moreover, designing complex systems re-

quires a multi-disciplinary expertise. It takes time for engineers to effectively learn

the modeling methodology. The 3D designs assigned with computational logic and

verification techniques could be the way forward to system engineering. The work

done in this thesis involves exploring and further elaborating this idea, with a

rigorous evaluation of the advantages.

The benefits: The aim is not to replace conventional designing methods, but

to acquire an added-value through which 3D design can be used in a variety of

ways to benefit from a variety of advantages such as:

• A way to more effectively communicate with suppliers / customers / non-

expert parties.

• Reinforce concepts and accelerate the design process by easily creating 3D

models and animations for design reviews to be discussed in meetings.

• A better grasp and understanding over complicated concepts which is the

case in modern CPS. As a study shows in medical field, students who were

taught using 3D models answered quicker and had a better understanding

than those who did not [149].

• 3D design provides a bridge between technical and non-technical people by

creating a common framework environment.

2.7.2 Use cases

In order to validate the proposed approach for the analysis of exogenous resilience

of CPS, I considered two different use cases which are the drone rescue system (pre-

viously described in Section 2.2) and the vehicular platooning system. Considering

multiple use cases aims to reinforce the proposed methodology and validate the

approach to analyze exogenous resilience of ACPS.
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2.7.2.1 Drone rescue system

The drone rescue system has been previously described in Section 2.2. It is im-

portant to recall that within the drone rescue system, the GCS has the role of

controlling drone missions remotely, and also performing all heavy computations

likely to consume energy, vital for flights. Since it has a better awareness of the

urban environment, the GCS performs the important task of path planning. By

considering the current position of the drone, the destination and the urban car-

tography, the GCS computes by iterative correction the path that the drone needs

to follow until the destination. Figure 2.5 illustrates the planning process on a

sub-path between two positions. After determining the next position p2 to be

reached, the GCS acts lazily and considers the simplest path which is the segment

p1p2 (Figure 2.5, left). Next, it discovers (by anticipated verification) that p1p2

intersects with a building (only permanent obstacles are considered). Finally, it

recomputes the path by adding an intermediate position p3 above the building

(Figure 2.5, right).

Lazy planning

Cr
ash

un
av
oid

ab
le

p1

p2

Corrected planning Crash avoidable

p1

p2

p3

Figure 2.5: Path planning; lazy planning (left): the first planned path p1p2 of
the drone between p1 and the sub-target position p2 is computed in a lazy way
and leads to a crash with an obstacle building; corrected planning (right): GCS
recompute a new path p1p3p2 that passes over the building to avoid the crash.

The next step is dedicated to the realization of the 3D model. The details

of choosing the tool and realizing the 3D models of the use case are discussed in

Section 2.8, devoted to the tool development together with my feedback on the

implementation issues.
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After constructing the 3D model (ref. to Section 2.8), I define Contract Ex-

ogenous as follows:

Exogenous , (A : ok, oaw | G : cf, da)

ok , Always [ obstacles are buildings ]

oaw , Always [ GCS is aware of obstacles ]

cf , Always [ collisions are avoided ]

da , Always [ drone altitude < MA meters ]

Contract Exogenous states that a flight path is collision-free (guarantee cf), and

the altitude coordinates of the path positions are always bounded by a maximum

altitude MA fixed in meters (guarantee da). I assume that obstacles are restricted

to buildings, and GCS is aware of their positions and dimensions (assumptions ok

and oaw). I adopt LTL to specify contracts and automatically verify them (see

Section 2.8 for the development details).

The above contract can be simply translated to the following LTL property

pattern:

Safe(p̄) , �

[ ∧
pi∈p̄,B∈B

(pi 6∈ B ∧ pi.altitude < MA)

]
where p̄ is the path, and B is the set of building obstacles Bi defined in the 3D

city model as parallelepiped objects. Video animations of lazy and corrected flight

paths are available under the following links to show whether the LTL properties

are met or not:

• lazy planning: https://youtu.be/MdaZhvlz_l8

• corrected planning: https://youtu.be/5cW6PBzoIj8

2.7.2.2 Vehicle platooning system

The work presented in this section has been done in collaboration between several

authors. The work addresses safety and security properties from early development

stages to Ada code and prototype [12]. My personal contribution has been the con-

tract specification, the 3D model representation, tool development and exogenous

resilience analysis.
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The concept of autonomous vehicle platooning aims to increase roads capac-

ities and traffic fluidity. Autonomous vehicles are organized in tightly controlled

platoons that operate close together. A highway for example can accommodate

more vehicles when organized as platoons compared to classic human driving [150].

Adaptive Cruise Control (ACC) systems are well-known in vehicle platooning

systems and currently available in many of upscale vehicles. A vehicle with ACC

is commonly equipped with front radars. When a preceding vehicle is detected by

these radars, the ACC system adjusts the vehicle’s velocity in order to maintain

a fixed time-gap to the preceding vehicle. All this happens without the driver’s

intervention. The follow-up is the Cooperative Adaptive Cruise Control (CACC).

This concept augments ACC with wireless communication capabilities and enables

a closer inter-vehicular cooperation which improves the traffic flow. Wireless com-

munication allows vehicles to extend view beyond the line of sight of the front

radars and allows faster transmission of speed updates between vehicles. How-

ever, in both types of system, the driver is still partly responsible for the vehicle’s

operation [151].

By adopting an Autonomous Connected Vehicle Platooning (ACVP) concept,

control becomes fully automated, driver-free and cooperative. The Automated

Highway Systems (AHS) is a variant of ACVP systems and has been under re-

search by the Program of Advanced Technology for Highway (PATH) for several

years. It aims to make vehicles in highways guided autonomously to their destina-

tion under controlled and optimized traffic flow for maximum efficiency and safety.

Platooning control functions The main functions to control the behavior

of vehicles in a platoon are mostly: longitudinal and lateral control, string stability,

lane tracking and changing, maneuver coordination for platoon formation and split.

These control functions are introduced in [12].

The longitudinal speed control [152] consists in adapting the vehicle’s velocity

compared to that of the preceding one using the throttle and brakes. Implemen-

tation of longitudinal control are also high dependent on the headway from the

preceding vehicle. Front-radar and image-processing sensors are typically used to

get measurements of these inputs. It should provide comfortable ride for passen-

gers and be accurate so that safety can be guaranteed.
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The lateral control [152] consists in keeping the vehicle in the middle of the

road (or the lane) by tracking its median trajectory. Designing such functionality

involves a trade-off between the ride quality and the system accuracy, just like

for longitudinal control. The challenges handled in the design of lateral control

systems include high-speed operation using a purely “look-down” sensor system

without transitional lateral position measurements. It is also concerned with lane

changing from the current lane to an adjacent one. This aspect of lateral con-

trol is considered to be the most challenging as it involves more vehicle dynamics,

changes of the radar targets but also more coordination and communication be-

tween vehicles.

Safety zone

Control zone

Acceleration zone

Successor

Predecessor

Vp

Vs

pr

ps

pc

Xs

Vs → Vp

Vs ↗

Vs = 0

Figure 2.6: Longitudinal speed control. Figure extracted from [12]

The relative distance between a vehicle and its predecessor is subdivided into

three zones as schematized in Figure 2.6:

• Safety zone (SZ): this is the area behind the predecessor vehicle between its

rear position pr and the limit the successor shall not cross, that is ps = pr−ds

with ds is a constant safety distance;

• Control zone (CZ): this is the area beyond SZ between ps and the position

from which the successor starts to stabilize gradually its regime Vs so that
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the safety distance ds is maintained between them, that is pc = ps− os with

os is a relative distance called the stabilization offset ;

• Acceleration zone (AZ): being in this zone, the successor is still far from the

predecessor and has a leeway to accelerate briskly and reach CZ quickly.

When the successor’s front position Xs exceeds pc, it requests, at periodic in-

stants, the predecessor’s velocity Vp (constant in Fig. 2.6) which in turn responds

by sending the information before the next request. This is critical: the exchange

delay should be deterministic to guarantee a safe and stable behavior. The suc-

cessor adapts accordingly its acceleration so that both vehicles roll at the same

velocity. The stabilization offset os shall be large enough to prevent bodywork

shake-up during speed control. Shake-up occurs when the successor enters SZ

while it is reducing velocity to align progressively with that of its predecessor,

braking is triggered prematurely.

V3

V2

V1 (leader)

Obstacle

(1):(B)

(2):(B)

Figure 2.7: Platoon obstacle handling: the steps (1) and (2) represent the braking
alarm (B) propagation to the followers by the leader’s detection of the obstacle.
Figure extracted from [12].

The second control scenario is depicted in Figure 2.7. When the leader de-

tects an obstacle, it brakes immediately and alerts (by V2V) V2 to perform an
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emergency brake and propagate alert to V3.

First, I represent this scenario as a 3D model. Modeling details are presented

in Section 2.8.

After constructing the 3D model, I define Contract Exogenous as follows:

Exogenous , (A : ffr,V2V | G : ca, sd)

ffr , Always [ Functional front radar ]

V2V , Always [ V2V communications ]

ca , Always [ collisions are avoided ]

sd , Always [ distance between each vehicle > safety distance ]

Contract Exogenous states that the system needs to guarantee that collisions

are avoided (guarantee ca) and also that safety distance is always respected (guar-

antee sd). I assume that the front radars are always functional in order to detect

the obstacles and also that V2V communications are always functional so that

the signal sent by the leader can be transmitted to the following vehicles. The

Blender built-in tool CAT is used to specify and verify the LTL properties of the

scenario. We define a model specific variable that we call front distance. For each

vehicle constituting the platoon, a variable corresponding to the distance between

the vehicle and the nearest obstacle in front of it is assigned. Checking if the

Contract Exogenous is valid is equivalent to comparing the front distance to the

safety distance for each vehicle and for each frame of the model execution. If, for

each vehicle, the distance between it and the vehicle in front of it is greater than

the safety distance, then it is possible to guarantee that there is no possible crash.

Otherwise, this guarantee is not valid.

2.8 Tool implementation and feedback

This section is dedicated to my work on tool development and implementation for

both endogenous and exogenous resilience. I will also provide a feedback concern-

ing the work that I have done in order to highlight the main challenges that I

encountered during the realization of this work.
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2.8.1 Endogenous resilience: UPPAAL

In order to analyze the endogenous resilience, I adopted the tool UPPAAL to

represent the system as a network of timed automata. I chose UPPAAL because

it is an integrated tool environment for modeling, simulation and verification of

real-time systems [128]. It is appropriate for our use case because the formal design

under UPPAAL reflects the relevant parts of the components behavior, which are

related to their synchronous interoperability.

The models has been introduced in [8], and are available for download at https:

//github.com/mouelhis/uppaals. I have participated to elaborate the Uppaal

models of the periodic jobs Control and Flight resp. of GCS and Drone.

The design that I propose is divided into two sub-models Drone Flight.xml

and GCS Control.xml (respectively Figure 2.8 and Figure 2.9) and constrained by

urgent and committed locations (when possible) in order to reduce the state space,

prevent false counterexamples, and speedup model-checking.

Figure 2.8: UPPAAL model of the drone’s job: flight

I consider a model with two drones and one GCS. The GCS model is multi-task

and multi-call : the job Control is instantiated twice one per connected drone; sev-

eral method calls can be made simultaneously by drones in the node GCS. However,
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Figure 2.9: UPPAAL model of the GCS’s job: control

the drone model is mono-task and mono-call : the job Flight is instantiated once

in a drone node, and a method cannot be invoked simultaneously several times

since only the GCS calls methods from drones, and calls are synchronous. The

network communication band is composed of three half-duplex tracks: messages

cannot transit simultaneously on a track regardless of their directions (GCS to

Drone or Drone to GCS ). The middleware Rx receives data from each subsystem

in a circular FIFO buffer.

2.8.1.1 Analysis

Using these models, I analyzed by prediction the safety behavioral requirements of

the GCS and drones when remote communication timeouts, malicious attacks, and

functional errors occur. The properties were defined according to the verification

process detailed in Section 2.6. The model’s properties took 45 mn to be verified.

The model-checking was performed using the 64 bits version 4.1.19 of Uppaal

running on a Core i7-4710MQ machine at 2.5 GHz.

2.8.1.2 Feedback

This section is dedicated to my feedback about using Timed Automata, patterns

and UPPAAL tool in order to analyze endogenous resilience of ACPS. When I

started this work, I was not familiar with timed automata neither with UPPAAL.

E. Laarouchi 86 / 136



Chapter 2. A new methodology for analysis of resilience in ACPS 87

I had basic notions about transition systems and classic automata. It took me

several weeks to get familiar with this new concept. Throughout my learning

process, the following papers have been particularly helpful [87, 153]. I highly

recommend them for all beginners who want to learn about timed automata.

The models that I have implemented are not exhaustive but sufficiently rep-

resentative to verify endogenous contracts under the hypothesis of considering a

maximum number of two drones. I considered UPPAAL in order to represent

the considered system as a network of timed automata. It took me several weeks

to get familiar with this tool and to get the models done. This learning phase

has been done thanks to the help of Mr. Sebti Mouelhi, PhD, who is an expert

in formal methods. My representation of the GCS/Drones system suffers from

the combinatorial explosion problem when I tried to address several drones to be

controlled by the GCS. I began to face to deadlock problem and the endogenous

resilience properties could not be verified. I suggest that simplifying the drone and

the middleware models by reducing the state number could resolve this problem

and could make it possible to verify endogenous resilience properties over a fleet

of drones.

2.8.2 Exogenous resilience: CAT

In order to analyze the exogenous resilience, I represent the overall system as a

3D model, specify the contract-based properties in LTL and analyze them by an

ad-hoc plug-in (CAT).

2.8.2.1 Choosing the tool

As a tool for 3D modeling, we use Blender. Blender is a free and open source

3D modeling software [154]. I chose Blender as modeling tool, because it offers

the flexibility and expression power in order to implement verification over 3D

models. Blender’s internal libraries are implemented in Python and C++. The

built-in Python console and text editors makes it simple to test and customize

scripts. And since it is an open source software, it is possible to change and adapt

any aspect of it at will.
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2.8.2.2 Definitions and key concepts

Frame is a visual drawing used as a time quanta for smooth transitioning while

displaying a certain animation. Frames Per Second (FPS) is a variable that can

be manipulated when rendering graphics to choose how smooth the animation is.

Scenario is an ordered sequence of frames. Keys represent the set of values

of all parameters involved within the model at a specific frame such as: objects

location, physical (or logical) constraints, computation assignment to an object,

value of a signal (non exhaustive list). Since it is impossible to meticulously de-

fine the animations frame per frame, interpolation is applied to solve this issue.

Blender allows the definition of pertinent positions or keys such as the input: At

frame F − 1, Object A is at position (0, 0, 0) and at frame F − 60 Object A is

at position (10, 10, 10). 3D modeling software have pre-built algorithm to inter-

polate the input and associate Object A’s location to all the frames from 2 to 59.

The created sequence forms a scenario. In Blender, it is possible for the user to

choose the adequate interpolation method between three different interpolations

which are: constant, linear and Bézier. The most used interpolation method is

the Bézier one since it produces smooth and more realistic animations.

Object properties Every object in the 3D model has predefined proper-

ties. These properties can be extended by creating any model-specific variables

that can be attached to real and physically visible objects or virtual and invisible

objects. Common properties for an objects are:

• Location: (X, Y, Z) coordinates that can vary as specified by the key frames.

• Rotation: (XO, Y O, ZO) coordinate angles which specify angular rotation.

• Parenting and constraints relations: a precise description of dependencies

between objects and what rule govern the interactions such as deformation

or collision.
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2.8.2.3 Contract Analysis Tool (CAT)

I adopt and update previous work done in [148] in temporal verification of ani-

mated scenarios and, using Blender, develop Contract Analysis Tool (CAT) for

verifying temporal constraints over 3D models. CAT requires a 3D model of the

system. This model is created with functional objects, constraints, physical and

logical dependability between objects or computational units defined. Once the

3D model defined, it is then possible to attach animated scenarios describing the

system’s behavior including but not limited to: physical objects movement, sig-

nals propagation, material deformation. As previously discussed in Section 2.4,

the defined contracts that are related to the exogenous resilience are specified us-

ing Linear Temporal Logic (LTL) syntax. I intentionally adopt LTL because it

is widely used in contract based tools [155, 156] and specifications. As showed in

Figure 2.10, the user can define a list of propositions and then use them in a tem-

poral constraint. Then, by clicking on the button “Verify Temporal Constraint”,

the tool verifies if the model satisfies or not the temporal constraint. If it does, the

sentence “The model satisfies the constraint” (as in the example illustrated in Fig-

ure 2.10). Otherwise, the sentence “The model DOES NOT satisfy the constraint”

is displayed.

Figure 2.10: Contract Analysis Tool (CAT) interface in Blender
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Verifying temporal constraints over 3D models requires assigning states to

frames. For example: GΦ (Globally Φ) is true if Φ is true in every frame. As

a result, the notion of time is abstracted to frames: it is possible to choose which

time unit to assign to each frame by manipulating the FPS (Frames Per Second).

2.8.2.4 Modeling the use case

Use case: Drone rescue system

Using Blender, I specify a 3D model illustrating this use case. The model

represents a city with different buildings and streets. (Remark: the 3D model is

used as an interface with CAT and does not represent a real town.) Once the

GCS receives the signal that there is an accident somewhere in the city, it sends

the command to the drone to take off and to fly in order to explore the accident

location (Figure 2.11). After take off, the drone begins the navigation phase which

is the most important and the most critical. It is essential to take the shortest

path in order to reach the destination as fast as possible, but it is also essential to

avoid obstacles.

Figure 2.11: Blender 3D model of the drone rescue system
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Use case: Vehicular platooning system

In order to analyze the exogenous resilience of the vehicular platonning system,

I consider the scenario of three connected vehicles V1, V2 and V3, firstly developed

in [12]. Vehicles V1 and V2 are already forming a platoon of which V1 is the leader.

At the instant t0 of Figure 2.12 (left), in order to tail-merge in the platoon, V3

sends its remote reference by wireless connection to a mobile base station (BS)

installed on the leader when entering its coverage area (step 1). In turn, BS sends

back the references of V1 and V2 to V3 (step 2). We talk here about Vehicle-

to-Base (V2B) communication. Once connection is established and the references

of V1 and V2 are acquired, V3 can consequently communicate directly with each

of them. I point here that the coverage area of BS should be larger than that of

vehicles to detect the approach of new merging vehicles as soon as possible. At

t1 > t0 of Figure 2.12 (middle), V3 accelerates briskly to catch up with V2 (step 3).

The front-radars of V3 and V2 are clearly used to compute the distances to their

predecessors resp. V2 and V1. By approaching V2 at t2 > t1 of Figure 2.12 (right),

V3 controls velocity so that collision with V2 is avoided by respecting a prefixed

minimal inter safe distance. Besides, stability should be guaranteed for the platoon

by preventing shake-up in case where a vehicle does not respect the safety distance

to its predecessor and brakes prematurely (step 4). The speed control of a vehicle

is defined based on the velocity of its predecessor communicated by Vehicle-To-

Vehicle (V2V) under real-time determinism.

During the analysis of exogenous resilience for the vehicle platooning systems,

I only focus on the longitudinal speed control. A special attention is given to

Vehicle-To-Everything (V2X) communication technologies as they represent a ma-

jor upgrade in improving passengers comfort, preventing dangers and they also

promote a smooth transition to fully automated vehicles [12]. I consider two

common control scenarios in ACVP systems based on V2X communications to

illustrate how our proposed methodology is suitable for the analysis of exogenous

resilience of ACPS. These scenarios are: 1) the tail merging of a new connected ve-

hicle in a platoon already in circulation, and 2) the propagation of braking alarms

to followers when the leader vehicle detects an obstacle.

Using Blender, I construct a 3D model illustrating a platoon of three vehicles

going on a highway (Figure 2.13). The leader of the platoon detects a static
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obstacle on its lane (a stationary lorry in our scenario) and starts braking. A

signal is sent to the following vehicles who perform at their turn an emergency

brake.

Figure 2.13: Blender 3D model of the vehicular platooning system

2.9 Conclusion

In this chapter, I introduced a methodology for the safety analysis of ACPS and

discussed it via the drone use case. I decompose the resilience of ACPS into

two different categories: endogenous and exogenous. Both resilience properties

are specified via contracts, which provide a uniform tool-independent formalism

useful to reasoning about the system. Endogenous resilience contract-based prop-

erties are analyzed via timed automata and UPPAAL tool. Exogenous resilience

contract-based properties are analyzed via 3D modeling and CAT (Contract Anal-

ysis Tool). The methodology is supported via two use cases: the drone rescue

system and the vehicular platooning system. My obtained results consolidate the

viability of the methodology and demonstrate the feasibility of verifying safety-

related properties using 3D models and CAT. The next chapter is dedicated to the

investigation of the use of Artificial Intelligence (AI) on safety of CPS and more

specifically the use of genetic algorithms for drones navigation.
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3.1 Introduction

In the previous chapters, I analyzed resilience of ACPS by considering their in-

teractions with the ambient environment. In this chapter, I focus on how ACPS

navigate autonomously in their environment by considering the use case of drones

in urban environments. The overall aim is to address resilience for autonomous

navigation. The work presented in this chapter constitutes a first step into an-

alyzing autonomous path planning of drones in urban environment. A relevant

perspective of this work would be to consider and study uncertainty degree in

autonomous navigation algorithms and its impact on resilience.

Urban environments have a high density of physical obstacles (such as build-

ings) as well as no-fly zones (such as airports), making the navigation aspect

particularly challenging.

I start be giving a brief overview on autonomous navigation and existing ap-

proaches for solving path planning problems. Then, I describe the specific problem

and I define a cost function, which allows me to evaluate the expected results. Af-

terwards, I propose a non-deterministic approach, based on Genetic Algorithms,

for solving the problem. To study the impact on the safety level of the system, I

compare the achieved results to the ones obtained by applying the deterministic

algorithm A*.

3.2 Autonomous navigation

Autonomous navigation is one of the most important requirements of an intelligent

vehicle, drones included. Robot navigation is a designed process toward a target

position while avoiding obstacles. As well described in [157], robot navigation can

be broken down into four basic components which are: (i) perception, the robot

uses its sensors to extract meaningful data from its environment; (ii) localization,

the robot determines its location in the environment; (iii) path planning, the robot

determines the path that will be followed in order to reach its goal; (iv) motion

control, the robot regulates its motion in order to accomplish the desired trajectory.

Robot path planning problem usually consists of finding a path plan allowing

the robot to travel between two locations labeled as the start and destination loca-
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tions respectively, to carry out a specific mission. The path must be collision-free

(or feasible) and satisfies use-case-dependent optimization criteria [158]. Straight-

forwardly, any navigation algorithm embraces at least three different robotic fields:

navigation, safety and performance.

Robot path planning methods can be divided into classical and heuristic meth-

ods. Most important classical methods consist of cell decomposition method, po-

tential field method, subgoal method and sampling-based methods [157]. Heuristic-

based methods include neural networks, fuzzy logic, nature-inspired algorithms

such as genetic algorithms (GA), Particle Swarm Optimization (PSO) and Ant

Colony Optimization (ACO). [157] is a survey that gives a well-established overview

on the heuristic approaches involved in robot path planning.

Finding the shortest path in a graph by ensuring compliance with additive con-

straints has been recently proved as NP-hard problem [159]. The author addresses

the problem of constrained navigation with mandatory waypoints for vehicle nav-

igation. The proposed approach combines constraint solving techniques with an

Ant Colony Optimization (ACO). The hybridization relies on a static probing

technique which builds up a search strategy using a distance information between

problem variables and a heuristic solution.

Broadly speaking, all the existing approaches used for solving the robot path

planning problem can be classified into two different techniques [160,161]: (i) global

path planning or off-line path planning and (ii) local path planning or on-line path

planning. A global path planner usually generates a low-resolution high-level path

based on a known environment map. The method is valuable of producing an

optimized path. However, it is inadequate reacting to unknown or dynamic obsta-

cles. On the other hand, local path planning algorithms do not need environment

information in advance. It usually gives a high-resolution low-level path only over

a fragment of global path based on data incoming from ob-board sensors. Local

path planning works effectively in dynamic environments. However, it is ineffi-

cient when the target is away from the start position or if the environment is

cluttered [157].

Recently, several deep learning approaches have been applied to local path

planning [162]. Deep Reinforcement Learning (DRL) have achieved remarkable

success in many challenging tasks [163, 164]. Different from previous supervised
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learning methods, DRL based approaches learn from a large number of trials and

corresponding rewards instead of labeled data. In order to learn a sophisticated

control policy with reinforcement learning, robots need to interact with the en-

vironment for a long period to accumulate knowledge about the consequences of

different actions [162]. Collecting such interaction data in real world is expensive,

time consuming, and sometimes infeasible due to safety issues [165].

Obviously, the combination of both global and local path planning techniques [160,

161] is advised to enhance their advantages and eliminate some of their weaknesses,

e.g. [166–168]. For example, in [169], the authors introduces EDNA (Exploratory

Digraph Navigation Using A*) as an autonomous navigation system for robots in

a partially unknown environment.

Finally, advances in autonomous navigation algorithms are often studied sep-

arately by other fields related to robotics, such as sensor data processing and

mechatronics, resulting in a lack of cross-layer integration and synchronization

that affect safety due to incompatible timing constraints and error handling of

different components in the autonomous robot. To this end, in [170], the authors

introduce LEN Safety (where LEN stands for Lifelong Exploratory Navigation),

an integrated contract-based robot navigation stack from sensors and actuators to

artificial intelligence functionality. LEN Safety is resource- and safety-aware and it

allows continuous operation of a mobile robot within a complex and uncontrolled

environment.

3.3 Problem description

In natural language, the problem can be described as follows:

Given a map with a set of physical known obstacles, a set of regulatory-

related obstacles (RRO) and the drone’s battery level, the drone must take off

at Start and reach the Destination while avoiding all the physical obstacles. The

drone’s path should contain as few as possible RRO and its length must be less than

the drone coverage range.

As previously stated in section 3.2, there are two main approaches for solving

robot path planning problems which are: offline and online path planning. In the
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case of existing drones where the battery lifetime is very limited, the most appro-

priate approach is the offline path planning. This leads to deport all computation-

consuming operations to the Ground Control Station (GCS). The GCS is in charge

of computing the path planning process and sends the coordinates to the drone

to follow. In our problem resolution, we consider a similar approach. We suppose

that we have an offline map representing all obstacles and we execute the path

planning process on the GCS before sending the path to the drone.

Path planning problem can often be associated with searching for the shortest

path. In the case of UAV path planning, the optimal path is more complex and

has to take into consideration multiple constraints such as drone battery, collision

avoidance, etc. In order to consider these constraints, a cost function is used

and the path planning algorithm is transformed to a search for a path that will

minimize the cost function. Minimizing the path cost corresponds to maximizing

the desired characteristics fulfillment [171].

3.4 Method

3.4.1 Cost function

In order to define the cost function, I capitalize on the work done in [171], where

the authors establish a comparison of parallel genetic algorithm and particle swarm

optimization for real-time UAV path planning.

The cost function, which I propose, is defined as follows:

Fcost = Cbattery + CRRO + Clength (3.1)

where Cbattery penalizes paths with length superior to the drone battery level, CRRO

penalizes paths that crosses regulatory-related obstacles (RRO) which are defined

by regulatory authorities, and Clength penalizes longer paths. Clength and CRRO are

optimization criteria used to improve the quality of the paths . Clength is defined

to be in range of [0,1]. CRRO is defined to be in range of [0, N ] where N ∈ N is

the number of the regulatory-related obstacles existing in our map. On the other

hand, Cbattery is a feasibility criterion that must be satisfied for the final path to
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be valid. Feasibility criteria are defined to be equal to 0, when they are respected,

or in the range [P, P +1] when they are not, where P ∈ R∗+. In our case, we define

P to be equal to N is order to ensure that unfeasible paths that have a length

exceeding the drone coverage distance always have a cost greater than any feasible

ones. It is important to note that in our implementation, we seek to minimize the

number of regulatory-related obstacles but we sanction paths that have a length

that exceeds the autonomy of the drone.

In this cost function, the term associated with the length of the path is defined

as follows:

Clength = 1− LPSPD

Lpath

(3.2)

therefore

Clength ∈ [0, 1] (3.3)

where LPSPD
is the length of the straight segment connecting the start point and

the destination point, Lpath is the length of the actual path.

The term related to regulatory-related obstacles is defined as follows: let Nobs

be the number of RRO crossed by the given path and N be the number of total

RRO existing in our map, then:

CRRO = Nobs (3.4)

therefore

CRRO ∈ [0, N ] (3.5)

The term associated with the drone battery level is defined as follows:

Cbattery =

{
0 , if Lpath < Lbattery

(N + 2) + 1− (
LPSPD

Lpath
) , if Lpath > Lbattery

(3.6)

therefore

Cbattery ∈
{

0 , if Lpath < Lbattery

[N + 2, N + 3] , if Lpath > Lbattery

(3.7)

where LPSPD
is the length of the straight segment connecting the start point and

the destination point, Lpath is the length of the actual path and Lbattery is the
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coverage distance depending on the battery level of the drone.

During the execution of the path planning algorithm, my goal is to find a

solution which minimizes the cost function and, therefore, find the shortest path

that is within the range coverage of the drone and crosses the minimum number

of RRO. By considering a single cost function, there is a risk of not finding an

acceptable solution. In my case,

Fcost ∈
{

[0, N + 1] , if Lpath < Lbattery

[N + 2, 2N + 4] , if Lpath > Lbattery

(3.8)

Consequently, I consider that all solutions with a cost function superior to N+1

correspond to unfeasible paths. The cost function that I defined is tailored to my

use case and it can be easily modified and applied to other different scenarios as

described in [171].

3.4.2 Environment representation

The first step of path planning is to discretize the world space into a representation

that will be meaningful to the path planning algorithm. This representation is

closely related to a search algorithm and some algorithms will only perform well

when they are coupled with a specific environment representation [171].

In my implementation (see Figures 3.1 and 3.2), I capitalize on the work done

in [171] by using an approximate cell decomposition of the terrain. We start by

representing the environment as a 2D matrix. For each cell of the matrix, I assign

a number that corresponds to the elevation of the terrain (or the buildings) in that

location as shown in Figure 3.1.

In the considered use case, I assume that the drone navigation will be ex-

ecuted at a constant altitude. In other words, the drone will take off vertically

at the start position, and once the operation’s altitude reached, the drone navi-

gates horizontally until attaining its destination position. Afterwards, the drone

lands vertically. This assumption allows representing the environment as a two

dimensional (2D) grid where all the cells with an elevation higher to a certain

altitude are considered as physical obstacles as shown in Figure 3.2.

The European regulation of unmanned aircraft operations established by the
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Figure 3.1: 2D matrix representation of the environment. The number in each cell
represents the terrain elevation at that location

European Aviation Safety Agency (EASA) [172] divides drone operations into

three categories as follows: open (low risk), specific (medium risk) and certified

(high risk). For the open category, the aircraft is not allowed to operate at a height

exceeding 150 meters above the ground [172]. I arbitrarily consider a minimal

distance that the drone must respect with regards to physical obstacles such as

building roofs. I define this distance to be equal to 15 meters. Consequently, as

shown in Figures 3.1 and 3.2, each cell with a certain elevation higher than 135

meters is considered as a physical obstacle that the drone must avoid during its

flight.

In addition to the physical obstacles taken into account, I also consider regulatory-

related obstacles which are related to the drone operations regulation as shown in

Figures 3.1 and 3.2. I refer to this type of obstacle by RRO. RRO include airports,
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Figure 3.2: Obstacle representation. Physical obstacles are represented in dark
blue and regulatory-related obstacles in light blue

stadiums, embassies, factories, etc. The drone is not allowed to fly over such areas

unless the regulation authority allows him to.

During the path planning process, both physical and regulatory-related obsta-

cles must be taken into account. The ideal path would be the shortest path to not

include any obstacle. Nevertheless, there are multiple constraints involved in the

path planning process. The first constraint is the drone battery autonomy lifetime.

The battery embedded on the drone is relatively small in order to not impact the

drone’s weight. For instance, with small quadricopters, the autonomy is estimated

between 20 and 30 minutes. This constraint impact directly the path planning

process, as the obstacle-free path can be very long and the drone autonomy may

not be sufficient to follow this particular path. The second constraint arises within

environments with a high density of obstacles. For certain environments (mostly
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urban), the combination of physical and regulatory obstacles is so important that

the path planning algorithms are not able to generate any obstacle-free path. It

is this particular problem that we address by generating a path that respects the

drone autonomy, does not include any physical obstacle and contains as few as

possible RRO.

3.4.3 Background

Of the extensive literature on existing autonomous navigation algorithms, I here

discuss the definitions of A* and Genetic Algorithms which will be used in the

proposed methodology.

3.4.3.1 A* algorithm

A* algorithm is one of the best known path planning algorithms, which can be

applied on metric or topological configuration space [172]. This algorithm was

initially designed for the graph transversal problems. Later, it was commonly used

for path finding applications and had proved itself to be very effective for solving

path finding problems in static environments. A* uses combination of heuristic and

searching based on the shortest path. It is defined as best-first algorithm, because

each cell in the configuration space is evaluated by the value: f(v) = h(v) + g(v)

where h(v) is heuristic distance (Manhattan, Euclidean or Chebyshev) of the cell

to the destination location and g(v) is the length of the path from the start position

to the destination position through the selected sequence of cells. Obviously, this

sequence ends in the actually evaluated cell. Each adjacent cell of actually reached

cell is evaluated by the value f(v). The cell with the lowest value of f(v) is chosen

as the next one in the sequence [172]. Advantage of this algorithm is that the

distances used as a criterion can be adopted, modified or another distance can be

added. This feature gives a wide range of modifications of this basic principle.

3.4.3.2 Genetic algorithms

In order to resolve problems that are NP-hard (or NP-complete), a heuristic op-

timization approach is recommended [158]. One of these approaches is the use of
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genetic algorithms. A Genetic Algorithm (GA) [173] is an evolutionary problem

solving method, where the solution to a given problem evolves after a number

of iterations. Based on the Darwin’s theory of evolution, the GA simulates the

evolution of a population of solutions to optimize a problem. Similarly to living

organisms adapting to their environment over the generations, the solutions in the

GA adapt to a fitness function over an iterative process using biology-like opera-

tors such as crossovers of chromosomes and mutations of genes. Genetic algorithms

have been widely used to cope with the complexity of the path planning problems.

As well summarized in [157], various studies have been executed based on GA in

robot path planning domain. In [174], the authors address this issue by applying

a knowledge based genetic algorithm (problem-specific genetic algorithm) instead

of the standard GA. The algorithm is designed with both domain knowledge and

small-scale local search. The proposed method is suitable in both static and dy-

namic environments. This algorithm is extended in [175] for multiple mobile robots

in dynamic environments.

3.4.4 Problem resolution

As I aim to solve the problem described in section 3.3, I propose the approach

illustrated in Figure 3.3.

In urban areas, the density of phyiscal obstacles and RRO is so important that

it is very difficult to find a path that avoids all obstacles and that is feasible by

the drone’s battery. My goal is to test if it is possible to cross some RRO in

order to accomplish the mission. If there is not a solution that is 100% safe, it

may be acceptable to make a compromise by crossing some RRO. To this prupose,

I apply the following reasoning: first, I apply A* algorithm to test if there is

an available path without any RRO and that has a length inferior to the drone

coverage distance. If not, I use genetic algorithms in order to generate a path that

includes the minimum possible number of RRO and that takes into consideration

the drone’s autonomy. The method will be called throughout this section as Hybrid

Genetic Algorithm (HGA) by combining multi-population genetic algorithm and

A* which to evaluate each individual. The pseudocode of the proposed HGA is

described in the following algorithm.
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Figure 3.3: Flowchart of our approach

The procedure createInitialPopulation generates the first population. It is

parameterized by the number of individuals per population and by the 2D map.

Each individual is respectively a 2D map created as follows: first, obstacle-free

zones and physical obstacles are kept same to the ones existing in the map. Second,

RRO are randomly deleted for each individual by transforming zones that contains

RRO to obstacle-free zones.

In subsection 3.4.3.2, we have highlighted the use of genetic algorithms to

address path planning problems. To the best of our knowledge, all the algorithms

proposed consider populations of paths and throughout the algorithm, the goal is

to find the best path. In the proposed method, I consider populations of maps

since my goal is to minimize the number of RRO while taking into consideration
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Algorithm 1: Hybrid Genetic Algorithm

1 begin
2 numberOfGenerations = 100
3 numberOfIndividualsPerGeneration = 8
4 numberOfParents = 4
5 numberOfCrossovers = 10
6 mutationRate = 0.4
7 initPop← createInitialPopulation

8 for i = 1 to numberOfGenerations do
9 if (i = 1) then

10 pop[i]← initPop

11 fitness← computeFitnessPop (pop[i])
12 parents← selectMatingPool (pop[i])
13 add (parents, pop[i+1])
14 for j = 1 to numberOfCrossovers do
15 children← crossover (parents)

16 for k = 1 to numberOfChildren do
17 λ← a random value ∈ [0.0, 1.0]
18 if (λ ≤ mutationRate) then
19 mutation (children[k])

20 add (children, pop[i+1])

21 bestIndividual ← selectBestInd (pop)
22 bestPath← aStar (bestIndividual)
23 return bestPath

the autonomy of the drone. This approach is innovative and allows the reasoning

about the safety of the aircraft.

Once the first population created, it is evaluated by calling the procedure

computeFitnessPop which computes the fitness of each individual using the cost

function defined in section 3.4.1. After assigning a cost to each individual, the

function selectMatingPool is called to select the parents which are the individu-

als with the lowest cost function. The number of parents is entered as a parameter

and the selected parents are added to the next population. The selected parents

are also used to generate the children by applying the crossover and mutation op-

erators. The number of generated children is defined as the number of individuals
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per population minus the number of parents. This choice is made in order to make

sure that all populations have the same size.

The procedure crossover mixes the genes of the parents two by two in order

to generate children. This operation is not done randomly, however it is done

according to the cost function of each parent.

I differentiate between three different cases:

• If the cost functions of both parents are greater than N + 1, i.e. if no parent

have a path that is feasible by the drone’s battery. In this case, the crossover

is done randomly. Each child’s chromosome (each map cell) is selected with

a probability equal to 50% to be taken from one parent or another.

• If the cost function of one parent is lower than N + 1 while the cost function

of the other parent is greater than N + 1, i.e. if one parent has a feasible

path while the other has not. In this case, all cells covered by the path are

transmitted to the child. The rest of the cells is filled with a probability

equal to 50% to be taken from one parent or another.

• If the cost functions of both parents are less than N + 1, i.e. if both parents

have feasible paths. The parent with the lowest cost function is selected.

The cells covering the best path of the selected parent are transmitted to

the child.The rest of the cells is filled with a a probability equal to 50% to

be taken from one parent or another.

After applying the crossover operator on all parents two by two, it is possible to

have more children than needed since I try all combinations. In this case, I select

the best ones, i.e. the ones with the lowest cost function. This selection ensures

having the same number of individuals for all populations.

The procedure mutation is responsible for changing one gene of each child. I

predefine a mutationRate which is a value between 0 and 1. For each child, I

generate a random value λ between 0 and 1. If λ is lower than mutationRate, I

apply the mutation operator by changing a random cell that was corresponding

to a RRO to an obstacle-free cell. Afterwards, the children are added to the next

population.
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This process is repeated until reaching the predefined numberOfPop corre-

sponding to the number of populations. Afterwards, the best individual is selected

by using the function selectBestInd.

3.5 Results

This section reports and discusses computational results obtained by applying the

method described in the previous section. Before displaying the results of our

implementation, I start by defining a baseline with which we will compare the

obtained results.

3.5.1 Baseline

As a baseline, I chose A* with a modified heuristic. Traditional A* algorithm

has proven itself to be very efficient to resolve path planning problems in static

environments with a low density of obstacles. In the use case, there are constraints

such as high obstacle density (both physical and regulatory-related) and also the

drone coverage range. Under such constraints, traditional A* algorithm is not vert

suitable. It either doesn’t find any obstacle that avoid all obstacles, or it returns

a path that is very long and that exceeds the drone coverage distance. In order

to overcome these challenges, I modify the heuristic of A* algorithm. For physical

obstacles, I don’t change anything compared to traditional A*. On the other hand,

I allow the searching algorithm to consider cells that represents RRO but with a

certain cost so that it is possible to explore zones representing RRO.

3.5.2 Computational results

For computational results, it is important to distinguish different cases. I make the

choice of associating each case with a different representative map. Afterwards, I

run simulations on each map with both the baseline and the defined hybrid genetic

algorithm. The comparison between the two approaches is made afterwards. With

regard to the size of the map, I arbitrarily choose the size 10*10 because my goal

is to show how efficient is the proposed approach to find solutions compared to
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the baseline.

Concerning the computation of the paths length, I consider a simple method

which is the following: the distance between two adjacent cells (both horizon-

tally and vertically) is considered to be equal to 1, and the distance between two

diagonally aligned cells is equal to
√

2.

For all configurations, I define the cell (0,0) tho be the start and the cell (9,9)

to be the destination. The obstacles change for each configuration (both PO and

RRO). The goal is to find the best path from the start to the destination while

avoiding all the PO. The best path should contain as few as possible RRO and its

length should be less than the drone coverage range. It is evident that the best

path is not always the shortest.

For the HGA, we choose the following parameters as showed in 1:

• number of generations = 100

• number of individuals per generation = 8

• number of parents = 4

• number of children = number of individuals per generation - number of

parents = 4

• mutation rate = 0.4

3.5.2.1 First configuration

The first configuration that I consider is when there is an optimal solution which is

feasible with the drone’s autonomy. Basically, the optimal solution is the shortest

path that does not include any obstacle. This configuration is very basic and all

existing path planning algorithms should be able to provide a solution for it. As

illustrated in Figure 3.4, the solution provided by the baseline is identical to the

one provided by our hybrid genetic algorithm.
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Figure 3.4: Optimal solution provided by both A* and HGA for first configuration

In this case, it is assumed that the drone has an autonomy that allows it to

cover a distance equal to 30 units. The optimal path showed in Figure 3.4 has a

length that is equal to 28 which is inferior to the drone’s covering range.

3.5.2.2 Second configuration

The second configuration that I consider is when the optimal solution is not fea-

sible with the drone’s autonomy. I consider the same obstacles as in the first

configuration but with a lower drone autonomy. In this case, I consider that the

drone has an autonomy that allows it to cover a distance equal to 20. The solution

found in the previous configuration becomes not feasible since its length is superior

to 20. When running A* on this configuration, the algorithm is blocked and does

not provide any solution. However, the HGA provides a solution as showed in

Figure 3.5. The provided path has a length equal to 16.24 units.
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Figure 3.5: Solution provided by HGA for second configuration

3.5.2.3 Third configuration

The third configuration is when there isn’t any obstacle-free path that connects

the start and the destination. This case is very broad and contains a variety of sub-

cases. We consider a configuration so that it is impossible to connect the start and

the destination without encountering any obstacle as showed in Figure 3.6. When

running A* on this configuration, the algorithm is blocked and does not provide

any solution. However, the HGA provides a solution that crosses the minimal

number of RRO in order to reach the destination which is 3 in this configuration.
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Figure 3.6: Solution provided by HGA for third configuration

3.6 Implementation and Feedback

This section is dedicated to the implementation and my personal feedback about

the work presented in this chapter involving autonomous navigation for ACPS. I

also provide several perspectives that can be considered for future works using the

method that I propose.

3.6.1 Implementation

During the implementation phase, I used Python tool for coding the hybrid genetic

algorithm. The implementation is totally configurable. The parameters number

of generations, number of individuals per generation, number of parents, number

of children and mutation rate can be adjusted for each execution.

The results presented earlier were displayed on maps with a size equal to 10*10.

It is important to mention that I tried to run the algorithm on maps with a bigger

size (100*100 and 500*500) and I have noticed that the computation time is not

impacted. It remains inferior to 1 second with the hardware that I used which is

an i7 Intel Core processor with a 2.8 GHz frequency.
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3.6.2 Feedback

The work presented in this chapter is based on proposing a method for autonomous

navigation of ACPS in an environment with a high density of obstacles. The

considered use case involves the civilian use of drones for emergency situations

in urban environment. The contribution presented in this chapter is based on

strong hypotheses which are: defining a constant drone altitude during navigation

phase, knowing the environment map before the take-off (offline path planning)

and also not considering a dynamic environment in which new obstacles can be

added during the flight. These hypotheses were followed in order to reduce the

complexity of the problem.

A first perspective to the existing work is considering a 3D map in which the

drones can change its altitude during the navigation phase. This would add com-

plexity to the path planning process and it would be interesting to test if the

proposed hybrid genetic algorithm is suitable in this case. A second perspective

to the existing work is to consider path planning in dynamic environment. As the

drone is navigating to its destination, its sensors collect data that can be processed

and considered during the path planning process such as dynamic obstacles. Con-

sidering this data and processing would be an interesting work of research to test

the limit of the proposed method in dynamic environment. Another perspective

is real-time simulation using Robot Operating System (ROS) for example. This

simulation would test the proposed method under real-time constraints and verify

if it is suitable to be used for online real-time path planning.

3.7 Conclusion

In this final chapter, I have addressed the problem of safety for autonomous nav-

igation. I considered the use case of drone navigation in urban environment. I

specified a cost function and a particular environment representation. I proposed

a hybrid genetic algorithm in order to solve this problem. The obtained results

have been illustrated by considering different map configurations. I also gave a

personal feedback about the work presented in this chapter as well as several per-

spectives.
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General conclusion

We are currently facing a growth in systems complexity, with increasingly ad-

vanced technologies. CPSs are subject to this technological evolution. The cyber

part of CPS perform complex tasks to control sophisticated physical processes in

environments, that are becoming more and more ambient, open and hazardous. In

addition, CPS are required to be resilient to internal errors and disturbances, and

able to recover with the minimum costs. Modeling such systems is difficult espe-

cially in critical contexts with regards to their hardware, software and networking

architectures, and event unpredictability of their environments.

This PhD work is placed in this context. The main interest is the safety

analysis of CPS and how to include it from the early stages of system design. In

the first instance, I focused on CPS features in order to understand if existing safety

analysis methodologies are adequate to ensure safe applications of CPS which are

in most cases critical. I came to the conclusion that existing safety approaches

used mainly for the development of embedded systems or software applications

are not adequate for safety-critical CPS. The main reason is that high-integrity

critical embedded systems can be decomposed to reduce their complexity and then

analyzed. This decomposability is not easily applicable to CPS, which require

an overall consideration of the system during safety analysis process. A capital

example is the evolution in the automotive domain: from vehicles to autonomous

vehicles.

To help the reasoning on methods and tools for safety of ACPS, I specified a

use case based on autonomous drones. A first outcome of my analysis is the deter-
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mination of safety features that needs to be taken into account in order ensure safe

applications. I came to the conclusion that there are three key factors which are:

the system, the human factor and the environment. There is a strong correlation

between these factors and combining them is key to ensure safety. Moreover, I

argue that the notion of resilience is more appropriate when dealing with ACPS.

Therefore, I study a new methodology to analyze resilience in ACPS.

The first main contribution of this PhD is articulated around the proposition

of a predictive methodology to analyze resilience of CPS. I considered the same

use case which is the drone systems for civilian applications and more specifi-

cally a drone emergency rescue system. The proposed methodology exploits a

contract-based approach [1], which allows defining resilience-related properties

and reasoning (Safety III [6]) about both system hazards (Safety I) and wished

behaviour (Safety II). More in detail, the proposed methodology is based on a dis-

tributed object-oriented component-based software architecture. The structure of

an object-oriented component, from my viewpoint, is new compared to the CCM

specifications [176] and other definitions [177], in which periodic jobs, data lis-

teners, and references to component instances are implicit features. I dealt with

endogenous and exogenous aspects of resilience of the case study at both design

and verification levels. Endogenous resilience is reflected in the system capability

of processing internal functional and timing faults, and resisting to cyber-attacks.

Exogenous resilience relies on the system’s ability to safely operate in its ambient

environment.

To this effect, I have defined a formal methodology to predict the system’s

behavior by abstraction, and to verify its resilience properties. I used Uppaal

networks of timed automata to model the distributed interoperability between

subsystems, and to analyze its endogenous resilience under an abstract network-

ing model. For the analysis exogenous resilience, I choose to model the system’s

behavior in its environment using 3D models, then I use a tool that I have de-

veloped during the PhD called Contract Analysis Tool (CAT) in order to verify

contracts and safety properties over 3D models.

The second main contribution of this PhD is an investigation over the impact

of genetic algorithms on safety of the autonomous navigation system of a drone.

More specifically, I tried to tackle the problem of drone autonomous navigation
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in urban environment where there is a high density of both physical obstacles

(such as buildings) and regulatory-related no-fly areas (such as airports). To this

purpose, I proposed a solution based on a hybrid genetic algorithm that takes into

consideration the battery level of the drone. I compared the results of my approach

with a baseline, given by a deterministic algorithm. The measures are produced by

executing the two algorithms on the same data. Despite the strong and restrictive

hypothesis, I can state that the use of genetic algorithms during path planning

process is suitable to improve the safety level of the navigation system.
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Perspectives

There are many perspectives to improve and continue the work that has been

carried out during this thesis and presented in this manuscript. I see four main

directions for future works. The first one is to develop the networking aspect.

As mentioned in Section 1.2.4.3, networking is an important feature of CPS. The

methodology that I have presented for the analysis of resilience in CPS is based on

a simplistic representation of the network. Considering a more realistic network

model would be convenient to analyze the resilience of the system and its capacity

to withstand different aspects of networking errors such as interference and chanc-

ing network topology. This direction is confirmed by the increasing trend of several

(industrial and research) approaches devote to trustworthiness guarantee. They

are based on the analysis of the impact of security failures on safety properties of

a system.

The second direction for future work would be to consider online safety anal-

ysis for CPS. Obviously, the work carried out in this thesis considers an offline

behaviour of the system. My analysis is carried out over a pre-defined system

behaviour and cannot answer the following question: what if the system does not

behave at intended? An interesting perspective would be to implement online

safety analysis (using contracts for example) to validate safety properties on a

dynamic CPS.

The third direction for future work would be to extend the work carried out

in this thesis to a fleet of drones. It would be interesting to consider a swarm of

drones communicating with each other and with the ground control station.

The fourth direction for future work would be to validate the obtained results

via a demonstrator and a prototype using Robot Operating System (ROS) for

example.
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[16] Maŕıa Victoria Cengarle, Saddek Bensalem, John McDermid, Roberto

Passerone, Alberto Sangiovanni-Vincentelli, Martin Törngren, “Characteris-

tics, capabilities, potential applications of Cyber-Physical Systems: a prelim-

inary analysis. Deliverable, CyPhERS : Cyber-Physical European Roadmap

& Strategy,” http://www.cyphers.eu/sites/default/files/D2.1.pdf, 2013, on-

line; accessed: 05 April 2019.

[17] E. A. Lee and S. A. Seshia, Introduction to embedded systems: A cyber-

physical systems approach. Mit Press, 2016.

E. Laarouchi 119 / 136

https://www.cpswarm.eu/
http://www.cyphers.eu/sites/default/files/D2.1.pdf


Bibliography 120

[18] D. Miorandi, S. Sicari, F. De Pellegrini, and I. Chlamtac, “Internet of things:

Vision, applications and research challenges,” Ad hoc networks, vol. 10, no. 7,

pp. 1497–1516, 2012.

[19] C. Greer, M. Burns, D. Wollman, and E. Griffor, “Cyber-physical systems

and internet of things,” NIST Special Publication, vol. 202, no. 2019, p. 52,

1900.

[20] C. E. Tuncali, H. Ito, J. Kapinski, and J. V. Deshmukh, “Reasoning about

safety of learning-enabled components in autonomous cyber-physical sys-

tems,” in 2018 55th ACM/ESDA/IEEE Design Automation Conference

(DAC). IEEE, 2018, pp. 1–6.

[21] CyPhERS FP7 Project. Cyber-Physical European Roadmap and Strategy,

http://cyphers.eu/, online; accessed: 05 April 2019.

[22] “Platform4CPS European Project,” https://www.platforms4cps.eu/, online;

accessed 30 April 2019.

[23] H. Thompson, M. Reimann, D. Ramos-Hernandez, S. Bageritz, A. Brunet,

C. Robinson, B. Sautter, J. Linzbach, H. Pfeifer, V. Aravantinos et al.,

Platforms4CPS, Key Outcomes and Recommendations. Steinbeis-Edition,

2018.

[24] H.-M. Huang, K. Pavek, B. Novak, J. Albus, and E. Messin, “A framework

for autonomy levels for unmanned systems (alfus),” Proceedings of the AU-

VSI’s Unmanned Systems North America, pp. 849–863, 2005.

[25] J. M. Beer, A. D. Fisk, and W. A. Rogers, “Toward a framework for levels

of robot autonomy in human-robot interaction,” Journal of human-robot

interaction, vol. 3, no. 2, pp. 74–99, 2014.

[26] ISO 31000:2018, Risk Management, 2018.

[27] C. Tannert, H.-D. Elvers, and B. Jandrig, “The ethics of uncertainty: In the

light of possible dangers, research becomes a moral duty,” EMBO reports,

vol. 8, no. 10, pp. 892–896, 2007.

E. Laarouchi 120 / 136

http://cyphers.eu/
https://www.platforms4cps.eu/


Bibliography 121

[28] M. H. Mishel, “Uncertainty in illness,” Image: The Journal of Nursing Schol-

arship, vol. 20, no. 4, pp. 225–232, 1988.

[29] R. Rajkumar, I. Lee, L. Sha, and J. Stankovic, “Cyber-physical systems:

the next computing revolution,” in Design Automation Conference. IEEE,

2010, pp. 731–736.

[30] M. Conti, S. K. Das, C. Bisdikian, M. Kumar, L. M. Ni, A. Passarella,
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