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Title: New Methods for Tight Analysis of Population-based Evolutionary Algorithms

Keywords: Algorithms, Runtime Analysis, Evolutionary Computation

Abstract: Evolutionary Algorithms (EAs for brevity)
is a broad class of optimization algorithms which are
inspired by the natural evolution. They are often used
to solve practical problems which cannot be solved
precisely in a reasonable time, since they can find sat-
isfying solutions without spending too much compu-
tation resources. The practical efficiency of the EAs is
supported by the theory of evolutionary computation
which has produced a huge number of impressive re-
sults during the last two decades. These results give
valuable recommendations on how to set up parame-
ters of algorithms or even propose new EAs.
Theoretical studies mostly observe how simple algo-
rithms optimize model problems. It is hard to anal-
yse more real-world settings, since even the most sim-
ple algorithms are often described via highly compli-
cated stochastic processes. In particular, not so much
is known about the behavior of the population-based
algorithms, while the populations are believed to be
essential by most practitioners. The lack of theoret-
ical understanding of how populations work raises a
risk that populations are used not in the most effective
way.
The existing analysis tools, however, are not suit-
able to give us a better understanding of popula-
tions. Hence, the main aim of this work is to de-
velop new analysis methods which would help to de-
liver new runtime bounds for evolutionary algorithms
and extend our knowledge of the role of populations.
We propose the following analysis methods for the
population-based EAs.
1) The method of the complete trees for delivering the
lower bounds on the runtime of the population-
based EAs.
The method of the analysis of the no-drift processes.
The method for delivering the precise bounds on
the runtime distribution for the EAs on plateaus.
4) The additive drift theorem with tail bounds.
With these analysis methods we perform a runtime
analysis of the following algorithms.
1) With the method of the complete trees we derive
a tight bound on the runtime of the (1 + \) EA

2)
3)

on ONEMAX. These bounds, in particular, sug-
gest that using parent population size p which is
O(log(n)) does not increase the asymptotical run-
time (which can be useful when optimizing noisy
functions) and that using offspring population size
A greater than max{y,In(n)} does not give a sig-
nificant decrease in the expected number of itera-
tions (hence such large population sizes should be
avoided when solving some easy problems).

2) With the method of the analysis of the no-drift pro-
cesses we analyse the (i, A\) EA on ONEMAX with
the threshold parameter values \ ~ eu. We show
that in this setting (where there is almost no drift
of the number of the best offspring) the absolute
population size plays a significant role and that
this regime seems to be the most interesting for
the practical application of the (u, \) EA.

3) With the method for the analysis of EAs on
plateaus we deliver precise estimates on the

runtime of the (1+1) EA and (A £ )) EA on
PLATEAUy function, demonstrating that the choice
of the mutation operator does not play a signifi-
cant role when an EA is traversing a plateau.
We also propose a new crossover-based algorithm
with non-trivial offspring population — the heavy-
tailed (1 + (X, \)) GA. Our analysis of this algorithm
on ONEMAX, LEADINGONES and JUMP; functions re-
veals the efficiency of the random parameter choices
from a power-law distribution. While on Jumpy this
random parameter choice gives us a one-size-fits-all
algorithm which relieves us from choosing the opti-
mal static parameters (which depend on function pa-
rameter k, probably unknown in advance), on ONE-
MAX we observed a runtime which is better than the
runtime for the best static parameter choice. On the
LEADINGONES (with a help of the developed additive
drift theorem) we showed that the asymptotical run-
time is the same for any static or dynamic choice of
parameters and is the same as for the most standard
mutation-based algorithms.
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Titre: Nouvelles Méthodes d’analyse précise des algorithmes évolutifs basés sur la population

Mots clés: Algorithmique, Analyse de la Complexité, Calcul Evolutif

Résumé: Les algorithmes évolutifs (AEs pour
la brieveté) sont une large classe d’algorithmes
d’optimisation qui sont inspirés par 1’évolution na-
turelle. Ils sont souvent utilisés pour résoudre des
problémes pratiques qui ne peuvent pas étre résolus
avec précision dans un délai raisonnable, car ils peu-
vent trouver des solutions satisfaisantes sans dépenser
trop de ressources de calcul. L’efficacité pratique des
AE est soutenue par la théorie du calcul évolutif, qui
a produit un grand nombre de résultats impression-
nants au cours des deux derniéres décennies. Ces ré-
sultats donnent de précieuses recommandations sur la
facon de configurer les parameétres des algorithmes ou
méme proposent des nouvaux AFs.
Les études théoriques observent principalement com-
ment des algorithmes simples optimisent des prob-
lémes de modele. 1l est difficile d’analyser prob-
lémes du monde réel, car méme les algorithmes les
plus simples sont souvent décrits via des processus
stochastiques tres compliqués. En particulier, on en
sait peu sur le comportement des algorithmes basés
sur des populations. En méme temps les populations
sont considérées comme essentielles par la plupart des
praticiens. Le manque de compréhension théorique
du fonctionnement des populations souléve le risque
que les populations ne sont pas utilisées de la maniere
la plus efficace.
Les outils d’analyse existants ne sont cependant
pas adaptés pour donner une meilleure compréhen-
sion des populations. Ainsi, I'objectif principal de
cette thése est de développer de nouvelles méthodes
d’analyse qui permettraient de fournir de nouvelles
limites d’exécution pour les algorithmes évolutifs et
d’étendre nos connaissances sur le réle des popula-
tions. Nous proposons les méthodes d’analyse pour
les AEs basées sur la population.

1) La méthode des arbres complets pour fournir les
limites inférieures au temps d’exécution des AEs
basées sur la population.

2) La méthode de I’analyse des processus sans dérive.

3) La méthode pour fournir les limites précises sur la
distribution des temps d’exécution pour les AEs sur
plateaux.

4) Le théoréme de dérive additif avec limites de la distri-
bution.

Avec ces méthodes d’analyse, nous effectuons une

analyse d’exécution des algorithmes suivants.

1) Avec la méthode des arbres complets, nous
dérivons une limite étroite sur l’exécution de

'AE (11+ ) sur le probléme ONEMAX. Ces limites,
en particulier, suggerent que l’utilisation d’une
taille de la population parente p qui est O(log(n))
n’augmente pas le temps d’exécution asympto-
tique (ce qui peut étre utile lors de 'optimisation
des fonctions bruyantes) et que l’utilisation de
la taille de la population de la progéniture A
supérieur a max{y,In(n)} ne donne pas une
diminution significative du nombre d’itérations
prévu (par conséquent, de telles tailles de popu-
lation devraient étre évitées lors de la résolution
de problémes faciles).

2) Avec la méthode d’analyse des processus sans
dérive, nous analysons 'AE (y,)\) sur ONEMAX
avec les valeurs de parameétre de seuil A ~ ep.
Nous montrons que dans ce cadre (ot il n’y a quasi-
ment pas de dérive du nombre de meilleurs de-
scendants) la taille absolue de la population joue
un role significatif et que ce régime semble étre
le plus intéressant pour I’application pratique de
IAE (1, \).

3) Avec la méthode d’analyse des AEs sur plateaux
nous délivrons des estimations précises sur
'exécution de I'AE (1 + 1) et I'AE (>\1—i1 A) sur
PLATEAUy, démontrant que le choix de I’opérateur
de mutation ne joue pas un role significatif
lorsqu’un les AEs traverse un plateau.

Nous proposons également un nouvel algorithme
basé sur le croisement avec une population de de-
scendants non triviale — le queue-lourde Ualgorithme
génétique (1 + (M, )\)). Notre analyse de cet algo-
rithme sur les fonctions ONEMAX, LEADINGONES et
JuMP; révéle efficacité des choix de parametres aléa-
toires a partir d’une loi de puissance. Alors que sur
JUMP; ce choix de parameétre aléatoire nous donne
un algorithme universel, ce qui nous dispense de
choisir les parameétres statiques optimaux (qui dépen-
dent du parametre de fonction k, probablement in-
connu a l’avance), sur ONEMAX nous observons un
temps d’exécution meilleur que le temps d’exécution
pour le meilleur choix de parametre statique. Sur le
fonction LEADINGONES (avec I’aide du théoréeme de
dérive additif avec limites de la distribution), nous
montrons que le temps d’exécution asymptotique est
le méme pour tout choix statique ou dynamique des
parametres et est le méme que pour les algorithmes
basés sur des mutations les plus standards.
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Tema auccepranun: MeTO;[bI TOYHOT'O aHaJI13a MOMMyJJIANMOHHBIX 3BOJIIOIIMOHHBIX aJITOPUTMOB

KiroueBsle cjioBa: AJropyuTMBL, AHaIN3 BpeMeHU PabOoTHI, DBOJIIOIMIOHHBIE BEIYNCIICHNA

AuHOTauA: OBOJIIOIMOHHBIE AJITOPUTMBI (DA) —
9TO IMMPOKUI KJjlacc ajJropuTMOB ONTUMH3ALNU,
OCHOBAHHBIX  Ha IIPUHIUANIAX €CTeCTBeHHOU
9BOJIIOLIMEN. OHM 4YacTO WMCHOJIB3YIOTCA AJIA
pellleHNsA TNpaKTUYeCKUX 3a7ad, KOTOphble HeJb3s
pelnTh TOYHO 3a pasyMHOe BpeMs, IMOCKOJIBKY OHH
MOI'YT HalTH [AOCTAaTOYHO XOpOoIllle pelleHus, He
3aTpaunBasg 4Yepe3MepHO MHOI'O BBIYHCIUTEJIbHBIX
pecypcos. [TpakTuueckasa 3>GGeKTUBHOCTL DA
TakXe TOATBEPXIAETCS Teopuell BSBOJIIOLMOHHBIX
BBIUYKCJIEHUH, KoTOpasg  moJjyuyuja  OoJibloe
YMCJIO 3HAYMMBIX Pe3yJIbTaTOB 3a IOCJeqHUe
Ba JeCATUJIeTHUs. OTU pe3yJibTaThl JaioT
IleHHble peKOMeHJaluu [0 HacTpolike IapaMeTpOB
aJITOPUTMOB WJIN Aaxe IpesiaraioT HOBble DA.
Teopernueckue  uccjiefoBaHUA B OCHOBHOM
HU3y4aloT, KaK MPOCThle aJrOPUTMBI ONTHUMHU3UPYIOT
MOJIeJIbHBIE  3aJaul. AnanusupoBaTh 6oJee
O61M3KHe K peaJbHOMY MMpPY 3afadd HaMHOI'O
CJIO)XKHee, TaK KakK Jaxe caMble IIPOCThHIe
QITOPUTMBI  YacTO OMNUCBHIBAIOTCA C  IIOMOIIBIO
OYeHb CJIOXKHBIX CTOXaCTUYeCKWX IpomeccoB. B
YaCTHOCTH, [JOBOJIBHO MaJl0 U3yYeHO [OoBefeHle
MONMYyJIALMOHHBIX aJITOPUTMOB, B TO BpeMsA Kak Ha
[IpaKTHKe HeTpUBHAaJIbHblE MONYJIALIMN CUUTAIOTCSA
HEOTHhEMJIMMOU COCTaBHOM YacCThI0 3BOJIIOLIMOHHBIX
QJITOPUTMOB. OTCcyTCTBUE  TEOPETUYECKOro
NIOHMMAaHUA TOro, Kak paboTalnT NOMyJIAUY,
MIOBBIIIAET PUCK TOT'O, YTO MOMYJIALKUY HCIOJIb3YI0TCA
He caMbIM 3 GeKTUBHEIM 00pa3oM.
OpHako, cyllecTByIOl[ie MHCTPYMEHTHI TeopeTuiec-
KOro aHajn3a He MOTYT [aTh JIyulllee IOHMMaHUe
npupoasl nomnyJAnui.  CiaemoBaTesIbHO, OCHOBHAsA
I[eJTb 3TOU paboTBHl COCTOUT B Pa3pabOTKe HOBBIX
MeTOJI0B aHaJIu3a [JJid OLleHKHU BpeMeHM paboThl JJid
MOMYJIALMOHHBIX 3BOJIIOIMOHHBIX aJrOPUTMOB U JJIA
pacmypeHydsa HaUIUX 3HAHUNA O POJIM TOMYJIALUM.
B pmanHOIl paboTe ObLIM TpeAIOXeHHl CJieAyoliue
MeTOAbl aHaJIM3a NOIYJIALUOHHBIX DA.
1) memod noJtHblx Oepe@bed AJIA MOJIyYeHUA HUKHUX
rpaHull Ha BpeMs paboThl NOMYJIAIMOHHBIX DA.
Memod aHaJIM3a IPOIECCOB Oe3 AGHO20 CHOCA.
Memod [UII TOYHOM OIEHKU paclpejeseHusa
BpeMeHM paboTHl A1 DA Ha njiamo.
Teopema 06 a0OUMUBHOM CHOCE C OYEHKaMU Ha
KOHYEHmpayuo.
C IIOMOIIBI0 3TUX METOAOB aHasiM3a ObLJI BHIIIOJIHEH
aHaJIM3 BpeMeHHU paboThl ciieAyIoNX aJrOpPUTMOB.
1) C momompi0 MeTOja IOJIHBIX JepeBbeB ObLIN
MIOJTy4eHBl AaCHUMITOTHYECKH TOYHBIE OI[€HKU
Ha BpeMsa paboTel (u + A)-DA Ha ONEMAX.

2)
3)

4)

YTO  UCIOJIb30BaHHe  pas3Mepa  IOMyJALNUU
ponureJteii i, paBHoro O(log(n)), He yBesTnunBaeT
acyuMnToTHieckoe BpemaA paboThl (YTO MOXeT
OBITh IIOJIE3HO IIpU ONTHMMM3alMU (QYHKIUN B
IPUCYTCTBUU INyMa), H YTO WMCIOJIb30BaHUE
pasMepa IMONyJAMM TOTOMKOB A OoJiblle,
gyem max{y,ln(n)}, He maeT 3HAYUTESHHOTO
YMEeHbIIIEHUs OXWAaeMoro 4ucjaa uTepauui
(cnepgoBaTesibHO, — cileiyeT u30eraTb — TaKUX
OOJIBIIIMX Pa3MepoB MOMYJIALUU TPU PeleHUuU
IIPOCTHIX 3a4aY).

C noMompi0 MeTOoAa aHanam3a IpoleccoB 6e3
SIBHOTO CHOca OBLI TNIpOBeeH aHamu3 ([, A)-
DA Ha ONEMAX C TpaHUYHBIMU 3HA4YeHUAMU
IapamMeTpoB A & ey. BpljIo MOKa3aHo, YTO B 3TOU
curyanquu (rge mpakTH4ecKH OTCYTCTBYET CHOC
CJIy4allHOM BEeJIMYMHBL, PaBHOM YWCJY JIyYIINUX
IIOTOMKOB B IIOKOJIEHUM) aOCOJTIOTHBIN pa3Mep
MONYJIALMKM WUrpaeT 3HAUWUTEJIbHYI0 pOJIb, U YTO
9TOT peXUM ABJIAeTCcs HauboJiee MHTepeCHbIM U1
IPaKTUYECKOTO pUMeHeHU (11, A)-DA.

C moMoIipi0 MeToja aHau3a DA Ha IJ1aTo ObLIN
MIOJTyY€eHbl TOUHbIE OIIeHKU BpeMeHU paboThl (1 +

2)

3)

1)-DA u 5BOJIIOIMOHHOIO AJTOPUTMa (A 3 A) Ha
¢yHKIUM PLATEAU, NOOKasaBlIKe, 4YTO BHIOOP
omepaTopa MyTalldy He HUIpaeT Cyl[eCTBeHHOU
poJiy, koraa DA HaXOOUTCA Ha IIaTo.
Takxe ObUl TpenjioKeH HOBBIA  aJITOPUTM,
HCHOJb3YIOIMMII  omepaTop CKpemMBaHUA C
HETPUBUAJIBHON  TOMYyJALUENH  MOTOMKOB
eeHemuyeckuti areopumm (1 + (A, A)) ¢ madxcersim
xeocmom (TO eCTb HCIIOJIb3YIOLUI paclpeesieHus,
He CKOHIIEHTPHPOBAaHHBIE y MaJbIX 3HAauYeHMU).
[lpoBeeHHBII aHaAMW3 3TOr0 aJropurMa Ha
dynxumax ONEMAX, LEADINGONES u JUMP, nlokasaJl
3(pdeKTUBHOCTH CITy4aliHOr'O BHIOOpA MapamMeTpoB M3
CTelleHHOro pacipefiejieHUs. B To BpemsA Kak Ha
JUMPy 3TOT ciTydaiiHbIl BEIOOp ITapaMeTpoB aeT HaMm
YHUBEPCAJIbHBIN aJIr'OPUTM, KOTOPBIM U30aBJiseT HacC
OT BBIOOpa ONTHUMAJIbHBIX CTAaTUYEeCKUX [TapaMeTpOB
(koTOpBIE 3aBHCAT OT mapamerpa k, BepOSTHO,
Heu3BeCcTHOro 3apaHee), Ha ONEMAX Habmiofaercs
BpeMs paboTh, KOTOpoe JIydlle, 4YeM BpeMsd
paboTHl aJropuTMa C HAWJIyYMNM{A CTaTH4eCKHUMU
napaMeTpamu. Ha LEADINGONES (Cc IOMOIIbIO
MpeIJIOKEHHON TeopeMbl 00 aAAWUTUBHOM CHOCE)
OBLJIO IIOKAa3aHO, 4YTO AacCHUMITOTHYeCKoe BpeMs
paboThl OJUHAKOBO AJiA JII0OOTO CTATAYeCKOIo HJIU
JUHAMHUYeCcKOro BhIOOpa MapamMeTpoB, IMPUYEM OHO
Takoe Xe, Kak [Ajd OOJBIIMHCTBA CTaHAAPTHBIX
QJITOPUTMOB, OCHOBAHHBIX Ha MyTalUAX.

DTH OIEHKH, B YaCTHOCTH, TMPEAINOJIararor,
cee QOLY TEC&
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Contents 1

Introduction

Relevance.

Evolutionary algorithms (EAs for brevity) are a class of the random search heuristics which
are based on the principles of the natural evolution. Most of the algorithms which belong to this
class are described by the following scheme.

1) First EAs create an initial population of the potential solutions, which are usually

random points of the search space.

2) Then they evaluate the individuals of the population by calculating their fitness, that
is, the value of the optimized function in them.

3) Then the algorithm chooses parents from the current population using some selection
mechanism and apply different variation operators (mutation and crossover) to them.
The resulting set of the new potential solutions is called the offspring population. It
might complement the parent population (in case of elitist algorithms) or totally re-
places it (in case of non-elitist algorithms). Then the algorithm removes the less fit
individuals and returns to the second step.

4) The algorithm is terminated as soon as some stopping criterion is met (e.g., if a suf-
ficiently good solution is found or if the algorithm is run out of the computation re-
sources).

EAs are often not capable of finding the exact optimal solution in a polynomial time

(e.g., when solving an NP-hard problem), however they can find a sufficiently good solution
in sufficiently short time. For this reason EAs are often used to solve such practical problems
as making a schedule for the ships to pass through a channel [103], or optimization of space
trajectories [93]. Also there is a huge variety of additional heuristics which let the user to tailor
an EA for his problem. At the same most of the theoretical studies consider only the most simple
algorithms on toy problems. The reason of this gap between theory and practice is that on the one
hand EAs are easy to implement and tailor for a particular problem, while on the other hand the
stochastic processes which describe them are extremely complex and require non-trivial analysis
methods.

Nevertheless, the theory is an important part of the field of the evolutionary computation,
since it has given a lot of valuable recommendations on how to use the EAs in practice (e.g.,
recommendation to use a standard bit mutation with rate % 1) and introduced some new
algorithms into the field (e.g., the Fast genetic algorithm and the (1 + (A, \)) GA [34]).

Most of such results were obtained via the runtime analysis. By the runtime of an algorithm
we mean not the clock time, but the number of fitness evaluations or the number of iterations
which the algorithm makes before finding the optimum. This measure is used in all theoretical
studies for several reasons. Fist, it is independent of the details of the algorithm implementation
and of the hardware which runs the algorithm. And second, the most computation time of an
EA run is usually spent on the fitness evaluations, while the intermediate calculations take only
a small part of the resources. The main goal of the theoretical runtime analysis is to deliver the
estimates on the algorithm runtime considering it as a random variable. Namely, the aim is to
find its expectation, variance or tail bounds.

There is a rich toolbox for the theoretical runtime analysis, which includes

« Markov’s chains,

* drift analysis,
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« fitness levels techniques,
+ family trees

and other methods and techniques. Unfortunately, most of them have some own disadvantages
which make them hard to apply for the non-trivial EAs, such as population-based EAs, or they
do not give enough insights about the algorithm behavior, which prevent us from delivering
recommendations on the practical application of EAs. In particular, Markov’s chains have a
very complicated structure for the population-based algorithms, drift analysis requires to design
a complicated potential function which has to take into account the whole population, fitness
levels techniques are either not precise enough, or they do not give much insights. The method
of family trees has only a narrow application field, since so far it was used only for the analysis
of the (1 + 1) EA.

Populations are widely used when solving practical problems with EAs. However, the
lack of the theoretical understanding of the concept of populations does not let us use them in
the most effective ways (e.g., it is not clear how to choose the population size). The root of this
problem is in the absence of the methods for the runtime analysis of the population-based EAs.
Hence, the topic of the new methods of the tight runtime analysis of the population-based EAs
is relevant.

State of the art.

Markov’s chains are a classic tool from the probability theory which is widely used in the
field of the theory of evolutionary computation [15, 9]. However, they are mostly used for the
analysis of simple processes or for the analysis of simple components of a process.

Drift analysis is a set of theorems which allow to estimate the runtime T until the random
process reaches some value through the expected change of the process in a unit of time. These
methods originate from the negative drift by Hajek [[78]. A big step in the drift analysis was the
development of the additive drift theorem by He and Yao [80], which then lead to its various
modifications. However, all these theorems have two disadvantages. First, they all require to
design a potential function defined on all possible states of the analysed algorithm. It is possible
for simple algorithms like the (1 + 1) EA, however it becomes too complicated when we analyse
a population-based EA which has much more possible states. Second, most of these theorems
only give the bounds on the expectation of T and only few of them give some tail bounds. The
most detailed survey on the drift analysis can be found in [101].

Fitness levels techniques are the methods which are based on splitting the search space into
sets of points with the same fitness []. These methods often consider the EAs with a large
level of abstraction. Although such approach makes the application field of these methods sig-
nificantly wider, it also prevents us from getting insights on the algorithm behavior and reduces
the precision.

Family trees were developed for the proof of lower bounds on runtime [138]. They made
it possible to obtain the lower bounds fot the (x + 1) EA, but since then it was not used outside
this scope (in particular, for the analysis of the algorithms with non-trivial offspring population).

The theoretical toolbox also contains some problem-specific methods like the multi-
branching processes [96] or tools which have not shown their true potential yet (mostly because
they require some additional analysis before the application). An example for the latter group
of methods is the stochastic domination [28].

From the analysis of the above-mentioned results, the following conclusions can be de-
rived:
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« the existing methods are either too complicated for the analysis of the population-based
EAs or do not give sufficient insights on the EAs behavior;

« it is possible to develop new methods for the analysis of the more complicated processes
(like the population-based EAs) based on the existing methods.

The aim of this work is to increase the efficiency of the population-based evolutionary
algorithms

To achieve this aim, the following tasks are defined:

1) develop the methods for the analysis of the population-based EAs;

2) apply the developed methods to the population-based EAs;

3) distill the recommendations on the practical use of the population-based EAs and de-

velop new efficient algorithms.

The object of the study are bio-inspired optimization methods (evolutionary algorithms
in particular), which use non-trivial populations.

The subject of the study is the methods of the precise runtime bounds delivery for such
algorithms.

Principal statements of the thesis:

1) the method of the complete trees for delivering the lower bounds on the runtime of the
population-based EAs;

2) the method of the analysis of the no-drift processes;

3) the method for delivering the precise bounds on the runtime distribution for the EAs
on plateaus;

4) the additive drift theorem with tail bounds;

5) the algorithm which is based on the (1 + (A, \)) GA and which is more efficient that
the standard EAs both on unimodal and multimodal problems.

The scientific novelty is as follows:

1) the method of complete trees (in contrast with the method of family trees) considers
also search points which potentially could be created by the algorithm with a different
parent selection mechanism;

2) the method of the no-drift processes transforms a no-drift process to a process with a
drift

3) the method of the runtime analysis of EAs on plateaus is the first to analyse the spec-
trum of the transition matrix in order to get precise bounds;

4) the new drift theorem uses the original negative drift theorem in order to obtain the
tail bounds;

5) the proposed algorithm is the first crossover-based algorithm which uses the fast mu-
tation operator.

Research methodology and methods. This thesis uses methods of discrete mathematics,

probability theory, linear algebra and experiment design and analysis.

Soundness and correctness of scientific statements, conclusions and proofs obtained
in the thesis are confirmed by formalized problem settings, formal proofs of correctness and
efficiency of proposed models, methods and algorithms, as well as by the experimental results.

The theoretical significance of the thesis is that, with the use of proposed models, meth-
ods and algorithms, the following statements were proven:

+ the method of complete trees significantly expands the possibilities of the family trees

making it possible to analyse algorithms with non-trivial offspring population;
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+ the method of analysis of the no-drift processes allows to apply a huge variety of the
drift theorems to the drift theorems to the processes which have no significant drift;

+ the method of the analysis of EAs on plateaus gives a better understanding of the be-
havior of the EAs on plateaus and shows that the runtime of unary algorithms has only
a weak dependency on the choice of the mutation operator;

+ additive drift theorem with tail bounds allows to obtain the estimates of the runtime
distribution under the additive drift, while it does not require to prove complicated
properties of a process;

+ the proposed (1 + (A, A\)) GA with heavy-tailed choice of the parameters shows how
effective it can be to combine the two previous theoretical results, namely the
(14 (X, A)) GA and the fast mutation operator.

The practical significance of the thesis is that application of the proposed methods to
the runtime analysis of population-based EAs allowed to distill the following recommendations
on how to use EAs for solving practical problems:

« for the (1 + A\) EA using population sizes which are O(log(n)) does not increase the
asymptotical runtime, which can be useful when optimizing noisy functions;

« for the (x + A\) EA using the population size greater than max{,In(n)} does not give a
significant decrease in the expected number of iterations, hence such large population
sizes should be avoided when solving some easy problems;

« for the (i, \) EA one should use the population sizes such that \ ~ ex and the algorithm
behavior can be adjusted by choosing the right absolute population size;

« when solving problems with plateaus, it is hard to increase the efficiency by varying the
mutation operator, hence one should use crossover-based algorithms for such problems;

« when solving problems without any information on their structure, one should use the
proposed modifications of the (1 + (A, \)) GA, since they release the algorithm from
parameter tuning.

The results of the thesis were used in the following projects:

* project No. 17-71-20178 “Methods for development of efficient evolutionary algo-
rithms”, years 2017-2020, supported by Russian Science Foundation;

 project “Methods, models and technologies of the artificial intelligence in bio-
informatics, social media, cyber-physical, biometric and speech systems”, years 2017-
2019, supported by the Government of Russian Federation.

The results were also implemented into the educational process of the Faculty of Infor-
mation Technologies and Programming of ITMO University in course «Genetic and evolutionary
computation» of the master’s program «Technologies of software developmenty.

Dissemination. The main results of the thesis were presented at the following venues:

1) Genetic and Evolutionary Computation Conference , GECCO (2018, Kyoto, Japan;
2019, Prague, Czech Republic; 2020, online);

2) Parallel Problem Solving from Nature, PPSN (2018, Coimbra, Portugal; 2020, Leiden,
Netherlands);

3) Foundations of Genetic Algorithms (2019, Potsdam, Germany).

Personal contribution. The author has developed the analysis methods, performed the
runtime analysis of the EAs with the developed methods, the design of the proposed algorithms
and the design of the experimental studies. In papers co-authored with supervisors Maxim Buz-
dalov and Benjamin Doerr their contribution is in the supervision of the work. The contribution
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of Maxim Buzdalov is also in developing the software for running the experiments. In papers co-
authored with students Jiefeng Fang, Tangi Hetet, Quentin Yang and Vitalii Karavaev supervised
(or co-supervised) by Denis Antipov their contribution is in checking the proof ideas.

Publications. The primary results of this thesis are presented in nine publications, eight
of which are published in the conference proceedings indexed in Scopus, two of which are also
indexed in Web of Science. Also there is a publication published in a journal indexed in Scopus.

There are also ten other publications related to the design and analysis of evolutionary al-
gorithms, six of which are indexed in Scopus, including two publications which are also indexed
in Web of Science.



Chapter 1 Introduction

Evolutionary algorithms (EAs for brevity) are a class of the random search heuristics which
are based on the principles of the natural evolution. Most of the algorithms which belong to this
class are described by the following scheme.

1) First, EAs create an initial population of the potential solutions which are usually
random points of the search space.

2) Then EAs evaluate the individuals of the population by calculating their fitness, that
is, the value of the optimized function at the individual.

3) Then the algorithm chooses parents from the current population using some selection
mechanism and apply variation operators (mutation and crossover) to the selected par-
ents. The resulting set of the new potential solutions is called the offspring population.
It might complement the parent population (in case of elitist algorithms) or totally
replace it (in case of non-elitist algorithms). Then the algorithm removes the less fit
individuals and returns to the second step.

4) The algorithm is terminated as soon as some stopping criterion is met (e.g., if a suf-
ficiently good solution is found or if the algorithm is run out of the computation re-
sources).

EAs are often not capable of finding the exact optimal solution in a polynomial time (e.g.,
when solving an NP-hard problem), however they can find a sufficiently good solution in suf-
ficiently short time. For this reason EAs are often used to solve such hard practical problems
as making a schedule for ships to pass through a channel [103], or optimization of space tra-
jectories [93]. Also there is a huge variety of additional heuristics which let the user to tailor
an EA for his problem. At the same time most of the theoretical studies consider only the most
simple algorithms on toy problems. The reason of this gap between theory and practice is that
on the one hand EAs are easy to implement and tailor for a particular problem, while on the
other hand the stochastic processes which describe them are extremely complex and require
non-trivial analysis methods.

Nevertheless, theory is an important part of the field of the evolutionary computation,
since it has given a lot of valuable recommendations on how to use the EAs in practice (e.g.,
recommendation to use a standard bit mutation with rate 1 1) and introduced some new
algorithms into the field (e.g., the fast genetic algorithm [57] and the (1 + (A, \)) GA [Ell]).
On the other hand, theoretical understanding of such an important concept of the EAs as pop-
ulations is still on an unsatisfying level. The main problem here is that the algorithms with
non-trivial populations are described via complex stochastic processes (much more complicated
than the algorithms with trivial populations) which are extremely hard to analyse with the ex-
isting mathematical tools. The lack of theoretical understanding of populations raises the risk
that populations might be used not in the most effective way and encourages the development
of new analysis tools to overcome it.

Most of theoretical results were obtained via the runtime analysis. By the runtime of an
algorithm we mean not the clock time, but the number of fitness evaluations or the number
of iterations which the algorithm makes before finding the optimum. This measure is used in
most theoretical studies for at least two reasons. Fist, it is independent of the details of the
algorithm implementation and of the hardware which runs the algorithm. And second, the most
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computation time of an EA run is usually spent on the fitness evaluations, while the intermediate
calculations take only a small part of the resources.

The main goal of the theoretical studies is usually to consider some algorithm (or a class
of algorithms) optimizing some function (or a class of functions) and to deliver the estimates
on its runtime considering it as a random variable. Namely, the aim is to find its expectation,
variance or tail bounds.

In the following sections of Chapter E| we describe the algorithms and functions considered
in this work after introducing the notation used in this work. Then we describe the current state
of the art of the theory of the evolutionary computation and its existing toolbox. Then we show
what is missing in this toolbox and explain the relevance of this work. We conclude the chapter
with the collection of mathematical tools which are used in this work.

1.1 Notation

In this section we briefly overview the notation we use to avoid misreading of the results
presented in the work.

By the set of natural integers N we denote the set of positive integers {1,2,...} and by N,
we denote N U {0}.

We write [a..b] to denote an integer interval including its borders and (a..b) to denote an
integer interval excluding its borders. For a,b € R the notion [a..b] means [[a]..|b]|. For the
real-valued intervals we write [a, b] and (a, b) respectively.

For any probability distribution £ and random variable X, we write X ~ L to indicate
that X follows the law £. We denote the Bernoulli law of parameter p € [0, 1] by Ber(p) and the
binomial law with parameters n € N and p € [0, 1] by Bin(n,p).

An empty product (i.e. a product over an empty set) is always considered to be 1, an
empty sum is always 0. The infimum of an empty set is +occ.

The binomial coefficient (}) is zero, if k < 0 or if k > n.

We denote the vector of length n that consists only of ones by 1" and the vector of length
n that consists only of zeros by 0".

By 14 we denote a random variable which equals to one if and only if event A occurs and
which is equal to zero otherwise.

We follow the common notation and call evolutionary algorithms which use a crossover
operator genetic algorithms (GAs for brevity).

1.2 Considered EAs and GAs

In this section we describe the algorithms which are considered in this work, namely
the (1 + A) EA, the (i, \) EA and the (1 + (A, \)) GA. Although these algorithms can be used in
different search spaces, in this work we consider optimization of pseudo-Boolean functions, that
are, functions which work from the space of bit strings of length n to the set of real numbers
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Algorithm 1 - The (¢ + \) EA maximizing a given function f: {0,1}" — R, with population size
u and offspring population size A. We do not specify the mutation operator.
Initialization:
1: Create a population of ; individuals by choosing x) € {0,1}", 1 < i < p uniformly at
random.
2: Let the multiset X := {x(1)| ..., x{¥} be the population at time 0. Let t := 0.
Optimization:
3: while an optimum has not been reached do
X = X0
Mutation phase:
fori=1,...,\Ado
Choose x € X uniformly at random
Create x’ by mutating x
X =X U{x}
end for
Selection phase:
10:  Create the multiset X‘*1), the population at time t+ 1, by deleting the \ individuals with
lowest f-value in X’
11: t:=t+1
12: end while

»

© PN a

R. We call n the dimension of the size of the problem and in our runtime analysis we aim at
estimating the runtime as a function of n.

1.2.1 The (u+ \) EA

The (1 + \) EA is a simple mutation-based elitist evolutionary algorithm. It stores a pop-
ulation of i individuals which is initialized with random bit strings of length n. In each iteration
of the algorithm, we independently generate \ offspring, each by selecting an individual from
the parent population uniformly at ran and mutating it. The mutation operators considered
in this work are discussed in Section @1 Then we select 1 individuals with the best fitness
among the ; parents and )\ offspring into the parent population for the next iteration. In case
of a tie offspring are selected before parents, and the remaining ties are broken uniformly at
random. We note that the results presented in Chapter [ hold also for any other tie-breaking
mechanism.

In Chapter H we consider a special case of the (. + \) EA, the (1 + 1) EA, which has both
parent and offspring populations of size one.

The pseudocode of the (12 + \) EA is shown in Algorithm E|

For the (1 + \) EA we call every iteration of the outer loop a generation. For t € N, we
define P, as the parent population of the algorithm after generation t.

There is a special case of the (x+ A\) EA, which we call the (A + \) EA with fair parent

selection or the (A 7 M) EA for short. It has the parent and offspring population of the same size
A and its main difference is that every individual in the population creates exactly one offspring



Chapter 1. Introduction 9

Algorithm 2 — The (A 3 A) EA, maximizing a given function f : {0,1}" — R, with population
size \.
Initialization:
1: Create a population of x individuals by choosing x¥ € {0,1}*, 1 < i < u uniformly at
random.
2: Let the multiset X©© := {x(1), ..., xM} be the population at time 0. Let t := 0.
Optimization:
3: while an optimum has not been reached do
X =X
Mutation phase:
fori=1,...,\do
x := the i-th individual from X (deterministic selection)
Create x’ by mutating x
X =X U{x}
end for
Selection phase:
10:  Create the multiset X**1), the population at time t + 1, by deleting the \ individuals with
lowest f-value in X’
11: t:=t+1
12: end while

»

© ® N Ga

in each iteration. The pseudocode of the (A B A) EA is shown in Algorithm E This algorithm w
previously studied in [13] on ONEMAX, but we also study it on PLATEAU; function in ChapterEs.

1.2.2 The (1, )\) EA

The (i, \) EA is a non-elitist evolutionary algorithm, which differs from the (x + \) EA
only in the selection of the individuals to the next generation. It starts with a population that
consists of ; random vectors from {0, 1}". Then it repeats the following cycle until some stopping
criteria is met. The algorithm chooses an individual x from the population uniformly at random
and then creates its offspring by mutating x. After obtaining )\ offspring it selects the ;. best (in
terms of fitness) of them into the next population (ties are broken uniformly at random). Due to
this non-eljtist selection it is necessary that © < A. The pseudo-code of the (1, ) EA is shown in
Algorithm 3.

1.2.3 The (1+ () )\)) GA

The (1 + (A, \)) GA, first presented in [Ell], has the following working principles. It stores
one current individual x, which is initialized with a random bit string. Each iteration of the
(1 + (X, A)) GA consists of two phases, which are the mutation phase and the crossover phase.
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Algorithm 3 - The (i, \) EA maximizing a given function f: {0,1}" — R, with population size
1 and offspring population size \ > p.

Initialization:

1: Create a population of ; individuals by choosing x) € {0,1}", 1 < i < p uniformly at
random.

2: Let the multiset X := {x(1)| ..., x{¥} be the population at time 0. Let t := 0.
Optimization:

3: while an optimum has not been reached do
X' := () // the only line different from the (1. + \) EA
Mutation phase:
fori=1,...,\Ado
Choose x € X uniformly at random
Create x’ by mutating x
X =X U{x}
end for
Selection phase:
10:  Create the multiset X(*1), the population at time t + 1, by deleting the A\ — ; individuals
with lowest f-value in X’
11: t:=t+1
12: end while

»

© PN a

In the mutation phase the algorithm first chooses the mutation strength ¢ following the binomial
distribution with parameters n and p, where p is usually called the mutation rate. It then creates
A mutants by copying the current individual x and flipping exactly ¢ bits which are chosen
uniformly at random, independently for each mutant. After that the mutant with the best fitness
is chosen as the winner of the mutation phase x’ (all ties are broken uniformly at random). In
the crossover phase the algorithm ) times performs a crossover between x and x’ by taking each
bit from x’ with probability ¢ and from x otherwise. The probability c is called the crossover
bias. The best crossover offspring y (all ties are again broken uniformly at random) is compared
with the current individual x. If y is not worse, then it replaces x. The main hope behind
this algorithm is that with a high mutation rate, the mutation winner x’ contains some beneficial
solution elements, and that the crossover with the parent acts as a repair mechanism that removes
the destructions caused by the high mutation rate. The runtime analyses for this algorithm
on ONEMAX and on random satisfiability instances (see Section ) confirm that, indeed, the
(1 + (X, ) GA shows this behavior on these instances. The pseudocode of the (1 + (A, \)) GA
optimizing a pseudo-Boolean function f is shown in Algorithm H4.

The standard parameter setting proposed in [EII] uses the mutation rate p = % and the
crossover bias ¢ = }. These parameters guarantee that if the mutation winner contains some
beneficial bit (and differs from the parent by O(\) bits, which is very likely), then with constant

probability there is a crossover offspring that has all bits repaired apart from the beneficial one.

Another argument for this parameterization is that a single application of mutation and
crossover with the parent, without intermediate selection, would create an offspring distributed
as if generated via standard bit mutation with mutation rate *. Note that ! is the usual recom-
mendation for the mutation rate in standard bit mutation (though [57]] suggests that this is not
so clear).
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Algorithm 4 — The (1 + (\, \)) GA maximizing f: {0,1}" - R
1: x + random bit string of length n
2: while not terminate do
Mutation phase:
Choose ¢ ~ Bin(n, p)
forie [1..\] do
x® < a copy of x
Flip ¢ bits in x¥ chosen uniformly at random
end for

NI RA®

77777

Crossover phase:
9: foric [1..\] do

10: Create y) by taking each bit from x’ with probability ¢ and by taking it from x with
probability (1 — ¢)

11: end for

12 y<argmax,. o 0y f(2)

13: if f(y) > f(x) then

14: X<y

15: end if
16: end while

In our proofs we often exploit the following elementary observation.

Lemma 1. Let x be some bit string of length n. Let M, be the mutation operatorﬂ that first chooses
¢ ~ Bin(n,p) and then flips exactly ¢ random bits. Let M, be a standard bit mutation operator that
flips each bit independently with probability p. Then for all y € {0,1}" we have

PriM;(x) = y] = PriMa(x) = y].

This simple observation allows us to consider each particular mutant as being generated
via standard bit mutation with mutation rate % Note that we cannot do so with the mutation
winner x’ since its distribution is significantly affected by the selection.

1.3 Mutation and Crossover Operators

In this section we describe the variation operators which are considered in this work
and recall some existing theoretical results for them as well as several analysis tools which are
specific for these operators. We study only two types of the operators: unary operators (or
mutation operators), which have a single argument and return a single individual, and binary
operators (or crossover operators) which have two arguments and return a single individual. We
do not consider operators of a higher-arity and operators which return more than one individual.

!'The mutation operators are discussed in more details in Section E
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1.3.1 Unbiased Operators

All algorithms considered in this work use only unbiased mutation and crossover oper-
ators. A mutation operator M for bit-string representations is called unbiased if it is symmet-
ric in the bit-positions [1..n] and in the bit-values 0 and 1. This is equivalent to saying that
for all x € {0,1}" and all automorphisms o of the hypercube {0,1}" (respecting Hamming
neighbors) we have oc7'(M(o(x)) = M(x), which is an equality of distributions. Similarly,
the crossover operator X is unbiased if it is symmetric in the bit-positions [1..n] and in the
bit-values 0 and 1 of both its arguments. Using the same language it is equivalent to say that
oYX (co(x),0(y))) = X(x,y). The notation of unbiasedness was introduced (also for higher-arity
operators) in the seminal paper [97].

For our purposes, it suffices to know that the set of unbiased mutation operators consists
of all operators which can be described as follows. For the unbiased mutation operators we first
choose a number ¢ € [0..n] then we flip exactly ¢ bits chosen uniformly at random. Therefore,
the only difference between all unbiased mutation operators is in how they choose ¢. This char-
acterization of these operators can be derived from [56, Proposition 19]. It was explicitly stated
in [39]. Examples for unbiased mutation operators are the operator of Random Local Search,
which flips a single random bit, or standard bit mutation, which flips each bit independently
with probability I. Note that in the first case ¢ is always equal to one, whereas in the latter ¢
follows a binomial distribution with parameters n and 1. In the (1 + (X, \)) GA we explicitly use
an unbiased mutation: we first choose ¢ and then flip ¢ randomly chosen bits.

The class of unbiased mutation operators contains a few operators which are unable to
solve even very simple problems. For example, operators that always flips exactly two bits
never finds the optimum of any function with unique optimum if the initial individual has an
odd Hamming distance from the optimum. To avoid such artificial difficulties, we only consider
unbiased operators that have at least a constant (positive) probability to flip exactly one bit. In
Chapterda we also touch the operators with a sub-constant (but still positive) probability to flip
exactly one bit.

For the unbiased crossover operators the similar description is more complicated. The
reason is that although unbiased operators cannot treat bits differently depending on their values
and positions, they do can distinguish bits which are the same in both bit strings participating
in the crossover and which are different. Hence, unbiased crossover operator decides how many
bit-flips it makes in these two bit sets and then flips the chosen number of bits in each set choosing
their positions uniformly at random.

For a more formal description consider a single application of an unbiased crossover op-
erator to x and y. Let L be the set of indices of equal bits in x and y and let M be the set of indices
of bits which differ. Any unbiased crossover creates x’, which is a copy of one of its arguments.
Then it chooses numbers ¢, € [0..|L|| and ¢y € [0..|M|], chooses uniformly at random ¢, bits in
positions from L and /¢, bits in positions from M and flips the chosen bits in x’, which is returned
as a result. The for the unbiased crossover used in the (1 + (A, \)) GA / is always zero and ¢,
follows Bin(|M|, }).
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Figure 1 — The probability to flip ¢ bits for n = 40. The heavy-tailed rate gives a more balanced
distribution of the number of bits that are flipped.

1.3.2 Fast Mutation Operator and Power-law Distribution

In Chapter EI we base our results on the fast mutation operator, an unbiased mutation
operator which uses the power-law distribution. This operator first chooses some integer number
« from the power-law distribution and then performs a standard bit mutation with mutation rate

«

! We say that a random variable X € N follows a power-law distribution pow(3,u) with

parameters  and u if

) Cpui P, ifie (1.4,
PriX =1 = {Oﬂ l;lse

where Cg,, = (Z}‘Zl j=#)~! is the normalization coefficient. We write X ~ pow(3,u) and call u
the upper limit of X and g the power-law exponent.

The idea of the fast mutation operator comes from the observation that the number of
bits flipped by the standard bit mutation with rate p follows the binomial distribution Bin(n, p)
and therefore it is concentrated around pn. Hence, choosing low p, namely p = (,1—1), makes it not
likely to flip super-constant number of bits, which might lead to a bad performance on multi-
modal problems [@]. On the other hand, choosing p = w() makes it not likely to flip exactly
one bit, which reduces the exploitation efficiency. The fast mutation operator overcomes both
issues, since it chooses the mutation rate from the power-law distribution and thus it has a good
probability to flip any number of bits (see Figure [1)). It was previously shown that this operator
can relieve the algorithm user from choosing the optimal mutation rate for a relatively small
price. Inspired by this idea, in Chapter @ we show that this way of random choice of parameters
can be even more effective in the (1 + (A, \)) GA.

The benefits of the fast mutation operator are based on the following properties of the
power-law distribution. Consider some X ~ pow(u, ). Then we have

1) If 5 > 1, then Pr[X =i] = ©(1) for any integer i = ©(1).
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2) The distribution is heavy-tailed, which means that we have a decent (only inverse poly-
nomial instead of negative-exponential) probability that X = i for any super-constant
i<u.

3) If § > 2, then we also have E[X] = ©(1).

These properties are easily seen from the following estimates of the partial sums of the

generalized harmonic series.

Lemma 2. For all positive integers a and b such that b > a and for all > 0, the sum >°°__i~F is
* O((b+ 1)1 —a'™?),if f€[0,1),
+ ©(log(®£1)), if 5 = 1, and
0@ P -b+1)P),ifg>1,
where we use © notation with respect to b — +oc.
This lemma follows from the following two lemmas.

Lemma 3. For all u > 1 and for all 5 # 1 we have 21@1 i? > “ -1 por 5 = 1 we have

1-8
S 17 > In(w).
Proof. We estimate the sum for $ # 1 through the corresponding integral.

1—B_1

[y u .
Soitz [atae= ot
i=1 1 1-5

The case for § = 1 is a well-known bound on the partial sum of the harmonic series.
0

Lemma 4. For all u € N we have
s YL <uPEL if B <0,
° Z?:l i_ﬂ S %, lfﬁ € [07 1):
s L < AL B>,
> i <In(w)+1,if3=1.

Proof of Lemma . By analogy with Lemma H we estimate the sum through a corresponding in-
tegral. If 5 < 0 we have

u u 1-8 _
Y if< / xfdxput <Yl ys o2l
— 1 1-p6 1-

If 5> 0 we have

- wrl u'-% -1
Zi‘5§1+/ (x—1)Pdx <1+ —o.
i=1 2

If 5 €[0,1), then we have
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If 5 > 1, we have

u._ 1 B
215§1+6_1§5_1.

i=1

The case for § =1 is a well-known bound on the partial sum of the harmonic series. [

Lemma H gives the following estimates for the normalization coefficient C, of the power-
law distribution and for the expected value of X ~ pow(5, u).

Lemma 5. The normalization coefficient Cs, = (Z};l i7)~1 of the power-law distribution with
parameters 3 and u is

« O ), if p€[0,1),

* O(1/log(u+1)),if =1, and

*O(1), 5> 1,
where we use © notation with respect to u — +oc.

Lemma 6. The expected value of X ~ pow(3,u) is
* O, f 5 <1,
@(@), lfﬁ =1,
(12~
(

OWw*), if B € (1,2),

O(log(u+1)), if 8 =2, and
*0Q), i 5>2,

where we use © notation with respect to u — +oc.

1.4 Model Functions

Most theoretical studies analyse EAs on some model functions in order to observe the
behavior of an algorithm on a landscape with some particular features. In this work we consider
four model functions described in the following subsections after discussing the term of the
black-box complexity.

1.4.1 Black-box Complexity

The runtime analysis of evolutionary algorithms is closely connected with the term of
black-box complexity. The black-box complexity of a problem is the time in which it is possible
to solve the problem with an algorithm for which the problem is a black box. This means that
the algorithm cannot have an access to the problem structure and all it can do is to make queries
to the problem to learn the value of the optimized function at a search point. As well as in the
runtime analysis of EAs the time is measured in the number of queries which an algorithm makes
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before making a query with the optimal solution. And since by a problem we usually understand
a set of instances, we compute this time by the worst-case instance.

More formally, consider the class of algorithms .4 and the problem F. Let T(A.f) denote
the runtime of an algorithm A on a problem instance f (which is a random variable, since the
algorithm A might be stochastic). Then the black-box complexity of the problem F for the class
of algorithms A is

Inf fcg;E[T(A,f)]'

In the context of the theory of evolutionary computation black-box complexity is often
regarded in order to show how close the runtime of a considered algorithm is to the best the-
oretically possible runtime. Studying the black-box complexity of a problem might also help
to understand what the existing algorithms are missing and to design new more effective algo-
rithms based on this insight. Probably the best example of such result is the development of
the (1 + (A,\)) GA which was an outcome of a study of the black-box complexity of ONEMAX
problem [34].

In this work we consider only the algorithms which use unbiased unary and binary op-
erators (see Section [1.3). Hence, when discussing different functions, we are interested in the
following types of their black-box complexity.

1) Unrestricted black-box complexity — the black-box complexity with no restrictions on

the algorithms.

2) Unary unbiased black-box complexity — the black-box complexity for the algorithms
which can only use unbiased mutation operators to generate new queries.

3) Binary unbiased black-box complexity — the black-box complexity for the algorithms
which can only use unbiased mutation and crossover operators operators to generate
new queries.

In the rest of this section we discuss the black-box complexity of the considered prob-

lems in order to give the reader a better understanding of how hard these problems are for the
evolutionary algorithms. For more details on the black-box complexity see survey [].

1.4.2 ONEMAX

Function ONEMAX : {0,1}" — R is defined by ONEMAX(x) = > I, x; for all x € {0,1}".
In other words, ONEMAX returns the number of one-bits in its argument. Without proof we
note that due to the unbiasedness of the operators used by all considered algorithms all our
results related to ONEMAX also hold for the so-called generalized ONEMAX function, denoted by
ONEMAX,. This function has some hidden bit-string z and returns the number of coinciding bits
in its argument and z. In other words,

n
ONEMAX, (x) = » (1 — |z — xi|) = n — H(x,2),
i=1
where H(x, z) stands for the Hamming distance.
The main features of the ONEMAX landscape is that it is a strictly monotone function
(every bit flipped from zero to one increases the value) and that it has an ideal fitness-distance
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correlation. Analyzing EAs on ONEMAX one can observe how good these EAs on easy stages of
the optimization (those where we have a clear signal towards the right bit positions from the
fitness) and how good these EAs are at exploitation (whether they meet the coupon collector
effect).

Despite its simplici NEMAX has given a birth to many fundamental results, e.g. [Ell,
65, 66, @ @ 139, 121, E‘/ 1.

The unary black-box complexity of ONEMAX (and also of the generalized ONEMAX) is
©(nlog(n)) [97, Theorem 6]. The binary unbiased black-box complexity has not been determined
precisely yet. What is known is that it is at least (2 %) (which is the unrestricted black-box
complexity of the generalized ONEMAX proven in [68]) and is at most O(n), which is the runtime
of the (1 + (A, \)) GA with optimal fitness-dependent parameters [].

1.4.3 LEADINGONES

The LEADINGONES function returns the maximal length of a prefix that consists only of
ones. More formally, the LEADINGONES function is defined by

n i
LEADINGONES(x) = Y [ [ %

i=1 j=1

for all x € {0,1}".

This function has a much weaker fitness-distance correlation than ONEMAX: even the
search point in distance 1 from the optimum can have the minimal fitness. Hence, the analysis
of an algorithm on LEADINGONES shows how much the algorithm relies on this correlation.
However, it is a monotone function, so it is considered to be relatively easy for the EAs.

The unary unbiased black-box complexity of LEADINGONES is ©(n?) (the lower bound is
shown in [E7|] and the upper bound is shown in [123] for the (1 + 1) EA). For the crossover-
based algorithms the black-box complexity of LEADINGONES has not been determined precisely,
but it is known that it is Q(nloglog(n)) [97] and O(nlog(n)) [58].

1.4.4 Jump Functions

The Jump, function with parameter k € [2..n], which is the width of the valley of low
fitness, is then defined as follows.

OM(x) + k, if OM(x) € [0..n — k] U {n},

JMPL) = {n — OM(x), if OM(x) € [n —k +1.n —1].

A plot of JUuMPy is shown in Figure . The fitness is essentially the fitness of ONEMAX
except for all search points with Hamming distance between one and k — 1 from the optimum.
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JUMP(x)

n+k

n—k n ONEMAX(x)

Figure 2 — Plot of the JUMPy function. As a function of unitation, the function value of a search point
X depends only on the number of one-bits in x

The unbiased black-box complexity (both unary and binary) of JumPy is the same as the
one of ONEMAX. This is because if we know the value of JuMP; at some search point, we can also
compute its ONEMAX value and vice versa. While this implies that there is a unary unbiased
black-box algorithm finding the optimum of Jump, in O(nlogn) time, such results generally
do not indicate that a problem is easy for reasonable evolutionary algorithms. For example,
in [35] it was shown that the NP-complete partition problem also has a unary unbiased black-
box complexity of O(nlogn).

1.4.5 Plateau Functions

In this work we also propose a new benchmark function—PLATEAU;. The PLATEAU
function resembles the ONEMAX function, but has a plateau of second-highest fitness of radius
k around the optimum.

ONEMAX(x), if ONEMAX(x) <n —Kk,
PLATEAUk(X) := ¢ n — k, if n — k < ONEMAX(x) < n,
n, if ONEMAX(x) = n.

The plateau of the function PLATEAU,(x) consists of all bit-strings that have at least n — k
one-bits, except the optimal bit-string x* = (1,...,1). See Fig. Hfor an illustration of PLATEAU;.
Our hope is that this generic fitness function with a plateau of scalable size may aid the under-
standing of plateaus in evolutionary computation in a similar manner as the jump functions have
led to many useful results about the optimization of functions with true local optima, e.g., [67,

90, 36, 12,19, 20, 71, 16, 14, 57, 20, 134,79, 23, 23

2To avoid such tricks a slightly different definition of JUMPy is used in the context of the black-box complex-
ity [36], but even this hard variant of the problem has an unbiased black-box complexity which is much lower than
the runtime of reasonable EAs on it.
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PLATEAUi(x)
M- -
n—kpr--------mmmmm

n—k n ONEMAX(x)

Figure 3 — Plot of the PLATEAU function. As a function of unitation, the function value of a search
point x depends only on the number of one-bits in x

In this work we consider only PLATEAU, functions with a constant parameter k. The unary
unbiased black-box complexity of these functions is ©(nlogn). Since we are first to introduce
this benchmark function, we prove its unary black-box complexity in the following Lemma.

Lemma 7. For all constants k, the unary unbiased black-box complexity of the PLATEAUy function is
©(nlogn).

Proof. The lower bound follows from the Q2(nlogn) lower bound for the unary unbiased black-
box complexity of ONEMAX shown in [97]. Since we can write PLATEAU; = f o ONEMAX for a
suitable function f (such that f(x) = x, if x ¢ [n—k..n] and f(x) = n — k otherwise), any algorithm
solving PLATEAU; can be transferred into an algorithm which treats all points with fitness in
[n — k..n — 1] as points with fitness (n — k) and therefore solving ONEMAX in the same time.

The upper bound follows along the same lines as the O(nlogn) upper bound for the unary
unbiased black-box complexity of JUMPy, see [36] and note that the algorithm given there con-
tains a sub-routine which, in expected constant time, for a given constant radius r determines
the Hamming distance H(x,x*) of a point x from the optimum x* without evaluating search
points y with H(y,x*) < r. Note that the Hamming distance from the optimum determines the
ONEMAX value of x. Hence with this routine one can optimize both jump and plateau functions
by simulating an O(nlogn) black-box algorithm for ONEMAX. O

1.5 State of the art

In this section we show what is already known about how the algorithms described in
Section perform on functions described in Section ﬁand discuss what is missing in this
field.
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1.5.1 Results for the (1 + \) EA on ONEMAX

Before this work there were no known tight bounds on the runtime of the (x+ \) EA
on ONEMAX. However, the tight bounds were obtained for its special cases—the (1 + ) EA
and the (¢ + 1) EA which have trivial parent and offspring population respectively. In [49], the
runtime of the (1 + \) EA on the class of linear functions is analyzed, which contains the ONEMAX

function. A tight bound of 6(”1§g =+ "IOﬁ);"{ %) is proven for the expected runtime (number of

iterations until the optimum is found) of the (1 + \) EA maximizing the ONEMAX function. This

extends the earlier result [87]], which shows this bound for A = O(%) (note that in this

case the bound simplifies to @(%)) and which shows further that for asymptotically larger

values of ), the expected runtime is w(%).

Witt [138] studied the (¢ + 1) EA on the three pseudo-Boolean functions LEADINGONES,
ONEMAX and SPC. For the ONEMAX problem, under the mild assumption that y is polynomially
bounded in n, he proved that the expected runtime of the (1 + 1) EA is O(un + nlogn).

For algorithms with non-trivial parent and offspring population sizes, the following is
known. The only work regarding the classic (2 + \) EA for general x and A is [116]. Using the
recent switch analysis technique [140] and assuming that ;¢ and A\ are polynomially bounded
in n, it was shown that the (¢ + \) EA needs an expected number of

O nlogn+ﬁ+nloglogn e
A A logn

iterations to find the optimum of any function f: {0,1}" — R with unique optimum. Unfortu-
nately, this bound was not accompanied by any upper bound.

For the (A i A) EA the first result [@, Theorem 4] considers the runtime on the ONEMAX
in a special case when A\ = n. It shows an upper bound of O(n) iterations, which is tight as

shown in Section P.2.4. For the (A T A) EA with general A, Chen et al. [, Proposition 4] show
an optimization time of O(% + nlog \) iterations. They conjecture a runtime of O(% +
nloglogn) [13, Conjecture 3], which is asymptotically at least as good and which is stronger for
A = w(logn).

We also find notable that the runtime bound for the (1, \) EA noted in Subsection [1.5.2 can
be seen as the upper bound for the (x + A\) EA, since the population of the (x + \) EA is always
better than the population of (1, \) EA after the same number of iterations in the dominating
sense.

From these results one can see that we are still missing the asymptotically precise estimate
for the runtime of the (1 + A\) EA on ONEMAX. The results from [49] and [138] for the special
cases have not been extended for a general case with non-trivial population sizes for the following
reasons. For the (1 + \) EA it turned to be non-trivial to extend the results on the (1 + \) EA due
to much more complicated population dynamics compared to the dynamics of a single individual.
The methods used for the analysis of the (1 + 1) EA such as family trees (see Section [L.§) become
too complicated when more than one offspring is created in each iteration. All mentioned results
for the (u + \) EA with non-trivial populations (both parent and offspring) are either for som
special cases of the (i + ) EA, or they are not precise enough as we show in Subsection 2.2.2
(and therefore, they do not give the right insights about the algorithm behavior). Hence, to
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obtain the precise bounds on the runtime and to understand the interaction between the parent
and offspring population sizes we need to develop some new analysis methods.

1.5.2 Results for the (1, \) EA on ONEMAX

What is known about how the (u, A\) EA optimizes ONEMAX is roughly the following.
When the offspring population size )\ is at most (1 — ¢)eu for some positive constant ¢, then the
expected runtime (measured by the number of fitness evaluations until an optimum is found) is
exponential in n [96]. When A > (1 + ¢)ex and A > Clnn with C a sufficiently large constant,
then the runtime becomes polynomial, and in fact, O(n\) [17].

There is a good reason for these results. Let x be a parent individual with high fitness,
that is, ONEMAX(x) is close to n and thus d := d(x) := n— ONEMAX(x) is small. When generating
offspring from x via standard-bit mutation with mutation rate 1, then with probability roughly
1 the offspring has the same fitness as the parent, with probability @(g) the offspring is better
than the parent, and else it is worse. Consequently, when d is small, the number of individuals
with best fitness in the population, in expectation, increases per iteration by a factor of at least
(1+¢)when A\ > (1 +¢)ex and it decreases by a factor of roughly (1 —¢) when A < (1 —¢)eu. In
the efficient case, the (1 + ¢) multiplicative increase of the number of top-individuals suffices to
ensure that a single top individual has a constant chance to take over the whole population in
O(log 1) iterations. In the inefficient case, the size of the subpopulation of the best individuals
decreases by the factor of (1 — ¢) in each iteration, which leads to its loss much earlier than a
superior offspring is generated. We note that a number of highly non-trivial arguments [96, 17]
are necessary to transform these observations into rigorous proofs for the runtimes cited above.

While these results are mathematically non-trivial despite their intuitive explanations,
they only discuss the easy situations where the number of top individuals is a subject to a clear
drift, either into the right or the wrong direction. These situations might be too extreme to lead
to a full understanding of the population dynamics of this EA. Moreover, these are typically the
situations in which using comma selection is not a good idea. For the case of negative, but also
positive drift the main advantage of comma selection is absent. We recall that comma selection is
used, among others, with the hope that by not keeping good parent individuals in the population,
one can prevent premature convergence. If A < (1 — ¢)ep or A is too small, then the algorithm
does not converge at all (not only prematurely) and is not likely to approach the optimum to a
reasonably close distance in polynomial time. If A > (1 + ¢)ex and A is sufficiently large, then
discarding the parent population does not help, since with high probability it reappears in the
offspring population.

To be more precise, let us assume that we have a parent population that is converged to
a local optimum. Then with A > (1 + ¢)eu, an expected number of (1 + ¢)u copies of this parent
are generated as offspring. Since these are generated independently, with probability 1 — e~
(which follows from Chrenoff bounds, see Lemmae@‘ in Section @) at least p such copies are
generated, which means that inferior offspring cannot enter the population. For this reason,
the two regimes with clear drift are possibly not the most interesting ones for using an EA with
comma selection.

The very general analyses of non-elitist EAs in [@, @, @, IEI] which give as special
case the results for the (i, \) EA has a downside that it gives the non-expert less understanding
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Figure 4 — The theoretically proven results for the runtime of the (11, \) EA in its parameters space.

of how the (i, \) EA really solves a problem. This is particularly true for the general results
for upper bounds [95, 18, [17]], which are proven_via an intricate potential function argument.
Consequently, our insight delivered in Subsection 2.3.3 that in a run of the (u, A\) EAwith A > (1+
¢)eu, the best individual with constant probability takes over the whole population in O(log )
iterations is not easily derived from these works.

For the special case of the (i, \) EA with trivial parent population called the (1, ) EA
a threshold behavior was observed in [84, 109, 121]. The latest of these works [[121|]] shows
that for A > logﬁ n ~ 2.18Inn the (1,\) EA optimizes ONEMAX in an expected number of

O(nlogn + An) fitness evaluations, whereas for A < (1 —¢) log%1 n with constant ¢, the runtime

is exp(Q(n*/?)) with high probability. See Figure EI for an illustration of the existing results for
the (u, \) EA.

1.5.3 Results for the (1 + (A, \)) GA on ONEMAX

While most classic evolutionary algorithms optimize the ONEMAX function in expected
time ©(nlogn) or slower, it was shown in [33] that the (1 + (A, \)) GA does so in expected time

nlogn n\loglog A
O (max{ A log) ’

an expression that is asymptotically smaller than Q2(nlogn) (the runtime of such algorithms as
the (1 + 1) EA [108], the (1« + 1) EA [138] and the (1 + \) EA [87, 49]) for A < logn (and a
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slightly larger range) and that gives a bound of slightly better than O(n,/logn) when using the
optimal value of \, which is close to /logn [].

Using the fitness-dependent parameter choice \ = | /#(x), we can achieve a O(n) run-
time []. For the static and even more the fitness-dependent setting, one has to question if the
typical algorithm user would have found good parameter settings. For this reason, approaches
that do not require manually finding a good static or fitness-dependent parameter settings appear
preferable.

One such approach in which the value of ) is controlled according to a simple one-fifth
rule was proposed in []. It was proven that this modification lets the (1 + (A, \)) GA find the
optimum of the ONEMAX function in O(n) fitness evaluations, which is asymptotically the same
as when using the optimal fitness-dependent value of A\. However, it was shown in [11] that for
a more real-world problem, namely for the random satisfiability instances, the dynamic choice
of the parameter A\ must be modified to give the good results. More precisely, the maximal value
of A must be capped with 2In(n + 1). This method of parameter control also leads to a very
inefficient performance on jump functions [[126]. These raises the need to find new universal
methods of the efficient parameter control for the (1 + (A, \)) GA.

1.5.4 Results for the LEADINGONES

The classical LEADINGONES benchmark function was first proposed in [123]. This func-
tion is still easy in the sense that it is unimodal, that is, from every search point there is a path
to the optimum such that each edge on this path refers to a one-bit flip increasing the fitness.
However, the fitness-distance correlation is low, since all bits to the right of the left-most zero
have no influence on the fitness.

We are aware of the following runtime results for the LEADINGONES. The (1 + \) EA,
for any polynomial value of )\, finds the optimum of LEADINGONES in an expected number
of ©(n?/\ + n) iterations, as was shown in [87]. Regarding other mutation-based EAs, it is
worth mentioning that (1 + 1) EA needs ©(n?) iterations to find the optimu s it was shown
in [67], and (12 + 1) EA needs ©(n? + unlogn) iteration, as it was shown in [138]. For the more
detailed overview on the LEADINGONES problem see [48] (slightly more detailed in the arXiv
version), which considers some algorithms with sub-quadratic runtime as well. Although these
few algorithms are interesting for a further investigation, they are still far from being a generally
accepted evolutionary algorithm.

1.5.5 Results for Plateaus

When trying to analyze how evolutionary algorithms optimize plateau functions, we ob-
serve that the active area of theoretical analyses of evolutionary algorithms has produced many
strong tools suitable to analyze how evolutionary algorithms make true progress (e.g., various
form of the fitness level method [133, 125, @, ] or drift analysis [81, @, @, @]), but much
less is known on how to analyze plateaus.
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his is not to mean that plateaus have not been analyzed previously, see, e.g., [, , E,
@, 110, 69, 701, but these results appear to be more ad hoc and less suitable to derive generic
methods for the analysis of plateaus. In particular, with the exception of [], we are not aware
of any results that determine the runtime of an evolutionary algorithm on a fitness function with
non-trivial plateaus precise including the leading constant (whereas a decent number of ver

@e ise results have recently appeared for unimodal fitness functions, e.g., [E, H, 139, 102, @:

D.

The design of the PLATEAU; function is partially inspired by the XD1vK function, which
was studied mostly in the context of problems with auxiliary objectives [[10, 3]. This function is
defined as

XD1vK(x) .= |ONEMAX(x) /k|,

where k is an integer parameter. The XDIVK function, which has multiple plateaus, was intro-
duced to study the behavior of the random search heuristics in the absence of the strong signal
towards the optimum from the fitness, however the theoretical analysis even of the most simple
EAs on this function turned to be a non-trivial problem. In some sense, PLATEAUy is a simplified
version of XDIVK which lets us observe algorithms’ behavior in the hardest plateau of XDIVK
and to develop new analysis methods for plateaus.

Another problem with plateaus which received an attention from theoretical community
is the ROYALROAD function. This function also has a parameter k and is definedt as

ROYALROAD (x Z H Xik 1

In simple words, we divide a bit string into blocks of length k and each block adds k to the fitness

if and only if all its bits are equal to one. This functions family was introduced in [[106] to study

the building blocks hypothesis, but later it was also used to study the effect of crossover [[124,
] and population sizes [50] on plateaus.

1.5.6 Results for Jump Functions

Clearly the usual application of evolutionary algorithms are problems with multimodal
landscapes, that is, with non-trivial local optima, and these local optima usually present a dif-
ficulty for evolutionary algorithms. In the runtime analysis perspective multimodal problems
have displayed very different optimization behaviors. For example, on multimodal landscapes
it has been observed that crossover can recombine solutions into sign iﬁcantly better ones [90],
that mutation rates significantly larger than 1 can be preferable [57], hat estimation-of-
distribution algorithms can significantly outperform classic algorithms [

When we consider the theoretical studies of jump functions we note that for the elitist
algorithms the only way to leave the local optimum of JUMPy to a strictly better search point is
to flip exactly the right k bits and go to the optimum. For this reason, it comes as no surprise
that many mutation-based evolutionary algorithms need (n*) time to optimize such a jump

3We only consider the definition for the case when k is a delimiter of the problem size n in order to simplify
notation
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function. Using the right mutation rate [E7|] or the stagnation detection mechanism [[118] can
reduce this time down to Q((})¥). Non-elitist comma selectjon although designed to avoid getting
stuck in local optima does not show a better performance [29]. Crossover can be helpful, but the
maybe most convincing work [20] in this direction also only obtains a runtime of O(n*~! logn)
with the standard mutation rate and O(n*~!) with a higher mutation rate. With additional tools,
runtimes up to O(n) were obtained [21, , 134], but the lower the runtimes become, the more
these algorithms are custom-tailored to jump functions (e.g., they intensively use the symmetry
of JUMP functions, a feature which is not often met in practice). The extreme end is marked by

an O(lo’;n) time algorithm [] designed in the context of unrestricted black-box complexity.

1.5.7 Summary for the Current State of the Art

Regarding the existing results one can notice the following gaps in the theoretical knowl-
edge about EAs.

1) We do not know the true runtime and the behavior of the (. + A\) EA on ONEMAX.
This is especially dissatisfying in the light of that we already have precise results for
the special cases, the (1 + \) EA and the (x + 1) EA, but the key understanding of the
interplay of the two non-trivial population sizes is missing.

2) So far the behavior of the (1, A\) EA on ONEMAX has been studied theoretically only for
the parameter settings which do not exploit the main idea behind the comma selection,
which is, to be able to leave local optima while preserving the ability to converge to the
global optimum. This might lead us to a wrong conclusion that the comma selection
should not be used at all, while the threshold parameters are promising to be able to
hold the balance between the elitist behavior and the premature convergence.

3) It is not well-understood how the populations help to leave local optima and traverse
through plateaus. There are some results which show that the crossover-based algo-
rithms with diversity mechanisms cope with local optima on the example of JumMP
function, but they exploit the symmetry of JUMP function and do not have much prac-
tical support of their efficiency.

4) The best-known performance of a crossover-based algorithm on ONEMAX is obtained
via the dynamic parameter choices in the (1 + (A, \)) GA. However, both known ways
to choose the parameters (fitness-dependent and according to the one-fifth rule) do
not work well on more real-world problems like MAX-3SAT. Therefore, to increase the
efficiency of the (1 + (A, \)) GA on practical problems we need to find new universal
ways of dynamic parameter choices.

The reason why these parts of the knowledge about EAs is still uncovered by theoretical
studies is that the existing tools are not able to deliver such results. In the following section
we overview the theoretical toolbox and explain why these tools cannot be used to answer the
stated questions.
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1.6 Existing Tools

The spectrum of mathematical tools used for the runtime analysis is extremely wide and
includes the means from probability theory, linear algebra, mathematical analysis and other
disciplines. However, there is a group of tools which are most frequently used in the theory of
evolutionary computation and it is fair to say that they form a basis for all theoreticians in this
field. In this section we make an overview of these tools.

1.6.1 Markov Chains

Markov chains are a widely used tool for the runtime analysis of evolutionary algorithms
(see, e.g., [107, 130, 122]). In this work we only regard absorbing Markov chains. A Markov
chain is called absorbing if there is a subset S’ of the set of its states S such that

(1) for every state s; € S there exists a state s, € S’ such that there exists a path of

transitions with positive probabilities from s; to s, (we call s, an absorbing state) and

(2) for every absorbing state s € S’ the probability to leave this state is zero.

Absorbing chains appear naturally in runtime analysis. When taking as states of the
Markov chain the possible states of the algorithm, we can assume the optima to be absorb-
ing. The runtime of the algorithm is the number of transitions in the chain until it reaches an
absorbing state. We only regard absorbing Markov chains with exactly one absorbing state.

The standard way to compute the expected number of steps until an absorbing state reach-
ing uses the fundamental matrix, which is built as follows. Let P be the transition matrix of an
absorbing Markov chain, that is, the matrix where each element p’ is equal to the transition
probability from state i to state j. Let Q be the square submatrix of P consisting only of the rows
and columns which correspond to transient states of the chain. We call Q the transient matrix for
brevity. Then the fundamental matrix N of this chain is defined as

+oo
N=) @=01-Q7",
t=0

where I is the identity matrix of the same order as Q. Let 7 be a stochastic vector which repre-
sents the initial distribution over the transient states. Then the expected time until we reach an
absorbing state is

E[T] = nN1 = |[zN[; ,

where 1 is a column vector of all ones.
However, working with fundamental matrix is not convenient, since it might be hard to
compute its elements precisely. Alternatively, we can use matrix Q to compute the runtime as

+oo
E[T) =) |lnQ], - (2)
t=0

Markov chains are frequently used for the runtime analysis of EAs, however only when
they describe a relatively simple process, that is, either a simple algorithm with trivial population
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or only a component of a more complicated process. As soon as we introduce populations, the
set of states of the considered algorithm expands significantly, and the structure of the Markov
chain which describes the run of the algorithm becomes too complicated for the analysis.

1.6.2 Drift Analysis

Drift analysis is one of the most efficient tools for the runtime analysis of the random
search heuristics. It includes a set of theorems, which help to estimate the expected runtime or
even the tail bounds via the expected progress of the considered process. All drift theorems orig
inate from the negative drift theorem by Hajek [78]. Here we show its interpretation from [113]
which is easier to understand and apply than the original theorem.

Theorem 1 (negative drift theorem). Let X,, t = 0,1,2,... be real-valued random variables de-
scribing a stochastic process over some state space. Let a,b € R such thatd := b —a > 0. Let T be the
first point in time when X, > b conditional on that X, < a. If there exist v > 0 and p > 0 such that

1

E[e¥1=X) | X, € (a,b)] <1 — ’

holds for all t, then for any time bound L we have
Pr[T < L] < LDpe "¢,
where D := max,cn{1, E[e?®+1-9 | X, < a]}.
The big step forward the drift analysis was the additive drift theorem by He and Yao [@].

Theorem 2 (additive drift theorem). Let {X,},cn be a sequence of random variables that describe
some random process over a finite state space S C [a,b] such that b € S. Let T be the first time when
X, =Db.
1) If there exist some § such that for all s € S\ {b} andt € Nwe have E[X;;1 — X, | X; = §] <0,
then E[T] > %
2) If there exist some § such that for all s € S\ {b} and t € N we have E[X;;1 — X, | X; = §] > 0,
then E[T] < *-EX,

We note that this theorem can also estimate the time until the random process X; reaches
its lowest state. For this it is sufficient to apply this theorem to another process Y, = —X..

The additive theorem has given a raise to a series of other drift theorems: multiplicative
drift [@], variable drift [] and others. The most recent overview of the existing techniques
can be found in [[100].

To perform drift analysis of an algorithm one has to define a potential function over all
possible states of the considered algorithm. The drift theorems are then applied to this potential
function. Despite the diversity and effectiveness of drift theorems, it is a challenging task to use
them for the analysis of the population-based algorithms, since they require to design a potential
function which takes into account the whole population. Also sometimes they are not capable
to deliver tail bounds on the runtime or they are used on a high level, so that valuable insights
are obscured.
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1.6.3 Fitness Levels

Fitness levels theorems [@. E] are mostly designed for the non-elitist algorithms except
for the artificial fitness levels [135]. They cover a wide range of processes, but the price for
this universality is that they give only little insight on the process they are applied to. This
is because these techniques use only some properties of the considered process which lie on
the surface (and this is what grants them the universality) but they do not use some deeper
machinery of the process. E.g., different fitness levels theorems were used to prove the runtime
of the (i, \) EA on ONEMAX when there is a clear drift in the number of the best individuals in
the population but they did not meet the conditions to be applied to the threshold parameter
values (see Subsection [1.5.2).

The artificial fitness levels theorem [[135] is used to deliver the upper bounds on the run-
time of elitist algorithms. In this work we use its following interpretation (which is a simplified
version of the original one, hence we also include a simple proof).

Theorem 3. Let the space S of all possible populations of some population-based algorithm be divided
into m disjoint sets A1, ..., An, that are called levels. We write A~; = Uj";. Ajforalliec [1.m].

Let P, be the population of the algorithm after iteration t. Assume that for all t > 0 and
i € [2..m], we have that P, € A; implies Pr[P.,; € A-;| = 1. Let T be the minimum number t such that
P, c Ap.

1) Assume that there are Ty, ..., T, 1 > 0 such that forallt > 0 and i € [1..m — 1] we have
that if P, € A;, then Emin{s | s € N,P,;; € A>;11}] < T; (for all possible Py, ..., P, 1).
Then

m—1

E[T| <) T
i=1
2) Assume that there are py,pa,...,Pm-1 Such that forallt > 0 and i € [1..m — 1] we have
that if P, € A,, then Pr[P,.1 € As;.1] > p; (for all possible Py, . ..,P, 1). Then

ey |
n<2 o

Proof. We start by proving the first claim. Consider a run of the algorithm. Let t; = min{t | P, €
As;}. Consider some i € [1.m — 1|. We analyze the random variable t;;; — t;. If there is no t
with P, € A;, then t; = t;;; simply by the definition of the t;. Otherwise, by our assumptions, we
have E[t;;; — t;] < T;. Note that this applies trivially also to the first case where we just saw that
t..1 — t; = 0. Hence, from T = t,,, = Z?;l(tm — t;) we conclude

m—1 -1

E[T] =) Eltin — 6] <> T;

i=1 i

3

I
—_

To prove the second claim, we note that by our assumptions t;;; — t; is stochastically
dominated by a geometric distribution with success rate p;. Hence E[t;;1 — t;] < ;%’ and the claim
follows as above. O

Theorem H is an efficient tool to deliver the upper bounds. Even for the processes which
can have a super-constant expected progress it is often possible to divide the search space into
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levels in such way that this theorem gives asymptotically precise upper bounds on the runtime
(we do it in Subsection 2.2.1). However, to deliver the lower bounds with similar arguments one
usually needs to make additional assumptions about the processes (e.g., in [127, 135]), which
does not let us make a universal version of this theorem for the lower bounds.

In this work when using the fitness levels technique, we use the following language. We
say that the algorithm is on level i if the current population is in the level A;. We also say that the
algorithm gains a level or the algorithm leaves the current level if the new population is at the higher
level than the previous one.

1.6.4 Family Trees

The main idea of Witt’s [[137, 138, 136] family tree argument is to consider a tree graph
the vertices of which are the individuals created during the evolution process and each path
from the root to a vertex corresponds to the series of mutations which led to the creation of this
vertex. Selection does not play any role in this structure, so when working with family trees we
usually assume that all individuals with a corresponding vertex in the tree can potentially be
present in the current population.

To use the family tree argument one should first argue that with high probability the true
family tree has a certain structure (e.g., a small height) and then, conditioning on this, argue
that within such a restricted structure an optimal solution is hard to reach as it was done in the
following lemma in [138].

Lemma 8 (Lemma 2 in [138]). Let D(t) denote the depth of a family tree of the (i + 1) EA at time
t. For all t > 0 we have Pr[D(t) > 3t/u] = 2~(t/w,

Although family trees give us an interesting view on the evolution process an let us dis-
regard the selection, so far they have been applied only to the (x+ 1) EA. When non-trivial
offspring populations come into scene, the tree structure changes and some properties (includ-
ing the one from Lemma {8) do not hold with probability which is high enough. Therefore, the
domain where this tool can be applied is too narrow.

1.6.5 Summary of the Existing Methods and Motivation of This Work

In this section we have shown that although the theory of evolutionary computations
developed a strong collection of runtime analysis tools, we still do not have sufficient means to
analyse population-based EAs and understand the true role of populations. The main problems
we face are the following ones.

« The population-based EAs have too many states, which makes it hard to design an easy-

to-analyse Markov’s chain or a potential function for the drift analysis.

» The application of the fitness levels theorems usually does not give enough understand-

ing of the algorithm behavior.
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+ The family trees are designed for the algorithms with trivial offspring populations, which
makes it hard to use them for the analysis of the (x + \) EA.

The populations are believed to be essential for the EAs and are commonly used by practi-
tioners. The insufficient theoretical understanding of how the populations affect the runtime of
EAs makes it hard to use them efficiently in practice. E.g., it might be a non-trivial task to find an
optimal population size. The main theoretical goal of this work is to develop new analysis tools
which would let us analyse population-based EAs and distill valuable practical recommendations
from analyses performed with these tools. The main practical goal of this work is to obtain some
valuable insights about the nature of populations in EAs using the developed toolbox and based
on these insights give some recommendations on how to set population sizes. Our interest is
not only at finding optimal static values of this parameter, but also at developing new efficient
strategies of the dynamic choice of population size.

1.7 Contribution of This Work

The main contribution of this work to the field of evolutionary computation consists of
three parts.

Analysis methods. We propose the following new analysis methods for the population-
based algorithms.

* Complete trees technique which lets us derive lower bounds on runtime of a population-
based EA in Subsection 2.2.2.

* Method of analysis of no-drift processes which lets us analyse processes with no drift via
the drift analysis. This turns out to be useful in the analysis of population dynamics in
Subsection 2.3.2.

* Method of analysis of EAs on plateaus.

+ Additive drift theorem with tail bounds which can give strong bounds on the runtime
concentration for the processes which have a constant drift.

New algorithm, called the heavy-tailed (1 + (\,\)) GA, which is based on the
(1 + (X, A)) GA and uses the power-law distribution for the dynamic parameters choice, de-
scribed in Section #.1|.

Analyses of the population-based EAs. Using the developed methods we show the
following results.

+ We show the asymptotically tight runtime of the (¢ + A\) EA on ONEMAX function.

« We show the surprising influence of the absolute population size on the performance of
the (i, A\) EA solving ONEMAX when it uses threshold parameters.

« We show that the choice of the mutation operator almost does not have an impact on
the performance of the mutation-based EAs on plateaus.

* We perform an analysis of the proposed heavy-tailed (1 + (A, \)) GA on ONEMAX, LEA-
DINGONES and JUMP. This analysis shows its effectiveness and universality.



Chapter 1. Introduction 31

1.8 Useful Tools

In this section we collect the t which are used in our analyses. These tools in contrast
with the ones mentioned in Section are not specialized on the delivery of runtime bounds,
but they are frequently used in the theory of evolutionary computation and help to prove some
essential properties of analysed processes.

We start with the union bound which is an elementary, but useful result from probability
theory which helps us give an upper bound on the probability of a union of several events.

Lemma 9 (union bound). Let A and B be some events in some probability space. Then
Pr[A U B] < Pr[A| + Pr[B].

We show the following two common estimates for the distribution of the fitness of an
individual y which is created via the standard bit mutation to an individual x when we optimize
the ONEMAX function.

Lemma 10. Let f denote the ONEMAX function. Let x be an individual of fitness f(x) =n —d. Lety
be the result of the standard bit mutation with mutation rate % applied to x. Then, for alli > 1, we

have |
Prify) — flx) — i < (d) (1) |

1 n

Proof. To improve fitness exactly by i we need to flip at least i zero-bits. The probability that
we flip at least i bits is .. By the union bound over all possible choices of i zero-bits which we
flip, we prove the lemma. ]

Lemma 11. Let f denote the ONEMAX function. Let x be an individual of fitness f(x) =n — d. Lety
be the result of the standard bit mutation with mutation rate % applied to x. Then

min{d,n—d} 2k n—2k
d\ /n—d\ (1 1
-0 2 () () G) (-a)
This probability can be bounded with
1., 1 1
(1- E) < Prlfly) — flx) = 0] < P m

Proof. The probability to preserve fitness is the probability that we flip the same number of
zero-bits and one-bits. For all i € [0.. min{d, n — d}] the probability to flip exactly i zero-bits (and
not to flip other d — i zero-bits) is (¢)(1)!(1 — 1)¢-* and the probability to flip the same number
of one-bits is (";%)(1)(1 — 1)»~4-, Summing up the probability of these two independent events
over i € [0..min{d,n — d}] we get the expression for Pr[f(y) — f(x) = 0]. Note also that if we flip
more than min{d, n — d} bits with the same value, the fitness will be different.

After that, the bounds on Pr[f(y) — f(x) = 0] are obtained as follows. The lower bound
(1 — 1) is just the first term of the sum. The upper bound ldﬁ follows from the observation

(n-1)2

that the terms of the sum are bounded by the geometric progression with ratio ‘éﬁ’:‘g. O
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For two real random variables X and Y we say that Y stochastically dominates X if for all
k € R we have Pr[Y > k| > Pr[X > k|. See [27] for a more detailed description of this concept. In
that case, we use the notation X < Y. We use this notion to argue and make precise that better
parents generate better offspring. The following result is from [139].

Lemma 12. Let x,y € {0,1}" such that f(x) < f(y). Let X = M(x) and Y = M(y), where M is an
unbiased mutation operator. Then f(X) < f(Y).

We also use the following fact.
Lemma 13. Let X and Y be two random variables over N such that X < Y. Then E[X]| < E[Y].

A coupling for two random variables X and Y is a pair of random variables (X,Y) defined
over the same probability space such that X and X as well as Y and Y follow the same law. The
following result is well-known.

Theorem 4. Let X and Y be two random variables. Then the two following statements are equivalents.
X<V o o
2) There exists a coupling (X,Y) such that X <'Y.

In our proofs we use the following elementary estimates (Lemmas IEII—@)

X
a

Lemma 14. For all x > 0 and all a > 0 we have xe a < o

Proof. Let a > 0. Consider the function g,(x) = xe . Notice that g,(0) = 0 and lim,_, ., g(x) =
0. In the interval |0, +00) function g,(x) is positive and smooth (i.e., with continuous derivative),
hence its maximum can be only in the roots of its derivative g, (x). We compute

gulx) =€

Note that g,(x) = 0 only when x = a. The value of g, at this point is ae”« = ¢. Therefore,
&(x) < ¢ forall x > 0and a > 0. O

X —
a

e

QX
[lx

Lemma 15. For all x > 0 and all a > 0 we have x?e¢ « < “ei;
The proof repeats the one of Lemma IEII
Lemma 16. For all x > 0 we have e=>*(1 + x) < max{1 — ¥,1 — ;}.

Proof. Consider g(x) := e~*(1 + x). We first compute its first and second derivatives.
gx) =
g'(x)

For all x > 0 g'(x) is negative and g”’(x) is positive, which means that g(x) is decreasing and
convex in [0, +00). Therefore, for all x € [0, 1] we have

(1 -2(1+x)) =e (—2x—1),

e
e (=2 —2(—2x — 1)) = 4xe”*.
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For all x > ; we have

g(X)Sg(%) Sl—%-

Combining these two observations for two intervals we prove that g(x) < max{1—%,1—3}. O

Lemma 17. For all x € [0,1] we have e*(1 — 2(e — 1)x) <1 — (e — 2)x

Proof. Since e* is convex downwards, for all x € [0, 1] we have e* < 1 + ex. Hence,
e(l1-2e—1)x)<(1+ex)(1—-2(e—1)x)<1-—(e—2)x.

Lemma 18. For all x > —§ > —1 we have In(1 + x) > x — %2 — ﬁ

Proof. Applying the Taylor’s theorem with the remainder in the Lagrange form to In(1 + x) in
point x, = 0 we obtain

x? x3
In(1 x4 *
n(l+x)=x 5 +3(1+c)3’

where c is some value between x and zero. Since by the lemma condition x > —§, we have

x? 53
In(l4+x) >x— o>
n(l+x)>x 3 T30 -0p

Lemma 19. Let d = o(1). Then we have (1 — )4 = (1 — 4 —o(9)).
We also have (1 — 1) = 1(1 — O(1)).

Proof. Using the Taylor’s formula for the natural logarithm and for the exponential function we

obtain (1_%>d:exp<dln(1—%>):exp<d<—%—0(%)>)
. RMENE RSO
) een ) -enle(2-0(2)
o r-o()-n(o2)
0o
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To be able to make the transition between the number of iterations and the number of
fitness evaluations in algorithms with a variable population size, we use Wald’s equation [132].

Lemma 20 (Wald’s equation). Let (X;).c be a sequence of real-valued random variables and let T
be a positive integer random variable. Let also all following conditions be true.

1) All X,, have the same finite expectation.

2) Forallt € N we have EX;1{1>¢| = E[X,| Pr[T > t].

3) YT E(X | Lirsg] < oo,

4) EI[T) is finite.
Then we have

We use the following inequality to estimate the probability that at least one of A Bernoulli
trials succeeds.

Lemma 21. Forallp € [0,1] and all A > 0 we have

Ap 1 .
1—-(1-p)> > = 1 .
(1 -pp > P >, min (L)
Proof. By [121, Lemma 8] we have (1 — x)* < 1+le. Hence,
A\ 1 AX
J— J— > _— f—
1-(1-x">1 1+Xx 14+ XM
A 1
X min{x, 1}. O

D — = —
~ 2max{l,\x} 2

Random variable X follows binomial distribution Bin(n,p) with parameters n and p if it
is a sum of n independent random variables which follow Bernoulli distribution with parameter
p- The binomial distribution appears naturally in the theory of evolutionary computation. For
example, the number of bits flipped by the standard bit mutation or the number of copies of
the best individuals in the population both follow binomial distributions (but with different
parameters). We now collect several tools to simplify our calculations when we work with this
distribution.

We start with Chernoff bounds (see Theorems 1.10.1 and 10.10.5 in [@]) which we use to
show the concentration of some random variables involved in our analysis. We use the following
lemma, which is a particular case of these bounds for the random variables following a binomial
distribution.

Lemma 22 (Chernoff Bounds). Let X be a random variable following a binomial distribution Bin(n, p).
Then for all 6 € (0,1) the probability that X > (1 + d)np is at most e=3" and the probability that

np

X < (1 —9)np is at most e 7. Also for all § > 1 the probability that X > (1 + §)np is at most e 7.

In our proofs we shall use the following result for random variables with binomial distri-
bution from [77]. An elementary proof for it was given in [24, Theorem 10].

Lemma 23. Let X ~ Bin(n,p) such that p > 1/n. Then Pr(X > E[X]) > 1/4.
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The next lemma follows from the Chernoff bounds and shows the concentration of the
number of the bit flips in the mutation phase of the (1 + (A, A\)) GA by the Chernoff bounds.

Lemma 24. Let p > L. Then the number ( of the bits flipped by the mutation operator of the

(1 + (A, \)) GAisin [pn, 2pn] with at least constant probability q, > 0.1, if nis at least some sufficiently
large constant.

Proof. Recall that the number /¢ of the flipped bits in the mutation phase of the (1 + (A, \)) GA
is chosen according to the binomial distribution Bin(n,p). We first consider the case when p is
small. Assume pn € [1,9]. Then

Pr[( € [pn,2pn]] > Pr[( = [pn]] = ((p’:ﬂ)p@rﬂ (1 —p)r P

(Tl B [pn‘l)l'prﬂ (pn) [P lpn
= ~ [pn]! (1=pr 201,

The last inequality holds if n is large enough (we omit the details, since it is too tedious).
Now we consider the case when pn > 9. Since ¢ follows the binomial distribution with
parameters n and p, we have E[¢] = pn. By the Chernoff bounds we have

Pr[¢ > 2E[{]] < exp (—@) = exp (_p?n) ;

By Lemma @ we have

Pr[¢ > E[{] = pn]| >

Al

Hence,

Pr[¢ < pn] <

E NN

Therefore, by the union bound the probability g, that ¢ € [pn, 2pn| is at least

qe =Pr[¢ >pnn{ < 2pn|
>1—Pr[¢ <pn|—Pr[l{ > 2pn|

- 3oen()

Since we assume that pn > 9, we obtain

exp <_p§n> <exp(—3) <0.05

and hence,
pn
>1- " ) >
q>1 exp< 2 ) > 0.2
Therefore
g >0.1=Q(1)
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We also state a similar lemma for the larger mutation rates (which are of a greater interest
when we aim at escaping a local optimum with the (1 + (A, \)) GA).

Lemma 25. Assume p = w(%). Then the number ¢ of the bits flipped by the mutation operator is in
[spn, 3pn] with probability ¢, = 1 — o(1).

Proof. By the Chernoff bounds we have
q,>1—Pr (< ipn| —Pr[¢ > 3pn]
>l-e5—en=1—e“D_egv0=1_0(1). O

We also encounter random variables with hypergeometric distribution. A particular ex-
ample of such random variable is the number ¢, of zero-bits which are flipped by the mutation
operator of the (1 + (A, \)) GA after the total number /¢ of the bits to flip is already chosen. This
random variable follows a hypergeometric distribution with parameters n, n — OM(x) and /. For
this random variable the Chernoff bounds are also applicable [30, Theorem 1.10.25].

Lemma 26. Let (y be the number of zero-bits of a bit string x such that OM(x) > %n which are flipped
by the mutation operator of the (1 + (), \)) GA after ( is chosen. Then the probability that (o > % is

at most exp(— sz )-

The next tool is the classic result for for martingales. Recall that a martingale with respect
to the filtration F is a stochastic process M such that, for all n € N, we have E[M,,,; | F,] = M.

Theorem 5 (Doob’s Decomposition [@] ). For any integrable process (X, ), there exists a martingale
(Mp)n and a predictable integrable process (A,)n such that Ao = My = 0 and, foralln € N, X, =
Xo + M, + A,. This decomposition is almost surely unique.

With this theorem we prove the following auxiliary lemma.

Lemma 27. Let A > eu. Let X, ~ min{y,Bin(\,%2)}. Then for all t € N and all A > 0, the

ep
probability that there exist T € [1..t] such that X, < Xo — A is at most 23.

Proof of Lemma 27. We define the process M, as follows. M, = X, and, for 7 > 0 and
M, .1 ~Bi ()\, =) if M. > X, — A and M., = M, otherwise. By Doob’s decomposition theorem
(Theorem ), there exists a martingale (N, )y and a predictable process (A,)y such that, for all
7 €N, (M,)? = (My)? + N, + A,. Note that M is a martingale. Consequently, for all 7 > 0, we
have

E(M, — M) | ] = B(M.1)? — 2M, 1M, + (M.)? | 7]
= E[(M,1)> — (M,)* | Fr] = Ariq — A,

where F, stands for the natural filtration. We sum these equalities to obtain

ST E[(Meyr — Mo)? | B = A, = (M,)? — (Mp)?® — N..
k=0

Now as N is a martingale with Ny = 0 we have E[N,| = E[N,| = 0, therefore

T—1

E[(M,)*] = E[(Mo)?] + ) E[(Mys1 — My)?).
k=0
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Finally, M is a martingale so E[M,|?> = E[M,|? = E[(M,)?], since X, is determined. Thus we have

7—1

Var(M,) < ZE[(Mk+1 — M%) = TiE[E[(MkH — Mi)? | ]
k=0 k=0

_ gE[Var[MkH FAIRS g E [Mk <1 - 1%)}

T—1

<> EM] = 7Xo.
k=0

By Chebyshev’s inequality,

Pr[MTSXO—A |X0:k] < —.
Therefore aslongas M, € {Xo—A+1,---,u} we have M, X X,. Let; = inf{t € N | M, > ui}. By
Theorem {, there exists a coupling (X, M) such that for all 7 < 71, we have M, < X;. Therefore if

M, exceeds i we can wait until X, < X, and restart the argument witht=m and 7" =7—7 < 7.
Finally we have

Pr[EIte [OT] XISXO—A|X0:k]§—
O

We make a use of the following property of the random variable which is a transformation
of another random variable with a binomial distribution.

Lemma 28. There exists a constant S, such that if X ~ Bin(n,p) with np > Sy, and p < %, then
we have

Elln(1 + X)] > In(1 + np) — g“%.

Proof. We first transform the random variable in the follwoing way.

E[In(1 4+ X)] = E[In(1 + np) + In(1 + X) — In(1 + np)]

=1In(1 +np)+E [ln (1 +)1(;$)} :

Let Y = )lt—n”g, which is a random variable. Note that the E[Y] = 0. Then we have

E[In(1 + X)] = In(1 +np) + E[In(1 + Y)],

. -
hence our aim is to prove that E[In(1 + Y)] > —2 ((1+ rl;)),

Consider some ¢ € (0,1), the precise value of which we will choose later. Let D be the

event (X > (1 — d)np). Event D also implies that Y > —{T’n; > —0. We have

Eln(1 + Y)] = E[1pIn(1 + Y)] + E[(1 — 1p)In(1 + Y)].

When D is satisfied, by Lemma I@ we have

Elipln(1+ )] > E [ILD (Y— Y; _ 3(15—_35)3” |
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Since event complementary to D includes only negative values of Y, we have

ElloIn(l +7)] > E[¥] - %E[Yz] B 3(15— o) _2n(pl(1+:111)9))2 B 3(15— 5)3

(1-p) 6°

2(1+np) 3(1-0)%

where we used E[Y] = 0 and E[Y?] = Var(Y) = 1 Var(X). Let

(1+np)?
1
1-p 3
()

He=)
oN: T 2\2(1+4np))
1

1+<2(1+Ir)lp)>

&M 1-p 1
so that 7555 = (2(1+np))3. Then

2(1 -p)

By Chernoff bounds, we have

2 _p)2/3
Pr(X < (1—-4)np) <exp (—%np> < exp (_W)

1
< exp (—5(1 —p)z/Bnp”B)

Since x — In(1 + x) is monotonically increasing, we have

np 1 2/3 1/3
_ > _ - _
= — 111(1 + ”.p) exp (——é (1 —p)2/3”:p1/3)

The logarithm slowly grows in np, but the exponent tends to zero much faster (recall that

by the lemma conditions we have p < 1, therefore 1(1 —p)?/® is a constant). Hence, there exists

a constant S,,;, such that if np > S,,;;, we have

1-p

Therefore, : ) : )
2(1-p l-p  5(1-p
EnQ+Y) 2 =530 "6 rm) 60 imp)

[]

We also make a use of the following adaptation of the additive drift theorem for a random
variable that dominates the binomial distribution with a capped value.
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Lemma 29. Consider A € Nand ;1 € Nsuchthat A > eu. Let X, and A\, be some random processes such
that for all t € N we have A; > Apin > 0 for some Apin € (0, \) and X1 ~ min{u, Bin(\, X&-280)),

e
Let T(X') be the first moment in time when Xr > X' for some X' 2248},
but not greater than 4. Then we have

E[T(X')] < max {24, M} .

Amin
Proof of Lemma @ Although the drift of X, towards X' is at least A,, we cannot apply the additive
drift theorem from the box, since this drift partially comes from the fact that X, is surely larger

than X', and the additive drift theorem prohibits to jump over the target value.
To overcome this problem we define the potential function ®(X) for all X € N as follows.

0, ifX>X,
OX) =1
2X — X, else.

To ease the notation we introduce another random process X; ~ Bin()\, XHFA‘) Note that E[X,] =

X 1+ A 1. We also define p,(i) .= Pr[X; =i | X, 1] and q,(i) := Pr[Xt =1 | X;1]. Note that if
i < u, then pi(i) = q.(i) and p,(u) = Zf: .. :(i). Hence, we estimate the expected difference in the
potential function after one step of the process as follows.

E[®(X) — ®(Xes1) | X = me (i—X.)

+Zpt+1 )(2X" — X,)

i=X'
> qu Z qH—l 2X - X;
i= 2X’+1
EZCItH Z Qe (D) (2X — 1) — X,
i i= 2X’-|—1
EXt+1 Z Qt+1
i=2X"+1

Z At - )\Pr[Xt_;,_] > ZX/]

If A < %, then by Chernoff bounds we have

2X/
XA 1) (X; + At)]

2X’ 2X 4+ A,
< _ —
< exp ( (Xt+At 1) 3

Pr[Xt_;,_] Z ZX/] - PI' |:Xt+1 2 (1 +
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Since by the lemma conditions we have X’ > 181n 2*, we have Pr[X,,; > 2X'] < 2u». Hence

we obtain

Amin 1
E[@(X) - ®<Xt+1) |Xt] Z At - )\ 2)\ Z EAmin.

Otherwise, if A; > %’ > 1, we have (X%ff) > % and thus by Lemma @ we have Pr[X;,; >
X+ A > L. At the same time by Chernoff bounds we have Pr[X.,; < X,] < exp(—%’). Hence,

the drift of the potential function is at least w —X'ex (—%) > % -3> %
Finally, applying the additive drift theorem (Theorem ) we have

(X X — 2X,
E[TX)] < —— (Xo) - gmax{u,24}. O
mm{EAmin, ﬁX/} Amin
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Chapter 2 The Methods of Runtime Analysis of the Mutation-based
Evolutionary Algorithms with Non-trivial Populations

As it was shown in Section @, despite the impressive results of the last two decades,
our understanding of the role of populations even in simple mutation-based EAs is still on un-
satisfying level. The main problem which researchers face here is the complex dynamics of the
populations. For the elitist (¢ + ) EA the only precise results we are aware of are for the special
cases—the (1 + A\) EA (where it is enough to track the dynamics of one parent individual) and
the (1 + 1) EA (where the population dynamics are slow, namely only one individual can be
changed in each iteration). For the non-elitist (x, A) EA there is more understanding of how non-
trivial parent and offspring populations interact with each other, however, this has only being
studied in two parameter settings when either algorithm fails to converge or when it replicates
the behavior of the elitist (1 + A) EA with high probability.

In this chapter we propose two analysis methods, the complete trees technique and meth-
ods of analysis of the no-drift processes. Then we show the effectiveness of these tools by finding
the asymptotically precise runtime of the ( + A) EA and by studying the runtime of the (u, ) EA
with the parameters which are on the threshold between the two previously observed regimes
of the algorithm.

2.1 Proposed Analysis Methods

2.1.1 Complete Trees

The main problem when proving lower bounds for population-based algorithms is that
many individuals which are created during the run of the EA are removed at some stage by
selection operations. This creates a complicated population dynamics, which is very hard to
follow via mathematical means.

One way to overcome this difficulty is to try to disregard the effect of selection and instead
regard an optimistic version of the evolutionary process in which no individuals are removed.
This idea can be traced back to [117]. In the context of evolutionary computation, it has been
first used in [[137] (see [136] for an extended version) in the analysis of a steady-state genetic
algorithm with fitness-proportionate selection. In [85], this argument was used in the analysis
of a (1 + 1) evolution strategy (in continuous search spaces). Not surprisingly, the analysis of
the (1 + 1) EA [[138] uses the artificial populations argument as well.

This technique then found applications in the analysis of memetic algorithms [129], aging-
mechanisms [], and non-elitist algorithms [96, 99]. The artificial population argument was
also used to overcome the difficulties imposed by another removal mechanism, namely Pareto
domination in evolutionary multi-objective optimization [46]. While similar in spirit, this work
however uses quite different techniques, e.g., it does not represent the search process via tree
structures.
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Of course, to make the new process really an optimistic version of the original one, we
have to ensure that, despite the larger population present, each individual which is also present
in the true population has the same power of creating good solutions as in the original process.
To ensure this in our process, we assume that in the artificial process each individual creates
Bin(\,1/u) offspring. This assumption, in fact, leads to a much more drastic growth of the
artificial population than the fact that we disregard selection.

When working with such an artificially enlarged population, there is a risk that the larger
population finds it easier to create the optimal solution. This would give weaker lower bounds.
So the main art in this proof approach is setting up the arguments in a way that the larger
population does still, in an asymptotic sense, not find the optimum earlier than the original
process. The reason why this is possible at all is that once selection is disregarded, the process
consists only of independent applications of the mutation operator. This allows to use strong-
concentration arguments which in the end give the desired result that none of the many members
of the artificial population is the optimal solution.

To make this approach formal, we use the following notion of a complete tree, which,
in simple words, describes all possible (iterated) offspring which could occur in a run of the
evolutionary algorithm. This notion is different from those used in the works above, which all
work with certain subtrees of the complete tree and use suitable arguments to reason that the
restricted tree still covers all individuals that can, with reasonable probability, appear. We feel
that our approach of working in the complete tree is technically simpler. For example, compared
to [138], we do not first need to argue that with high probability the true tree has only certain
depths and then, conditional on this event, argue that it does not contain an optimal solution.
Working in the complete tree, we also do not need arguments from branching processes as used
in [@]. Of course, the key argument that without selection we only do repeated unguided
mutation, is used by us in the same flavor as in all previous works.

More precisely, the complete tree with initial individual x, is defined recursively as follow.
Every vertex is labeled with some individual (a bit-string) which could potentially occur in the
evolution process. The labels are not necessarily unique, but every vertex, except the root vertex
Vo is uniquely defined by the tuple (v,t,i), where v is the parent vertex (that is either the root
vertex, or another vertex defined by a tuple), t € N is the iteration when this vertex was created
and i € [1..)\] is the number of the vertex among the vertices with the same v and t. The tree
To = (Vo, Ep) at time t = O consists of the single (root) vertex v, that is labeled with the bit-string
c(vo) = xo. Hence Ey = (). If T, = (V,,E,) is defined for some t > 0, then we define the tree
Te1 = (Vie1,Erq) as follows. For each vertex in V;,, we add \ vertices, connect them to this
vertex, and generate their labels via standard-bit mutation from the parent. More precisely, let
Nipr = {(v,t+1,i) | v, € V,i€ [1..\]} and V11 = V; UN;;. We call v, the parent of (v, t+ 1,1)
and (v, t,i) the i-th child of v, in iteration t + 1. We generate the label c(v;,t + 1,i) by applying
standard-bit mutation to c(v;). We connect each new vertex with its parent, that is, we define
Eio1 = E.U{(v,, (1, t+1,7)) | v € V,,i € [1..\]}. A simple example of a complete tree structure is
shown in FigureE

It is easy to see that a complete tree at time t contains exactly (A + 1)f nodes, since each
vertex from V, has exactly A new children in V. As said earlier, it thus massively overestimates
the size of the true population of the EA.

For our purposes, it is not so much the total size of the tree that is important, but rather
the number of nodes in a certain distance from the root. We estimate these in the following
elementary lemma. Here and in the remainder, by distance we mean the graph theoretic distance,
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16 D) 16
OO0 OO®

Figure 5 — The structure of the complete tree for the (3 + 2) EA after t = 2 iterations. The green
vertices are the initial vertices, the blue vertices were created in the first iteration and the orange vertices
were created in the second iteration. Each vertex is uniquely defined by a tuple of its parent vertex v,
iteration it was created t and its number i among the children of its parent vertex created at the same
iteration (the vertices in the figure are labeled with this number i). The highlighted vertices are the ones
which were actually created by the algorithm. The labels are omitted in this illustration for reasons of
readability

that is, the length of the (in this case unique) path between the two vertices. Observe that this
can be different from the iteration in which a node was generated. For example, the vertex
(vo, t,i), which is generated in iteration t from the initial vertex, has distance one from v.

Lemma 30. Let T, be a complete tree at time t. Let ¢ € Ny. Then T, contains exactly
t
)\@
()

Proof. If t < (, then there are no vertices in distance ¢ (recall that in our notation (;) = 0 in
this case). Otherwise, let v be a vertex in distance exactly ¢ from the root. Then there are times
1 <t <--- <t <tand offspring numbers i;,...,i; € [1..\] such that with the recursive
definition of the vertices v;,...,v, via v4 = (v4_1,t3,14) for all d € [1..4], we have v = v,. Hence,
there are at most (;) \‘ vertices in distance ¢ from the root. Conversely, each tuple of times and
offspring numbers as above defines a different vertex in distance ¢. Hence, there are at least
(;) A" different vertices in distance ¢ from the root. O

nodes in distance exactly ¢ from the root.

Clearly, a run of the (u+ A\) EA creates a subforest of ;1 disjoint complete trees with
random root labels (complete forest). Whether a node of the complete forest appears in the
forest describing the run of the (x + \) EA (the forest of the family trees) depends on the node
labels (more precisely, on their fitness). However, regardless of the node labels the following
is true: If some node v; is present in the population at iteration t, then the edge (vs, (vs,t,1)) is
present in the subforest at most with probability 1/u, because for this it is necessary that the
i-th offspring generated in iteration t chooses v, as parent. Consequently, regardless of the nodes
labels, the probability that a node in distance ¢ from the root in the complete forest enters the
population of the (1 + )\) EA, is at most ‘. Since we have not taken into account the node
labels, we observe that the probability that a particular node of the complete forest (i) is labeled
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with the optimum and (ii) makes it into the population of the (1 + \) EA, is at most ;1 ‘p(¢,n)
with p(¢,n) denoting the probability that a vertex in distance ¢ from root is labeled with an
optimum _(we show this probability for the (x + \) EA with the standard bit mutation later in
Lemma 39).

By Lemma @, using a union bound over all nodes in the complete forest up to iteration t,
we obtain the following theorem, which subsumes the method of the complete trees.

Theorem 6. The probability that the (1. + \) EA finds a unique optimum of a pseudo-Boolean in less
than t iterations is

t t A l
am=uY (7) (5) ot ®)
=0

2.1.2 Drift Analysis for Processes with No Drift

In this section we consider stochastic processes with a very small drift compared to their
random fluctuations. Such processes are often analyzed via different mathematical tools for
martingales, e.g., with Azuma-Hoeffding inequality (Theorem 1.10.30 in [30]). However, all
such tools aim at giving an upper bound on the probability that a martingale deviates from its
expectation by some particular value. In this work we aim at the opposite result: we want to
know how much time such process needs to deviate from its expectation by some value.

We propose to use drift analysis to estimate this time t. To do so, we make a transformation
of the process. This idea has already been used to prove different drift theorems (e.g., variable
or multiplicative) via the additive drift theorem. However, there it was used for the processes
which already have drift, and the transformation only scaled the state space so that the drift
was approximately the same in all possible states. In contrast with these previous works, we
do a transformations which lets us obtain a drift from the variance of the original process. To
illustrate the main idea of this transformation, consider a stochastic process {X,},n such that

X X, +1 with probability 1,
“17 )X, —1 with probability 1.

This process has no drift, since E[X;;; | X, = 1(X, — 1) + (X, + 1) = X,. However, consider a
function

h(x) =x(n —In(x) + 1)
and a transformed process Y; = h(X;) (temporarily ignore that it is not defined for all X,). Func-

tion h(x) is monotonically increasing and concave in interval (0,e"), therefore if X, is in this
interval, then by Jensen’s inequality we have

Eh(Xe1) | X] = %h(Xt 1)+ %h(Xt +1) < h(X,).

Hence, the transformed process has a drift towards zero. This idea is illustrated in Figure H
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Original process Transformed process

+ | = e zero drift + = drift downward

| ]

Figure 6 — Illustration of the idea of how to transform a process with no drift to a process with drift.

In particular, we apply such transformation to a sequence of random variables {X;};n
which represents the number of the best individuals in the population of the (x, A) EA. Unless
the algorithm generates a better individual, the random variable X,,; has a distribution very
close to max{Bin()\, e%), p}. If we have A ~ ey, then E[X,,; — X, is very close to zero. Our aim is
to find the first time t when X; turns into zero. We show this time in the following theorem.

Theorem 7. Let n be some positive integer number which tends to positive infinity (the © and big O
notation is used relative to n). Let \, i € N satisfy

D A <ey,

2) A= (1-0(F)en

3) X and i are both w(1) (which is necessary to satisfy the previous two conditions),

4) there exists c = O(1) such that ;. < n2—°.
Let {X,}«n be a sequence of non-negative integer random variables, such that for all t € N we have

X, ~ min{u, Bin(\, py(t))} with p,(t) close to X;:, namely
X; 2X;
21 — 25 < .
Palt) — 2| S eivm

Let also X; be zero with probability one, if X, 1 = 0. Then there exist s = O(1) and o = (80u + 1)
such that X, = 0 with probability at least s.

Before we prove this theorem we show the following lemma, where we transform the
process X, and show that the transformed process has a constant drift towards zero.
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Lemma 31. Let X, be a process from Theorem H Let h(x) = x(In(u) — In(x) + 2) for all x € [1..)]
and let h(0) = 0. Let 3 = 55. Then there exits a constant S such that

E[h<Xt) - h(XH—l) | X > S] > f.

Proof. Assume that X; = x for some x € [1..u]. Since we only consider one moment in time ¢, let
us denote p,(t + 1) by p, for brevity. Let X;,; be a random variable which follows distribution
Bin(\, p,) and which therefore dominates X,,;. Since h is monotonically increasing, we have

Eh(X:) — h(Xy1) | X; = x| > E[h(X;) — h(Xe41) | Xe = X]
=E[x(Inp —Inx+2) — Xeo(np —InXeyq +2) | X, = x] 4
— (ln,u + 2)E[X - Xt+1 ’ Xt — X] + E[Xt_;’_] lnXt+1 ’ Xt — X] — X]IIX

We first show that the first term has a very small value. Since XIH ~ Bin(\,p,), its
expectation is \p,. Hence, we have

(Inp+ 2)Ex — X1 | X = x] = (Inpp + 2)(x — \p)

> (Inp+2) (x—;\—zc(lJr%l))

> (Inp+2) (x—x<1+% )
> ~(np+2) (5)
> _(1nﬂ+2)%

v

|
N
N
N =

|

(@}
N—
f—
2.

=
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|
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Since X,.; follows a binomial distribution, it can be represented as a sum of \ Bernoulli
random variables {Y;}1.y with success probability p,. Thus, we have

A A
EXy1InXy | X, =x]=E {Z Y:In (Z Yj> | X, =x
i=1 j=1

A A i
= ZE Y;In Y| | X =x
i=1 j=1 ]

A—1
= Ap.E [m (1+ZY,-) | X, = x| .

Let X' := thll Y}, then it follows a binomial distribution Bin(A — 1,p,). By Lemma , if \p, is
not less than some constant S,,;, then we have

§ (1 _pn)

Eln(l1+X)]=1In(1+ (A—1)p,) — 60— 1)p,
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Hence, we compute

EX,1InX., | X, = x] — xInx

> ADn (ln(l + A\pn) — g(lg—p")) —xlnx
\Pn 6)

5(1 —p,
- )‘pn (11‘1(1 + >‘pn) - 6( /\pp )> - )‘pn ln()‘pn)

+ Apn In(Ap,) — x1Inx

First we note that since x — xInx is a continuous function and since A\p, = j—;‘ (1 iO(\/lﬁ)) =
x(1+0(z)), we have
n

A In(\p,) — xInx > —xO (%1) > 40 (%)

> —n20 (%) > —o(1).

Recall that A = w(1) and that p, satisfies the following bounds

Thus, we have

5(1_pn>

~ - nl n
6 v > AP In(Apy)
1

— Dn 5(1 —pn)
=, (In(1+—"—) - "
P < . < " ADn ) 6 Apn

1 —p, 1 —p, 2 5 1 —pn A
> — _— e =
(by Lemma@) )\pn< o 2( v ) 6 p. A1

2 -p) (1- gy -2 )
(since A = w(1)) > (1 — % — 0(1)) (1 - g - )% - 0(1))

. 1 1 1 e
(if x > 24) > (1—2) (E—E) —0(1) > 19 —o(1).

Putting this into (H) and recalling (H) and (EI), we conclude that if X, > S := max{Snin, 24},
then we have

-1 1
EIh(X) — h(Xe1) | X 2 8] = S~ —0(1) = 55 =
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Finally, we prove Theorem H

Proof of Theorem H Let S be a constant from Lemma . We define potential function

Inp—1 2 if x >
h(x) = x(Inp —Inx+2), i x_S.
0, otherwise.

Since we only lowered the potentjal values for x < S, Lemma (31| holds also for this potential
function. Therefore, by Lemma @‘and by the additive drift theorem (Theorem ) the expected
number of generations E[r| until X; becomes less than S is at most

E[r] < 20E[h(Xo)] < 20h(u) = 40p.

By Markov’s inequality the probability that X; does not reach S in less than 80y generations is
at most 3.

As soon as X; becomes less than S, the probability that in the next generation X, becomes
zero is

u—mﬁz(L~§a—mn0{:0—§a—mnﬂktiﬁe?

eu
Hence, if X is large enough, this probability is at least 2<- °.
Finally, the probability that process X; reaches zero in less than @ = 80x + 1 generation
is at least s := ? = O(1). Since as long as X, reaches zero it cannot increase, we have X, = 0
with the same probability. O

2.2 Analysis of the (¢ + ) EA

In this section we prove that for arbitrary values of ;; and A\ (which can be functions of
the problem size n, however, for the lower bound we assume that ;. is at most polynomial in
n), the expected number of iterations the (1 + \) EA takes to find the optimum of the ONEMAX

function is
BT :@(nlogn+ n nlog*}rog*()\/u))7
A A log™ (A/n)

where log" x := max{1,logx} for all x > 0. This result subsumes the previous results for the
(1 + X) EA and (¢ + 1) EA obtained in [87, @, 138].

This runtime guarantee shows, e.g., that using a true parent population of size at most
max{logn, \} does not reduce the asymptotic runtime compared to © = 1. Such information
can be useful since it is known that larger parent population sizes can increase the robustness to
noise, see, e.g., [[74].

With our methods, we can also analyze a related algorithm. He and Yao [@] and Chen,
He, Sun, Chen, and Yao [] analyzed the (A T A) EA. We prove a tight runtime bound of
@(&f" +n) iterations, which also shows that the fairness in the parent selection does not change
the asymptotic runtime in this problem.
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2.2.1 Upper Bounds

In this section, we prove separately two upper bounds for the runtime of the (. + \) EA
on the ONEMAX problem, the first one being valid for all values of ; and A and the second one
giving an improvement for the case that \ is large compared to ., more precisely, that \/u > e°.

Although we do not propose novel analysis methods in this subsection, it is important
to have these upper bounds to show the tightness of our lower bound which we obtain via
the complete trees technique and to better understand the dynamics of the population of the
(u+ \) EA.

Where not specified differently, we denote the current best fitness in the population by i
and the number of best individuals in the population by j.

Increase of the Number of the Best Individuals

In this subsection we analyze how the number of individuals on the current-best fitness
level increases over time and derive from this two estimates for the time taken for a fitness
improvement. We note that often it is much easier to generate an additional individual with
current-best fitness by copying an existing one than to generate an individual having strictly
better fitness by flipping the right bits. Consequently, in a typical run of the (u + A\) EA, first
the number of best individuals will increase to a certain number and only then it becomes likely
that a strict improvement happens.

Since the increase of the number of individuals on the current-best fitness level via pro-
ducing copies of such best individuals is independent of the fitness function, we formulate our
results for the optimization of an arbitrary pseudo-Boolean function and hope that they might
find applications in other runtime analyses as well. So let f: {0,1}" — R be an arbitrary fitness
function which we optimize using the (1 + \) EA.

Assume that the (1 + \) EA starts in an arbitrary state where the best individuals have
fitness i and there are j; such individuals in the population. At this point due to the elitism the
algorithm cannot decrease the best fitness i and it also cannot decrease the number of the best
individuals j; until it increases the best fitness. Following [129, Lemma 2] we call an individual
fit if it has a fitness i or better. For j, € N, we define 7j, j,(i) to be the first time (number of
iterations) at which the population of the (1 + ) EA contains at least j, fit individuals. We note
that this random variable 7;, ;,(i) may depend on the particular initial state of the (2 + \) EA,
but since our results are independent of this initial state (apart from i and j;) we suppress in our
notation the initial state.

The time 7, ,(i), that is, the specific case that j; = 1 and j, = 1, is also called the takeover
time of a new best individual. For this takeover time, Sudholt [129, Lemma 2] proved the upper
bound

2 |
E[r,,(1)] = [logs ] ( & ‘%4‘1) - O(“ ig“ +logu> (7)

1
-4

for any i e [0.n —1].
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In this section we improve this result by (i) treating the general case of arbitrary ji,j» €
[1..u] and (ii) by showing an asymptotically smaller bound for the case A = w(x). In our main
analysis of the (u + A\) EA, we need takeover times for general values of j, to profit from the
event when we get a fitness gain before the population contains only best individuals, which is
likely to happen on the lower fitness levels as we show further. The extension to general values
of j; is not needed, but since it does not take extra effort, we do it on the way.

We first prove the following result for arbitrary values of ;4 and A\. We need this result
since it allows arbitrary target numbers jo.

Lemma 32. Leti € [0..n — 1] and j1,j> € [1..u] with j; < jo. Then

a0 < 5 (0 41) 4 G o).

Proof. To prove this lemma we use Theorem H For this purpose we define levels 4;,, ..., A;,. For
any j € [ji..jo — 1] the populations in level A; have exactly j fit individuals. The level A;, consists
of all populations with at least j, fit individuals. Note that the (1 + ) EA cannot go from level
Aj to any other level with smaller index, since it cannot decrease the number of fit individuals
due to the elitist selection.

If there are j fit individuals in the population, then the probability p;(j) to create as one
offspring a copy of a fit individual is the probability to select one of j fit individuals as a parent
multiplied by the probability not to flip any bit of it during the mutation. Hence,

. N
p@gﬁ(l——) zzL, (8)

n 0

where we used the inequality (1 — )" > o that holds for all n > 2.
The probability p,(j) to leave level A; in one iteration is at least the probability to create
a copy of a fit individual as one of the )\ offspring. Hence, by Lemma R1| we have

1 1
>

p2(j) 21— (1 -pi()* > — 2% 9
THamm 1+
By Theorem H we have
-1 ja—1
2ep 2ep ]2
:Z = (1 ) <5 () o
[

We note that in case when j; = 1 and j» = ;1 our upper bound is O(&f“ + p). This is
weaker than the upper bound ([)) given in [129, Lemma 2] if A\ = w(logx). Without proof we
note that in all other cases the two bounds are asymptotically equal.

The reason that our bound is weaker in some cases is that we do not consider the event
that the algorithm generates more than one fit offspring in one iteration, while Sudholt in [129,
Lemma 2] proved that the number of the fit offspring is multiplied by some constant factor in
every 32/ ) iterations. The same idea may be used to prove the bound

j 32 pulog 22
E[7, j,(1)] < [logsﬂ (1 — +1> :O< . L +logj2> (10)

>|=
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We still prefer to use to Lemma 32 in our proofs, since it gives us a bound that is easier to operate
with due to the simpler leading constants of each term, while the greater terms do not affect our
main results.

We now give a second bound for the case that % > e°. Itis asymptotically stronger than (H)
when A = w(p) and = w(1).

Lemma 33. Letﬁ > e Letie [1.n— 1] and ji,j» € [1..u] with j; < jo. Then

In2

E[7,j, ()] <45 +4.

2ep

Proof. Let the current population have j fit individuals. Then by (H) the probability that a fixed
offspring is a copy of a fit individual is p; (j) > 2i—u Therefore, the number N of fit individuals
among the )\ offspring dominates stochastically a random variable B with binomial distribution

Bin ()\, 2JTH> We have E[B] = % By Lemma @, Pr[B > E[B]] > ; and thus Pr[N > ;7“] > 7.
Consequently, in each iteration with probability at least ; the number of the fit individuals in
the population is multiplied by a factor of at least (1 + ﬁ) (but obviously it cannot become
greater than ).

For a formal proof we define the levels A,, ..., A,,, where

Level A, consists of the populations with at least j, fit individuals. For k € [1.m — 1] the
populations of level Ay have exactly j fit individuals, where

. . A k—1 . A k
16[11(1‘1‘@) 7]1(1‘1‘@) —1]7

and j < j,. To leave any level it is enough to multiply the number of the best individuals by

1+ ﬁ, and the probability of this event is at least ;. By Theorem 3 we have

Ein 0] <3 4~ 4 [ln—_]
- N k=1 ln( )

A
1—’—@
In 22
j
<41 i+4.
2ep

]

We note that the proof of Lemma 33 holds for the weaker assumption % > 2e as well.

However in order not to confuse the reader later when we consider the case %L > e® and where
this lemma is used, we formulate Lemma @ with unnecessarily stronger condition.
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When j, = i and j; = 1 the bound yielded by Lemma @ is at least as tight as that of (H).
For the general values of j; and j, our bound is at least as tight as the bound ([10). When A\/p > €°
the bound ([LO) simplifies to O(log#). If A = w(u) and * = w(1) then we have

J2

In’ ;
4—L 44 = o<log].—2).
lnﬂ 1

Therefore, in this case the bound given in Lemma @ is asymptotically smaller than (@). In all
other cases the two bounds are asymptotically equal.

The reason that we have obtained a tighter bound is that we have proven that the number
of the fit individuals is multiplied by a super-constant factor with constant probability, while the

proof of [129, Lemma 2] cogders ly the multiplication by a constant factor.

We now use Lemmas 32 and 33 to prove estimates for the time it takes to obtain a strictly
better individual once the population contains at least one individual of fitness i. We define T;
as the number of iterations before the algorithm finds an individual with fitness greater than i,
if it already has an individual with fitness i in the population. As before, this random variable
depends on the precise initial state, but since our results do not rely on the initial state, we
suppress it in this notation.

To prove upper bounds on T;, we estimate the time it takes until some number /1o (i) € [1..1]
of individuals with fitness at least i are in the population and then estimate the time to find an
improving solution from this situation. We phrase our results here in terms of 1io(i) and optimize
the value of 1(i) in the later subsections.

Corollary 1. For any i € [0..n — 1] and puo(i) € [1..u], we have

BT < mo(i) + 22 (Infjuo(0) + 1) +

eun
A — D)o (i)

Proof. Even if the algorithm has only one best individual in the population, in 7, (i) iterations
it will have at least p(i) individuals with fitness at least i. Assume that at this time we have
no individuals with fitness better than i (since otherwise we are done). Let 77 (i) be the runtime
until the algorithm creates an individual with fitness at least i + 1 if it already has at least (i)
individuals with fitness i in the population.
In this setting the probability p’(i) that a particular offspring has fitness better than i is
at least the probability to choose one of the (i) best individuals and to flip only one of n — i
zero-bits in it. We estimate
p'(i)

. po(i(n =1 (1 1 ) . (n=Duo(d)

un n eun

By Lemma 21| the probability p” (i) to create at least one superior individual among the X offspring
is

" s Ap'(i) 1 1
PO =1 (1-pi)> 20— > G
1+ Ap (l) 1+ /\p}(i) 1+ A(n—%uo(i)

(11)

With p” (i) we estimate E[77(i)] < p,,l(i). Therefore, by Lemma E we have

E[Ti] < E[71,490 (1) + 7" (0)] = E[71,5s00 ()] + E[7 (1))
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1
p"(1)
< 2 (ln i) +1) + (i) —1) + 1 +

IN

E[T1,100 (D)] +

eun

A — D) po(D)
ey

= pold) + = (In(puo(@)) + 1) + 1 —

X — Do)

Corollary 2. Ifﬁ > e then for any i € [0..n — 1] and (i) € [1..u], we have

- In po(i) eyn
E[T] < 4 m .5
] < 2 A Dl |

Proof. Using the same arguments as jn the proof of Corollary Iil (in particular, the estimate for
p"(i) given in ()) and by Lemma we estimate

E[Ti] < E[71,40( (1) + 7" (0)] = E[71,000 (D] + E[7" ()]

(
< E[leuo(l (l)]
)

1
p"(0)

1nuo( eyn
<4 +4+1+——F
In 2 7 A(n — 1) po()
I (i
_ 4lnp0() L_em g

ln@ A(n — 1) pao(i)
(]

We note that Lemma (33 is tight in the sense that we cannot obtain a better upper bound
using only the argument of copying the fit individuals.

To formalize this we assume that there is a set D C {0, 1}" of desired individuals. We regard
the variant EA® of the (1 + \) EA which only accepts offspring which are desired individuals
identical to their parent. Note that the number of desired individuals in a run of this artificial
algorithm can never decrease. Assuming that the initial population of the EA® contains exactly
J1 desired individuals, we define 77 ; (i) as the number of iterations until the population of the
EA° contains at least j, desired individuals (unlike before, this notation does not depend on
the precise initial population as long as it has exactly j; desired individuals, but this fact is not
important in the following). We show the following result.

Lemma 34. Let ﬁ > e°. Let ji,jo be some integer numbers in [1..u] such that j, > j;. Then

Proof. 1If j—f < 2, then
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and the claim is trivial, since we need at least one iteration to increase the number of the copies
in the population.
o ] by o * . o ] by o
Consider 2 > £ > e° It is enough to show that E[7; ; (i)] = Q(log(#)/log(%)) (without
+1 term). Let j(t) be the number of the desired individuals after iteration t. We have j(0) = j;.
Let N(t) be the number of desired individuals newly created in iteration t. Then N(t) follows a
binomial law Bin(), ’(Zn_ul)), where e, == (1— )™ > e. Hence, we have E[N(t) | j(t—1)] = J(te—n_}ljk <
jt—=1)x
e

For any t € N we have j(t) <j(t—1)+ N(t), where strict inequality occurs only if j(t—1) +
N(t) > p. Therefore, we have

E[j(t)] = E[E[j(t) | j(t — 1)]] < E[E[j(t — 1) + N(2) | j(t — 1)]]

. . . i(t— 1)\
~ Bfie~ 1)] + FEN(O) e~ 1)) < Ble - 1]+ B 1D
—E[j(t—l)]%—iE[j(t—l)} = 1+i Efj(t—1)]
N e/l B e/l '
By induction, we obtain
A\ A\’
] < AN oy AN
o] < (1+ 22 ) jo) = (14 )
and by Markov’s inequality, we have
ooy o B ( A )tjl
Prij(t) > ; <|1+—)+.
(1) 2 ja2] < i e ) Ja
For ; ;
In 22 log 2
t::—zjl/\ :Q(l gJ;)
o =
n (1+2) g2
we obtain .
Prij(t) 2 jo) < .
Hence, the probability that the EA® does not obtain j, desired individuals in t = Q(llzgg((’ij’;)))
iterations is at least constant. Thus, the expected number of iterations before this happens is at
least Q(%). O

Unconditional Upper Bound

Having the results of the previous subsection for the takeover times we first prove the
following upper bound, which is valid for all values of ; and A. When )\ is not significantly
larger than y, then the (u + ) EA typically increases the best fitness by at most a constant in
each iteration. For this reason, we can use Theorem [3 and obtain a runtime bound that will turn
out to be tight for this case.
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Theorem 8. The expected number of iterations for the (1 + \) EA to optimize the ONEMAX problem

is
O(nlogn +n_u+n>'

A A

Proof. To use Theorem H we define levels Ao, ..., A, such that level A;, i € [0..n], consists of all
populations having maximum fitness equal to i. In Corollary d we have already estimated the
expected times E[T;| the (x + \) EA takes to leave these levels. These estimates depended on the
number 1(i) of individuals of fitness i we aim at before leaving the level. By choosing suitable
values for the (i) we prove our bound.

The choice of (i) is guided by the following trade-off. If we choose (i) = p, then
after having ;. best individuals in the population we have the highest probability to find a better
individual. However, we pay for it with the time we spend on obtaining ;. copies of the best
individual. On the other hand, if we choose 1io(i) = 1 we do not spend any iteration filling the
population with copies of the best individual, but we have a low chance to increase the current
fitness. How this trade-off is optimally resolved, and hence the optimal value of (i), depends
on the probability to create a better individual and thus on the current fitness i.

We distinguish three cases depending on current fitness i. The “milestones” which mark
the transition between these cases are the fitness valuesi = [n — m} andi= [n— mj
While the best fitness is below the first milestone, the probability to increase the fitness is so
high that we do not need to have more than one best individual in the population. Beyond the
second milestone this probability is so low that we better spend the time to fill the population
with the copies of the best individual. Between the two milestones we have to find a suitable
value of 1(i) to give a balanced trade-off.

To simplify the notation, we define A; == 1+ /1 + - . Note that

+4/— \/7<A<1—|-,/ 4/ 1+ (12)
n—i n—i

This value of A; arises from the computation of the derivative of the upper bound on E[T;] from
Corollary [l, which is needed to find the optimal value of (i) in the second case, when the
current ﬁtness is between the two milestones.

Fori< [n— } we define (i) := 1. By Corollary EI we have

2+)\/ eu)

+1.

~ eun 2ep
ET| < -

T = A(n —1) * A
Let T; be the number of iterations before the (12 + ) EA finds an individual with fitness greater

than [n — 2++/(euﬂ for the first time. Then by Theorem 3 we have

’V 24»)\/8;1,—| ’V 2«‘»)\/2;1,1 elun 26/1,
E[T,] < E[T)] < 1
mis Y ERs Y (5omy )

i=0 i=0

AN
o
E
3
g
=
=
|
5
—
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= O(%) + O(n),

where we used the estimate %' In(2 + %) = O(1 + §) that holds for any asymptotic behavior of

1t/ A

For [n— m} <i<|n-— mj we define (i) == (ﬁ}. By Corollary Iil we have

~ n 2eu n ep;
i| < —— +1 1 ; 2 .
E[T]_(n—l)AijL * A (n(n—l)Ai+ )+ A

n
o[ mE)

2
1 n (13)

iy

+—(1+ﬁﬁ)

Let T, be the number of iterations until the (¢ + \) EA finds an individual with fitness
greater than |n — mj for the first time if it already has an individual with fitness greater

than [n — in the population. By Theorem H and by (B), we obtain

#"
242/ (er)

= are )

E[T,) < > E[T}]
i= [n—m]—&-l

L mersyall

<n

<n >
i=[n— Z_M/(W)H‘l ( \/>\/; 14

ln— u(2+/\/e)J
+ 1+
A n—i eu
i=[n—

2+>\/(eu)]+1

Loyl
ey n 2ey
—_ In - + 2n -+ n.
Y ((n—lmi) AT
== gxen 111
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We regard three sums in (IEII) separately. First, by the estimate 7 1/vi < 1 +
J{(1/y/x)dx < 2y/n, we obtain

Lo mexsvall

= 11 (7 < VE=A'E )

Lomexsyall

< 2 —
i=[n— 2+/\/(e#) +1 n—i (15)

Tl

\/a u(2+A/8) 1
An vn

== em”l

o o n
. \/A:n 2\ 53 © ZVA:n N (e

To analyze the second sum we also use the estimate 3 < 1 valid for all t € [0, +00). We
obtain

= araye ) - 3
Z (1 44/ ——1/1+ —)
n—i e

i:[n7m1+1

n n —

ew ) " n—i
l:[n—m1+1 (16)

A n
<n n(l+— | -2,/—m—
- +\/ (+eu) V 2+ )/(ep)

ej)

IN

For the last sum we use the logarithmic version of Stirling’s formula, that is, In(n!) =
nln(n) — n + O(log(n)) (see, e.g. [120] or [@, Theorem 1.4.10]), and the estimate % <2
for all t € [0, +00). We obtain
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("= azraze ] 1 n
Z n (Tl—i)Ai

i= ’—n— 72_‘_)\’/1(6#) ] +1
L mexsyall
S (

i)

i=[n— g5y 11
el i+
_2 + X/ (eu)_ M(wﬂ (17)
< 2++/(eu) lnduk/euw
+ O(log [HA—/(M)D
. 2++/(6M) <ln <2 n %) + 2) +o(n)
< 2n+ o(n)

Finally, by putting (@), (@) and (@) into (IEII) we obtain

4eun
A

2ep
ET,5 < 2e— + — + —(2
[To] <n- e)\+)\3 )\(n+())+

S o) o(f )

+n

we define /(i) := p. Note that this case can only appear
= O(n/\). By Corollary [l| the expected waiting time for

FOl‘Tl—1>i>|_Tl WJ
when W > 1 and thus p < (2“/
a fitness gain is at most

BT < p+ S I + 1) + oo

Let T3 be the number of iterations until the (¢ + \) EA finds the optimum starting from the
moment when it has an individual with fitness greater than |n — mj in the population.
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Then by Theorem 3 we have

n—1
E[T;] < Z E[T}]
i= Lﬂ—mj +1
n—1

2ej1 en
< ==
S S R )
== rmrae |+
n 2ep n
< ] 1)
ST e T DT

+%(lnm+1)

. (n nlog nlogn
_o(x)+o( = )+o< .
- (nlogu nlogn\ _/un nlogn
_o( 5 )+o( : _0<A)+o o2,

Summing the expected runtimes for all optimization stages, we obtain the upper bound
for the expected total runtime.

E[T] < E[Ty] + E[Ty] + E[Ts]

=01 ) o' ) o MET)

A A A A
1
_O(n ogn+u_n+n>'

A A

Upper Bound with Large \

In this section we consider the case when % > €. Due to the large number of offspring
the algorithm performs significantly better in this case. The first reason of this speed-up is that
the algorithm can now gain several fitness levels in one iteration with high probability when
the current-best fitness is small. The second reason is the faster increase of the number of best
individuals, see Corollary _2.

These two observations allow us to prove the following upper bound on the runtime.

Theorem 9. If ﬁ > e° then the expected number of iterations for the (i + \) EA to optimize the

ONEMAX problem is
A
O(nloglclg i nlogn) |
log 4 A
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Note that the bound given in Theorem H is asymptotically the same as the bound given

in Theorem § when 3 = ©(1). The difference between the two bounds becomes asymptotically

significant only when ﬁ = w(1). Therefore it does not matter which constant we choose to

distinguish the fast regime of the algorithm. The main purpose of the choice of e as a border
value is to simplify the proofs and to improve their readability. However without proof we note
that all arguments used in this section hold also for the smaller values of % which are greater
than 2e.

To prove Theorem H we split the optimization process into four phases. Each phase corre-
sponds to some range of the best fitness values, and the phase transition occurs at fitness values
n— é, n— &% and n — %. In each phase the (1 4+ A) EA has a specific behavior, so we analyze

each phase separately in the following four lemmas.
During the first phase, while the fitness of the best individual is below n — s, regardless

of the number of best individuals, with constant probability we generate an offspring increasing
A

. . . 1
the best fitness in the population by at least v := | " _|. So we need not more than an expected

21n1§AJ
number of O(%) iterations to finish the first phase. '
Let R; be the runtime of the (1 + A) EA until it finds an individual with fitness at least

n— 5, in other words, the duration of the first phase. We prove the following upper bound on

the ex})ected value of R;.

Lemma 35 (Phase 1). If ﬁ > ef, then we have

Proof. To use Theorem H, we split the space of populations S into levels Ay, . ..A;,, where
n— 5]
m [—} i1
Y

If k < m, then the populations of level A have the fitness of the best individual in [(k—1)~..ky—1]
(but less than n— .75). The level Ay, consists of all populations containing an individual of fitness

at least n — .
In 2

To show that we have a constant probability to leave any level, we consider the probability
that a particular offspring has a fitness exceeding the current best fitness i by at least . This is
at least the probability to choose one of the best individuals and to flip exactly ~ zero-bits in it
and not to flip the other n — ~ bits, namely

n—i\ j N7 _j (n-i\" ,
J (1= ST LI R
('y )wﬂ( n) _eu( nv) P (0

The probability to increase the best fitness by at least  with one of ) offspring is at least
1— (1 —p,(i))*. Thus, by Lemma 21|, the expected number of iterations for this to happen is not
larger than

1 w ny \’
<1 - | — .
1-(1-p,a) ~ X (n—i)
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A

. In . . .
Since ﬁ > ef, we have v = LWJ > |£] = 1. Using this and the estimate -~ < In

valid during this phase, we compute
22
ny \? A In 2 In® 2
— ) < 1 In-)) < 1 a
(n—i) = &P <7 m\ nu)) = SXP <2lnln§ g 2lnlnﬁ
In 2
< exp £ A21nlné = exp <lni> :i.
21n1n; 1 i 1

Therefore, the expected time to increase the fitness by v (and thus to leave level Ay for any

= >

k < m) is at most 1 + e. Summing over the levels A,,...,A;;,_1 , by Theorem 3 we have
m—1 nloglog 2
E[Ry| < 1 fem<(1+el =0 o %k
k:l v log w

[]

Having found an individual with fitness at least n — -, we enter the second phase. Due

to the elitist selection, the minimum fitness in the populatioﬂ does not decrease, so there is no
risk of a fall-back into the first phase.

In the second phase, due to the smaller distance from the optimum, fitness gains by more
than a constant are too rare to be exploited profitably. However, even when we only have one
best individual in the population, the probability to create at least one better individual in one
iteration will still be constant. Consequently, we do not need to analyze how the the number
of best individuals grows. This phase ends when the best fitness in the population is n — &% or
more.

Let R, be the runtime of the (1 + A) EA until it finds an individual with fitness at least
n — & starting from the moment when it has an individual with fitness at least n — " in the

i

population. In other words, R, is the duration of the second phase.

Lemma 36 (Phase 2). If ﬁ > ef, then we have

Proof. For

i)

the level B; is defined as the set of all populations in which the best individuals have fitness i.
Fori= [n— &] let the level B; consist of all populations with best fitness at least i.
By Corollary P 2 and defining y(i) := 1 for all i, we have
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where the last estimate follows from i < n — &%. Therefore, by Theorem H

[n—np/A\1—1

ERJ< Y ET]<(5+ e)lniA - o(é).

i=[n—n/In %]
[]

After completion of the second phase, generating a strictly better individual is so difficult
that it pays off (in the analysis) to wait for more than one best individual in the population. More
precisely, depending on the current best fitness i we define a number ;.y(i) and compute the time
to reach (i) best individuals and argue that the expected time to generate a strict improvement
when at least /(i) best individuals are in the population is only constant. Since, as discussed in
Lemma g the number of the best individuals in the population roughly increases by a factor
(1+5 ) in each iteration, the algorithm obtains (i) individuals reasonably fast.

Let R3 be the runtime of the (x + ) EA until it finds an individual with fitness at least

— %, the end of the third phase, starting from the moment when it has an individual with fitness
at least n — &7 in the population.

Lemma 37 (Phase 3). If ﬁ > ef, then we have

pn
E[Rs] = 0(£5).
[Rs] 5
Proof. During this phase the best fitness i in the population satisfies
pn . n
_ 7« _ =
n—-—<i<n-o,
which implies
P (18)
p o n—i

For these values of i we define (i) := ( |. Note that (i) € [1..p].

For

nl))\
. un n
ie [(H—T].(n—ﬂ -1/,

level C; is defined as a set of all populations in which the best individuals have fitness i. For
i = [n— %] let the level C; consist of all populations with best fitness at least i.
By Corollary P and by the definition of 1 (i) we have

Inpo®  _ em
Ing A= i)l

4 nu
< .
5 (ln(n_i>)\+1)+e+5

+5

E[T) < 4

By Theorem [3 we obtain

[n—n/A]-1

ERs| < )

i=[n—np/X]

r_ﬁ?
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[n—n/X]—1 4 n
< | 1
< > (ln ; (n(n_er )+e+5>

i=n—ng/X] 2eu
[n—n/X]-1
4 nu ng n
< — + Z In . + —(e+5).
= by B
Ing | A /AT (n—1)A A
[n—n/A]-1
We estimate )® In (T’i% using Stirling’s formula as in (@). We also notice that this
i=n—np/X]

phase occurs only when % > 1, thus we have (In % —In|%|) < 1. Hence, we obtain.

[n—n/A]-1 nu Lp/ A nu

E In < E In —

. (n—10)\ = 4 i\
i=[n—npu/X\] i=1

Therefore,

pn 2% Fo() +%
EIRs] < (5-+ ) + 47— - o(—).

]

When the algorithm is closer to the optimum than in the third phase, then we cannot
expect to have a constant probability for a strict fitness improvement even when the whole
population consists of individuals of best fitness. In this forth and last phase, we thus always
wait (in the analysis) until the population only contains best individuals and then estimate the
expected time for an improvement. We denote by R4 the runtime until the algorithm finds the
optimum if it already has an individual with fitness at least n — T in the population.

Lemma 38 (Phase 4). If > ¢° then

E[R4] :o("k;g").

e |[n-].n-1]

we define level D; as a set of all populations in which the best individuals have fitness i. We also
define y(i) = p for these values of i.

Proof. For
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By Corollary P we have

- Inp en
ET;] <4 ~ + 5.
1] < lnzlJr)\(n—l)+
e

Therefore, by Theorem H, we obtain

n—1
4In en
BR< D <lni+/\(n—i)+5>

i=n—1%] 2ep
4nlnp  en(lnf +1) N 5n
~ Aln iﬂ A A

n nlogn
=0 0] .
(108%>+ ( A )

Finally, we prove Theorem H

Proof (Theorem H) Since we consider an eljtist algorithm that cannot reduce the best fitness, by
linearity of expectation and Lemmas @to we have

E[T] < E[Ry] + E[Rs] + E[Rs] + E[Rq] = o("log log N nlogn)

log % A

Comparison With Other Upper Bounds

We first note that our upper bound

1m0t
O(nlognJr n +nlog }rog ()\/M)>
X Ni T logt (M)

for the runtime of the (12 + \) EA on ONEMAX subsumes the known bounds

O(nlogn + un)

for the (1 + 1) EA [138] and

+1not
0 nlogn N nlog }rog )\)

A log™ A
for the (1 + \) EA [4d].

We are not aware of any previous result for the ( + ) EA for general values of ; and .
We believe that a domination argument allows to transfer the results of Corus et al. [17] for the
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(u, A) EA to the (x+ \) EA. Since we prove in this work a bound that is at least as strong and
stronger in some cases, we sketch this argument now, but do not give formal proofs.

We recall that the (i, \) EA differs from the (x + \) EA only in the selection mechanism,
which disallows the (1, \) EA to select any parent individual into the next population. This
imposes a constraint on the parameters requiring A to be at least i.. For the case that A > (1+4)eu,
9 > 0 a constant, and A > cIn(n) with sufficiently large constant c, Corus et al. [17, Theorem 3]
proved that the (u, \) EA within an expected number of O(n) iterations finds the optimum of
ONEMAX.

Since the (u + \) EA uses elitist selection, we conjecture that the fitness values of its pop-
ulation always stochastically dominate those of the population of the (x, A\) EA. More precisely,
for a run of the (1 + \) EA let us for i € [1..u] and t € N denote by f; the fitness of the i-th
individual in the parent population after iteration t, where we assume that the individuals are
sorted by decreasing fitness. Let us denote by f, the same for the (x4, A\) EA. Then for all i and ¢,
the random variable f;, stochastically dominates f},. Presumably, this can be shown via coupling
in a similar fashion as in the proof of Theorem 23 in [26]. Thus the upper bound given by Corus
et al. is also valid for the (x + \) EA. For the case A > (1 + §)ex and A = Q)(logn) regarded by
Corus et al., our bound becomes

o (552t

which is of an asymptotically slightly smaller order than that of [@] when A = w(u + log(n)).

2.2.2 Lower Bounds

In this section, we show the lower bounds corresponding to the upper bounds we proved
in the previous section. They in particular imply the lower bounds for the (1 + 1) EA given
in [138] and the (1 + \) EA given in [49]. Hence our proof method is a unified approach to both
these algorithms as well. The arguments we use do not consider selection phase at all, thus they
hold also for all functions with a unique optimum and for other selection mechanisms, including
the (1, \) EA.

To prove the lower bound we use the complete tree technique. We start with observation
thatsince there is no selection in the complete tree, the vertex labels simply arise from repeated
mutation. More precisely, a vertex in distance ¢ from the root has a label that is obtained from
¢ times applying mutation to the root label. This elementary observation allows to estimate the
probability that a node label is equal to some target string.

Lemma 39. Consider a complete tree with root label c(vy) = xo. Letx* € {0,1}" with H(x*, xo) > n/4
(where H is the Hamming distance). Let x be the node label of a node in distance ¢ from vy,. Then

Pr[x = x*] < min {1, (n%)nm} = p(,n).

Proof. The probability that x = x* is at most the probability that each of the H(xq,x*) bits in
which x, and x* differ was flipped in at least one of the ¢ applications of the mutation operator
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which generated x from x,. For one particular position the probability that this position was
involved in one of ¢ mutations is 1 — (1 — 1)*. For H(x,,x*) positions the probability that all of
them were involved in one of ¢ mutations is

S R R i

where we used the estimates (1 —1/n) (n=1r > ¢~ valid for all n > 1 and any positive r € R, and
e">1—rvalid forallr € R. O

EN

We are now ready to prove our lower bound. Since the proof is valid not only for the
ONEMAX function, but for any pseudo-Boolean function with a unique optimum, we formulate
the result for such functions. We show extensions to many functions with multiple optima in the
following section.

Theorem 10. If i is polynomial in n, then the (11 + \) EA with any type of selection of the new parent
population (including only selecting from the offspring population) needs an expected number of

nlogn pun
o ()

iterations to optimize any pseudo-Boolean function with a unique optimum.
If further ﬁ > e¢, then the stronger bound

holds.

Proof. Without any loss of generality in this proof we assume that the function optimized by the
algorithm has an optimum in x* = (1,...,1).

In our proofs we use the following tool. To prove that the expected runtime of the algo-
rithm is Q(f(n)) for some function f(n), it is enough to prove that the probability that the runtime
is less than f(n) is less than some constant v < 1, since in this case the expected runtime is not
less than (1 — ~)f(n).

We first note that the bound Q(%g") is easy to prove for the ONEMAX function. A short,
but deep argument for this bound is that the (x 4+ A) EA is an unary unbiased black-box com-
plexity algorithm in the sense of Lehre and Witt [97]. Any such algorithm needs an expected
number of Q(nlogn) [97] or, more precisely, of at least nln(n) — O(n) [40] fitness evaluations
to find the optimum of the ONEMAX function.

However, we prove the lower bounds for any function with a unique optimum, so we use
an elementary argument essentially identical to the one of [138] as follows. The lower bound
Q(%) needs to be shown only in the case ;1 < clogn, where c is an arbitrarily small constant.
For any bit position we have the probability q; that all individuals in the initial population have
a zero-bit in that position that is calculated as

1\" 1)\ ¢los(®
= (5) = (E) — exp(clog(n)log(1/2)) = n—c18(2),
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Thus, the expected number z of the bit positions such that all individuals in the initial population
have a zero-bit in that position is

n
E[Z] _ Z G = nl—clog(Z).
i=1

We call such positions initially wrong positions. Since the bit values in each bit position and each
initial individual are independent, each position is initially wrong or not independently on other
positions. Hence, by Chernoff bounds (see, e.g., Theorem 1.10.5 in [30]) the probability g, that
we have at least E[z]/2 = n!~¢1°¢(2) /2 such bit positions is calculated as

g2 =Priz> (1 -0)E[g]] >1—exp (—@) =1—exp (—nl%log(z)) :

Now we are ready to show that the algorithm does not flip at least one of the bits in
the initially wrong positions in t := LMJ iterations, where « is a constant that will be
defined later, with a high (at least 1 — 0(1)) probability. We calculate the probability g; that one
particular bit is flipped at least once in t iterations (or in At mutations) as

At

1 At 1 (n—l)(nil)
—1-(1-2) =1-(1-=
0ot () < (3)

<1-—exp <— ) <1—e g™ -1 _n

tA
(n—1)
If we have at least n'~¢!°¢(2) /2 initially wrong positions, then the probability q, that all of them
are flipped at least once in t iterations is

nl—clog(2) al—clog(2)

d4 = (g5 2 < (]. — Tlia) 2

=clos = ni—<log(2)—c
=T e (T

Thus we have the probability gs that at least one of the initially wrong bits is not flipped (and

thus, the optimum is not found) in t = @(’”"Tg(")) iterations at least

ds > q2(1 — qa)

(1 ( nlfclog(Z) ) ) (1 nlfclog(Z)fa
> —exXp|\ ——F5— — exp (——))
8 2 (19)

nl—clogZ—a
SRS

Hence, if o and c satisfy clog(2) + a < 1, (e.g., @ == 1 and ¢ = 1) then the expected
runtime of the algorithm is Q(%).

To prove the remaining two bounds, we argue as follows. Again using a simple Chernoff
bound argument, we first observe that the probability g¢ that the number of zero-bits y in the
one particular individual in the initial population is less than n/4, is estimated as

s = Pr {y < ETM} =Prly < (1-1/2)Ely]] < exp (—%) :
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Hence, all ; individuals of the initial population have a Hamming distance of at least n/4 from
the optimum x* with probability

CI7:(1—CI6)“Z(1—exp<—%>>M2exp(_ 1 )

ets — 1

Since (. is polynomial in n, we have e%”_l = 0(1) and therefore, g; = 1 — o(1). Further in this
proof we assume that all initial individuals have at least n/4 zero-bits. Therefore, the probability
that an individual which is a label of vertex in distance ¢ from the root of a complete tree is the
optimum is at most p(¢,n) as shown in Lemma @

We now use the complete trees technique and Theorem H to prove the remaining lower
bounds. Let first t .= |un/8eX]. Using the inequality (;) < (et/¢)" that follows from Stirling’s
formula, we estimate the summand s(¢) := (}) (%)Zp(ﬁ, n) of g for every ¢ € [0..4.

+ By Lemma 39 we have p(¢,n) < 1. Thus, if / > n/4, we estimate

0= ;) (g)gpw, ) < (%) < (&Y <<

* By Lemma @ we have p(/,n) < (¢/(n — 1))"/*. Hence, if n/4 > ( > 0, we estimate

£\ (2 e\ [ ¢ \"* _nNe/o0 N\
) <€) (u) pl6m) < (ﬁu) (n—l) B (84> (n—1>
Y / n/4 n / n/4
< (=) ([— <[ —. < n/4.
_<4€> (n—l) _(46 n—1> = (1/2)
« Finally, for ¢/ = 0 we have p(¢,n) = 0 and thus s(¢) = 0.
Consequently, the optimum is found in less than t iterations if either there is an individual
with less than n/4 zero-bits in the initial population, or with an exponentially small probabil-

ity otherwise. Therefore, the probability gg of finding the optimum in less than t iterations is
bounded as

s < (1—q7) +qrpy_s(0)

{=0

< (1 — exp <_e{‘6u_ 1>) - Mi(l/Z)”M (20)

(=1

2
p FEM o/
< +E2(1/2)Y4 = o(1
S b1 g /AT =l

since we assumed y to be at most polynomial in n.

A
We finish the proof by showing the lower bound (2 (nkl’f;ig “) in case when 3 > e°. For
I3
(e—2)nlnln %
4(e+1)In %
that the algorithm finds an optimum in less than t iterations is very small.
For all ¢ € [0..4 consider s(¢). Using the inequality (j) < (et/()" we estimate the upper

bound for it as follows.

this purpose let t = | |. Using the complete tree notation we show that the probability
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0 ) Q) s (2) (:55)

= exp (ﬁlnm+—l %1)

Consider precisely the argument of the exponential function from the last equality in ().
For this purpose define f(¢) := /1n % +%1n n_il By considering the derivative of f(¢) on segment
[0, t] one can see that it is a monotonically increasing function. Since t > ¢ and ﬁ > e, we have

eﬂ > e¢*! and thus, In ¢ eﬂ > e+ 1. Hence,

Thus, f(¢) reaches its maximum when ¢ = t. Therefore,

eAN n t
< < — —
fl0) <f(t) <tln . —|—4lnn_1

(e—2)nlnln 2 A n (e—2)nlnln 2
L <ln——|—1) —In L
4(e+1)In 7 I 4 4e+1)(n—-1)ln;

(e—2) A 1
— Inln2 14—
4ler 1) +1n-

n A A (e —2)n
+Z (lnlnln;—1nln;+ln4(e+1)(n_1))
(e—2)n

n (e — 2) 1 Inlnln 2 In 4 5
<" 2 T4=) 4 i 4 A )
=3 ((e+1)( +e>+ 2 ' Inl2

Notice that 1“" < 1 for all x > 1 and that ln& < 0 for all n > 1. Therefore we

4(e+1)(n—

s (53 (2) (1)) -5

Thus, by () we have

nlnlnﬁ A e
s() <exp| — 4o = (ln ;) :

have

By Theorem H summing up us(¢) for all ¢ € [0..t] we obtain the following upper bound on

nloglo: g

the probability g, that the algorithm finds the optimum in less than t = O( og X

“) iterations.
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@ <(1-¢g7)+ quS(@

=0
22
L (e—2)nlnln A —n/4e (22)
St A .
Seo1 4(e+1)In7 < M)

Notice that g9 is o(1), since we assumed that y is polynomial in n. Hence, the expected
nlog log%

) u

log &

runtime of the algorithm is Q(

Comparison With Other Lower Bounds

Since all results involved are asymptotically tight, our lower bounds subsume the previous
bounds for the (2 + 1) EA and the (1 + \) EA in the way as discussed for upper bounds.

For general values of 1z and ), the only result [116] we are aware of proves that for any
and )\ that are at most polynomial in n the runtime of the (x + A\) EA on every pseudo-boolean
function with a unique global optimum is

QO (nlogn LB nloglogn) |

A A logn
By comparing the three terms of this bound with the corresponding terms of our bound

Q(nlogn+ n nlog+10g+()\/u)>
A M u log"(\p) )
we immediately see that our bound is asymptotically at least as large as the one in (); note
that for the third term, this follows trivially from the assumption that A is polynomial in n and
the fact that x — loﬁ) lgo(i()x) is decreasing for x sufficiently large.
There are two cases when our bound is asymptotically greater than (@).
Setting 1. Let ﬁ = O(1) and o = w(log(n)). Then our bound is €2(%*), which is at least (n). On
the other hand, (@) is
nlogn p nloglogn no(pu) u nu
; _ noly) () =o(™).

N T Tlogn Ny e A

Setting 2. Let log 2 = w(logn). This implies that % = w(n) and thus

w
2 loglog 2
lognzo(nloglogn) :0<“ g Agu)

(23)

logn

nlogn nloglog % nloglog %
T e R e
Hlog -, 0g
. . . e nlog log%
Hence, the lower bound given in Theorem @ simplifies to ( og ™ ).

Therefore, we have

On the other hand, the bound (@) is of the asymptotically smaller order o(logn) +o(1) +
O<nlcl)glogn) _ O(nloglogn).
ogn logn
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2.2.3 Extending the Lower Bounds to All Functions Having Not Excessively
Many Global Optima

Since the family tree technique depends little on the particular function to be optimized,
Witt [138] extended his lower bounds for ONEMAX to a much broader class of functions. He
proved that the (x + 1) EA needs §2(un) iterations to find a global optimum of any function that
satisfies one of the following conditions. (i) The function has at most 2°™ optima. (ii) All optima
have at least n/2 + en one-bits or all optima have at least n/2 + cn zero-bits, where £ > 0 is an
arbitrary constant.

In this section we extend our lower bounds of Section R.2.2 to a wide class of functions
as well. In particular, we show that Witt’s results are valid for all functions with at most 2°"
optima, where 3 is some constant less than 11—, regardless of the positions of the optima.

To reach our goal we exploit the fact that in Theorem [1Q we proved very small values for
the probabilities that the runtime is less than some threshold (see ([19), (R0Q) and (R2)), while it
would have been enough to prove that they are some constants less than one.

Theorem 11. For any constant ¢ > 0O there exists another constant ¢ > 0 such that if ;1 < cInn, then
for any n-dimensional pseudo-Boolean function with not more than 2"~ optima the (1. + \) EA takes
at least Q(”k’%l) iterations in expectation and with high probability to find an optimum.

Proof. Let c be some arbitrary small positive constant and let © < clnn. By (@) the probability
that the algorithm finds a particular optimum in less than t := anlogn jterations (where « is some

hy
arbitrary constant) is
nl—can—a
1—gqgs <2exp (_T) .

If we have at most 2" ° optima, then by a union bound over all optima we obtain that
the probability q;¢ that the algorithm finds an optimum in less than t iterations is

nlfclnzfa

qio < (1 —q5)2" " < 2exp (—T> exp (n' “1n2)

Coex (1—51 _nl—cln2—a)
= p(n “Iln2 —5 )

This probability q;o tends to zero with growing n if and only if the argument of the expo-
nential function tends to negative infinity. It does so if and only if « and ¢ satisfy o +cIn2 < e.
Since ¢ is a positive constant, we can choose « = ¢/2 and ¢ := ¢/2 to satisfy this condition. [

The actual reason that the algorithm cannot find an optimum faster than in Q(&f") it-
erations is the coupon collector effect when the algorithm tries to flip the few wrong bits left
in the end of the optimization. However, if we have 2°™ optima, the algorithm avoids this ef-
fect. To illustrate this idea consider the (1 + 1) EA that optimizes the ONEMAX function, but the
bit-strings with less than cn zero-bits, where c is some small constant, are considered optimal.
Thus, this functions has no more than 0(2¢1°8:(1/9)") C 28 optima. Clearly, the runtime of the
(1 + 1) EA on such function is linear, which may be proven with simple additive drift argument.
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nloglog 2 .
og X “) bounds to the functions

w

The following two theorems extend our €(5*) and Q(
with 29 optima.

Theorem 12. If y1 is at most polynomial in n, then the (1 + \) EA optimizes any pseudo-Boolean

function with at most 2°" optima, where (3 is some constant less than mlm, in Q)(57) iterations. If
nlog log%

ﬁ > €%, then the stronger bound ¢)( og X ) holds.

w

Proof. By (@) the probability that the algorithm finds a particular optimum in less than t := | £

8e\
iterations is
2 n
n/1\4
eis — 1 8el \ 2

By a union bound taken over no more than 2°" optima, the probability q;; that the algorithm
finds any optimum in this time is

(In2)Bn—~ 2
¢ © o Bt

1— e*% 8e\

L

g1 < 27" <

Since 3 < g1 and j is a constant, we have both (In2)fn — &£ < O and fn— % < 0
(and both of them are linear in n). Thus, q;; tends to zero with growing n. Hence, the expected

runtime of the algorithm is Q(t) = Q(47).

) bound we argue in a similar way. By () the probability that

(e—2)nInln 2

the algorithm finds a particular optimum in less than t = L4(e+1—)1néuj iterations is
N

nloglog %

To prove the € og X
i

n
0

Qo < — + W

[ (e —2)nln lnﬁ <l /\) —n/4e
T 5 .
eis — 1 4(e+1)In7

By a union bound taken over no more than 2°" optima, the probability g, that the algo-
rithm finds any optimum in this time is

pefnin2-n/16 (e —2)nlnln 2

< 26n < . + 13 Bnln2—n/4.
Since 8 < mlm and 3 is a constant, we have both (In2)8n — 1z < 0 and fnln2 - 7 <0
(and both of them are linear in n). Thus, g;» tends to zero with growing n. Hence, the expected
. . . nloglog A
runtime of the algorithm is ()(t) = Q( log 2 L. O

2.2.4 Analysis of the (A } )\) EA

In this section we prove that our results (both upper bound from Theorem H and lower
bound from Theorem @) hold in an analogous fashion also for the (A e A) EA, that is, we show
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that this algorithm optimizes ONEMAX in an expected number of 6(”l°g" + n) iterations. This

improves over the O( ”lig” +nlog \) proven bound and the O(*=5&* nlogn | nloglogn) conjecture of []
Due to the differences in the algorithms, to prove our results we obviously cannot just

apply the previous theorems in this work to the case A = y. We recall that the (A T A) EA uses a
different parent selection. While the classic (1 + A) EA chooses each parent independently and

uniformly at random from the  individuals, the (A i A) EA creates exactly one offspring from
each parent (see Algorithm ). We note that the authors of [[13] also use a slightly different
way of selecting the next parent population. In principle, they take as new parent population
the 1 best individuals among parents and offspring (plus-selection). If this would lead to a new
parent population only consisting of offspring, they remove the weakest offspring and replace it
with the strongest individual from the previous parent population. Since this appears to be a not
very common way of selecting the new population, we shall work with the classic plus-selection,
favoring offspring in case of ties, and breaking further ties randomly (though, indeed, the tie-
breaking is not important when optimizing ONEMAX via unary unbiased black-box algorithms).
We note without proof that the following results and proofs are valid for the precise algorithm
regarded in [13] as well.
We start by proving the upper bound for the runtime.

. 1:1 . .
Theorem 13. The expected runtime of the (A + \) EA on the ONEMAX function is O("l"%l +n).

Proof. We aim at adapting Theorem H for the (A i A) EA. For this purpose we note that the
proof of Theorem {8 only depends on the expected level improvement times E[T;] computed in
Corollaryﬁ which again depend on the times needed for increasing the number of fit individuals
computed in Lemma 32. Therefore, it suffices to show that the estimates of Lemma @d
Corollary EI are also valid for the (A e M) EA.

We prove that Lemma (32 holds for the (A i A) EA by observing that the probability p,(j)
to create at least one copy of the fit individual satisfies the same estimate as the one used for the
(u+ A) EA, which is (H), with ¢ = A. For the (A 3 A) EA, p2(j) is at least the probability that at
least one of the j fit parent individuals creates as offspring a copy of it. By Lemma @ we have

1\’ 1\ 1
N>1-(1-(1-2 >1-(1-—) >
P20 = ( ( n))— ( 2e>—1+2.e’

which is the same estimate as for the (. + \) EA (with u = A).

To prove that Corollary [l| holds for the (A T A) EA as well, it is sufficient to show that
the probability p”(i) to create a superior individual satisfies as well the estimate () in the case
i = A. The probability p”(i) is at least the probability that for at least one of the (i) best
individuals the offspring is better than its parent. Using Lemma 21| we calculate

_ (D) ;

1"1’u0 n—i o(i)
"Hy>1—[1-—(1-= >1—(1-—=
rozi- (1 (1)) e ()

1
H(n-1)’
1+ ’uon—e

and

>1-

which is the same value as in Corollary Iil when = . O
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Comparing this bound with the bound O(&f” + nlog \) proven in [] and the bound
O(% + nloglogn) conjectured in the same work, we immediately see that ours is at least as
strong as these two for all values of \. For \ = w(lolglgo ’;n), our bound is asymptotically smaller
than both the proven bound and the conjecture.

We now prove a matching lower bound, which agrees with the one of Theorem @ in the
case of = .

Theorem 14. If ) is polynomial in n then the expected runtime of the (A e A) EA on the ONEMAX
function is Q(™%8" 1 n).

Proof. We show that the main arguments of the proof for this bound in Theorem @ are also
valid for this parent selection mechanism.

To prove the Q(”l(’%l) bound we can repeat the arguments from Theorem I@ without any
changes. One needs to prove this bound only for A < clogn for some arbitrary small constant
c. The main argument is that with high probability there is a set of bits which were in a wrong
position in all initial individuals and that at least one of those bits was not flipped by any of t\
applications of the mutation operator for some t = @(%g"). This argument stays valid for the

fair parent selection as well.

To prove the Q2(n) bound we consider the complete trees for the (A g A) EA. Since in a run

of the (A i A) EA each individual in the population creates exactly one offspring, the complete
trees now have a slightly different structure, namely each node of the tree has exactly one child
at each time step (instead of A children). In return, we cannot argue that each edge is present
in the true family tree with probability at most 1/x only (so we assume that all these edges are
in fact present). Since A = p, these two effects cancel.

More precisely, following the proof of Theorem @ we argue that with high probability
q; > exp(— %A_l) all initial individuals have at least n/4 wrong bits. Next, we argue that in

an analogous fashion as in Theorem H — and this is where the two effects truly cancel - the
probability g, that the optimum occurs in any tree in less than t := [g] iterations is at most

t t 1 n/4
Qope <A (E)p(f,n) <At <§) :
(=0

Since we only consider A that is polynomial in n, this entity tends to zero, when n tends to
infinity. Therefore, the probability that the algorithm finds an optimum in t = ©(n) iterations is
at most (1 — q7) + q7qqp that is less than some constant, if n is large enough. Hence, the expected

runtime of the (A ¥ A) EAis Q(n). O

We note that we can extend this lower bound to functions with multiple optima in the

same manner as in Subsection 2.2.3 for the (\ 7 A) EA. We omit the proof, since it repeats the
proof of Theorems [11| and [12.
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2.3 Analysis of the (i, \) EA

To gain a deeper understanding of the population dynamics of EAs in the case where there
is no clear drift, we regard the (i, \) EA settings with A close to eu.. We prove three results inside
this phase transition region A = (1 + ¢)ep.

We first show that the super-polynomial range already starts when A\ < (1 — ¢)eu for
¢ = w(n~1/2). To prove this result, we do not extend the general but technical negative-drift-in-
populations theorem of [96] to smaller negative drifts, but instead use a basic drift argument.
This approach avoids the use of family trees and branching processes and might thus be a light-
weight alternative for similar analysis problems as well.

When 4 is not overly large, namely ;. < n'/?2~¢ for an arbitrary small constant ¢ > 0, then
the weaker condition A < ey suffices to lead to a super-polynomial runtime. Note that in this
regime, we have essentially no drift in the sub-population of best individuals. The reason why
the (u, ) EA still has difficulties to find the optimum is that in this no-drift regime, the number of
best individuals performs an unbiased a random walk (with typical step sizes up to /). When
this walk reaches zero, no individual on this fitness level is left and the (u, A\) EA, due to the
limited population size, takes a non-trivial amount of time to re-generate such an individual.
The time this walk takes to reach zero is roughly O(u). Hence if 1 < n'/2=¢ and the best fitness
in the population is close to n, then the O(u) iterations with O(\) = O(u) offspring generated
are not enough to produce a strictly better individual. For this reason, we exhibit here a (slow,
namely constant per O(yu) iterations) negative drift in the fitness of the best individual in the
population. This negative drift translates into a long runtime via a negative drift theorem.

When (. is slightly larger, namely at least n?/3*¢ for an arbitrary constant ¢ > 0, then for all
A > ey, that is, again including settings with essentially no drift, we have a polynomial runtime
of O(n\logn), which means O(nlogn) iterations. This is, the same runtime guarantee as shown
for the constant (1 + ¢) drift case in [18] (which has been recently improved to O(n) iterations
in [17]), but the reasons are different. Here, we have essentially a no-drift regime. Hence the
number of individuals on the highest fitness level performs an unbiased random walk. Different
from above, the larger population sizes implies that before this walk reaches zero, some individ-
uals are generated on a higher level. This is not the immediate pathway to the optimum since
these small sub-populations have a good chance of dying out quickly (they perform the same
type of unbiased random walk, but starting close to zero). The reason why these climbers make
a difference is that they stabilize the fitness level below them. We recall that such an individual,
when chosen as parent, creates an equally fit offspring with probability roughly < . In addition,
with probability 1 it creates an offspring on the next lower fitness level. These offspring create a
positive drift in this level and hinder it from dying out after O(u) iterations. Consequently, this
lower level has ample time to create further climbers until one of them successfully take over
the population.

The results of this section are summarized in Figure H together with previous results
already shown in Figure E
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Figure 7 — Our results for the (1, \) EA in its parameters space. We proved the super-polynomial
runtime in a zone marked with orange lines and we proved the polynomial runtime in a zone marked
with blue dots. Although our results cover only a small range of parameters, we revealed the most
interesting regimes of the (i, \) EA.

2.3.1 Lower Bounds for A < (1 — ¢)ue with e = w (\%)

In this section, we show that when A < (1 — ¢)pe for some ¢ = w (\%), then the runtime

of the (i, A\) EA on ONEMAX is super-polynomial. Our analysis reproves the exponential runtime

shown in [96] for constant ¢ and it enlarges the range for which a super-polynomial runtime is

proven to ¢ = w (\%)

Theorem 15. Consider the run of the (i, \) EA on n-dimensional ONEMAX function.
1) If there exists a constant ¢ € (0,1) such that A < (1 — ¢)pue, then the expected runtime is
exponential in n.
2) If there exists ¢ = w(\/lﬁ) such that A < (1 — ¢)ue, then the expected runtime is super-
polynomial in n.

To prove this result we use the lower bound version of the additive drift theorem. For
this we define the potential function g(x) both for individuals and for populations. The potential
of a population is a sum of potentials of its individuals. The potential of an individual, roughly
speaking, is exponential in its fitness. This lets us estimate the potential of the next population
via the potential of all offspring, including those who do not survive. By this, we circumvent the
usually difficult analysis of the effects of selection.
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Exploiting that fitness gains are rare when close to the optimum, we show that this po-
tential has an expected increase (drift) of at most 2\ per iteration. Again exploiting the strong
growth of this potential function, we see that the potential difference of the initial population
and any population containing the optimum is large, which gives the desired lower bound via
the additive drift theorem.

The potential function g is defined as follows. Let 7 := %,

azzl—lln(l—i—l)
T T

and fo .= [an]|. Note that « is at most 1 and it is at least

SR T 1
o) ——=1- - —
- T2 16e2 — 16e2’

since In(1+x) < x holds for all x > —1 and since ¢ < 1 (otherwise we have A < p). The potential
function g is defined over {0,1}" by

Tf(x)_fo if X > ,
0 otherwise.

For a population P, we define

gP) => gx).

xeP

The following key lemma estimates the drift of the potential in each generation.
Lemma 40. For all t, we have E[g(P.,1)] < g(P;) + 2.

To prove this result, we first compute the expected fitness of an offspring of a search point
of fitness at least f.

Lemma 41. For any individual x of fitness f(x) > f,, we have

Elg(Mx)] <

Q|-

(1 +2)g(x),

where M stand for the operator of the standard bit mutation with mutation rate 1.
Proof. Let x be an individual such that f(x) > f, and let d := n — f(x) be its distance to the

optimum. Note that

dg(l—a)nzgln(l+%)§n (24)

o
T 72

where we used the inequality x > In(1 + x) which holds for all x > —1. Let 6, = f(Mx) — f(x)
We aim at showing that

g(Mx) = g(Mx)1(5,0) + &(Mx)L(5.<0) + §MX)L(5,—0)

and analyze each term separately.
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Positive J,. By the definition of g we compute

d
E[g(Mx)1(5,50)] = &(x) Z Pr[s, = i7"

i=1

By Lemma @,

:<1+%)d—1§exp<df)—1.
+

Since by (EII) we have d < 21n (1 + 1), we also have

BgM)1 0] < (exp () ~1) g0

n

< (exp (ln (1 + %)) - 1) g(x) = ‘%x)

-1

E[g(MxX)1(s,<0)l =8(x) Y Prldy =17

Negative ,. We compute

i=fo—f(x)
8(x) 3 . 8(X)
_— P x = < _—
T i<0 r[5 l] T

Zero ). By Lemma [11 we have

E[g(Mx)1(5,—0)] = &(x) Pr[f(Mx) = f(x)] < g(X);d(n_d)-
e (1 - (n—1)2>

Since d < 7, we have

1

€ (1 - (n—q)72>

1 1+5 1+4

= = 1
L i (1 — W) 1+%) 1tz oz @

1
§1+§'

E[g(Mx)1(5,-0)] < &(X)

Note that we also have

Therefore,

E[g(Mx)L(5,—0)] < g(x)% (1 + l)
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Finally, we obtain

E[g(Mx)] = [g(Mx)]l((;Oo)} E [g(Mx)1(5,<0)]

E [g(M 1(6x )]
1 1 5 g2
(E o e72>_g(x) <1+§3+16e3)
1
< gx)=(1+¢).
e

]

Since Lemma K1 applies when f(x) > f;, we now show that the expected potential of an
offspring of a search point of fitness at most f, — 1 is at most constant.

Lemma 42. If n is large enough, for all individuals x such that f(x) < fo, we have

Elg(Mx)] <2

Proof. Let x be an individual such that f(x) < f,. Then Mx has potential zero unless it gains at
least the difference between f(x) and f,, which is at least 1. By the law of total probability and
by Lemma @, we have

n—f(x)
EgMx)] = > Pr[o, = k|rHoH)
i=fo—f(x)

o 5 () ()

< AH)—=fo (1 + Z)n_ () )
n

This expression monotonically grows with the growth of f(x) (since increasing f(x) by a small o
increases it by a factor of (7(1 + Z)~!)° > 1), hence it is at most

E[g(Mx)] < % (1 + %)n_fo_l < (1 N %>(l—a)n _ (1 N £>2ln(1+1)

<enth g4l oo
T

Now we prove Lemma @ using Lemmas @41| and .
Proof of Lemma . Let y be an offspring created from P,;. Then we have

E[g(y)] _ Z E[g(MX)] < Z E(l + €Lg<x) +2

XEP; H Xx€P;
leoge)
M
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Let P.,; be the set of the \ offspring generated from P,. Since P,.; C P,,,, we have
~ A
E[g(Pey1)] < E[g(Pry1)] < a(l +2)8(Pr) + 2.
Recall that A < (1 — ¢)ue, hence

%(1 +2)g(Py) + 21 < (1 — e?)g(Pr) + 2X < g(Py) + 2.

]

Now we are almost in position to apply the additive drift theorem to potential function
g(P,). For this we note that if the algorithm has found the optimum x*, then g(P;) > g(x*) =
7", Therefore, it is sufficient to show that the expected time for the potential to reach 7/ is
exponential. To use the additive drift, however, we must ensure that we do not jump over the
target. Hence we define the following random process

Z, = min{r" 7/ g(P,)}.

We also define T := inf{t > 0 | Z, = 0} and S by the state space of the random process
Z.. Note that if T is the runtime of the algorithm, we have E[T'] < E[T].

To apply the additive drift theorem to Z, we first find the expected initial value Z, in the
following lemma.

Lemma 43. If n is large enough, and if . is sub-exponential in n, we have
E[Zo] < Lo,
—2

Proof. We have
E(Zo] < E[g(Po)] = 1E[g(x)],

where x is an individual chosen uniformly at random from {0, 1}". The fitness of x follows the
binomial distribution with parameters n and ; with E[f(x)] = 2. Hence by Chernoff bounds the
probability that f(x) > fo = an is

Prf(x) > an] = Pr |f(x) > (1 + (2a — 1))%} < exp <—@) .

1
16e2

Since o > 1 — > 7, we have

n

Pr[f(x) > an] < e s.

Since the maximal potential of an individual is 7", and all individuals with fitness less than
an have zero potential, we have

n 1
HE[g(X)} S [Le_ng_fO S ETn_fo,

if n is large enough, since p is sub-exponential in n. O

Now we are in position to prove the main result of this subsection.



Chapter 2. Analysis of Mutation-based Algorithms 81

Proof of Theorem @ If i is super-polynomial, the expected runtime is also super-polynomial,
hence we assume that ; and )\ are at most polynomial.
We transform Lemma #(Q for Z,. For all t > 0 and for all s € S\ {7" 7/}, we have

ElZi1 —Z, | Z = 5] < E[g(Piy1) —8(Py) | Ze = 5] < 2A.
By the additive drift theorem and Lemma @, we have

nfo _E[Z,] _ ™ 1 1

E[T| > E[T| > _ o 5 n(1+=)1
T ZET| = ———— 25 —47AeXp( n( +7) ‘”)

>Lex nl_ 1 In

47\ P T\ 272 T

1 n ne 4e
> .
= A P (272 Inr) = 16e/\ p(:«;zez1 e>

If £ is a constant, then the expected runtime is exponential. If ¢ = w (\%) , we have two cases.

1
Case 1. When ¢ > n~ 4, we have

E[T| > L exp(\/ﬁ).

~ 16e\ni 32e2

1

Case 2. For ¢ < n 4, we have

E[T] > 16;\\/5 exp (w(1)1lnn).

In both cases the expected runtime is super-polynomial. O
2.3.2 The Runtime when )\ < pe.

The Irrationality of e and its Consequences on the Runtime.

In this subsection, we show that due to the irrationality of the Euler’s number if the
population size ;. is too small, we cannot approximate e with 5 close enough, hence \ < ey also

implies that A < (1 — w( f))eu and therefore, we can apply the results of the previous section.

Theorem 16. Let A\ < ey and let 1 be a function of n which tends to positive infinity when n tends to
positive infinity. If there exists a constant ¢ € (0, %) such that p < ni—¢, then the expected runtime of
the (1, A) EA on n-dimensional ONEMAX is super-polynomial in n.

To prove this theorem we use the definition of the irrationality measure. Let x € R and
let R be a set of positive numbers d such that the set

P 1}
x—=| <=
q'_qd

is finite. The irrationality measure of x is the infimum of R.

{p,q € N such that
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Theorem 17 (Theorem 1 in []). The irrationality measure of e is 2.
From Theorem @ and Theorem E we deduct the proof of Theorem @

Proof of Theorem @ Letd := 2-+c. By the definition of irrationality measure and by Theorem @,

the set {\,p e N | |e — ﬁ’ < -a} is finite. Therefore, if 1 is large enough, we have

1 1 1,7, 2 1
e— — > > = n_§+7+c e R .
M‘ —pd T pGaeo N (\/ﬁ)

(22 (o)

Hence, by Theorem @, the expected runtime of the (i, \) EA on n-dimensional ONEMAX is
super-polynomial in n. O

Therefore,

The Super-polynomial Runtime for Low .

In this subsection we assume that the population size is bounded, and that % is as close
to e as possible. More precisely,

A <ep,

foralle = w <i) we have \ > (1 — ¢)eu

v 1 (25)
there exists a constant ¢ € (0, ;) such that y < n2"¢,

i — oo when n — oo.

The main result of this subsection is the following theorem.

Theorem 18. If the conditions (@) are satisfied, then the expected runtime of the (u,\) EA on
n-dimensional ONEMAX is super-polynomial in n.

Since the proof of Theorem I@ is quite technical, we first sketch it so that it was easier for
the reader to follow our arguments. We use the following notation in the rest of this section. We
define the top level fi,,(t) at the generation t as the best fitness among the population. Namely,
frop(t) = max,cp, f(x). By X; we denote the number of individuals of fitness f;,, after the t-th
generation.

We split an algorithm run into phases of variable duration, but not longer than some
L = ©(y) generations (we will define L precisely later), such that the increase of f;,, can appear
only in the last generation of such phase. We consider the fitness in the first generation of each
phase and show that if f;,, is large enough, this fitness has a constant probability to be smaller
than the the fitness in the beginning of the previous phase, while the probability that it is greater
is too small. Therefore, this fitness at the beginning of each phase is a subject of the negative
drift theorem (Theorem [1)), which gives us the desired result.

In order to show that a phase of length L results into decrease of the fitness, we first
consider the probability of the event that in L consecutive generations no superior individual
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is created (Lemma EII). Then, conditional on this event we consider the number X; of the best
offspring in the population. We show that its conditional distribution is almost the same as
unconditional in Lemma @ Hence, X, has almost not drift (or_the drift is small compared to its
random deviations). We apply our methods from Subsection R.1.2 to X; to show that it reaches
zero in at most L iterations with at least constant probability in Lemma 46.

We start with estimating the probability of the event that no good mutation occurs during
L generations in a row. For any L € N we define N, as an event when during L consecutive
generations, the following two conditions are satisfied.

1) For all individuals x of fitness f(x) < fiop — 1 we have f(Mx) < frop,

2) for all individuals x of fitness f(x) = fiop, we have f(Mx) < fiop With f(Mx) = fiop if

and only if Mx is the exact copy of x.

We call an individual x breaking, if it is either an offspring of individual y with f(y) < fiop
and f(x) > fip or if it is an offspring of an individual y with f(y) = fi,p, and x is not an exact copy
of y. In other words, this is an individual which breaks the conditions of event N;. We show the
following lower bound on the probability of Nj.

Lemma 44. Assume that the conditions (@) are satisfied. Let D .= n° and L € N. Then if fi,p >
n— D+ 1 and if n is large enough, we have

el
Pr(N;) > 1 — —.
I'( L)— \/ﬁ

This bound is independent of the individuals which are chosen as parents during these L generations.

Proof. We first compute the probability that we create a breaking individual. In each individual
of P, with fitness fi,, there are n — fi,, < D — 1 bits in wrong positions. If such an individ-
ual is selected as a parent, the probability that the standard bit mutation (which flips each bit
independently with probability 1) does not flip any of these bits is at least (1 — +)°~.

In each individual of P, with fitness less than f,, there are at least n— f;,, — 1 bits in wrong
position. Let us fix n — fi,, — 1 < D of these wrong bit positions. If we select an individual x with
f(x) < fiop as a parent, and then the standard bit mutation does not flip any of the bits in these
positions, then the fitness of the offspring is not greater than f;,, — 1. The probability that none
of these bits are flipped is at least (1 — +)P.

Hence, independently of the choice of the parent, the probability to crate a non-breaking
offspring is at least (1 — £)P. In each generation we create \ offspring independently, hence the

probability that we do not create any breaking offspring in L generations is

Pr(Ny) > <1 - l)mL.

n

By Bernoulli’s inequality we have

DAL cenz—<L L
Pr(Ny) >1- 2 >1 - 25 q &
n n Vn

O

Now when we see that event Ny, is quite likely to happen we consider how the number
of the best individuals in the population X, changes through L generations. Normally, X;,; ~
min{Bin(), e%), i}, but conditioning on N, can change its distribution. We show that this change
is almost negligible in the following lemma.
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Lemma 45. Assume that the conditions (@) are satisfied. Let D = n° and f,,, > n—D+1. Conditional

on event N;, there exists a sequence (p,)y such that for all n, we have X;;, ~ min{Bin(\,p,), 1} and
X 22X

Pn = e Seu\/ﬁ'

Proof. Let X, be the number of offspring with fitness fiop- If we condition on N, all X1
such offspring are the copies of their parents. Therefore, X;,; follows a binomial distribution
Bin(\, pn), where p, is the probability to choose one of X, individuals as a parent and then create
its copy conditional on Nj.

Consider a creation of an offspring. Let A be the event when an individual of fitness
fiop 1s picked as a parent and let B be the event when we create an exact copy of the chosen
parent. Let C the event that the created offspring is non-breaking. Note that events A and B are
independent, hence Pr[A N B] = Pr|A] Pr[B|. Also, since all \ offspring are created independently
we have Pr[A N B | N;| = Pr[A N B | C]. By the Bayes’ theorem we have

pn=Pr[ANB|N;| =Pr[ANB | (]

Pr[C | AN B] 1
=PriANB|————— =Pr|A|Pr|B| ——
rA 0B e = PrIA)PriBl e
since event A N B is a sub-event of C. By the same arguments as in Lemma EII and by Lemma @
we obtain
1\" D D
ez (1-1)'= (-2-0(2)
n n n
1
= (]. — nc_l — O(nc_l)) 2 1-— ﬁ7

if n is large enough.
We have Pr[A] = % and Pr[B| = (1 — ;)" Therefore, by Lemma I@ we obtain

Py > Pr|A| Pr[B] — (1 _ 1),1& > X (1 0 (1» , (26)

n nwooeu n

and

e e H )

5 den()) 200 2)

if n is large enough, where we used the Taylor’s formula for function f(x) = t%. Hence, by (@)

and (R7) we conclude
X; 1 2 2X;
<t of=) =2\ _ =2t
~ep max{ (n)’\/ﬁ} euy/n’

if n is large enough. O

(27)

Lemma @ shows that X, conditional on N; satisfies the conditions of Theorem H (the drift
analysis of processes with no drift). Hence, the probability that X, reaches zero in L := 40u + 1
iterations (conditional on N) is at least some constant s. We make this probability unconditional
in the following lemma.
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Lemma 46. Let L = 80u + 1. Assume that conditions (@) are satisfied and let D = n. Then, if
fiop > n—D + 1 and if n is large enough, the probability to lose the top level after L generations is at
least %, where s is a constant from Theorem [/

Proof. By Lemma EII we have

eL 80eu + e 80e e
Pr(iN;p) >1-—=1—-———>1————=1-—0(1).
( L) = \/ﬂ \/T_l = ne \/ﬂ ( )
Hence, if n is large enough, Pr(N;) > 2. By Lemma @ and Theorem H the probability to lose
all individuals in L iterations conditional on N is at least s. Therefore, denoting by A the event
that we lose all best individuals after L generations, we have

Pr{A] > PrlA | Ny Pr[N;] > %.

]

Now we are going to split the algorithm run into phases of variable length. We define
»(0) =0 and, for all t € N,

6(t + 1) = min {¢<t> Lmin{r > 6(6) | fop(r +L) >ﬁop<¢<t>>}},

where we recall that in our notation a minimum of an empty set is the positive infinity, and
Z; = fiop(¢(t)). In other words, we divide the process into phases of variable lengths so that if
the top level does not increase during the L next generations, the phase length is L generations.
Otherwise, the phase is stopped as soon as the top level exceeds its value. This way, during
phase t (between Z; and Z,,1), there can only be one generation after which the top level goes
from some f; < fiop(@(t)) to some fo > fiop(0(1)).

In order to apply the negative drift theorem to Z,, let b(n) = n and a(n) = n — n°. In the
following lemma we bound the probabilities of steps towards optimum.

Lemma 47. Assume that the conditions (@) are satisfied. Then for all i > 1 we have

n—i(l—c)

Proof. The probability Pr[Z,.; — Z, =i | Z; > a(n)| is the probability that we crate at least one
individual with fitness fi,p(¢(t)) + i in L generations. Consider the probability to create such
offspring. Assume that we choose an individual with fitness f(x) < fi,p(¢(t)) as a parent. Let
d == n— fiop(¢¢) and let 6 := fiop(¢r) — f(x). By Lemma(@, the probability to create such offspring
is

Pr[f(/\/lx):ﬁop+i]§(d+6) 1 _d (d+9)

i+ /ntd — ilnt i°nd
di nic n—i(l—c)
— < == 3 .
—ilnt —ilnt il

By the union bound over all AL offspring which we create in \L iterations we have

—i(1—c)

PriZes1 —Zi=1i| Z; > a(n)] < LAPr[f(Mx) = fiop + 1] < LA 7
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Now we are in position to prove Theorem @

Proof of Theorem @ To apply the negative drift theorem (Theorem EI), we define v := clnn —
In81 + In § — 1, where s is the constant from Theorem [/, We compute the expectation of the
exponential drift as follows (implicitly we compute it conditional on Z € (a(n),b(n)), but we
omit this notation to make it easier to read).

E[e 717 2)] < eV Pr(Zuy < Z) + € PrZey = Z) + Y €' Pr(Zeq — Z =1].

i>1
We compute each term separately. First, by Lemma @ we have

e "PriZy1 < Z] < 81%n‘° . % =0(n"°) =o(1).

We also have

3s
eO PI‘[Zt+1 - Zt] S ]. - Pr[Zt+]_ < Zt] S 1 - Z

For the third term by Lemma @ we compute

. . n—i(l—c)
> €PrZy —Z =i <Y €L -
i>1 i>1 t

(e'ync—l)l
-~y
il
i1 A

(28)

A
(0]
o
o
=
¥
7 N
(@)
>
o
7N —~
=
|l K
= |
o —_
ENEY
N—
|
N—

2c—1s
< 81 1-2¢ 4 1 1
8len 31 (14+0(1))
s
=>(1+o0(1
Z(1+0(1))
Therefore, we have
3s s s S
E [e"%n12)] < o(1 1-Z )+ > 40(1)=1-2+40(1)<1-2
le | <o)+ (1= ) +7+o(1) ;o) <1-3,

if n is large enough. We also compute

D:=E[e%nM) |z, <a(n)] <1+ Z e'PrZ, 1 —a=1il| Z < a(n).

i>1
The probabilities in the sum are maximized when Z, = a(n), therefore, we can bound it as in (@)
with $(1 +0(1)) < 5. Hence,

S
D<1+ -.
< +2
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Finally, by the negative drift theorem (Theorem E|), the probability that the minimal time
T for which Zr = n is less than t is

3 3 [4 C
PriT <t < tDEe—V(”("H(“)) <t (1 + %) ~em = o(m™),

which is sub-constant for any polynomial t. Therefore, the expected runtime is super-polynomial.
O

2.3.3 Polynomial Runtime on the Threshold for the Large Population Sizes

In this section we reveal a tighter threshold for the parent and offspring population sizes
of the (1, \) EA that guarantees a polynomial runtime for the optimization of ONEMAX. We
consider A > ey and pu = w(n§ log*(n)). Such relatively large values of ; give us a high concen-
tration of several random variables such as the number of the individuals on the top level. This
concentration turns out to be enough for even small drifts to play a significant role.

In this subsection we define level i as the set of all bit strings of length n with exactly i
one-bits. We denote by X,(f) the number of individuals in P, of fitness exactly f and by Y,(f) the
number of individuals in population P, that have a fitness strictly greater than f.

We say that the current level is f at generation t if there exists t, < tsuch that X, (f)+Y, (f) >
£ and for all 7 < [t,..t] we have X, (f) + Y.(f) > § and Y. (f) < 5. In other words, it is the highest
fitness level such that once there were at least § individuals on this level or above, and since
then this number of individuals has not fallen below %.

The current level f can change in one of the two events. (i) There are less than % individ-
uals with fitness at least f in the population (then we say that the algorithm loses a level) or (ii)
there are at least & individuals with fitness more than f in the population (then we say that the
algorithm gains a level).

For brevity we define X, := X;(f) and Y, := Y,(f), if the current level is f. The main result
of this section is the following theorem.

Theorem 19. If A > ep and ;. > n3 In*(n) and ﬁ is at most polynomial in n then the expected number
of generations of the (11, \) EA on the ONEMAX function is at most O(nlog(n)).

To prove Theorem @, we split the runtime into two phases. In the first phase, the current
level is at most 3. In the second phase the the current level f is greater than 3, We first analyze
these two phases separately and then we come up with the proof of Theorem [19.

Lemma 48. The expected number of generations that the (., \) EA spends in first phase is O(n).

Proof. Let the current level be f < % at generation t = 0. Then we have X, > £.
We have Y; > min { i, Bin(\, %OL)}, since we create an offspring with fitness at least f+ 1
when we select an offspring with witness f (with probability ’%) and flip only one wrong bit in it

(with probability at least 2). By Chernoff bounds we have the probability that Y; < &(1 — (3

is at most exp(—%).
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At the same time we have X; > min{u, Bin(\ )} and by Chernoff bounds we have the

1
probability that X; < Xo(1 — p~ ) is at most exp(— %3).

Given that Y1 > (1 — pu~ 3) and X; > L1 —p ~3) we have Y, = min{y, Bin(}, %f; + eY/IL)}
Therefore, by Chernoff bounds we have

Pr [YZ < g} < Pr [YZ < (Y1 + %) (1- u‘é)]

201 _ -3 3
g exp <_%> S exp <_'u_33> ,
1%

if 4 > 3. By union bound the probability that the algorithm does not gain a level in two

iterations is at most exp(——) + exp(——) + exp(—~£ ) < 3exp(—~& )
The probability that the algorithm reaches current level % 1n not more than #' iterations

is at least (1 — 3exp(— us )) 5 =1 — o(1). If the algorithm does not reach current level 5 in this
number of iterations, in the worst case its current level is zero, and it starts another attempt. The
probability that the algorithm needs another attempt is o(1), so if n is large enough the expected
number of such attempts is at most 2. This results that the expected number of generations of
the first phase is at most 2 = O(n). O

To analyze the expected runtime of the second phase, we regard in details the behavior of
the algorithm on the current level f. We show that the algorithm is not likely to lose the current
level in a sufficiently long time. At the same time, it creates enough offspring with fitness at
least f + 1 to fill the upper level in expected number of O(-" ) generations. The first observation
leads us to the following lemma.

Lemma 49. Let the current level at generation to = 0 be f > % and p = n3h(n), where h(n) > In*(n).
If Xo > 5§ and )\ > ey and ﬁ is at most polynomial in n and n is large enough then for any t € N we

have .
14 2
.. > = —— .
Pr [VT € [to..t] = X, > 4} (1 n3)

The proof of Lemma @ is based on the following observation. X, performs an unbiased
random walk with steps of size O(v/X;). For this reason the expected number of generations
before X; < £ is linear in ;.. However, while X; > £ we have a positive drift of order ©(%) for Y,
that makes us reach Y, = w(,/x) in o(u) iterations with high probability.

Once Y, = w(/1t), it is not likely to decrease by a factor more than 2 in ,/u iterations,
since it preforms a random walk of the same manner as X; did. At the same time such great Y;
creates an influx of individuals of fitness f that is of greater order than the steps made by X,. This
is enough for X, to become at least 4§ again before Y; becomes too small. This regular refilling of
level f does not let X, fall below 4 for long enough.

Proof of Lemma . We split the runtime of the algorithm while its current level is f into cycles.
Each cycle can be either successful, unsuccessful or totally unsuccessful. After a successful cycle the
algorithm has at least £ individuals of fitness exactly f in the population. After an unsuccessful
cycle that started with m individuals of fitness f in the population, there are at least m — 2A,
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individuals of fitness f in the population, where A, := n%h%(n). We pessimistically assume that
1

an uninterrupted series of ﬁ = h4T(") unsuccessful cycles results into a level loss, since it might
decrease the number of individuals at level f by %. A totally unsuccessful cycle is a cycle that is
neither successful, nor unsuccessful. After a totally unsuccessful cycle we pessimistically assume
that the algorithm loses a level. We aim to show that the event of a level loss is not likely to
happen for long enough.

Each cycle is split into two phases. Consider some cycle that starts at generation 9. To
shorten the notation assume that 7, = 0, however it does not mean that we regard only the first
cycle. The first phase of the cycle terminates after ; generations, that is, at the first generation
such that either X, < Xo — A, or Y, > po, where jig = n%h(n). If at the end of the first phase
we have X, < X, — A, then the cycle is terminated and we consider it as either unsuccessful
or totally unsuccessful if X, < X, — 2A,,. Otherwise, the cycle enters the second phase, which
starts with at least ;i individuals of fitness greater than f.

The second phase (and also the cycle) ends after 72 more generations, where 7, is the
first integer such that X, ., > § or X, < X, or Y, ., . If X 4-, > &, then the cycle is
successful, otherwise it is either unsuccessful or totally unsuccessful it Xory, < Xo.

Now we consider each phase in details to show that the probability that the cycle is
successful is sufficiently high.

The First Phase. The probability that the cycle is neither unsuccessful nor totally un-
successful after the first phase is at least the probability that for 77 = n3hi(n) the number Y,
of individuals on the upper levels reaches i in less than 71 generations while the number X, of
individuals on the current level X, does not go below X, — A, until generation 7;. By Lemma @

we have the probability that X, < X, — A, for some t < 77 is at most . f" < h%l(n).

To estimate the expected runtime before Y, becomes at least jio we apply Lemma @ to Y.
For this reason we note that Y,,; > min{u, Bin(}, e‘z + :,f‘u)}, since we can obtain individuals in
the upper levels either by copying one of Y; individuals with probability at least  or by creating
a superior offspring from one of X, individuals W1th probability at least f) > 1 . Since during
the cycle we have X, at least 4, we have An, > .. By taking X' = po (Whlch is greater than

max{48,181n Ame} if n is large enough) and applying Lemma P9 we obtain that the expected

runtime before Y; exceeds o for the first time is at most max{‘”;—‘)", 24} = 4n3, if n is large
enough. By Markov’s inequality the probability that this time exceeds 7 is at most

So as an intermediate result we have the probability that the cycle is neither unsuccessful, nor
totally unsuccessful after the first phase is at least 1 — -2 =1-2.
h“(n) ha (n) ha (n)

The Second Phase. Proceeding to the second phase of the cycle, we notice that it starts

with X, > Zand Y, > 1 and the cycle is successful if after the second phase we have X, ,, > &

The probability that the cycle succeeds after the second phase is at least the probability

that for 3 := n'/3h'/3(n) we have Y, > 2 for all t € [r;..7; + 73] and there exists some t < 73 such

that X, ;. > 4 and X, does not decrease for ten,n+ 73

By Lemma @ the probability that Y, < £ for some t < 7y + 75 is at most 472 2 =+ <5 /2( ok
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By the application of Lemma @ to X.11 ~ Bin()\, £t 4 X o) We have the expected runtime

’ C[L

before X; becomes more than 4 is at most M = 9ns. By Markov’s inequality we have that
the probability that X, does not become greater than £ in less than 75 generations is at most

9n3 __9
I |
= hi(n)
Finally, by Chernoff bounds the probability that X; decreases in one generation during the
2
second phase is at most exp(—g ]) < exp(—3 ) < exp( h(" ¢ ). The probability that X; does not
decrease during 7; generations is at least (1 — exp(— )))’”’h2 . Since we have h(n) > In*(n), if

n is large enough this probability is at least 1 —

h2(n)
Summing up, the probability that the cycle is not successful after the second phase is

at most —*+— + 2 + 1+ < 1> If we also take into account the probability not to be

h3()  hi(n)  hi(n)  hi(n)
unsuccessful after the first phase, we estimate the probability of a successful cycle p; as

pSZ]-_ 15 - }5 21_ 16 )
hi(n) hz(n) hi(n)

if n is large enough.

Losing a Level. The cycle is totally unsuccessful in two cases. The first case is when
in the end of the first phase we have X, < X, — 2A,,. Notice that for this to happen we need
X, -1 — X, > A,, and by Chernoff bounds the probability of this is at most exp( —n3hz(n)). The
second case is when in the end of the second phase we have X .., < X, —A,,. The probability of
this event is at most the })robability that at the last generation of the second phase X; decreased,
that is, at most exp(— Hence, the probability py, of a totally unsuccessful cycle is at most

Pu < exp(—n3hz(n)) + exp (_@)

< exp(—hb(n) < exp(~ In*(n) < .

if n > €3, since we assume that h(n) > In*(n).
Except a totally unsuccessful cycle we have only one possible way to lose a level, that is
a series of g5— unsuccessful cycles in a row. The probability p,s of such series is at most
n

1
h4 (n)
6 8
hi (n)

<1
_Fv

Pus < (1 —p;)®i < (

if n is large enough.
Since each cycle takes at least one generation, the probability not to lose a level after t
generations is at most (1 — py — pus)t > (1 — 3)%

O

Next observation is that before the algorithm loses a level, Y; has a decent positive drift.
This gives us the following lemma.
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Lemma 50. If A > ey and ﬁ is at most polynomial in n and i = n3h(n) where h(n) > In*(n), then

the expected runtime before the (., \) EA either loses or gains a level is at most 2 " generations. The

probability that this results in a level loss is at most 2.

Proof. Note that Y,;; >~ min { i, Bin()\, e‘:i + = HJZXr)}, Before the algorithm loses a level we have

)fl‘ > 4n By Lemma @ denoting A, f)Xf > (n ;{)“ and X' = g, we have that the expected
runtime before Y; > X' is at most 2%~ = n8ff

The probab1l1ty that the algorlthm gains a level is at least the probability that before gen-
eration 7 : @ the algorithm has not lost a level and it has gained a level before this generation.

By Lemma {9 the probability that it has lost a level is

2

2\’ 2\" 2 2

By Markov’s inequality the probability that the algorithm does not gain a level in 7 gen-
erations is at most (nf}l)nz <8,
Therefore, by the union bound the probability that the algorithm loses a level before it

: : 2,8 10
gains one is at most £ + 2 < - (]

Now we are ready to prove Theorem @

Proof of Theorem @ If the algorithm does not lose a level, then the expected number T’ of gen-
erations before it finds the optimum is at most the expected number of generations spent in the
first pha lus expected number of generations spent in each level of the second phase. By
Lemmas l@ we have

By Lemma E the probability not to lose a level before reaching the optimum, which
requires to gain at most 2 fitness levels, is at least (1 — 1,10) 5 > e 20/3 if n is large enough. We
pessimistically assume that in the event of a level loss, the algorlthm goes back to level zero,
hence losing a level is equivalent to a restart of the algorithm. However, the expected number of
such restarts is not greater than e?°/3, so the total expected number of generations of the (z, \) EA
on the ONEMAX function is O(nlog(n)). O

2.4 Conclusion of Chapter

In this chapter we proposed two novel methods for the analysis of population-based unary
EAs and applied them to the analysis of two standard EAs—the (1 + A\) EA and the (i, A\) EA.
We are optimistic that they can extend the toolbox for the theoretical analysis of EAs and we
support our optimism with the results of Sections@ and .3, where these methods allowed us
to solve problems which are fair to name long-standing.
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In Section we determined (tight apart from constant factors) the runtime of the
(u+ A) EA on the ONEMAX benchmark problem. This is thus one of the few tight runtime
analyses taking into account more than a single parameter ([[75, ] are the other two such
works we are aware of).

Not surprisingly for a simple function like ONEMAX, our result does not indicate that it is
advantageous to_use larger parent or offspring populations. Indeed, it follows from [139, The-
orem 6.2] (see [26] for a simplified proof) that for any 1 and A the runtime of the (x + \) EA
stochastically dominates the runtime of the (1 + 1) EA with best-of-;; initialization. The run-
time difference between the (1 + 1) EA with best-of-y initialization and with the usual random
initialization is small, roughly an additive ©(y/nln ;) term [114].

While our result does not show an advantage of using larger populations, it does show
that using moderate-size populations is not overly costly. For example, as long as 1, A = O(logn),
the (1 + \) EA takes O(nlogn) fitness evaluations to find the optimum. This observation could
indicate that using such population sizes is generally an interesting idea — we could speculate
that there is no harm from using such populations, but there could be other advantages.

In the light of recent other work, our work suggests two directions for further research.
In [75], a precise runtime analysis for the (1 + \) EA with general mutation rate c/n, ¢ a con-
stant, on the ONEMAX benchmark was conducted. It suggests that the precise mutation rate is
important when )\ is small, but less decisive when A is large. It would be interesting to know to
what extent this result carries over to the (¢ + ) EA. In [§, , 1, it was shown that various
dynamic choices of the mutation rate can reduce the runtime of the (1 + A\) EA on ONEMAX.
Again, it would be interesting to see to what extend a similar behavior is true for the (1 + \) EA.

In Section R.3, we have analyzed how the (1, A) EA optimizes the ONEMAX function when
the population sizes are chosen close to the efficiency threshold A ~ eu. This regime is interesting
in that there is no clear negative drift, which strongly prevents approaching the global optimum,
and in that there is no clear positive drift, which destroys the ability of comma selection to leave
local optima (by creating with high probability a copy of the parent population).

Due to the technical challenges in this regime, this first analysis is not fully conclusive,
and in fact, we observe that now also the absolute population size plays a role (more than just
the need to be at least polynomial). Our results show in particular that close to the threshold, a
polynomial runtime is still possible if the population size is not too small (but n?/3*¢ is enough).

This raises the question (and hope) whether in this regime the (x, A\) EA can overcome
premature convergence when optimizing multi-modal optimization problems. Our upper bound
proof suggests that in this regime the population is not quickly concentrated on the best-so-
far fitness level, but is spread over more than one level. This could ease leaving such a local
optimum. Since the analysis of the (i, A\) EA on multi-modal problems is again a topic little
understood, we cannot answer this question easily, but suggest this as an interesting problem
for future research.
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Chapter 3 The Methods for Precise Analysis of the Evolutionary
Algorithms on Plateaus

In this chapter we aim at making progress on several related subjects—we aim at under-
standing how evolutionary algorithms optimize non-unimodal fitness functions, what mutation
operators to use in such settings, how to analyze the behavior of evolutionary algorithms on large
plateaus of constant fitness, and in particular, how to obtain runtime bounds that are precise
including the leading constant.

The main result presented in this chapter is a very general analysis of how the simplest
mutation-based evolutionary algorithm, the (1 + 1) EA, optimizes the n-dimensional plateau
function with plateau parameter k € N. The precise result of this analysis lets us also estimate

the runtime of the (A 3 A) EA with constant population size. We allow the algorithms to use
any unbiased mutation operator (including, e.g., one-bit flips, standard bit mutation with an
arbitrary mutation rate, or the fast mutation operator) as long as the operator flips exactly one

bit with probability w(n’Zkle). This assumption is natural, but also ensures that the algorithm
can reach all points on the plateau. Denoting the number of bits flipped in an application of
this operator by the random variable «, we prove that the expected optimization time of the
(1+1)EAis

nk

k!Pr[1 < o <k

This result, tight apart from lower order terms only, is remarkable in several respects. It shows
that the performance depends very little on the particular mutation operator, only the probability
to flip between 1 and k bits has an influence. The absolute runtime is also surprising — it is the
size of the plateau times the waiting time until we flip between 1 and k bits.

We also deliver relatively precise estimates of the runtime distribution, which turns to be
close to the geometric one with success probability

(1 +0(1)).

k!Pr[1 < a <Kk]
nk

(1+o0(1)).

Such precision allows us to extend the runtime results on a population-based algorithm, namely
on the (A it A) EA.

A similar-looking result was obtained in [], namely that the expected runtime of the
(1 + 1) EA with 1-bit mutation and with standard bit mutation with rate X on the needle function
is (apart from lower order terms) the size of the plateau times the probability to flip a positive
number of bits (which is 1 for 1-bit mutation and (1 — o(1))(1 — 1) for standard bit mutation
with rate 1). Our result is different from that one in that we consider constrained plateaus of
arbitrary (constant) radius k > 2, and more general in that we consider a wide class of unbiased
mutation operators. Despite the difference in the plateaus, the expected runtime is surprisingly
similar, which is the size of the plateau times the expected number of iterations until we flip
between 1 and k bits (where for the needle function we can take k = n).

We note that there is a substantial difference between the case k = n and k constant.
Since the needle function consists of a plateau containing the whole search space apart from
the optimum, the optimization time in this case is just the hitting time of a particular search

point when doing an undirected random walk (via repeated mutation) on the hypercube {0,1}".
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For PLATEAU; with constant k, the plateau has a large boundary. More precisely, almost allfl
search points of the plateau lie on its outer boundary and furthermore, all these search points
have almost all their neighbors outside the plateau. Hence a large number of iterations (namely
almost all) are lost in the sense that the mutation operator generates a search point outside the
plateau (and different from the optimum), which is not accepted. Interestingly, as our result
shows, the optimization of such restricted plateaus is not necessarily significantly more difficult
(relative to the plateau size) than the optimization of the unrestricted needle plateau.

Our precise runtime analysis allows to deduce a number of particular results. For example
when using standard bit mutation, the optlmalﬂ mutation rate is & that is, approx1mately &
This is by a constant factor less than the optimal rate of ﬁ for the j Jump function with jump 51ze
k, but again a factor of ©(k) larger than the classic recommendation of *, which is optimal for
many unimodal fitness functions. Hence our result confirms that the optimal mutation rates can
be significantly higher for non-unimodal fitness functions. While the optimal mutation rates for
jump and plateau functions are similar, the effect of using the optimal rate is very different.
For jump functions, an k®® factor speed-up (compared to the standard recommendation of 1)
was observed, here the influence of the mutation operator is much smaller, namely the factor
Pr[1 < o < k|, which is trivially at most 1, but which was assumed to be at least some positive
constant. Interestingly, our results imply that the fast mutation operator is not more effective
than other unbiased mutation operators, even though it was proven to be significantly more
effective for jump functions and it has shown good results in some practical problems [[105].

So one structural finding, which we believe to be true for larger classes of problems and
which fits to the result [72] for needle functions, is that the mutation rate, and more gener-
ally, the particular mutation operator which is used, is less important while the evolutionary
algorithm is traversing a plateau of constant fitness.

The main technical novelty in this chapter is that we model the optimization process via
two different Markov chains describing the random walk on the plateau, namely the chain de-
fined on the ©(n*) elements of the plateau (plus the optimum) and the chain obtained from
aggregating these into the total mass on the Hamming levels. Due to the symmetry of the pro-
cess, one could believe that it suffices to regard only the level chain. The chain defined on
the elements, however, has some nice features which the level chain is missing, among others,
a symmetric transition matrix (because for any two search points x and y on the plateau, the
probability of going from x to y is the same as the probability of going from y to x). For this
reason, we find it fruitful to switch between the two chains. Exploiting the interplay between
the two chains and using classic methods from linear algebra, we find the exact expression for
the expected runtime.

The most valuable insight given by this approach is that the mixing of the probability mass
over the plateau is very fast. More precisely, we show that independently of the first position
on the plateau, in slightly more than ©(\/nlog(n)) iterations we are almost equally likely to be
at any point of the plateau. A similar mixing argument was used to prove the upper bound on
the runtime of the (1 + 1) EA on the LEADINGONES with strong prior noise in [126]. There,
however, only an exponential mixing time was shown, although the author conjectures that it
should be polynomial. Our analysis based on the interplay of two Markov chains is problem-
specific (e.g., we base our arguments on the symmetry of the plateau), but we are optimistic that

“*in the usual asymptotic sense, that is, meaning all but a lower order fraction
SWe call a mutation rate optimal when it delivers the expected runtime that differs from the truly optimal one
at most by lower order terms, that is, e.g. a factor of (1 +o(1)).
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the observed behavior of a small mixing time can be also seen on other plateaus which are not
too easy to leave.

The rest of the chapter has the following structure. In Section [3.1| we list the mathematical
means that are used in our analysis. In Section we introduce the central tool of our analysis
— the two Markov chains, show their properties and the connection between the two chains.
In Section we prove the main result of this chapter, which is, the precise runtime of the
(1 + 1) EA on the PLATEAU; function for constant k. The corollaries from the main result, which
are, the precise runtime of different variants of the (1 + 1) EA, are shown in Section @J Finally,
we summarize the results in Section @

3.1 Tools from Linear Algebra

In this section we briefly review the terms, tools and facts from the linear algebra that
we use in this chapter. Since they are not used in other chapters, we did not put them into
Section @[

Given the square matrix A, the vector x is called the left eigenvector of the matrix A if
XA = \x for some A € C. In this situation, \ is called eigenvalue of the matrix A. The vector x
is called right eigenvector if Ax = \x for some A € C. Since in this chapter we regard only left
eigenvectors, we call them just eigenvectors.

The spectrum of a matrix is the set of all its eigenvalues. If a matrix has size n x n, then the
number of its eigenvalues is not greater than n. For each eigenvalue there exists a corresponding
eigenspace, that is, the linear span of all the eigenvectors that correspond to the eigenvalue.

The only point shared by any two eigenspaces that correspond to two different eigenvalues
is O™.

The characteristic polynomial x(\) of matrix A is the function of A that is defined as the de-
terminant of the matrix A— \I, where I is the identity matrix. The set of roots of the characteristic
polynomial equals the spectrum of the matrix A.

The standard inner product of the vectors x = (xo,...,X,-1) andy = (¥o,...,¥n-1) iS @
scalar value defined by (x,y) = Z;’:—Ol x;y;- The two vectors are orthogonal if their inner product
is zero.

For every diagonalizable matrix A of size n x n there exists a set {e'}!— of eigenvectors that
form a basis of R". A basis is called orthogonal when all pairs of the basis vectors are orthogonal.
A matrix A = (a}) is symmetric if for every i and j we have d; = d..

We use the following two properties of symmetric matrices.

Lemma 51. All eigenvalues of a symmetric matrix are real.

Lemma 52. Two eigenvectors of a symmetric matrix that correspond to different eigenvalues are
orthogonal. Also every symmetric matrix of size n x n is diagonalizable, which meas that there exists
an orthogonal basis of R™ which consist of eigenvectors of this matrix.

In this chapter we also encounter irreducible matrices. Among the several definitions, the
following is the easiest to check for the non-negative matrices considered in this chapter. For
each non-negative matrix A of size n x n we can build a directed graph G, by taking an empty
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graph on n vertices and adding an edge from vertex i to vertex j for each positive component ai
of A. Then a matrix A is irreducible if and only if graph G4 is strongly connected.
For example, the transition matrix of an irreducible Markov chain (a chain such that each
state is reachable from each other state) is irreducible.
A crucial role in this chapter is played by the Perron-Frobenius theorem [104]. This
theorem gives a series of properties of the irreducible matrices, among them we use the following
four.

Theorem 20 (Perron-Frobenius). Any irreducible non-negative matrix A has the following properties.
* The largest eigenvalue \, of A lies between the minimal and the maximal row sum of A.
« For every eigenvalue )\ of A different from the largest eigenvalue \o we have |\| < \o.
* The largest eigenvalue of A has a one-dimensional eigenspace.
* There exists an eigenvector which corresponds to the largest eigenvalue )\, all components of
which are strictly positive.

When talking about vector norms, we use the following notation. For any p € (0, +o0)
and any vector x € R", we let

1
1 /p

lxll, = { D P

j=0

In this chapter we use only the Manhattan norm (p = 1) and the Euclidean norm (p = 2). We
use the following property of these norms.

Lemma 53. For all x € R" we have
[l < flxlly < v llxll -
The following lemma is often called triangle inequality
Lemma 54. For any norm ||-|| and for every x, y and z = x +y we have
[l = [yl < llzll < llxll + [I¥]

We use the following properties of the Euclidean norm.

Lemma 55. If vectors x', ..., x" are orthogonal, then for any values a;, .. . ,a, € R we have
n .
IZ; aix‘ < llenla)rf] |ai] Zx
Lemma 56. If vectors x!,... x" are orthogonal, then for any subset S C [1..n| we have
2_x
ics o

We also make a use of the orthogonal projection of vectors, which is defined as follows.
Suppose we have vector x € R" and it is decomposed into the sum of m orthogonal vectors
{x1}" ! where m < n. Then x is the orthogonal projection of x to the linear span of x.. To
calculate precisely the norm of the projection, we use the following lemma.
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Lemma 57. If x' is the orthogonal projection of x, then for any norm ||-|| we have

el =

We also encounter the self-adjoint operators. An operator A : R" — R" is called self-adjoint
if for all x € R" and y € R" we have (Ax,y) = (x,Ay), where (-, ) stands for the standard inner
product. The operator in this space is self-adjoint if and only if its matrix is symmetric. The most
important properties of self-adjoint operators are stated in the Hilbert-Schmidt theorem [119].
We use only one of them.

Lemma 58. For any self-adjoint operator A : R™ — R" there exists an orthonormal basis of R" that
consists of the eigenvectors of A.

3.2 Proposed Analysis Method for Plateaus

We propose a novel method for the analysis of EAs on plateaus, which is based on the
analysis of the spectrum of the transient matrices of two different Markov chains. Although at
the moment this method is tailored for the PLATEAU; function, we are optimistic that insights
delivered by our analysis are also true for plateaus of an arbitrary shape. By insights we mean
the observation that when the (1 + 1) EA enters a plateau, in a short time it becomes uniformly
distributed over the plateau, that is, each point of the plateau is (almost) equally likely to be the
current individual of the (1 + 1) EA. However, to show that it is also what happens on plateaus
of an arbitrary shape, the proposed method requires further development.

In this section we introduce the two Markov chains and prove some of their properties
which are essential for our analysis.

3.2.1 Two Markov Chains

For the optimization process of our (1 + 1) EA we first observe that, since the unbiased
operator with probability w(n‘ﬁ) flips exactly one bit, the expected time to reach the plateau
is O(n”ﬁ logn). Since the time for leaving the plateau (as shown in this chapter) is Q(n*), we
only consider the runtime of the algorithm after it has reached the plateau.

For this runtime analysis on the plateau we consider the plateau in two different ways.
The first way is to regard a Markov chain that contains N+ 1 states, where N = Zi.:ol (,",). Each
state represents one element of the plateau plus there is one absorbing state for the optimum.
Note that N = 7 + o(n*), since () = ;"—,(1 +0(1)) for all j € [1..k]. The transition probability from

transient state x to any state y is px = Pro = dJ(}) ! where d is the Hamming distance between x

and y. This implies that the transition probability from x to y is equal to the transition probability
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from y to x for any pair of the transient states. Therefore, the transient matrixf is symmetric,
which gives us the opportunity to use Lemma p1) and Lemma 52. We call this Markov chain the
individual chain, denote its transient matrix by Q and call the space of real vectors of dimension
N the individual spaceﬂ, since the current state of the chain defines the current individual of the
algorithm.

To define the second Markov chain, we first define the i-th level as the set of all search
points that have exactly n — k + i one-bits. Then the plateau is the union of levels 0 to k — 1
and the optimum is the only element of level k. Notice that the i-th level contains exactly (")
elements (search points). For every i,j € [0..k] we have that for any element of the i-th level
the probability to mutate to the j-th level is the same due to the unbiasedness of the operator.
Therefore we can regard a Markov chain of k+ 1 states, where the i-th state (i € [0..k]) represents
the elements of the i-th level. State k is an absorbing state. The transition probability from level
itoleveljis

(0, ifi=k,j#k,
Z::] (f‘kijfim) (2" (j—iizm)_l Pria =j—i+2m], ifj >,
P ,:;o (B (N () Prla=i—j+2m], ifj<iandi#k, (29)
1- Ekj pl ifj =1,
\ m=0,m=i

where we assume that n > 2k not to complicate the upper limit of sums. This assumption
is justified by that we only consider constant k and we estimate the runtime with n tending to
infinity. We notice the following useful property of these probabilities.

Lemma 59. For alli,j € [0..k — 1] we have

(")t (" )

Proof. Let L; denote level s for all s € [0..k — 1]. Let also p,_,;, denote the probability to get from

individual x to any individual in level s. Since for all individuals x in level i the probability p, .r,

n
k—i

(kri l)pﬁ - ZP’HLJ - qux - qu}c = Zpy—>Lj = (krij)p}.

X€EL; x€L; yeL; x€L; yeL; YEL;

is the same and equal to p] and since there are (") individuals in level i, we have

We observe that the probability to gain ¢ levels is O(n~").

Lemma 60. For allic [0.k — 1] andj € [i + 1..k], we have p] = O(n~0-D).

SRecall that the transient matrix is a submatrix of the transition matrix consisting of rows and columns which
correspond to transient states.

’Note that the dimension of the individual space is equal to the number of transient states of the individual
chain, not to the total number of states. Hence, matrix Q defines a linear operator on the individual space.
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Figure 8 - Illustration of the level chain. The black circle represents the optimum that is an absorbing
state. The states [0..k — 1] represent the levels of the plateau surrounding the optimum.

Proof. By Lemma E and since p]l: < 1 we have

()P} _ (n—k+1)!(k — 1)

Pi= Ty S ki j)ik =)

= 0(n U9,

]

We call this Markov chain the level chain and we call the space of real vectors of length
k the level spaceE. The level chain is illustrated in Fig. 8. The transient matrix P of the leaky
chain has a size of k x k. The matrix P (unlike Q) is not symmetric. In our analysis we use the
following property of the matrix P.

Lemma 61. The sum of each row of Pis 1 — O(%).

Proof. The sum of the i-th row of P is

k-1

> pi=1-pf, (30)

j=0

since the sum of all the outgoing probabilities for each state in the original Markov chain is one.
By Lemma 60 we have pf = O(n~*9) = O(1). 0

There is a natural mapping from the level space to the individual space. Every vector
x = (xo,- .-, Xk-1) can be mapped to the vector ¢(x) = (¥o, ..., yn-1), where y, = x;/(,";), if the
m-th element belongs to the j-th level. If x is a distribution over the levels, that is, x € [0, 1]* and
|x|[1 = 1, then ¢(x) is the distribution over the elements of the plateau which is uniform on the
levels and which has the same total mass on each level as x. This mapping has several useful
properties.

Lemma 62. ¢ is linear, that is, we have ¢(ax+ 8y) = ag(x)+B¢(y) forallx,y € Rkand dll o, 8 € R.

8As well as for the individual space, the dimension of the level space is equal to the number of the transient
states of the level chain and matrix P defines a linear operator on this space.
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This property follows directly from the definition of ¢.
Lemma 63. For all x € R* we have ¢(xP) = ¢(x)Q.

Proof. In informal words, this property holds because both matrices P and Q represent the same
operator, but in different spaces. Thus, the result of applying this operator to some vector and
then switching the space is the same as performing these two actions in a reversed order.

For the formal proof, recall that level i is the set of all individuals in distance (k — i) from
the optimum. In the same manner as in the proof of Lemmadg we use the fact that for any
individual m in level j we have

B= Y n

lelevel i

where ¢, is the element of matrix Q, that is, the probability to obtain individual ¢ from individual
m. From this and from the definition of ¢ we calculate the m-th element of ¢(xP), assuming that
individual m belongs to level j.

(xP); _ Yoo xi).
W) )

By Lemma @ we have (")) Pl = (k’lj) pi. Therefore,

(¢(xp))m =

k—1 k—1
Xi Xi
(¢(XP))M = n pj = Z n Z qfn
i=0 (k—i) i=0 (k—i) ¢elevel i
Recall that g/, = g7 for all ¢,m € [0..N — 1]. Hence, we have
S N-1
(GOP)m =D 7as D @@= (60x)- ¢ = ($()Qm.
i=0 (k—i) (€level i £=0

]

Lemma 64. The spectrum o(P) of the matrix P is a subset of the spectrum o(Q) of the matrix Q. For
any eigenvector x of the matrix P the vector ¢(x) is an eigenvector of Q.

Proof. From Lemma b2 and Lemma @ it follows that if x is an eigenvector of P, then ¢(x) is
an eigenvector of Q with the same eigenvalue. Thus, every eigenvalue of P is an eigenvalue of

Q. O
Lemma 65. For all x € RX, the Manhattan norm is invariant under ¢, that is, ||x||, = ||¢(x)|,.

This follows from the fact that all components of ¢(x) that are from the same level have
the same sign. Notice that an analogous property does not hold for the Euclidean norm ||-||,.

Although the two Markov chains represent the same process and each of them contains
all information about it, in our analysis we need to use both of them simultaneously. We do
not really work with the whole individual space, but only with its subspace ¢(S), where S is the
level space. Hence, it is natural to use the terms of the level space to simplify the computations
and make them easier to understand. On the other hand, we cannot prove some essential facts
about the operator P represented by the matrix P, e.g., that there exists a basis of the level space
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which consists of the eigenvectors of P (see Lemma @). To prove them we have to switch to
the individual space (or more precisely, to its subspace ¢(S)) and use the properties of the self-
adjoint operator Q represented by the symmetric matrix Q. Therefore, both chains and their
transient matrices are indispensable in our analysis.

3.2.2 The Spectrum of the Transient Matrix

The main result of this section is the following analysis of the eigenvalues of P, which
builds on the interplay between the two Markov chains.

Lemma 66. Let P be the transient matrix of the level chain. Then the following three properties hold.

1) All eigenvalues of P are real.

2) The largest eigenvalue )\ of P satisfies \o = 1 — O(1/n).

3) Let Pr[a = 1] > 0 and Prla = 1] = w(1/*/n). Then with ¢ := Prla = 1| and with

€= (kikﬁ any other eigenvalue \' # \o of P satisfies |N'| <1 — e.

Proof. The fact that the eigenvalues are real follows from the facts that by Lemma EII the spec-
trum of P is a subset of the spectrum of Q and that by Lemma ﬁ all eigenvalues of the symmetric
matrix Q are real.

The largest eigenvalue )\ of P is bounded by the minimal and the maximal row sum of P
(see Theorem R0), which are both 1 — O(1/n) by Lemma 61].

It remains to show that the absolute values of all other eigenvalues are less than 1 — ¢ for

€= (kﬂkﬁ, which requires more work. To prove this statement we perform a precise analysis of
the characteristic polynomial of P.

Recall that the spectrum of P is the set of the roots of its characteristic polynomial

k
xp(A) = det(P— \I) = > " sgn(o) [ [(P = M)ioq.

oESk i

|
[y

|
o

where Sy is the set of all permutations of the set [0..k — 1] and sgn(c) denotes the signature of
permutation o (that is, +1 if it can be obtained from the identity permutation in even number
of element swaps, and —1 otherwise). Note that for all permutations except the identity the
product in the sum contains at least one factor (P — AI);; with j > i and this element satisfies
(P—A);j = pi = O(1/n) by Lemma @ The other factors of the product are either pi: or (p, — \)
for some 7',j', therefore every product where o is not the identity is a polynomial in A with
coefficients which are O(1/n). Thus, the characteristic polynomial can be written as

k—1
xp(N) = H(pé — )+ BN, (31)

where §()\) is some polynomial in A with coefficients that are all O(1/n). For this reason the
derivative §’(\) will also be O(1/n) for all A € [—1,1], where we recall that all asymptotics are
for n — oo (and, e.g., not for any limit behavior of \).
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To prove that for all eigenvalues \' # )\, we have \' < 1 — ¢ we need to prove that there is
no more than one root of the characteristic polynomial in [1 — ¢, 1]. To do so it suffices to prove
that xp(\) is strictly monotonic in this segment.

Consider A > 1 — ¢. This implies that A > 1 — £. For every i # 0 we have p! <1 — Prja =
1] =1 —c. Thus, for every i # 0 and any A > 1 —5wehave
(Pt —\) < —c/2. (32)

By (), the derivative of xp(\) can be written as

k—1 k-1
Xp(A) = (5 — A) (H(Pﬁ - A)) - H(P? = A) + 8 (N). (33)

For all A > 1 — ¢ we have

0 Ck—l Ck—l
Po”“‘(“@) = k-1

k—1 ! k—1
(H(pi—ﬂ) = |- I ©-»<k-1),

i=1 je[l.k-1]
j#i

Recall that € = (kﬂkﬁ

Ck—l

= A) Z 5T

where the last inequality follows from (l) Furthermore, from (l) it also follows that fori # 0
we have (p! — \) < 0. Thus,

jel. k-1
J#

k-1 ! k—
sign ((H(pi — )\)> ) = sign Z H (p] —A) | = (=1L (34)

Consequently, we have two cases.
Case 1: When p§ — )\ > 0, we have

k-1 " k1
0§ (H@:ﬁ—») et~ )
_k—l ‘ ) k=1 !
CE = (H@;—A))

c k-1 -1
= 5‘ _ 1 (k —1)2k Z H <p] )
i=1 |je[l.k-1]
J#
Ck—l Ck—l ck—l
> —(k—1 = .
2 g1~ k- Dy = o



Chapter 3. Analysis of EAs on Plateaus 103

Hence, we have

k—1 w = \k-1
) = S+ oym = “HT 4 001 /m) — wit/m),

Case 2: When pd — \ < 0, since by () (pt — \) < O for all i # 0, we have

k—1 |
RINCEYEICE

k—1

k—1
)| > H(pé —

Therefore,

IXp(N)] = w(1/m).

For n large enough, this together with (@) and (E\I) implies that y,(\) has the same sign
as (—1)*! for every A € [1 — ¢, 1]. Thus, there can be only one root of characteristic polynomial
in this segment.

To rule out that there is a negative eigenvalue A with [A\| > 1—¢, we notice that for A\ < —1

and for every i we have (p! — \) > 1. Therefore, |yp())| > (1)k — 0(1), and thus there are no

2
roots that are less than — when n is large enough.

This finally shows that for all eigenvalues \' # Ao we have |\'| < 1 — min ( > & k;; zk) =

ck—1

1- (k—1)2k'

]

3.3 Runtime Analysis

In this section, we prove our main result, which determines the runtime of the (1 + 1) EA
on the PLATEAU function.

Theorem 21. Consider the (1 + 1) EA using any unbiased mutation operator such that the probability
to flip exactly one bit is at least Prja = 1] = w <n‘2k17—2>. Let T denote the runtime of this algorithm
starting on an arbitrary search point of the plateau of the PLATEAUy function. Then

k

BT = 5= oz o)
Pr[T > t] = (1 +0(1)) (1 K Pr[li& < K] (1 io(l))>t+r(t),

where |r(t)] < VN(1 —¢),, ¢ = %, and N = (1 + o(1)). All asymptotic notation refers to
n — oo and is independent of t.

We start with a few preparatory results. Recall that by Theorem @ the largest eigenvalue
of a positive matrix has a one-dimensional eigenspace. Also this theorem asserts that both left
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and right eigenvectors that correspond to the largest eigenvalue have all components with the
same sign and they do not have any zero component. Let 7* be such a left eigenvector with
positive components for P and let it be normalized in such way that ||7*||; = 1. We view 7* as
distribution over the levels of the plateau and call it the conditional stationary distribution of P
since it does not change in one iteration under the condition that the algorithm does not find
the optimum. Also let u = (u, ..., ux_1) be the probability distribution in the level space such
that ¢(u) is the uniform distribution in the individual space. Hence

= (krii)/%;(kij) B (kiz)N_l

for all i € [0..k — 1]. Our next target is showing that 7* and u are asymptotically equal. For this,
we need the following basis of the level space.

Lemma 67. There exists a basis {€!}*_} of the level space with the following properties.
1) 7 =eé°
2) el is an eigenvector of P for alli € [0..k — 1].
3) The ¢(e€') are orthogonal in the individual space.

Proof. Let S be the level space and Si,q be the individual space. Then ¢(S) is a subspace of Siq
with dim ¢(S) = k, since the kernel of ¢ is trivial.

Consider the operator Q that is represented by the matrix Q. It is a self-adjoint operator
on Sing, Since its matrix is symmetric. Moreover, this operator maps ¢(S) into ¢(S), since for all
x € S by Lemma 63 we have Q(¢(x)) = ¢(x)Q = ¢(xP). Therefore, Q is a self-adjoint operator
on ¢(S). Thus, by Lemma B8 there exists an orthonormal basis f°, ... <! of ¢(S) that consists
of eigenvectors of Q. Let e! = ¢~ 1(f') for alli € [0..k — 1]. By Lemma b4 the €' are eigenvectors of
P. By the linearity of ¢ (Lemma @F) they are linearly independent, hence they form a basis of S.

By assuming that e corresponds to the largest eigenvalue and multiplying e° by a suitable
scalar, we also satisfy the first property of the lemma. O

We use the basis from Lemma @ to prove that ¢(7*) is very close to the uniform distri-
bution.

Lemma 68. If Prja = 1] = w (n_ﬁ>, then for all j € [0..k — 1], we have 7 = u;(1 + ;), where
1vj| < 7 for some v = o(1).

Proof. Fig H illustrates the relation of the terms used in this proof to make it easier to follow.
By Lemm “@ there exist unique co, ¢y, ..., ck_1 € R such that

If we transfer this decomposition into the individuals space (using the linearity of ¢, see
Lemma H2), we obtain
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= (1 +)
_ Ty eens ce U
()N (7o 1)
I Il
Level space: u = (uo,..., Uy .., Uk_1) = 7"+ cret + ...+ cx_1€?
individual
¢ of ¢ | ¢
level
Individual space: U = (Uy,..., oy Unc) ="+ Ut + ... + UF !
I I
—1
\(H"/@ o)
= (1 +):

Figure 9 — Illustration of the terms and their relations used in Lemma @

where we define U := ¢(u) and U' := ¢(c;e') for all i € [0..k — 1]. Note that the vector U describes
the uniform distribution in the individuals space and hence all its components are equal to 1%,
For brevity we also define IT* := ¢(7*).

We now aim at finding a useful connection between the components of [I* and U. Namely,
if for all levels j € [0..k — 1] we prove that for any individual m in level j we have II;, = (14 ;)Un,
with ~; that satisfies the conditions of the theorem, we simultaneously prove the same relation
for the components of 7* and u.

Recall that 7* is a normalized vector. Thus, by Lemma @ we have ||II*||; = 1. Recall also

that 7* = €° (by the choice of the basis) and therefore, we have IT* = HU%Olll‘ Forallm € [0.N—1],

we have

(35)

The m-th component of U° is

k—1 Ul k-1
US = Un— Y Up=Un (1—ZU—'"> = Up, (1—NZU§n>.
i=1 m i=1

i=1

k-1
With §,, .= N Y Ui, this simplifies to
i=1

Uom:Um(l_ﬁm): (1_ﬁm)'

1
N
We also compute the denominator of (@) as

N-1 N-1
m

N-1 1 1
HUO”l:Z‘UgJ:ZN(l—ﬁm):l Zﬁﬁm-
m=0 m=0

= =0
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Putting this into (@), we obtain

1—
Iy =0 s

1— 300 %Pn

In the remainder of the proof we aim at bounding |5,| from above by some 5 = o(1).
Then (@) gives

1 — fm 1-514+p 23 28
1—Zﬁ;3%5m6{1+5’1—5}c{1 1—6’1+1_5]’

hence defining v = %5 = o(1) proves the lemma.
To find the desired 5 with |5,| < § = o(1), we regard the vector U — UQ. On the one
hand, its elements are very small. For all m € [0..N — 1], we have

N-1 1 N-1 N
— — 1 -
(U~ UQn = Um—gq’m— N (1 —;qm> =N

where g7 is the probability to go from individual ¢ to individual m (recall that ¢7 = ¢%) and
g is the probability to leave the plateau from the m-th individual. The Euclidean norm of this
vector is also very small.

N1/ an 2
u-val, -3 (%)

S reen/ ()"

To bound the sum under the root we notice that it is maximized when we maximize
Pr[a = 1] (since we consider only constant k, we assume that n is large enough so that n > 2k).
Let this probability be equal to 1, then we have only one non-zero summand and hence,

n_l_
1 ~ /nN’

On the other hand, if we recall that the U’ are eigenvectors, then we have

1
_ < =

k-1

U-UQ-= ZU Z)\Ul > (1 -\

i=0

As the U' are orthogonal, for every i € [0..k — 1] we have

i 1
H<1 B )‘i)Uin < HU_ UQ”z < \/_TN
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Since the absolute value of every component of a vector cannot be larger than its Euclidean
norm, for all m € [0..N — 1] we conclude that

. . 1
1-NMU0 | <||1-=-NUT, < —.
= 2T < 0= 2T, <
Recall that by Lemma @ we have
. (Pr[a = 1))
(1—=XN)>e> k—1)2F
for all i # 0. Consequently,
k-1 k-1 k-1 1
Bul = |NY Up| <SNY |Up| SN) —cm—s
; ; ; VAN(L = \)
(k—1)
< = p.
S e g

Since we have Prja = 1] = w(n_zklfz), we conclude that

(w(nzklz)>k_1

€= k-T2 =w(1/v/n).
Thus,
_(k=1)
§= o = o)
as desired.

We are now in the position to prove our main result.

Proof of Theorem . To prove the theorem we first estimate the probability that the runtime T
is greater than t by Pr[T > t| = ||7P'||;, where r is the initial distribution over the levels of the
plateau. Then by () we estimate the expected runtime as E[T] = 3,7 ||=P*!||,.

To analyse ||7P'||,,_we decompose 7 into a sum of eigenvectors of P using the basis
e, ..., e ! from Lemma p7. Let 7°, ..., 751 be scalar multiples of €°, ..., €1 such that

=~
—

T = . (37)

i

Il
=)

Using the triangle inequalities (Lemma EII) we obtain

k-1

Z 7Pt

i=1

Pl = < [Py < [P, +

1

k-1

ipt
E TP
i=1

1
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Since the 7' are the eigenvectors of P, we have

k-1

Z /\fﬂi

i=1

k-1

Z /\fﬁi

i=1

5170, - < Py < X[+, + (39

1 1

Now we estimate the “error term” of these bounds. First, by Lemma @ and

by Lemma , we have

k=1 \¢_i
i=1 AT ‘

1

=1 =1 k-1 .
ol = H¢ (Z A%wl> > No(r) (39)
i=1 1 i=1 1 i=1 1
Using Lemma @ and Lemma @ we estimate
k-1 k—
t i < t i N t
2 ol | VN Z Aol < VN amax, (N Z 2 (40)

By Lemma p6 we have maxc;i —1)(|Aj|) < (1 — €)', where ¢ = %. Hence, by Lemma @
and Lemma H3, we conclude

VN max (|)\)

ic[l..k—1]

< VN(1 — <) [|g(m)ll, = VN(1 —e)". (41)

2

Finally, by (B8), B9, (4, and () we obtain that

7P|, = Xg ||7°]], + (D), (42)

where |r(t)| < VN(1 —¢).

. . . ] .
To estimate the expected runtime we put () into () and obtain

ZHﬂPt‘lHl Z(A“IIW"Hl r(t—1))

t=1 (43)

- Z){;l 17|, —|—Zr(t— = 1 — /\0 +Z
t=1 t=1

t=0

By () we have

Sl <3 e <3 VA — o= O ‘?”—V < ”_V

From the assumptions of the theorem we have

_ (Prla=1D"  w(@/vn)
T k—1)2F (k- 1) =w(l/Vn),
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and hence

= o(v/nN).

>

It remains to estimate ||7°||, and \o. Recall that by Lemma @ we have ||7°||; = ||¢(7)]|,.

From the linearity of ¢ (see Lemma ) and (@) we obtain ¢(r) = S ¢(n'). Since 70, ... 7!
are scalar multiples of €°, ... e~ and all ¢(¢') are orthogonal, we have a decomposition of ¢(r)
into a sum of orthogonal vectors. Therefore, by Lemma 57, we have

0 (8(7), ¢(€°))

960 = 25ty oty (49

By Lemma @, the components of ¢° are almost equal to the components of the vector u

of the uniform distribution in the level spaced. Transferring this result to the individual space,

we have (¢(e°))n = +(1 + ) for all j € [0..k — 1] and all individuals m that belong to level j.

This and the fact that by Lemma % we have ||¢()||; = ||7]l; = 1 allow to calculate the inner
products in (44) and obtain

T X Gt
j=0 melevel j
> s (%)

Jj=0 melevel j

=1+o(1). (45)

°ll, =
HW 1

We compute (1 — ) in the following way. First, since ||7*||; = 1 and 7* is an eigenvector
of P, we have

=

—1 —1
1-Xo=1— ||, =1~ |7*P|; =1~ ;| -

J

>

Il
o
Il
o

i

Since by Theorem @ all components of 7* are positive and the components of P are
non-negative, this simplifies to

T‘
—_
T‘
[y
7|T‘
—_
T‘
—

1 -1
Tk i
J pJ'

1-— Wtkp]lﬁ:1_ Tpi=1—
j=0 i=0

J JE]

i i

I
(=)
T.
(=)
Il
o
‘ﬂ..
o

By the definition of P, the sum of the j-th row of P is equal to (1 — pJ’F), and we have
i m = |I=*ll; = 1. Hence,

k—1 k-1 . k—1 k-1
1= Y p=1-> n(1-p)=) =}
j=0 1= j=0 j=0

9Note that €° is the same vector as 7* in Lemma @ However we now refer to this vector as e° to underline that
we consider it as a basis vector of the level space, while in Lemma 6§ we referred to it as 7* since we considered it
as a vector of the probabilistic distribution over the states of the level chain.
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By Lemma @ and (@) we have

k—1 k-1 -1
* _ — n _ -
j:zoﬂ-jp}( _]Zo: (k— )N (1+%) (k J) Pria =k — ]
k
Z rlo =j1(1 4+ ) = ;[Pr[l <a<k|(1+0(1)).

=1

Thus, we obtain
Aozl—%Pr[l <a <K +o0(1). (46)

By substituting Ao and ||7°||, into (@) and () with their values from (@) and (@) and
recalling that N = (1 +0(1)), we prove the theorem.
]

We also underline that r(t) in the tail bounds on the runtime distribution is negligible, as
soon as t = w(y/nlog(n)), that is, far before the algorithm finds the optimum.

3.4 Corollaries

We now exploit Theorem 21| to analyze how the choice of the mutation operator influences
the runtime.

By the runtime in this section we mean the runtime of the algorithm when it starts from
an arbitrary individual, which is not necessarily on the plateau. However, without proof we
notice that the (1 + 1) EA with any mutation operator considered in this section reaches the
plateau in an expected number of O(nlog(n)) iterations from any starting individual, which is
significantly less than the time which it spends on the plateau. Therefore, the time to leave the
plateau coincides with the total runtime precisely apart from lower order terms. Since, by our
main result, the time to leave the plateau depends only on the probability to flip between 1 and
k bits, determining the runtimes in this section is an easy task.

We first observe that for all unbiased operators with constant probability to flip exactly
one bit, the expected optimization time is O(N), where we recall that the size N of the plateau is

k

N:ki( " ) (1+0(1)Z.
— n—k+i k!

Hence all these mutation operators lead to asymptotically the same runtime of ©(n*). The inter-
esting aspect thus is how the leading constant changes.

3.4.1 Randomized Local Search and Variants

When taking such a more precise look at the runtime, that is, including the leading con-
stant, then the best runtime, obviously, is obtained from mutation operators which flip always
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between 1 and k bits. This includes variants of randomized local search which also flip more
than one bit, see, e.g., [73, 111, 39], as long as they do not flip more than k bits, but most
prominently the classic randomized local search heuristic, which always flips a single random
bit. Note that the latter uniformly for all k (and including the case k = 1 not regarded in this
chapter) is among the most effective algorithms.

3.4.2 Standard (1 + 1) EA

The classic mutation operator in evolutionary computation is standard bit mutation, where
each bit is flipped independently with some probability (“mutation rate”) -/n, where ~ usually is
a constant. We call the (1 + 1) EA which uses the standard bit mutation the standard (1 + 1) EA.

Theorem 22. Let v be some arbitrary positive constant and k > 2. Then the standard (1 + 1) EA
with mutation rate ~/n optimizes PLATEAUy in an expected number of

nk

E[T|=(1 +0(1))W

iterations. This time is asymptotsically minimal for v = Vk! ~ k/e.

Proof. For the standard bit mutation with mutation rate v /n, the probability to flip exactly one
bit is

fy ( fy) n—1 -~
n-(1-— >~ve (1 —o(1
o o) zoe 7 (L-o(1)),
which is at least some positive constant as long as  is a constant. Thus, we can apply Theorem
and obtain

Consider d(y) = e Zle 'Z—, In order to minimize E[T|, we have to maximize d(y). Now
v — d(v) is a smooth continuous function, so its maximal value for v € [0, +c0) can only be at
v = 0, for v — +o0, or in the zeros of its derivative. We have d(0) = lim,_,..d(y) = 0. The
derivative is
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kil,}/i k ,7i ")/k
:( 7‘25)26‘”(1%)'

Hence the only value of v with d'(y) = 0 is v = V/k!. For this value we have d(vk!) > 0, so this
defines the unique optimal mutation rate. Finally, by Stirling’s formula k! ~ v/27k (’E‘)k we have
Vil = (2rk) %k ~ k. O

3.4.3 Fast(1+1)EA

The fast (1 + 1) EA proposed in [@] issimply a (1 + 1) EA that uses standard bit mutation
with a random mutation rate v/n with v € [1..n/2] chosen according to a power-law distribution.
More precisely, for a parameter 5 > 1 which is assumed to be a constant (independent of n), we
have

for everyi >n/2 and i = 0, and
PI'["}/ = l] = l'_’B/Hn/zﬁ
otherwise, where H, /5 5 := Zf:/ 217 is a generalized harmonic number.

Theorem 23. For k > 2 the expected runtime of the fast (1 + 1) EA on PLATEAUy is Ckn%, where

ﬁfo(l) ﬁ+1
Hip 7 Hep |°

Cn = I%—:"ﬂﬁ(l + 0(1)) can be bounded by constants, namely Ci, € [

Proof. From the definition of the fast (1 + 1) EA we have

k
i8

k
A
D Prly=il= 17— =
i=1 Z ifﬁ
i=1

Hys
Hp/z

Since 3 > 1 and k are constants, Hy 5 is a constant as well. We estimate H,/, 5 through
the corresponding integral.

“+o00 Tl/2
1 - - 1—-(n/2)'% 1-0(1)
5—1+1 1/x dx+1_Hn/275_l/x dx 51 1

Notice that Prja = 1] = 1% = (Hn/Z,B)_l is at least some constant. Thus, Theorem

gives an expected runtime of E[T| = %N (14 0(1)), which we can estimate by

p-1 I A1 n
— <ET < —(1 1)).
g ST S o(1)



Chapter 3. Analysis of EAs on Plateaus 113

3.4.4 Hyper-Heuristics

Hyper-heuristics are randomized search heuristics that combine, in a suitable and again
usually randomized fashion, simple low-level heuristics. Despite many success stories in appli-
cations, their theoretical understanding is still very low and only the last few years have seen
some first results. These exclusively regard simple (1 + 1) type hill-climbers which choose be-
tween different mutation operators as low-level heuristics. We now regard the hyper-heuristics
discussed in [[1]] argue that for some of these, our method is applicable, whereas for others it is
not clear how to do this.

Like almost all previous theoretical works, we regard as available low-level mutation
operators one-bit flips (flipping a bit chosen uniformly at random) and two-bit flips (flipping
two bits chosen uniformly at random from all 2-sets of bit positions). Hence the (1 + 1) hill-
climber with this a hyper-heuristic selection between these two operators starts with a random
search point and then repeats generating a new search point by applying one of the mutation
operators (chosen according to the hyper-heuristic) and accepting the new search point if it has
an at least as good fitness as the parent.

The most elementary hyper-heuristic called simple random in each iteration simply chooses
one of the two available mutation operators with equal probability 1 /2. This compound mutation
operator (choosing one randomly and applying it) still is a unary unbiased mutation operator,
so our main result (Theorem R1J) is readily applicable and gives the following result.

Theorem 24. Consider the (1 + 1) hill-climber using the simple random hyper-heuristic to decide
between the one-bit flip and the two-bit flip mutation operator. When started on an arbitrary point of
the plateau, its runtime T on the PLATEAUy, k > 2, function satisfies

k

E[T| = H(

1+0(1)).

The more interesting hyper-heuristic random gradient in the first iteration chooses a ran-
dom low-level heuristic. In each further iteration, it chooses the same low-level heuristic as in
the previous iteration, if this has ended with a fitness gain, and it chooses again a random low-
level heuristic otherwise. This way of performing mutation obviously cannot be described via a
single unary unbiased operator. However, once the algorithm has reached the plateau, it can.
The reason is that from that point on and until the optimum is found, no further improvements
are found. Consequently, the algorithm reverts to the one using the simple random approach.

Theorem 25. Consider the (1 + 1) hill-climber using the random gradient hyper-heuristic to decide
between the one-bit flip and the two-bit flip mutation operator. When started on an arbitrary point of
the plateau, its runtime T on the PLATEAUy, k > 2, function satisfies

nk
E[T] = F(l +0(1)).

For two other common hyper-heuristics, we currently do not see how to apply our meth-
ods. The permutation heuristic initially fixes a permutation of the low-level heuristics and then
repeatedly uses them in this order. The greedy heuristic uses, in each iteration, all available
hyper-heuristics in parallel and proceeds with the best offspring produced (if it is at least as
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good as the parent). While we are optimistic that these heuristics lead to asymptotically the
same runtimes as the two heuristics just analyzed, we cannot prove this since our main result is
not applicable.

It has been observed in [102] that, due to the generally low probability of finding an
improvement, better results are obtained when the random gradient heuristic is used with a
longer learning period, that is, the randomly chosen low-level heuristic is repeated for a phase
of 7 iterations. If an improvement is found, a new phase with the same low-level heuristic
is started. Otherwise, the next phase starts with a random operator. This idea was extended
in [@] so that now a phase was called successful if within 7 iterations a certain number o of
improvements were obtained. This mechanism was more stable and allowed a self-adjusting
choice of the previously delicate parameter 7. Again, for these hyper-heuristics our results are
not applicable.

3.4.5 Comparison for Concrete Values

Since the leading constants computed above, in their general form, are hard to compare,
we now provide in Table E]a few explicit values for specific algorithm parameters and plateau
sizes.

| Algorithm [k=2]k=4]|k=6]
Random Local Search 1 1 1
(1+1) EA with standard | Mutation rate 2 1.812 | 1.591 | 1.582
bit mutation Mutation rate X 2.074 | 1.328 | 1.027
Fast Genetic Algorithm g z ;'5 121132 }?gg i;‘gg
(1 +1) EA with simple random 1 1 1
hyperheuristics random gradient 1 1 1

Table 1 — Comparison of the leading constant in the expected runtime of the evolutionary algorithms
with different mutation operators on the PLATEAUy function, that is, the constant c, such that the
expected runtime is c%(l —o(1)).

3.5 Parallel Runs and Population-Based Algorithms

In this section we show how our precise tail bound for the runtime can be useful when it
comes to the analysis of the algorithms other than (1 + 1) EA. First, we consider A parallel runs
of the (1 + 1) EA with A = ©(1). We call the runtime of these parallel runs T and define it as the
minimal ¢t € N such that at least one of A\ processes finds the optimum in t iterations. In other
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words, denoting by T; the runtime of the i-th process, we have

T = min T,
i€[1..)]

We show in the following theorem that T follows a distribution close to + Geom(p) with
p="EEEE 1+ 0(1).

Theorem 26. Let T be the parallel runtime until the optimum of the PLATEAU} function is found
by one of A = O(1) parallel runs of the (1 + 1) EA with an unbiased mutation operator such that

Prll <a<k]= w(n_zkle). Then we have
Pr[T > t] = (1 — p)(1 + (b)),
wherep = W(l +o(1)) ands(t) = o(1) forallt > m, where ¢ is the same as in Theorem .

To simplify the proof of the theorem we first prove the following auxiliary lemma.

Lemma 69. With ¢ defined in Theorem 21| and p defined in Theorem @ we have

1 2
( _8> <e !
1-p -

Proof. First notice that since ¢ € [0, 1], we have /2 < (1 + ¢). Hence, we have

(1—e)e2<(1—-e)(14+e)<1—-e2<1-p,

if n is large enough, since ¢ = w(n/?) and p = O(n~*). By multiplying both sides of the

inequality by es/ngp) and then raising them in power of %, we prove the lemma. O

We are in a position to prove Theorem @
Proof of Theorem @ To have T > t we need all \ processes not to find the optimum in t itera-

tions. Recall that T; is the runtime of the i-th process. Since the processes are independent and
they all have the same distribution of the runtime, we have

A
Pr(T > f] = [ [ Pr[Ti > 6] = (Pr[T > 1)),
i=1
where T is the runtime of the (1 + 1) EA with the same mutation operator. Notice that T is a
subject for Theorem 21 which gives us

PH(T > = ((1+o(1))(1 - p)* +r0)" = (1 - p* (1+

Ift> @, then by Lemma @ we have

2klIn(n)

V(L - o) _

r(t) 1—¢)\ =
STaopr m(l s

’(1 -p)
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< VNe 2™ — o(n*/2)n* = o(1).
Therefore, since we only consider A = ©(1), for these values of t we have
PriT >t = (1-p)*(1+0(1))* = (1 -p)*(1+o0(1)).
O

Unfortunately, we cannot state the same result for the super-constant A\. The root of this
problem is that when we have a super-constant number of points on plateay, the approxima-
tion of the uniform distribution with any other distribution given in Lemma‘@tis not enough.
Namely, the factor of ||x°||; can be no longer (1 + o(1)), when it is raised in a super-constant
power of \.

Nevertheless, we still can analyse the runtime of the (A e A) EA with constant population
size. For this we consider the (A e A) EA with an additional diversity mechanism, which affects
how we break ties when we select individuals to the next population. With this mechanism, in
a case of a tie we select individuals into the next population in the following order.

1) First, we choose individuals from the offspring population.

2) Second, we choose parents whose offspring was not selected into the next population.

3) Finally, we choose other individuals from the parent population.

The idea of maintaining diversity with this mechanism comes from the observation that an
offspring is usually not significantly different from its parent. With these tie-breaking rules
we select a pair of a parent and its offspring into the next population only if there exists another
pair with smaller fitness. This prevents us from selecting two individuals with similar genotype
into the next population, making us prefer individuals with different genotype.

One can see that as soon as all individuals of the (A 7 A) EA reach the plateau, it turns into
A independent runs of the (1 + 1) EA. This happens because when all individuals are already in
the plateau, then in each pair of an offspring and its parent there is at least one individual with
fitness at least n — k, hence, exactly one of them satisfies one of the first two rules. This leads us
to the following theorem.

Theorem 27. Let A = O(1) and let T be the runtime of the (\ i A) EA with the described diversity
mechanism on PLATEAU if it starts with the whole population on the plateau. If the (\ 3 A) EA uses
an unbiased mutation operator such that Pr[1 < a < k| = w(n’zk%z), then we have

Pr[T >t = (1 - p)™(1 +s(t)),

wherep = w(l +o0(1)) and s(t) = o(1) forall t > m, where ¢ is the same as in Theorem .

Finally, we note that the (A i A) EA with A = ©(1) reaches the plateau with at least
one individual in O(n”%li—2 log(n)) iterations (see Subsection R.2.4). Then the individual in the
plateau creates an offspring lying in the plateau with probability Q(n‘l_zklf—z), and therefore, all

population reaches the plateau in at most AQ(n”ﬁ) = Q(n”zklfz) iterations. By Theorem
this time is much smaller than the time the algorithm spends on the plateau.
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3.6 Conclusion of Chapter

In this chapter we developed a new method to analyze the runtime of evolutionary algo-
rithms on plateaus. This method does not depend on the particular mutation operator used by
the EA as long as there is a sufficiently large probability to flip a single random bit. We performed
a very precise analysis on the particular class of plateau functions, but we are optimistic t
similar methods can be applied for the analysis of other plateaus. For example, Lemmas
and 68 remain true for those plateaus of the function XDIVK (that is defined as | ONEMAX(x) /k|
for some parameter k) that are in a constant Hamming distance from the optimum ( these
are the plateaus which contribute most to the runtime). That said, the proof of Lemma 66 would
need to be adapted to these plateaus different from the one of our plateau function. We are
optimistic that this can be done, but leave it as an open problem for now.

The inspiration for our analysis method stems from the observation that the algorithm
spends a relatively long time on the plateau. So regardless of the initial distribution on the
plateau, the distribution of the individual converges to the conditional stationary distribution
long before the algorithm leaves the plateau. This indicates that our method is less suitable to
analyze how evolutionary algorithms leave plateaus which are easy to leave, but such plateaus
usually present not bigger problems in optimization.

Overall, we are optimistic that our main analysis method, switching between the level
chain and the individual chain, which might be the first attempt to devise a general analysis
method for EAs on plateaus, will find further applications.

The precision of the obtained results allowed us to estimate the distribution of the

population-based (A 3 A) EA with a diversity mechanism. However, it is still an_open ques-
ion how the mor 11cated EAs like perform on plateaus. A series of works [, @? , 138,
, 13, 121} @Q @(]) analyzing the runtime of various versions of the (1 + \) EA, (i, \) EA,
and (1 + (A, >\ GA on ONEMAX show that these algorithms quickly reach the plateau of the
PLATEAU functlon but it is currently not clear how to extend our method to get sharp runtime
estimates also for the part of the process on the plateau. Likewise, it is not clear how our methods
can be extended to algorithms that dynamically change their parameters [], because here in
most cases the relevant state of the algorithm not only consists of the current search point(s). Fo
hyper-heuristics, we could show two elementary results, but again, as discussed in Section 3.4.4,
for most hyper-heuristics our general result cannot be applied. By analogy with jump functions,
crossover-based algorithms should be efficient on plateaus, especially the ones using different
diversity mechanisms [20]. However, these algorithms are more complicated, and even on jump
functions there are no asymptotically tight bounds on their runtime. This suggest that studying
their behavior on plateaus might be even more complicated. Given that plateaus of constant
fitness appear frequently in optimization problems, we feel that the open questions discussed in
this paragraph are worth pursuing in the near future.
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Chapter 4 The Methods for Analysis of the Crossover-Based Algorithms

In this chapter our focus is on the analysis of a relatively new algorithm—the
(1 + (X, A)) GA proposed in [Ell]. This algorithm is of a special interest for us, since it not
only uses non-trivial populations, but also the crossover operator. Being the first crossover-
based algorithm which can solve ONEMAX in a linear time, this algorithm requires a non-trivial
parameter control methods to reach its best efficiency. In [[11]] it was shown that the parameter
control technique used to obtain a linear runtime on ONEMAX does not work well on the MAX-
3SAT instances and needs additional adjustment for a reasonable runtime. On the other hand,
in [] it was empirically observed that such an adjusted version of the (1 + (A, \)) GA does not
work well when the distance to the optimum is small (e.g., in case of re-optimization after a
small change of a fitness function). This raises a question if there exist a more universal way of
a dynamic parameter choice for the (1 + (A, \)) GA.

In this chapter we propose a modification of the (1 + (A, \)) GA which we call the heavy-
tailed (1 + (A, \)) GA. This modified version simply chooses the parameters of the algorithm in
each iteration from the power-law distribution. Our analysis of this algorithm on the ONEMAX,
LEADINGONES and JUMP; functions shows that simple way of the dynamic parameters choice
can be surprisingly effective. We also show that variation of the parameters of the power-law
distribution does not have a strong impact on the runtime, hence it is fair to call the heavy-tailed
(1 + (X, A)) GA a parameterless algorithm.

Previously the (1 + (A, \)) GA has not been analysed neither on LEADINGONES, nor on
JUMPy, so we also derived the runtime of the standard (1 + (A, \)) GA with static parameters
on these functions. From the analysis on the LEADINGONES we see that the (1 + (A, \)) GA
struggles from the weak fitness-distance correlation of the optimized function, however, it does
not become worse than the standard mutation-based algorithms. The study of the (1 + (A, \)) GA
on JuMP, showed that the standard parameter setting of the algorithm can be not optimal when
we optimize non-unimodal functions (in the same manner as it was shown in [57] that the
standard recommendation to use mutation rate % does not work well for JUMPy).

From the technical point of view our analysis is not too complicated (compared to the
previous chapters), however to deliver the runtime on LEADINGONES we had to develop a new
drift theorem which can deliver tail bounds under additive drift. This new theorem resembles
some of the results in [], being less general while easier for the application.

The structure of thjs chapter is as follows. First we describe the heavy-tailed
(I+ (X A) GA in Section Then we analyse it on ONEMAX function and provide its
empirical comparison with its natural competitors on ONEMAX and on MAX-3SAT instances
used in [] in Section #.2. We proceed with analysis of the (1 + (A, \)) GA_wijth static param-
eters and of the heavy-tailed (1 + (A, \)) GA on LEADINGONES in Section starting it with
stating and proving our new drift theorem. Finally, in Section #.4 we analyse the (1 + (A, \)) GA
with static parameters on jump and then propose a slightly different version of the heavy-tailed
(1 + (A, A)) GA for the non-unimodal functions in Section @
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4.1 Heavy-tailed (1 + (A, )\)) GA

It is often cited as a strength of evolutionary algorithms (EAs) that by setting the param-
eters right the algorithm can be adjusted to the particular problem to be solved. However, it is
also known that this process of optimizing the parameters is time-consuming and needs a lot of
expert knowledge.

The theoretical research in this field (see, e.g., [H, , @, 112]) has contributed to this
challenge via mathematical runtime analyses for general parameter values which allow to un-
derstand the influence of the parameter on the performance and to derive optimal parameter
values. Examples (already discussed in the previous chapters) include (i) the works of Jansen,
de Jong, and Wegener [@] as well as Doerr and Kiinnemann [49], which determine the runtime
of the (1 + \) EA on ONEMAX for general value of \ and from this derive that a linear speed-up
exists only for \ = O(%), (ii) Witt’s analysis [138] of the runtime of the (; + 1) EA
for general values of ;1 on the LEADINGONES benchmark, which in particular shows that for
i1 = O(logn) a larger parent population does not lead to an asymptotic slow-down of the algo-
rithm, or (iii) the results of Lehre [96, 95] and many follow-up works, which for many non-elitist
algorithms determine asymptotically precise thresholds for the selection pressure that separate
a highly inefficient regime from one with polynomial runtimes.

Concerning the mutation rate p of the standard bit mutation operator for bit strings of
length n, which is one of our main objects of interest in this chapter, a large number of classic
results suggests that a value of p = 1 or close by is a good choice. We note that a mutation rate
of p =  means that on average a single bit is flipped. The recommendation p = % can already be
found in [5, 108]. Rigorously proven results show, among others, that only p = O(%) can give an
O(nlogn) runtime of the (1 + 1) EA on ONEMAX [67]], that the asymptotically optimal mutation
rate for the (1 + 1) EA on LEADINGONES is approximately p = 122, that p = (1 + 0(1))2 is the
asymptotically best mutation rate of the (1 + 1) EA for all pseudo-Boolean linear functions [139],
that only a mutation rate below -, where c is a specific constant, guarantees a polynomial runtime
of the (1 + 1) EA on all monotonic functions [59, 100], and that (1 + o(1)): is the optimal
mutation rate for the (1 + ) EA on ONEMAX when A is small [75].

In the light of this previous state of the art, it came as a surprise when Doerr, Le,
Makhmara, and Nguyen [57] determined the runtime of the (1 + 1) EA on jump functions for
general mutation rates and observed that here much higher mutation rates were optimal. It
showed that for this multimodal benchmark function the insight gained on unimodal functions
like ONEMAX, linear functions, or LEADINGONES do not apply. The optimal mutation rate for
JUMPy was found to be (1 + o(1))%. The work [57] also showed that deviating from this op-
timal rate by a small constant factor already leads to a runtime increase by a factor of e®®),
Consequently, the choice of the mutation rate for this problem is truly delicate.

To overcome this difficulty, the use of a random mutation rate chosen according to a
heavy-tailed distribution, more specifically, a power-law distribution with exponent 5 > 1, was
suggested. This mutation operator, called fast mutation in agreement with previous uses of heavy-
tailed distributions in continuous evolutionary computation, samples a random number o €
[1..[2]] with probability proportional to a~” and then flips each bit independently with rate 2.
Each application of this operator independently samples a new value of «.

The main result in [57] is that the (1 + 1) EA with this mutation operator for all k opti-
mizes JUMP, in a time that is only by a factor of O(k”~°%) larger than the time resulting from
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Algorithm 5 — The heavy-tailed (1 + (A, \)) GA with power-law exponent /5 and upper limit u
maximizing f: {0,1}" - R
1: x + random bit string of length n
2: while not terminate do
Choose ) from [1..u] with Pr[\ =i] ~i~#
Mutation phase:
Choose ¢ ~ Bin(n,p)
foriec [1..\] do
x® < a copy of x
Flip ¢ bits in x) chosen uniformly at random
end for

© ® NI R

77777

Crossover phase:

10: foriec [1..\] do

11: Create y) by taking each bit from x’ with probability ¢ and by taking it from x with
probability (1 — ¢)

12: end for

13ty < argmax,. o 0 f(2)

14: if f(y) > f(x) then

15: X<y

16: end if

17: end while

standard bit mutation with the optimal rate. Given that missing the optimal rate (which is only
accessible when knowing k) by a small constant factor already incurs a runtime increase by a
factor of e?®), the O(k®~%°) price for having a one-size-fits-all mutation operator appears to be
a good investment. From the asymptotic point of view [ should be taken arbitrarily close to 1,
but the experiments conducted in [57] suggested that § = 1.5 is a good choice. Both theory and
experiments showed that the choice of § is not overly critical. For this reason, it is fair to call
fast mutation a parameterless operator.

Since the fast mutation operator is nothing else than a random linear combination of
standard bit mutation operators with rates &, a = 1,..., | 7], it is not surprising that the resulting
runtime is higher than the one from the best of these individual operators. Rather, it is surprising
that by simply averaging over the available options, one comes relatively close to the optimum,
and this in a scenario where for static rates a small deviation from the optimum leads to a
significantly increased runtime.

The reason why the fast mutation is so effective on JUMP is that it has a probability of at
least Q(k=(=05)) to choose a mutation rate close to the optimal one, while we are not punished
for missing the right rate. We find such behavior also profitable in a different situation. Namely,
it was shown in [33] that when we optimize ONEMAX with the (1 + (A, \)) GA, the optimal value
of \ grows as we approach the optimum. However, if we miss the optimal ), we are still likely to
have some progress. Hence, it is natural to choose parameter A\ from a power-law distribution.
Hence, we come up with a modification of the (1 + (A, A\)) GA shown in Algorithm é
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4.2 Runtime Analysis of the Heavy-Tailed (1 + (A, \)) GA on ONEMAX

The main result of this section is that not only the use of the heavy-tailed parameter choice
in the (1 + (A, \)) GA relieves us from finding a good mutation rate, but surprisingly we can even
obtain a runtime that is faster than the runtime of the (1 + (A, \)) GA with any fixed mutation
rate: If the power-law exponent [ satisfies 2 < § < 3, then the heavy-tailed (1 + (A, \)) GA has
an expected runtime of O(n) on ONEMAX.

We note that a linear runtime of the (1 + (A\,\)) GA on ONEMAX was obtained earlier
with a self-adjusting choice of the mutation rate based on the one-fifth rule []. While this
worked well on ONEMAX, experimental [76] and theoretical [] studies on MAX-3SAT instances
showed that this approach carries the risk that the population size ) increases rapidly because
the problem structure may just not allow a one-fifth success rate, regardless how large A is.
Since this behavior increases the time complexity of each iteration, it leads to a significant
performance loss. Such problems, naturally, cannot arise with the static behavior of the fast
mutation operator.

Via an empirical study, we show that the fast mutation operator indeed without any
modification also solves well the MAX-3SAT instances for which the one-fifth rule variant of the
(1 + (A, \)) GA did not perform well in [] (unless enriched with a suitable cap on \). However,
our study also shows that on ONEMAX itself, the self-adjusting (1 4+ (\, A\)) GA is by a constant
factor faster than the heavy-tailed (1 + (A, \)) GA. Since the runtime loss from a degenerate
behavior of the one-fifth rule version of the (1 + (A, \)) GA can be large (due to the population
size of order n), we draw from these results the recommendation to use the more robust heavy-
tailed (1 + (A, \)) GA on a novel problem rather than the self-adjusting (1 + (A, \)) GA.

4.2.1 Runtime Analysis

In this section we prove upper and lower bounds on the runtime of the heavy-tailed
(1 + (M \)) GA on ONEMAX.

Upper Bound

Our goal in this subsection is to prove an upper bound on the number of fitness evaluations
taken until the heavy-tailed (1 + (A, \)) GA finds the optimum of the ONEMAX benchmark. Since
it is technically easier, we first regard the number of iterations until the optimum is found. For
algorithms with fixed population sizes, such a bound would immediately imply a bound on the
number of fitness evaluations (namely by multiplying the number of iterations with the fixed
number of fitness evaluations per iteration). For the heavy-tailed (1 + (A, A\)) GA using a ne
sampled value of ) in each iteration, things are not that easy, but Wald’s equation (Lemma %’)'
allows to argue that multiplying with the expected number of fitness evaluations per iteration
gives the right result.
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We start by showing that for reasonable parameter values, the optimum is found in a
linear number of iterations.

Theorem 28. If § € (1,3) and u > Ins 7 (n), then the expected number of iterations until the heavy-
tailed (1 + (A, \)) GA finds the optimum of ONEMAX function is O(n).

hen § > 2, the expected number of fitness evaluations per iteration is constant (see
Lemma f). With this observation and Wald’s equation, we obtain the following estimate for the
runtime.

Theorem 29. If § € (2,3) and u > lnﬁ(n), then the expected number of fitness evaluations until
the heavy-tailed (1 + (A, \)) GA finds the optimum of ONEMAX function is O(n).

We start with ﬁe proof of Theorem @ For the readers’ convenience we split the proof

into Lemmas and [71]. The first lemma is essentially an interpretation of Lemma 7 in [33].

Lemma 70. If A\ < (

optimum, then the probability pa)()) of increasing the fitness in one iteration is at least

Cd(x))\z,
n

, Where d(x) is the current distance between the current individual x and the

where C > 0 is an absolute constant. If A > d( 5 then this probability is at least C.

Proof. By [, Lemma 7], the probability of a true progress py () is at least

where C’ > 0 is an absolute constant. By Lemma E we have

2

A% d(x)\2
d(x)\ 2
/ _ _ 2\ /__ 2n
pd(x)()\) Z C 1 ( n ) Z C 14 (x)AZ

If A <, /%, then we have pd(x)()\) C’d . Note that C := < is an absolute constant as well as

C.IfA> | /35, then py(A) >¢ =C.

Since Lemma 7 in [] is formulated for A > 2 only, we also note that for A = 1 the
algorithm essentially performs an iteration of the (1 + 1) EA. Therefore, the probability for a
progress in this case is at least d("). O

Lemma 71. Let 5 € (1,3). Then the probability p4) of having progress in one iteration given that
the current distance to the optimum is d(x) is at least

c(p U

n

where U = min{u, , /ﬁ} and C([3) is some constant independent of n.
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I6] u< T’;) u> @
<1/ (‘“’;3“2) Q1)
-1 /|0 <nd1(;2§‘:)> Q (ﬁ + (1 - %))
(1,3) | @ (d(x)f*ﬁ) O ( ﬁl—ﬁ)
-3 o (d(x) lfg(u)) 0 (lof,f}léf)fﬁ)))
>3 0 (%)

Table 2 — The probability py) to increase fitness in one iteration for various values of parameters
feRandu e N

Proof. By Lemma @ we have

u LU] _
~ d(x)\2=7
Pac) = Y, Caud"Pawm(N) = CouC Y %
A=1 A=1
LUJ
d
A=1
If U > 2, then by Lemma H we have
LUJ _ _
> N> Chiit 5122 s 5 Sy
A=1 3-5 3-5
Otherwise, when U < 2 we have
LUJ 1
YN 1=UP P 2 20 > S U
A=1 4
Finally, we estimate
LUJ
d(x
Pag) > cm% > A
A=1
1d(x), 5 d(x)U3-#
> CpuC-——U P = C(B)————
= Lgu 4 n (ﬂ) n

with C(3) == 1C;,C.
0

In order to show a full picture we also compuyted the values of py() for a wider range of
parameters u and 3. The results are shown in Table P. We omit the proofs, since they are similar
to the proof of Lemma E|

We are now ready to prove Theorem @
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Proof of Theorem @ By Theorem 3 we estimate the upper bound on the expectation of the run-
time T; (in terms of iteratjons) as the sum of expected times until the algorithm leaves each
fitness level. By Lemma [71 we have
1
d(x)=1 Dd(x)

E[T) <

1 L%J n \/7,3 1
3—5
C(B) d(x)=1 d(x)u Ln/uzj +1 X

By Lemma EI we estimate the first sum

|n/u?|
Z " n(in(f) +1) nlnm@+1) o0

w5 = 1In(n)

1
where in the last inequality we used the assumption u > In3-7 (n). By Lemma EI we estimate the
second sum as follows.

n 51 n 51
n n
- < -
> aw = 2 Vaw
d()=|n/u2]+1 d(x)=1
n 3-8
B—1 B—1 B—1 n 2z
<n?z: dx)" 2 <n=z = O(n)
Therefore, we have
1
E|T;| < —(0O(n) +O(n)) = O(n). O]
[’]_C(ﬁ)(() (n)) = O(n)

We are now in position to prove Theorem @

Proof of Theorem @ Let {\:}:cn be a sequence of random variables, each following the power-
law distribution with parameters g and u. We can assume that for all t € N the heavy-tailed
(14 (A, X)) GA chooses A\ = ), in iteration t. Since the cost of one iteration is 2\ fitness eval-
uations (A for the mutation phase and ) for the crossover phase), the total number of fitness
evaluations Ty has the same distribution as S_" 1 2. We aim at proving that the sequence (\¢)sen
and T; allow to use Wald’s equation (Lemma 20). We show that conditions (1)—(4) of this lemma
are satisfied.

1) All )\; have the same expectation, which is finite by Lemma H

2) The event T; > tis independent of the outcome of ), which implies that for alli € [1..u]

we have Pr[T; > t | A\; = i] = Pr[T; > t|. Therefore, we have

u
E[At]l{TIZt}] - ler[)\t = l] Pr[TI Z t | At = l]
i=1

= Pr[T; > Z iPr[\ = i| = Pr[T; > tE[\.
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I6] E[T/] E[Tr] = 2E[T1]E[)]
1 ( ) ifu > /In(n) o(nu*=*) ifu > /In(n)
< O(%logh%) ifu</In(n) O (u’nlog %) ifu< /In(n)
_q O(nlog(u)) ifu > /In(n) O(nulog(u)) ifu > \/In(n)
N O (% log (&)log(u)) ifu< /In(n) O (2log (%)log(u)) ifu</In(n)
(1,2) 1 O(nu*~?) if u > In%7 (n)

; 0(n) ifu> lnﬁ (n) 0(2log (%)) ifu< In57 (n)
L, O (g5 log (7)) ifu<In3=(n) O(nlog(u)) if u > In77 (n)
N o (”1°g(“) log (%)) ifu < In™7 (n)

2.3) o(n) n ifu> ln?’:ij(n)

O (Zt5log (%)) ifu<In®=7(n)
_3 O(nloglog(u)) ifu> NG O(nloglog(u)) ifu> R
- 0 (log(u) log (% )) if u < pERE [0) (log(u) og (% ) if u < nAnm
>3 O(nlog(n)) log(n))

Table 3 — Upper bounds on the expected number of iterations and expected number of fitness evalu-
ations for different values of 5 and u. The last column is calculated by Wald’s equation in the same
manner as in Theorem

3) By the previous condition we have

+oo +oo
Y ElAd - Lrzg] = ) Pr(Ty > fE(\] = E[NE[T],
t=1 =1
since for all t € N we have E[\,] = E[\]. By Theorem @ and Lemma H, both E[)\] and
E[T] are finite, hence their product is finite as well.
4) By Theorem 28 E[T] is finite.
Thus, by Wald’s inequality we have

E[T§] = E[T1]E[2)].
By Theorem @ we have E[T;| = O(n) and by Lemma H we have E[\] = O(1). Hence, we conclude
E[Tr] = O(n) - ©(1) = O(n). O

Although we are mostly interested in 5 € (2,3) and reasonably high upper limit u, a
reader might find it interesting to see the upper bounds for the runtimes yielded by different
parameters values.

For this reason we show the estimates for E[T;] and E[TF] for a wider range of paramet
values in Table 3. We omit the proofs, since they generally imitate the proofs of Theorems @
and

In the proofs of Theorems @ and @ we aimed at delivering only asymptotical upper
bounds disregarding the leading constant in order not to reduce the readability of the paper.
However, for the complete picture, without proof we estimate the leading constant derived from
our arguments.

Recall that C(3) = £5C3,C'. From the proof of Lemma 7 in [] we can show that C’ which
is used in Lemma 70 is at least (1 — exp(— exp(—3))) ~ 0.0735. For any upper bound u = w(1)
we also have Cs, ~  — 1. Hence, we estimate the upper bound on the leading constant.

1 2\ 126-p8) (5-8)
) (” 3—5) “Bopp-ne Mo ar-1
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Taking into account the leading constant hidden in Lemma H, which is 5= if 8 > 2, we
estimate the upper bound on the leading constant for E[Tr| delivered by Theorem R9 as

(5-7)

BB hp-2)

Lower Bound

In this section we prove the tightness of our upper bounds by showing a lower bound of
)(n) fitness evaluations for the runtime of the heavy-tailed (1 + (A, \)) GA on ONEMAX. This is
a special case of a deeper result [131[], which showed the same lower bound for all comparison-
based algorithms (which the (1 + (A, \)) GA is). For the readers’ convenience, we give an ele-
mentary proof as well.

Theorem 30. The expected runtime of the heavy-tailed (1 + (A, \)) GA with parameter § € R and
any upper limit u € N on the ONEMAX function is at least )( E[M) iterations, where E|)\| is estimated

as in Lemma P, and )(n) fitness evaluations.

Proof. The progress in one iteration cannot be greater than the number ¢ of bits which we flip in
each mutant, since we cannot obtain more than ¢ new one-bits in the winner x’ of the mutation
phase. Therefore, after we have sampled ), the expected progress is

E[fly) = f(x) | | S E[( | A] = A,

The expected progress in one iteration thus is

Efly) - ZPr JEIf(y) — fx) | A = 1] < E[A].

Let xo be the initial individual. Since it is chosen uniformly at random, its expected
fitness is E[f(xo)] = 5. Hence, by the additive drift theorem [] the expectation of the number
of iterations T; before the algorithm finds the optimum is at least

n—E[f(xo)] n
E[\]  2E]\’

E[T]] >
Now we can use Wald’s equation as we did in the proof of Theorem @ We obtain

B[Ty] = EITIF2)] 2 55

-2E[\] =n. O

4.2.2 Experiments

In order to estimate the leading constant in the runtime of the heavy-tailed (1 + (A, \)) GA
with a heavy-tailed choice of A and to compare it with its natural competitors on more practical
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problems we performed a series of experiments. We compared our algorithm with standard
mutation-based algorithms, namely randomized local search (RLS) and the (1 + 1) EA with a
standard bit mutation, as well as with the (1 + (A, A\)) GA with controlled \ according to the
one-fifth rule []. We have also considered the version of the (1 + (A, \)) GA with the one-fifth
rule with an upper limit of 21In(n + 1) on the value of ), introduced in [11], since it showed a
much better performance on the MAX-3SAT problem than without this upper limit. In all the
adaptive versions of the (1 + (A, \)) GA, the initial value of \ is set to 1.

Since according to our theoretical results the runtime is linear for all g € (2, 3), we were
also interested in finding the most appropriate value from this interval. We tried the values of
B3=21,2.3,25 27 and 2.9.

For all runs we slightly modified the algorithms to avoid counting absolutely useless fit-
ness evaluations. The particular changes are as follows.

+ Inthe (1 + 1) EA, if the standard bit mutation flips zero bits, then we continue resample

offspring until one or more bits are flipped.

+ In all versions of the (1 + (A, \)) GA, we (re-)sample ¢ until ¢ # 0. In the crossover phase,
the attempts to sample an individual identical to the parent x are repeated (without
evaluating the fitness of a copy), and the attempts to sample the individual identical to
the mutation-best offspring x’ do not count towards the number of fitness evaluations.
Additionally, x’ also participates in the selection of the best among x and the crossover
results y'). When there is a tie, then the crossover winner has a higher priority than x’.

We consider these natural modifications instead of the original algorithms in this section,
since we are sure that anyone implementing these algorithms for solving practical problems
would do the same. For a practitioner it does not make sense to waste fitness evaluations on in-
dividuals which are identical to their parents, while in theoretical works these are often counted
since constant factors are often ignored. We note that similar modifications of algorithms were
called practice-aware in [115]. We note that there are much more ways to tune the runtime of
the (1 + (A, \)) GA in a practical application, see, e.g., [76]. In contrast to the modifications
described above, for these it is not clear to what extent they are useful in general or only for
particular problems. For this reason, we did not consider them in our experimental study.

Clearly our theoretical results from Section 4.2.1| apply to these mildly modified algo-
rithms. For the upper bounds it is enough to note that by resampling identical individuals and
by having x’ participate in the selection, the probability to have a progress in one iteration only
increases. Thus, repeating the arguments from Theorem P8 we obtain the same upper bound
on the expected number of iterations. Since our implementation does not affect the choice of
), its expected value E[)\] stays the same. The cost of one iteration is at most 2\ (but can be
smaller). Thus, by Wald’s equation obtain the same upper bound on the expected number
of fitness evaluations as in Theorem R9. For the lower bound we use the same arguments as in
Theorem 30, with the only change that since we cannot choose ¢ = 0, we have

B A P
IR

E[t| Al

9

which still gives us a lower bound of (2(n) fitness evaluations.

The experiments were performed on the ONEMAX function and on random satisfiable
instances of the MAX-3SAT problem, that is, the problem of maximizing the number of satisfied
clauses in a Boolean formula represented in the conjunctive normal form. The second problem
was chosen for two reasons. First, it is a more practical problem than ONEMAX, second, there are
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already theoretical and empirical results for the (1 + (A, A)) GA on this function (see []). For
this problem, the number of clauses was chosen to be 4nlnn for the number of variables n. An
all-ones bit string is assumed to be a planted optimal solution; this is without loss of generality,
as all considered algorithms are unbiased. For each clause, three participating variables and
their signs (i.e. whether it is inverted or not) are sampled uniformly and independently until this
clause is satisfied by the planted solution. Note that these are easy instances of the MAX-3SAT
problem, so the presented results on this problem should not be considered as if the proposed
algorithms are competitive in solving this problem in general. However, these instances have a
lower fitness-distance correlation, which makes them harder in particular for the (1 + (A, \)) GA.

In our experiments we chose the problem sizes n to be powers of two, so that the asymp-
totic behavior of the algorithms is easier to investigate visually. For ONEMAX, we limit the
problem size to 222, and for MAX-3SAT, the upper limit is 2!°. These sizes were derived from
the affordable computational times. To allow also these high problem sizes, we used incre-
mental fitness evaluations to save computational time without affecting any other aspect of the
experiment. We did not reach the size of 22° on MAX-3SAT as in [11[], because the incremental
fitness evaluations have a weaker impact on algorithms with fast mutation. For each algorithm,
each problem setting, and each problem size, 100 independent runs were performed. For the
MAX-3SAT problem, a new random instance was created for each run.

The results are shown in Figures and . In both figures the x-axis indicates the
problem size in a logarithmic scale, and the y-axis indicates the ratio of the runtime to the
problem size. In this visualization a linear runtime results in a horizontal plot and any runtime
in ©(nlogn) gives a linearly increasing plot.

In Figure 10 we show the results of the runs on the ONEMAX function. If we do not
consider 5 = 2.1, which turns out to be too small (and therefore gives a too large expected value
of \), then all versions of the heavy-tailed (1 + (), \)) GA start outperforming the (1 +1) EA
already at population size n = 21° and then outperform RLS at n = 22° or earlier. Recalling the
discussion after the proof of Theorem P8 we note that our estimate of the leading constant in
the runtime is way too pessimistic, otherwise we would have no chance to outperform RLS on
these problem sizes.

The one-fifth rule shows a much better performance and yields a runtime of the
(1 + (X, \)) GA which is close to linear already at n = 2!°, independently of the upper bounds on
the choice of \. The plots for the heavy-tailed choice of A do not look horizontal, but they show
a strongly marked tendency that they will do it at larger population sizes. The runtimes for all
[ except 5 = 2.1 are quite well concentrated, as well as the runtimes of the (1 + (\, \)) GA with
the one-fifth rule, in contrast to the runtimes of the (1 + 1) EA and RLS. We have no results for
3 = 2.1 for population sizes n > 22! and for 3 = 2.3 for n > 222, since they were too expensive
(in terms of computational resources) and most likely not too insightful.

Regarding the runtimes of the (1 + (A, \)) GA with fixed values of )\ one can see that the
heavy-tailed (1 + (A, \)) GA performs roughly similarly. With 5 = 2.5 it manages to outperform
the optimal and close-to-optimal fixed A (which were computed in []) when the problem size

n > 22°, Note that the theoretically asymptotically optimal \ = M (delivered in [])

Inlnln(n
is outperformed by different static values of \ at these population sizes.

Figure [11 shows the results of the experiments on the MAX-3SAT problem. As previously
shown in [], large values of A\ can be harmful. For this reason, the (1 + (A, \)) GA with the
unbounded one-fifth rule is outperformed already by the simple (1 + 1) EA. The authors of []
proposed to limit the value which \ can take by 2In(n + 1), which helped to outperform RLS
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Figure 10 — Mean runtimes and their standard deviation of different algorithms on ONEMAX bench-
mark problem. By )\ € [1..u] we denote the self-adjusting parameter choice via the one-fifth rule in the
interval [1..u]. The indicated confidence interval for each value X is [E[X] — o(X), E[x] + o(X)], where
o(X) is the standard deviation of X

on this problem. As we see in Figure , the heavy-tailed (1 + (A, \)) GA is quite efficient even
without an upper limit on ), except when 5 = 2.1. All other values of 5 managed to outperform
the (1 +1) EA and the (1 + (A, \)) GA with the one-fifth rule without the upper limit on A
(however, for § = 2.3 the advantage is not very clear), but none of them outperformed RLS
or the (1 + (A, \)) GA with the one-fifth rule with a logarithmic cap on A. The runtimes of all
algorithms are super-linear according to the plots.

Summing up, from the results of the experiments we conclude the following three points.

+ The heavy-tailed (1 + (A, \)) GA performs better than the mutation-based algorithms on
ONEMAX and it is not significantly outperformed on MAX-3SAT.

« It is more universal than the (1 + (A, \)) GA with the one-fifth rule, since it works well
even without limiting A\. Such limits might be problem-specific, e.g. with a logarith-
mic limit which is beneficial when solving MAX-3SAT, it may be hard to leave a local
optimum with a large basin of attraction.
+ The choice of $ does not play a big role as long as it is not too close to the borders of the
interval (2, 3). Taking  between 2.5 and 2.7 might be a good general recommendation.
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Figure 11 — Mean runtimes and their standard deviation of different algorithms on MAX-3SAT
instances with 4nln(n) clauses. By A € [l..u] we denote the self-adjusting parameter choice via
the one-fifth rule in the interval [1..u|. The indicated confidence interval for each value X is
[E[X] — 0(X),E[x] + o(X)], where o(X) is the standard deviation of X

4.3 The Runtime Analysis of the (1 + (A, \)) GA on LEADINGONES

What has not been regarded so far, and what is the topic of this section, is how the
(1 + (A, A)) GA performs on functions which have a weak fitness-distance correlation. The nat-
ural first example to regard for such an investigation is the classical LEADINGONES benchmark
function. This function is still easy in the sense that it is unimodal, that is, from every search
point there is a path to the optimum such that each edge on this path refers to a one-bit flip
increasing the fitness. However, the fitness-distance correlation is low, since all bits to the right
of the left-most zero have no influence on the fitness.

This immediately suggests that the (1 + (A, A\)) GA could have some difficulties to optimize
LEADINGONES. To make progress when optimizing LEADINGONES, it is necessary to flip the left-
most zero-bit (“critical bit”). However, as soon as a one-bit to the left of it is flipped, which is
likely when using a large mutation rate, the critical bit has no influence anymore on the fitness.
Hence there is no reason why the mutation winner should have a good chance to have the critical
bit set to one.

Surprisingly, transforming this intuitive consideration into a rigorous proof turns out to be
quite non-trivial (we sketch the difficulties and our solutions before the proofs), but we manage
to show that the (1 + (A, \)) GA on the LEADINGONES function indeed does not profit from the
faster exploration that was aimed at with this algorithm. On the positive side, we can also
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show that the (1 + (A, \)) GA is still asymptotically as efficient as many classical evolutionary
algorithms.

The main result of this section is that the runtime of the (1 + (A, \)) GA with standard
parameter setting p = A\/n and ¢ = 1/\ for any population size A\ < n/2 finds the optimum of
the n-dimensional LEADINGONES function in an expected number of ©(n?/)) iterations, which is
equivalent to an expected number of ©(n?) fitness evaluations. The latter bound on the number of
fitness evaluations is also valid when the value of )\ is chosen in an arbitrary dynamic manner,
including the choice from a power-law distribution with u < 7. We note that values for A
that are greater than n/2 in the standard parameterization do not make much sense for the
(1 + (X, A)) GA, since the mutation rate p is set to p = A\/n. Hence a A-value greater than n/2
gives a mutation rate larger than 1/2, which is generally considered to be ill-natured.

In the light of the runtimes of the natural competitors described in Subsection [1.4.3 we
see that the (1 + (A, \)) GA also in the absence of a strong fitness-distance correlation can be a
competitive optimization algorithm. It may lose its particularly efficient faster exploration, but
even then it competes well with the classical evolutionary algorithms.

As a side result we prove a variant of the additive drift theorem for lower bounds that
comes with a tail bound (Theorem with a more general Theorem ). Such a result was
given previously in [92], however, it used a notion of sub-Gaussian processes and was not easy
to apply in_this work. The differences with those previous results are discussed in details in
Subection #.3.1.

4.3.1 Additive Drift with Tail Bounds

In our proofs we face the need to give an upper bound on the runtime of some process
that has a drift of at most some ¢ towards its goal. Namely, we want to argue that the difference
between best-so-far fitness (which can be greater than the current fitness f(x) if it was obtained
in the mutation phase) and f(x) does not exceed 7 for long enough with high probability. For
these reason, we prove the following theorem.

Theorem 31 (Additive drift with tail bounds). Let X;, t = 0,1,2,... be integer-valued random
variables that describe some stochastic process over some state space. Let X, = a and let T be the first
time when X, is at least some b > a. If there exist 0 > 0 and r > 0 such that for all j € NE we have

. r
Pr[XH-l _Xt =] | X07 s aXt] < (1 + 5)]a
then with
o 2490
© T oIn(1+9)
we have

Pr [Tg (bz_ga)] Smax{4,r(22i5)} . <bz_€a) (1+%)_bza.

10Here and further in the paper by the set of natural numbers N we mean the set of all positive integers {1,2,...}.
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Note that the random variable X; considered in this theorem can have a positive drift of
at most

—+00

Ax < ijr[Xt—i-l X =j| Xo,..., X
j=1

+oo
. r(1+9)
< - = .
= ]Zlf (1+0y 52

Hence, ¢, as defined in the theorem, is at most by factor

% greater than the drift of X,.
2

To prove Theorem 31 we first formulate and prove the following more general theorem.

Theorem 32. Let X, t = 0,1,2,... be a real-valued random process. Let X, = a and let T be the
minimal t such that X; > b for some b > a. Let Y, = X; — <t with some ¢ > 0. If there exist v > 0 and

p > 1 such that

1
EleMn— | X, .. . X] <1 - >

Pr {TS (bz—ga)] < (b ;;)P exp (_M) _

Note that in Theorem 32 one should choose ¢ which is greater than the drift of X,. Other-
wise, we have

then we have

E[ev(YtH—Yt) | Xo... X] > E[y(Yes1 —Y) | Xo... X ] +1>1.

The main argument in the proof of Theorem 32 is the application of the negative drift
theorem (Theorem [1)).

Proof of Theorem . Let Ty be the first time when Y, becomes at least 2£2. If t < 22 and Y, < 2¢
then X, = Y, + et < 2% + 254 = b. Therefore,

(b—a)

39

Pr |:TX <

] gPr[Tyg <b_a)].

2¢
To apply Theorem Ii| to Y; we compute

D = max {1,E[e"+179 | Y, < d]}
teN

1
< max {1,E[e""1 77 | Y, < a]} < max{l,l - —} ~1.
teN p

Finally, by Theorem EI with L := 2 and d := 22 — a = %% we conclude
(b—a)] _(b—a V(b —a)
< < 1.p- e =4
Pr {TY ST o | ST lprexp 5
_(b—ap _b—a
= exp 5 :
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Finally we are ready to prove the main result of this section.
Proof of Theorem . In order to apply Theorem B2 set v := In(1 + %) and compute
E[e’Y(YH»l*Yt)] _ E[eV(XrH*Xﬁs)] _ ef'ysE[e'y(XtHth)]
e < eir
<e PriXi1 — X < 0] + 1:21 (1+0y (47)

<e " (1 +r2§5).

246
5 =

E[e’Y(YH—l*YE)] S exp (_2r2 z;'— 6) (1 —+ rz—_{—(s)

rom the definitions of ¢ and v we have r
Eq. (47) we have

)
1 2490
< — > 1- .
_max{l 4,1 r % }
. — 26
We define p := max{4, 1% }. By Eq. (@) we have
E[e"®n—X)] < 1 — L
N p

Therefore, by Theorem 32 we obtain

b—a

Pr |:Tyﬁ <b2_€a)} < max{4, r(22—i 5)} . (b2—€a) (1 —I—%)z.

Comparison with Existing Tools

= T. Therefore, by Lemma @ and by

(48)

(49)

We now compare our results from Subsection §.3.1] with two similar results presented

in []. The first of them is the following theorem.

Theorem 33 (Theorem 1 in []). Let X, t=0,1,2, ... bereal-valued random variables with finite
expectation and let X, = a. Let T be the first moment in time when X, exceeds some b > a. Suppose

there exist ¢, c > 0 such that for all t we have
1) EX;1 — X | Xo,.... X, T> 1] <eand
2) |Xt —Xt+1’ <c

Then for all s < %% we have

Pr[T < 5| < exp (— (bs_c;sl)z) .
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Unfortunately, this result is not strong enough for our purposes, since we consider a pro-
cess that can perform larger jumps. There is a decent chance that a jump of order 2(log(b — a))
happens in a relatively small number of iterations. Thus, we could only use Theorem 33 with a
super-constant ¢, which would not yield the desired bound on the failure probability.

The second related result from [] uses the notion of sub-Gaussian processes. A random
process X, is called (c, §)-sub-Gaussian if for all t € N and for all v € [0, §] we have

v
EfeXen1=X) | X0 X,] < exp (7) :

For such processes the following result was shown in [].

Theorem 34 (Theorem 14 in []). Suppose X; has a drift of at most ¢ > 0 and (X; — <t) is (c, §)-
sub-Gaussian. Let X, be a € R and let T be the first moment in time when X, exceeds some b > a.
Then for all s < 2% we have

Pr[T < s| < exp <—¥ min (5, b— a)) :

2cs

Generally this theorem satisfies our needs, and could have been used instead of Theo-
rem E in the proof of Theorem 31. However, in order to do so we would have to prove that the
process X; — ct under conditions of Theorem E is (c, d)-sub-Gaussian. To do so we would have
to find some c € R and ¢ > 0 such that for all vy € [0, 0] we had

7*c
E[e"Xei—Xe) | xo . X, < exp (7> . (50)

Compare this to the statement which should be proved in order to use Theorem .

1
EfeXen—X—=e) | 0 X]<1—=. (51)

p
The main difficulty that one can face when applying Theor EII is proving that Eq. (@) holds
for all values of y € [0, 0]. At the same time, to use Theorem B2 it is enough to prove that E )

holds for only one particular value of . This might be crucial, when the left part of Eq. (50) is
not monotonic in .

Theorem 10 in [] proves that all processes with step size which is dominated by some
random variable with geometric distribution are (c, §)-sub-Gaussian and gives exact values for ¢
and 0 which depend on the parameters of that geometric distribution. However, this theorem
does not satisfy our needs, since we consider processes which can make large steps, but only in
direction which is opposite to their goal.

Another reason why we formulated and proved Theorem is that for any (c, d)-sub-
Gaussian process with ¢ < 0 Theorem 34 bounds the probability Pr[T < s] with a value which is
greater than one. This can be overcome by the observation that any (c, §)-sub-Gaussian process is
(c’,9)-sub-Gaussian for all ¢’ > c. For this reason we can consider any (c, ¢)-sub-Gaussian process
with negative c as a (239, §)-sub Gaussian, so that Theorem 34 yields

Pr[T <] < exp (—@) :
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This bound can be made more precise for the processes X;, t = 0,1,2,... such that X, — <t has
a truly negative drift, that is, when the process satisfies conditions of Theorem 32. Notice that
in this setting, if it is possible also to show that Eq. (51)) holds for all smaller positive v (which
means that the process X; — <t is (0, 7)-sub-Gaussian), then the bound yielded by Theorem [34 is

Pr[T < s] < exp (—%) :

which is asymptotically greater than the bound delivered by Theorem @ with any p which is
polynomial in n.

4.3.2 Lower Bound

The main result of this section is the following theorem.

Theorem 35. If A\ < 7, the expected runtime of the (1 + (\,)\)) GA on LEADINGONES is Q(%)

iterations or Q(n?) fitness evaluations.

When proving this result, we have to overcome a couple of technical challenges. One of
these is that it is hard to argue with the fitness of the current solution x. A common argument in
the runtime analysis for the LEADINGONES function is that when the current-best search point
x has a fitness of i, then the first i bits of x are one, the next bit is zero, and all other bits
are independently and uniformly distributed on {0,1}. This argument already appeared in the
seminal runtime analysis paper [67]. It gives a very good understanding of the search process,
which allows very precise analyses of the expected runtime [[7, 125] or even the distribution of
the runtime [54, 26].

The problem in the analysis of the (1 + (A, \)) GA is that not always the best search point
ever generated survives as parent individual. It may well happen that the mutation phase creates
a search point with high fitness i* (which then becomes the mutation winner), but that then the
crossover phase only creates individuals with lower fitness. If one of these becomes the next
parent, say with fitness i, then bit i+ 1 surely is zero, but the bitsi+2, ... ,i" 4+ 1 are not uniformly
distributed in {0, 1}, since they were influenced by the selection in the mutation phase.

The usual way vercome this problem, done first in [@, proof of Theorem 10] and
subsequently in [94, @, 121], 128, 38], is to argue that such bits relatively quickly approach
the uniform distribution. More precisely, the distance to the uniform distribution reduces by
a factor of (1 — 2/n) each round. Hence O(n) iterations, with implicit constant large enough,
suffice to reduce the distance to any small constant. This convergence speed is usually enough
when working with standard bit mutation with the classical mutation rate of 1/n, since it takes
©(n) iterations to find the next fitness improvement.

In our situation, unfortunately, the more aggressive way of mutation together with the
fact that offspring are generated in parallel can imply that a fitness improvement is found much
faster than the time needed to let these bits converge to a near-uniform distribution. For this
reason, we do not see how to use the argument just sketched.

We overcome this problem by not regarding the progress with respect to the fitness of the
current search point x, but with regard to the best fitness ever seen in the run so far. Hence we
denote by fiax(t) the maximum fitness among all search points sampled in the first t—1 iterations
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(so that fiax(t) and f(x) are the fitnesses of the best-so-far and the current search point at the
start of iteration t). As discussed, fnax(t) = n does not mean that the algorithm has reached the
optimum. However, the converse is true, and this is what we need. As soon as the algorithm
reaches the optimum, f,,x(t) must be n. For this reason, a lower bound on the time when f,4(t)
hits n is a lower bound for the runtime as well.

In simple words, our main proof argument will be that when f.«(t) is in the interval
[3n, 2n], its value increases only by O()\/n) in expectation at each iteration, and that this implies
that the expected number of iterations necessary to obtain an fi.x(t)-value larger than 2n is
Q(n?/)\). We encounter some more technical challenges on the way, but to ease reading we shall
discuss them before the proof in which they show up.

The Probability of Successful Mutation

If we denote the current fitness f(x) by i, then in order to generate a better individual
(either in the mutation phase or in the crossover phase) it is necessary that the i + 1-st bit of the
mutation winner x’ is one. We first analyze the probability of this event. We distinguish three
possible outcomes of the mutation phase that lead to this.

1) f(x') < f(x) and the i + 1-st bit is flipped in x'.

2) f(x) > f(x) and f(x) < finax(0).

3) f(x') > fmax(x).

In this subsection we study these three cases separately, in the order listed above. Note that we
do not consider the case when f(x’) = f(x), since it implies that the i + 1-st bit is zero in x'.

Lemma 72. Let i be the current fitness f(x). If i < 3, the probability p,, that f(x') < f(x) and the
i+ 1-st bit is flipped in X' is at most 2.

Proof. If the algorithm has chosen mutation strength ¢ in the mutation phase and f(x') =j < f(x),
then the j+1-st bit is surely flipped in x’ and the other /—1 flipped bits are somewhere in positions
j+2..n|, distributed there uniformly at random. Hence, the probability that the i-th bit is flipped

in X’ is nf_;}l. Therefore, the probability that x’ is worse than x, but the i + 1-st bit is flipped, is
n min{f(x)—1,n—k} k—1
Pu= Prit=K > Pr[f(x’):j|€:k]n_]—__1.
k=2 j=0

Since we assume that i < 3, we have j <i—1 < 2 and thusn —j— 1 > 2. Hence, the
inner sum can be estimated by

min{i—1,n—k}

Y PrfiX)=jl(=K

j=0

k-1
n—j—1

min(i—1,n—k)

<k-1) Y Pr[f<x’>n:/£| (=K




Chapter 4. Analysis of Crossover-based Algorithms 137

_ 4(k — 1).
n
Therefore, we have
Al
Pu< - (k—1)Pr[¢ =k
n=
<Aproq 22D
n n n

Lemma 73. If A < 5, the probability that f(x') > f(x) is at most

Lemma 74. If A\ < I, for all j € N we have the probability py(j) that f(X') > fuax(t) +j is at most

A2 ox  fmax(H)A
2-1n P n '

To prove Lemma @ and Lemma EII, we use the following auxiliary lemma.

Lemma 75. If A < 2, then for allm € [1..\] and all j € N the probability that f(x™) > fuax(t) +j is

at most
A exo [ — max (£) A
2-1n P n

and the probability that f(x'™) > f(x) is at most

%exp (—@) :

Proof. To obtain a mutant x™ that is better than x, one needs to flip the bit in position f(x) +1,
while not flipping a single bit in positions [1..f(x)]. To obtain a mutant x™ of fitness at least
fmax(t) + j one also needs to flip those bits in positions [f(x) + 2..fmax(t) + j] which are zero. To
estimate these probabilities, we recall that by Lemmaﬂ we can assume that x(™ is obtained from
x by flipping all bits independently with probability <.

For the bits in positions [1..f(x)], the probability that none of them is flipped is (1 — 2 /).
The probability to flip the bit in position f(x) + 1 is 2. At this point we already have

Prif(x™) > fix)] < (1 - i)ﬂx) < exp (—M) |

n n n

For the bits in positions [f(x) + 2..fmax(t) + 1] we cannot know neither their value, nor
their probability to be one or zero. For each such bit the probability that it is a one-bit in x™
is g2 + (1 — q)(1 — 2), where q is the probability of this bit to be a zero-bit in x. Since we
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assume that A < 2 then max{2,(1 — 2)} = (1 — 2), hence this probability is at most (1 — 2).
Consequently, the probability that all bits in positions [f(x) + 2..fmax(t) + 1] are one-bits in x™ is
at most (1 — 2 )fmax(0~0),

Finally, if j > 1, there are (j — 1) bits in positions [fm.x(t) + 2..fmax(t) + j] and they are
independently and uniformly distributed in {0, 1}. Thus the probability for each of them to be a
gne;bit in x™ is 32 + (1 — 2) = 1. By independence, the probability that they all are one-bits
1S T+

In summary, we have

Prf(x™) > frax(t) +J]

< (1 Y f(x))\ . A Smax (£)—f(x) 1
. n n n 21

]

Proof of Lemma @ and Lemma . By the union bound (see Lemma H) and by Lemma @ we
estimate the probability that f(x') > f(x) as

, : N \2 F0A
Pri) > fa)] < 3 Prifoc) > S < 7 exp (752,

And the same argument shows Lemma EII
]

To simplify the following proofs we also state the following upper bound on the proba-
bility of large jumps of f.x(t) that trivially follows from Lemma @

Corollary 3. If A\ < 1, then the probability that f(x') > fmax(t) + 7% is e~ and the probability that
f(x) > fmax(t) + 2log, n is at most -.

Proof. By Lemma EII, with j := {¢ we have

Pr [f(xj) > fmax(t) + %] < 23/—)1\; exp (—fma"n(t))\>

2
2N\ o
n

—Q(n)'

IN

With j := 2log, n we also have

/ 2)% max (DA
Prf(x’) > fmax(t) + 2log, n] < atogsnrs €D (_ (t) )

2)\2 1
<= < -

nd — 2n
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Maximal Fitness and Current Fitness

As said earlier, our general proof idea is to show that f;,.«(t) increases at most by something
like O(2) per iteration (in expectation) and from this deduce a runtime of Q(“—;) iterations. It
is not surprising that in the very early stages of the process, when fi,ax(t) is very small, a larger
progress can be observed. For this reason, we shall only regard the phase in which f(t) is
in the interval [3n, 2n]. Surprisingly, even in this regime a too large (super-constant) progress
fmax(t + 1) — fimax(t) is possible in certain situations, namely when f(x) is very small (not greater
than some constant). We first give an example and then show that such situations arise not too
often.

Let f(x) be zero and let f,.(t) be 7. In this case the leading bit of x is zero, but we
know nothing about the other bits in the first half of x, including their probabilities to be one or
zero. So in the most optimistic case, they all are one. Without giving details we note that the
probability that the first bit is flipped in x’ is approximately 1 — (1 — 2)* = ©(min{1, A72}).

In the crossover phase we have a probability of } to take the leading bit from x’ into a
fixed offspring. At the same time, the number of bits that are flipped in x’ among the first § bits
is A on average, so the probability to repair them all in the crossover phase by taking them from
x is around (1 — })* ~ e~!. Note that having the first 2 bits equal to one gives us fitness that is
at least 7 + 1. Therefore, the probability that we create an offspring with fitness strictly greater
than fnax(t) in the crossover phase is approximately 1 — (1 — ;5)* ~ 1 — e, that is a positive
constant.

These observations, although informal, lead to a drift of order @(%2). For this reason we
now argue that typically f.x(t) is not extremely far from f(x), which excludes the given example
from the possible scenarios.

Lemma 76. If A < 7 then there exists some 7 = @("—;) such that the difference fia.x(t) — f(x) does not
—Q(n)

exceed 7} in first T iterations with probability 1 — e .

Proof. Let X; := fmax(t) — f(x), where x is the parent individual from iteration t. X, can increase
only in the mutation phase, since any individual created in the crossover phase that is better
than the current x can only decrease X,. Therefore, the probability that X, increases by at least
j in one iteration is at most the probability that we create x’ of fitness fiax(t) +j. By Lemmae@,
for all j € N, this probability is at most zj_zln exp(—mxTW).

Let t, be the first iteration when fr.«(t) > {¢. Before this iteration we have X; < {%, since
X; < fmax(t) < 75 The probability that Y; increases drastically in iteration t, — 1 is small, since

by Corollary 3 we have

Pr [Xfo > Xto—l + _] < Pr [f(x/) meax(to - 1) + % = e‘Q(").

Consequently,
Pr [Xto > g} — e

We aim to apply Theorem 31| to X;, counting t, as the initial iteration. For this purpose
we define

e 1 > ——exp o

LB 20 L fu()
" en T n n ’
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where the first inequality follows from Lemma IEII, and ¢ := 1 so that by Lemma EII we had

x> 1) < Penp (_fmaxw) -

PrXwm —X=J 161 — 2in n 140y

Defining the interval bounds a := § and b := 7 and

(2+6) 192

"SIn(1+2) neln(3)’

we have

3% ~2.192, 3072 x ©

T =

(b—a) jnelni elnd n? (n2)
ok

Therefore, by Theorem 31| we obtain that the probability that X, exceeds 7 in less than 7
iterations if X;, < g is

max{4, r(zzf_é)} 0o (1+g>_2

Finally, we conclude that the probability that X; exceeds 7 in 7 iterations is at most

Pr [Xto > g} + Pr [Xto < g} e M = 7MW | o= — =)

An Upper Bound for the Progress in One Iteration

With the additional assumption that the current fitness is not too low, argued for in the
previous subsection, we now show that fin.x(t) does not increase by more than O(2) in expecta-
tion per iteration. Since we shall later need not a bound on the expected progress, but on the
distribution, we formulate our result in this language.

Lemma 77. Let A < 2. If foax(t) € [2..3}] and f(x) > 3, then the probability that fra.x(t + 1) >
fmax(t) +j is at most

N A
forallje Nandte N.

Proof. Let i + 1 be the position of the first zero-bit in x, that is f(x) + 1. To obtain a better
individual in one iteration we must obtain x’ such that x;,; = 1. We distinguish the two cases
of such outcomes of the mutation phase.
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Case 1: xi,; = 1 and f(x') < fnax(t). This happens when we either have f(x') < f(x), put
fortunately flipped the i+ 1-st bit in X/, or when we have f(x') € [f(x) + 1. fmax(t)]. By Lemma [/2,
the probability of the first situation is at most 2. By Lemma /3 the probability of the second

situation is at most
2 ( f(x)A) A2 . 32)
—exp|(—— ) < —e + < —
n n n en

Y

where the last inequality follows from Lemma IElI Therefore, the probability of this case is at
most

4\ 32\ ( 32) A
— =14 + —
n en

— = Dy. 2
s D1 (52)

To increase fi.x(t) by at least j € N from such an x/, the algorithm must create a crossover

offspring from x and x’ that satisfies the following conditions.

1) The bits in positions [1..i] that are zeros in x’ must be taken from x. Since we do not
know the number of such bits, we only argue that the probability of this event is at
most one.

2) The i+ 1-st bit must be taken from x’; the probability of this event is 1.

3) The bits of the offspring in positions [i + 2..fmax(t) + 1] must be ones. Since we do not
understand the distribution of these bits, we bound the probability of this event with
one.

4) The bits of the offspring in positions [fiax(t)+2..fmax(t)+j] must be ones. The probability

of this event is 51+, since these bits independently are equally likely to be one or zero
both in x and x'.
Taking all four events together, we see that for all m € [1..\] and for all j € N we have

1

PEAY™) > fan(6) + ]| fX) < fren(8) a0 sy = 1] < =

By the union bound and by Eq. (@) we conclude that the probability pc, (j) that we create
X’ of fitness not greater than f,,x(t) and then generate y with fitness at least f,.x(t) +j is at most

A
) 1 64\ )\
pCl(J) <D E 51y < <8+?> n
m=1

Case 2: f(x') > fmax(t). In this case we increase fyax(t) by at least j if f(x') > fmax(t) +j
or, for some k € [1.j — 1], we have f(x') = fnax(t) + k and from this x’ we obtain y such that
fly) > f(x') + (j — k). So the probability pc,(j) that any of these events occurs is

j—1

P, (j) = Prlf(xX') > funax(t) +j] + Z Qi Prf(X') = finax(t) + k]
- (53)

< PrFOK) 2 fan(6) +J] 3 QP > fnan(£) + K]
k=1

where we define gx == Pr[f(y) > f(x') + (j — k) | f(x') > fmax(t) + k] for brevity.
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To have f(y'™) > f(x') + (j — k) for some particular offspring y'™ we need the crossover
to take the i + 1-st bit from x’ (the probability of this is 1) and we need the bits in positions
[f(xX') + 1..f(x') + (j — k) — 1] to be ones. Since these bits are uniformly random both in x and in
X' (except bit f(x') + 1, Wthh is zero in x’ and must be taken from x with probability 21), the
probability of this is AL < By the union bound over all offspring of the crossover

2j— k 1 — 9j— k 1°
phase we obtain

1 1
< - = — .
dx = ; N2 k-1~ 9j-k-1

Recall that by Lemma EII for all k € N we have

where the last inequality follows from Lemm
Substituting the probabilities in Eq. (53) with these estimates we obtain

4 a1
Pel) < i + 2 g T
k=

4 (2] ]—1> _ A2 -1)

en 21 e2in

We conclude that the probability that after the crossover phase we obtain an individual
with fitness by at least j greater than f,.(t) is at most

Pc,(J) +pc, () < (8 + 64) %1 + g(zj — 1)%1

A
< (31 +3))5;.
O

To shorten the further proofs we also give the following bound on the progress in one
iteration, which does not depend on the current value of fi.x(t).

Lemma 78. If A\ < I, the probability that f.x(t) increases by more than 41og,(n) in one iteration is
at most 5.

Proof. By Corollary H the probability that the fitness of the mutation winner f(x’) is greater than
fmax(t) by more than 2log, n is at most 5-.

Notice that each bit in positions [max{fm.x(t), f(x')} + 2..n] has equal chances to be one
or zero both in the current individual x and in the mutation winner x’, which also applies to
any offspring created in the crossover phase. Therefore, conditional on f(x') < finax(t) +210g,(t),
to obtain an offspring y'™ with fitness at least fyax(t) + 4log,n we need the bits in at least
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2log, n—1 positions (namely, in positions [max{fmax(t), f(x')} +2..fmax(t) + 4 log, n]) to be ones in
this offspring. The probability of this is at most 7 < 2. By the union bound the probability
that it happens in at least one offspring in the crossover phase is therefore at most 2 < 1.
Hence, the progress in fuax(t) is greater than 4log, n with probability at most 5- + (1 —
[

S

<

le

Zn)
The Final Drift Argument

With the preparations already made in this subsection, we are now ready to prove the

lower bound of our main result. We argue that fia(t) has a drift of only O(2) in the interval
[2,3]. We show that fiux(t) is close to 2 when fiax(t) first enters this interval. Hence fpax(t) has
to increase by Q(n) to reach or exceed 2. With a drift of only O(2), this takes expected time of
at least Q("—;) iterations by the additive drift theorem.
Proof of Theorem @ We first analyze the state of the algorithm in the first iteration ¢, such that
fmax(t) > 5. If to > 7 (where 7 is the threshold from Lemma [/6)), then the runtime is already
Q(”—;) iterations. Otherwise, by Lemma @ at this iteration we have f(x) > finax(to) —
probability 1 — =™,

Restricting ourselves to the case f(x) > 7 we note that the probability that fr.x(ty) >
5 + 4log,(n) is at most the probability that fy..(t) is increased by more than 4log,(n) in one
iteration. By Lemma [/§ we have

Pr{fmax(to) > 5 + 4log,(n)]

S Pr[fmax(’-b) meax(to - 1) + 410g2(n)]

3
< —
— 2n

Let T be the first time when fpax(t) > 3. Then by Lemma @ forallt € [to, T — 1] we have

Afmax = E[fmaX(t+ 1) _fmaX(t)]

—+00

< Prlfmax(t+ 1) > fmax(t) + ]

j—l

Z 31+3] _ 37\
-

N

Finally, applying the additive drift theorem we obtain

3n n
M — foax(to) _ 2 — 4log,(n) n?
BT > £ > =95

n

This bound holds if t; < 7 and fnax(t) < 5 + 41og,(n). The probability that both of these

conditions are satisfied is at least 1 — 2 — =" > 1 — 2_if n is large enough. Therefore, the

expected runtime of the algorithm is at least (1 — %)Q(%) = Q(”—;) iterations.

]
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4.3.3 Lower Bound for Adaptive \

In this section we prove that any strategy of adjusting the value of A during the algorithm
run cannot speed up the algorithm (in terms of the asymptotic number of fitness evaluations).
We consider a modification of the (1 + (A, \)) GA such that it chooses the value of A from [1..[7 ]
before each iteration (probably not from the power-law distribution). We call this algorithm an
adaptive (1 + (A, \)) GA.

Theorem 36. The adaptive (1 + (), \)) GA with any strategy of choosing \ needs (n?) fitness eval-
uations to find the optimum of LEADINGONES.

The proof of this theorem builds on the observation that while fi.x(t) € [2..3] the expected
progress in one iteration is O(%). Since the algorithm performs exactly 2\ fitness evaluations in
each iteration, the expected progress per one call of the fitness function is therefore O(%). This
intuitive observation, however, cannot be directly transformed into a rigorous proof, since the
fitness evaluations come into groups of size 2\ and progress can occur only after such group.
For this reason the standard drift arguments are not applicable here.

Lemma 79. Consider a run of the adaptive (1 + (A, \)) GA. Letn > 4 and let ty be the first iteration
which starts with frax(t) > 5. If fmax(to) < 5 + 41og,(n) and f(x) > } in the start of iteration t,, then

the runtime until frax(t) > 3t is Q(n?) fitness evaluations with probablllty 1— e 9m),

Proof. Let \; be the value of A\ chosen in the start of iteration t. Let X, = Zf:to 2);, which
is the number of fitness evaluation the algorithm performed since iteration t, until iteration t
(inclusive) Consider the random variable Y; := fin.x(t) — X with constant o := 22%-. As long

in(3/2)"
as Y, < 2 and X, <" 1;(630/2) we have

fmax(t) = Y + 04; < —+

Now we aim to show that Y, does not reach 3 in n® iterations with high probability, which

means that with at most the same probability fx( ) t) reaches 3 only after %%2) = Q(n?) fitness

evaluations. To use Theorem [l we compute the expected dI‘lft Ay(y) of Y,.

Ay(7) =Elexp(y(Yer1 — Yi)) | Yo, ..., Y]

=E [eXP (v ( max(£+ 1) — fmax(t) — a%)) ‘ Yt]

<exp (—’ya%) (Pr[fmax(t+ 1) = fmax(t)]
+ i Pr[fmax(t+ 1) :fmax(t) +.ﬂe’yj
=1

By Lemma @ this is at most
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A = (314 3)A
Ay(7) < exp <—7@E) 1+ J:ZI Z—'nev]

With v :=In 2 and Lemma @ we obtain

Ay(y) < exp <_27r(1))\t> <1 + 135%)

1 135); 1
< 1—=.1-— <1--—
_max{ 4’ 2n }_ n’

if n > 4. Hence, we define p := n.
Let T be the first iteration when Y, > %“. By the negative drift theorem (Theorem EI) we
have

Pr[T <ty +n?] < n’pexp (—7 (%l - Yt0>)

<n’exp (— lng <g — 2log, n)) = e 9,
[]

Now to prove Theorem @ it is enough to prove that the initial conditions of Lemma @
are satisfied with high probability.

Lemma 80. Let to be the first iteration when fn.x(t) > 5. There exists some 7 = ©(n?) such that
either ty > 7 or ty < 7 and the conditions of Lemma [79 are satisfied with probability 1 — e~

Proof. We aim to find 7 such that t; < 7 implies

(i) flx) > 7 at iteration ty and

(ii) fmax(t) < 5 + 4log,(n).
To prove that the first condition holds we argue that Lemma @ also holds for some 7 = O(n?).
Not to repeat the proof, we just notice that to obtain this result we need to change the definition
of r in the proof of Lemmaﬁ and take r .= 25 which by Lemmaﬁ still satisfies the further
arguments (independently on the choice of \ in each iteration), with only exception that we also

redefine

__ 12288
" neln3
and 2 1 32
L emant 2
"= Toee0s ~ O
To prove that the second condition holds we notice that Lemma @ holds for any ),
therefore, in the iteration t,—1 the value of f,,.«(t) increases by more than 4 log, n with probability

at most 5.
Finally, by the union bound we have that the probability that both conditions hold at
iteration 7 (as we redefined it) is at least 1 — e~ — 2 O

2n
Theorem @ follows directly from Lemmas @ and @
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4.3.4 Upper Bound

We denote by i the current fitness, that is, f(x). The main idea of our proof is to show that
the mutation phase winner x’ has the i+ 1-st bit equal to one with probability Q(2). Afterwards,
we prove that conditional on this, there is at least a constant probability to generate an offspring
y such that the i-th bit of y is taken from x’ and all other bits that differ in x and x’ are taken
from x. For the latter estimate to hold we assume that ¢ is between 4 and 2\. Combining the

estimates we get an upper bound on the expected runtime of O(%) iterations. These arguments
bring us the following theorem, which is the main result of this section.

Theorem 37. The expected runtime of the (1 + (A, \)) GA on the LEADINGONES problem is O(%)
iterations or O(n?) fitness evaluations.

To avoid some technical difficulties and simplify the rest of this section we first prove this
bound for relatively trivial case when A\ < 4.

Theorem 38. If \ < 4, the expected runtime of the (1 + (A, \)) GA on the LEADINGONES problem is
O(n?) iterations.

Proof. The line of the proof generally repeats the one for the (1 +1) EA. In order to obtain
progress in one iteration, it suffices to satisfy the following conditions.

1) At least one mutant is better than the current individual (so that the mutation winner
is better than the current individual as well).

2) At least one crossover offspring took the critical bit from the mutation winner (since
all previous bits are ones in both parents, this results into crossover winner which is
better than the current individual).

The probability p; that some mutant is better than the current individual x is the probability
that the mutation does not flip any bit in the prefix and it flips the critical bit. We estimate it as

A\ 1\ A 1\*3 3
p>(1-2) o> () S>(5) >
n n 4 n 4 n 64n

The probability p, that at least one mutant is better than the parent is not less than p;. The
probability p; that in the crossover phase we take the critical bit from the winner of the mutation
phase in one particular offspring is % > % The probability p, that we do it in at least one offspring
is at least p; > 1. Finally, we have that the probability to create a better offspring in one iteration
is at least pops > z-. Since we need at most n improvements to reach the optimum the total
runtime is at most 64n - n = O(n?) iterations. O

Further in this section we assume that \ is at least 4.

Mutation Phase

In this section we estimate the probability to obtain an individual with the i 4+ 1-st bit
flipped as the winner of the mutation phase. First we argue that with at least constant probability
the number of the flipped bits is around .
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Lemma 81. If A > 4, the number ( of the bitts flipped by the mutation operator is in [5,2)] with
probability at least 1 —e 3 — e~ % > 5

Proof. Recall that the number of bits to flip ¢ is chosen according to the binomial distribution
Bin(n, 2). This implies that its expectation E[(] = n2 = \. By Chernoff bounds we have

Pr[¢ > 2E[(]] < exp (%) ,

Pr {E < %] < exp (—%) )

Therefore, the probability that ¢ € [3,2)] is at least

ol ol o1 () - ().

which is at least a positive constant (approximately, 0.1298 > 1) for all A > 4. O]

and

Conditional on that the number of the flipped bits does not differ much from )\, we further
condition on the fitness j of the winner of the mutation phase x’ and consider two possible
outcomes.

Lemma 82. If { > 4 and the fitness j of the winner of the mutation phase x' is less than the current
fitness i, then the probability that the i + 1-st bit is one in x’ is at least ﬁ.

Proof. Since the fitness of x’ is j, the j + 1-st bit was flipped by the mutation operator and all
other ¢ — 1 flipped bits are to the right from the j + 1-st bit. The positions of these flipped bits
were chosen uniformly at random and were not affected by the selection. Therefore, for each
bit to the right of the j + 1-st bit (including the i + 1-st bit) the probability to be flipped is
A
ﬁ—.l >€—1>§—1>i'
n—-j—1~ n — n = 4n

]

Lemma 83. If { > 3 and the fitness j of the winner of the mutation phase x’ is not less than the current
fitness i, then the probability that the i + 1-st bit is one in x’ is at least 3-.

Proof. From the conditions of the lemma we have that there is at least one mutant with fitness
at least i. Assume that there are k such mutants with k > 1. For each of them the positions of
the /¢ flipped bits are uniformly distributed in [i + 1..n]. Hence, the probability that the i + 1-st
bit is flipped in one such mutant is n%l

To have the i 4 1-st bit equal to zero in the mutation winner x’, we need to have it equal
to zero in all k mutants with fitness at least i, otherwise there is a mutant with fitness at least
i+ 1 that is selected as x’. Since the mutants are generated independently, the probability this
event does not occur is at least

k
1_(1_ g.) L
n—-i/) " n—i n_ 2n
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From Lemmas , and @ we conclude the main result of this subsection.

Lemma 84. If A > 4, with probability at least 5>~ the winner of the mutation phase X’ is such that
* Xi,; = 1 and
* H(x,x') < 2\, where H(x,x’) is Hamming distance between x’ and the current individual x.

Proof. By the definition of conditional probability we have
Pr(x;,, =1 and H(x,x') < 2}

> Pr [x;rl =1land /€ {%,2)\H
A
eefe-1fee Lo

A
A 1
Z >
efie har]
A A
=2\ | > —.

Prlxf,; = 1 and H(x,¥) <21 > -

By Lemma 81| we have

and by Lemmas 82 and 83 we have

Pr [xlfH =1

Finally, we obtain

Ol
w

o)

=

Crossover Phase

Now we consider the probability to have progress in the crossover phase. For that purpose
we estimate the probability to get y such that y;,; is a one-bit and none of other bits are changed
compared to x (and hence we increase the fitness by at least 1). We estimate the probability to
obtain progress in one particular offspring in the following lemma.

Lemma 85. Let A > 4. Assume that x;,, = 1 and the Hamming distance between x and x’ is at most
2). Then for any offspring y™ we have Pr[f(y™) > f(x)] is at least 5.

Proof. To obtain an offspring y(™ that is better than x we can take bit i+1 from x’ with probability
1 and take all other 2\ — 1 bits that differ in x and x’ from x with probability (1 — }) each.
Therefore, we have

Pr(f(y™) > f(x) | X}, = 1N H(x,X') < 2)\] > % (1 B %>2>\—1
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1
> —.
— 8\

]

The winner of the crossover phase y is strictly better than x, if at least one offspring y™
is better than x. Hence, we have

Prif(y) > flx) | Xy = 1 N H(x,X) <2)] > 1 — <1 _ 817)

ool

>1—es.
Now we have all arguments to prove Theorem @

Proof of Theorem @ The probability that the algorithm improves its current fitness in one iter-
ation is at least the probability that the three consequent events happen.

» The number of flipped bits ¢ is in [3, 2)].

« The i + 1-st bit is flipped in x'.

« There is an offspring y™ created in the crossover phase such that it differs from x only

in the i + 1-st bit.
By Lemmas 84 and 85 the probability of this sequence is at least

aloe)-a()

Therefore, the (1 + (), A)) GA spends expected number of O(}) iterations before it improves the
fitness. Since there can be at most n improvements of the fitness before the optimum is found,
the total runtime of the (1 + (A, \)) GA on the LEADINGONES is O(%). Since exactly 2 fitness
evaluations are made in each iteration, the runtime is O(n?) fitness evaluations. O

4.3.5 Upper Bound for Adaptive )\

In the same manner as in Section 4.3.3 we observe that the average expected progress per
fitness evaluation is 2(1). From this we can also conclude that any adaptive choice of A does not
speed up or slow down the runtime by more than a constant factor. However, we cannot use the
drift argument out of the box, since the progress comes only after an iteration which consists of
2)\ fitness evaluations. We overcome this with a similar trick as in Section #.3.3 and prove the
following theorem.

Theorem 39. The adaptive (1 + (A, \)) GA with any strategy of choosing the value of \ finds an
optimum of LEADINGONES in O(n?) fitness evaluations with probability 1 — e "°®),

From the previous section, we derive the following lower bound on the probability for a
fitness increase.

Lemma 86. If the adaptive (1 + (A, \)) GA chooses ), in the start of iteration t, then the probability

that f(x) increases in this iteration is at least <.




150 4.4. The Runtime Analysis of the (1 + (A, \)) GA with on JUMP

Proof. If the algorithm chooses \; < 4, then with the same arguments as in Theorem @ we can
show that the probability of progress in one iteration is at least ()L > lcj.é,} > L, .
Otherwise, by Lemma B4 and Lemma 85 we have that the probability of progress is at

least

el

i<1—e

36n ) > o

324n
O

Now, using the similar ideas as in Lemma @ we prove the main result of this section.

Proof of Theorem @ For all t € N, let \; be the value of )\ chosen at the start of iteration t and
Xx; be the current individual in the start of iteration t. Let X; := ZIF:O 2)\;, which is the number
of fitness evaluations the algorithm performed until iteration t (inclusive). Consider the random

variable
X

Vi = 1396en XV
If Y, <nand X, > 2592en? = O(n?), then f(x;) must be at least n. If Y, does not exceed n before
X; reaches 2592en?, the optimum is found by the moment X, exceeds 2592en?. We show that Y;
does not exceed n for at least 1296en? iterations, which is surely enough for X, to reach 2592en?
even if the algorithm always chooses \; = 1.
To invoke Theorem [l, we compute E[e?Ye+1=¥)] with v := 1. By Lemma @ we have

Ele"+ "] =E [exp ( 2 — f(xe11) +f(xt))}

1296en
At Ae 4 At
< 1_
= exp (648en> (324ne * ( 324n)>
A (e— 1)\,
—exp o) (1o e DAY
P (648en) ( 324en

Since for all A, € [1..2] we have 2 € [0, 1], by Lemma Iﬂ we also have

—2)\
E Yep1=Y] < 1— u
[e ] - 648en
Let T be the first time when Y, exceeds n. By the negative drift theorem (Theorem Iil) we have
PI[T < 1296en?] < 1296en? - —CHSI_ g _ g=ntoln)
(e —2)\

which is an upper bound on the probability that algorithm does not find the optimum in 1296en?
iterations. u

4.4 The Runtime Analysis of the (1 + (A, \)) GA with on JumP

Clearly the usual application of evolutionary algorithms are problems with multimodal
landscapes, that is, with non-trivial local optima, and these local optima usually present a dif-
ficulty for evolutionary algorithms. In the runtime analysis perspective multimodal problems
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have displayed very different optimization behaviors. For example, on multimodal landscapes
it has been observed that crossover can recombine solutions into significantly better ones [90],
that mutation rates significantly larger than 1 can be preferable [57], and that estimation-of-
distribution algorithms can significantly outperform classic algorithms [79, 23].

In this light and given that all previous runtime analyses for the (1 + (A, \)) GA consider
unimodal problems or problems that are sufficiently close to unimodal for the multimodality
to have no effect, we feel that it is the right time to now investigate how the (1 + (A, \)) GA
optimizes multimodal problems. Being the prime multimodal benchmark in runtime analysis,
we regard jump functions.

The main result of this section is a runtime analysis of the (1 + (A, \)) GA with static
parameters on jump functions for all jump sizes k € [2..{¢z]. We deviate from the standard
parameters and consider arbitrary values for the mutation rate p, the crossover bias c, and the
offspring population size \. We motivate it by the observation that the standard parameters
setting aim at making small steps (but with high success probability).More precisely, the distance
between the current individual x and any offspring y¥) of the crossover phase follows a binomial
distribution Bin(n, 1) which, as we know from [57]], is not suitable for making jumps of size k.
We also allowed different offspring population sizes \,, and A, for the mutation and crossover
phase, which however did not lead to stronger runtime guarantees.

n

For all k € [2..¢] and for arbitrary values of these four parameters except for the only

constraint p > 2, we prove that the (1 + (), \)) GA crosses the fitness valley in expected time
(number of fitness evaluations) at most

E [T] < 4(>‘m + )\c)
~ qemin{1 An(5)4 min{1 Ak (1 — ")

where q, is a constant from [0.1,1], if it starts in the local optimum of JumP,. Ignoring the
hidden constants in the resulting e°® factor, this bound is optimized for p = ¢ = \/g and
Am = A = n*/?k~*/2 and then gives

E[T] < nk/zeO(k)k—k/Z'

When not starting in the local optimum, but with an arbitrary initial solution (or the usual
random initialization), the (1 + (A, \)) GA reaches the local optimum in an expected time of

ne®®) iterations, if p = ¢ = \/% and A\, and A are at least 7. With slightly smaller values for the
population sizes, namely, \, = \. = n*~1/2k=*/2 this gives us the total expected runtime of

E[T] < n(k-i—l)/ZeO(k)k—k/z‘

As for the previous results on JUMPy, a speed-up over classic algorithms is also observed for larg
ranges of parameters, though these are harder to describe in a compact fashion (see Corollary
for the details).

The result above shows that the power of the (1 + (A, A\)) GA becomes much more visible
for jump functions than for the problems regarded in previous works. Concerning the optimal
parameter values, we observe that they differ from those that were optimal in the previous works.
In particular, the relation of mutation rate and crossover bias is different. Whereas in previous
works pcn = 1 was a good choice, we now have pcn = k. A moment’s thought, however, shows
that this is quite natural, or, being more cautious, at least fits to the previous results. We recall
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that pcn is the expected Hamming distance of the parent to an individual generated from one
isolated application of mutation and crossover. The previous works suggested that this number
should be one, since one is also the expected distance of an offspring generated the classic way,
that is, via standard bit mutation with mutation rate %

Now for the optimization of jump functions, where a non-trivial local optimum has to be
left, it makes sense to put more weight on larger moves in the search space. More specifically,
the work [57] has shown that the optimal mutation rate for the (1 + 1) EA optimizing jump
functions is ;. Hence for the classic (1 + 1) EA, the best way of generating offspring is such that
they have an expected Hamming distance of k from the parent. Clearly, this remains an intuitive
argument, but it shows that also when optimizing multimodal problems, the intuitive approach
of previous works, which might help an algorithm designer, gave the right intuition.

Our recommendation when using the (1 + (A, \)) GA for multimodal optimization prob-
lems would therefore be to choose p and c larger than in previous works, and more speficially,
in a way that pcn is equal to an estimate for the number of bits the algorithm typically should
flip. Here “typically” does not mean that there are actually many moves of this size, but that
this is the number of bits the algorithm has to flip most often. For example, when the (1 + 1) EA
optimizes a jump function, it will maybe only once move to a search point in distance k, how-
ever, it will nevertheless need many offspring in distance k until it finds the right move of this
distance.

From our rigorous analysis, we conclude that the (1 + (A, \)) GA is even better suited for
the optimization of multimodal objective functions, and we hope that the just sketched intuitive
considerations help algorithm designers to successfully apply this algorithm to their problems.

4.4.1 Upper Bounds

In this section we analyse the (1 + (A, \)) GA with general parameters on JUMP, and
show upper bounds on its runtime. We recede from the standard parameter setting of the
(14 (M X)) GA, since the intuition behind these parameters values (that is, the intent to have
only a single bit flipped if we consequently apply mutation and crossover operators) suggests
that they are not efficient to escape local optima.

We split our analysis into two parts. First we find the expected time the (1 + (A, \)) GA
needs to perform a jump to the global optimum when it is already in the local optimum. Then we
complete the story by considering the runtime until the (1 + (A, \)) GA gets to the local optimum
starting in a random bit string.

We do not consider the case when k = 1, since JUMP; coincides with ONEMAX, which
is already well-studied in the context of the (1 + (A, A)) GA (see [31] for the full picture). We
also omit considering too large values of k (namely, k > 1) since they do not give much new
insight about the (1 + (A, \)) GA, while they require more complicated arguments for our results
to hold.

We also constrain ourselves to the casep > 2—: so that once we get to the local optimum we
have a decent probability to flip at least 2k bits. This implies that an individual with k zero-bits
flipped will have a better fitness than any other offspring and therefore selected as the winner
of the mutation phase x’. Without this assumption an individual with all zero-bits flipped to one
might occur in the fitness valley, thus it is not detected as the mutation phase winner. Hence,
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the jump to the global optimum becomes more challenging for the algorithm, which makes this
parameter setting not really promising to be effective on multimodal functions.

Escaping the Local Optimum

In this section we analyse how the (1 + (A, \)) GA leaves the local optimum. Although
by runtime we understand the time until the optimum is sampled, it is fair to consider the time
until x becomes the optimum for at least two reasons. (i) By disregarding the event that the
optimum is sampled in the mutation phase, we still get an upper bound on the runtime. (ii)
Since the probability to sample the optimum in the mutation phase is small compared to the
probability to sample the optimum in the crossover phase, we expect to lose only a little. Due
to the elitist selection the only chance to leave the local optimum is to find the global optimum
in one iteration. For this it is sufficient that the following two consecutive events happen.

1) The mutation phase winner x’ has all k bits which are zero in the current individual x

flipped to one.

2) The crossover winner y takes all k bits which are zero in x from x’ and all bits which

are zero in x’ from Xx.
We first estimate the probability of the first event and then estimate the probability of the second
event conditional on the first one.

We call the mutation phase successful if all k zero-bits of x are flipped to one in x’ (and
possibly some one-bits are flipped to zero) and the number ¢ of the flipped bits is at most 2pn.
We estimate the probability p,, of having a successful mutation phase in the following lemma.

Lemma 87. Letk < %. Ifp> 27", then we have

where q, is as defined in Lemma @, which is ©(1).

Proof. If ¢ > 2k then we flip at least k one-bits in each mutant, hence the fitness of each mutant
is at most n — k. Therefore, if there is at least one individual with all k zero-bits flipped, then
this individual has a greater value of JumMP, than any other individual which does not have all
zero-bits flipped. Hence, such an individual is chosen as the mutation winner x’. Therefore, for
a successful mutation phase it suffices that the following two events occur (in this order).

+ The number of flipped bits ¢ is in [pn, 2pn].

 The k zero-bits of x are among the ¢ chosen bits in at least one of the )\, offspring. We

call such offspring good in this proof.
By Lemma @ the probability of the first event is g, > 0.1. We condition on this event

n—k
in the remainder. The probability g,,(¢) that one particular offspring is good is % By the

n
4

assumption that p > 2 we have
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~1)...(t—k —k\*
:rf((i—?ll))...((fz—kill))z(gn ) ><%>k:<g)k'

The probability that at least one offspring is good is 1 — (1 — gn(¢))*. By Lemma , we
estimate

1— (1= gu(0)™ > 5 min {1, A\ngm(()}

min{l,)\m (%’)k}

>

N =N

Therefore, we conclude
1 . P\k
> R =
Pm > Pr[l € [pn, 2pn]| 5 mm{l,)\m (2) }

Z%min{l,)\m (g)k} 0

Now we proceed with the crossover phase. We call the crossover phase successful (condi-
tional on a successful mutation phase) if the winner y takes all bits which are zero in x’ from x
(where they are one) and all k bits which are zero in x from x’ (where they are ones). We denote
the probability of a successful crossover phase by p..

Lemma 88. Assume that k < % and the mutation phase was successful. Then
1
Pc = > min {1, Aeck (1 — c)zp"_k} :

Proof. To generate an optimal solution in one application of the crossover operator we need to
take k particular bits from x’ and ¢ — k particular bits from x. The probability g, to generate such
a crossover offspring is

A e N

since a successful mutation implies that ¢ < 2pn. The probability to generate at least one such
offspring is

Ac
Pe=1-(1-g)*>1— (1 k- c)zl’”*k>

1
> - min {1, Aeck (1 — c)zP”*"} ,

where the last inequality follows from Lemma . O

With Lemmas @ and 88 we are capable of proving the upper bounds on the expected
runtime until the (1 + (A, \)) GA escapes the local optimum. We estimate the runtime both in
terms of the number of fitness evaluations and the number of iterations, denoted by Tr and T;
respectively.
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Theorem 40. Let k < 7. Assume thatp > z—r{‘ and q, is as defined in Lemma @ Then the expected
runtime of (1 + (A, \)) GA on JUMPy is

4
g, min {1, Am (12_’)"} min {1’ A.ck (1- C)2pn—k}

E[T) <

iterations and
4(Am + o)

gy min {1, Am (%)k} min {1’ Aok (1- C)2pn—k}

fitness evaluations if the algorithm starts in the local optimum.

E[Tf <

Proof. When the algorithm is in the local optimum it stays there until it moves to the optimum.
During this time in each iteration it has the same probability P to move into the global optimum,
which is the probability that a successful mutation phase is followed by a successful crossover
phase:

qe D k1 k 2pn—k
= > _— — P— — .
P =pup. > 5 Am <2> 2)\Cc (1-c¢)

Hence we obtain an expected optimization time in terms of iterations of
4
k 2pn—k’
edmAe (5) (1 — )"

1
E[TI]:I—DS

In each iteration the (1 + (A, \)) GA performs exactly )\, + \. fitness evaluations, which gives us
an expected number of

qE/\m)\c (%)k (1 - C)an_k

fitness evaluations in total. O

With help of Theorem @ we deliver good values for the parameters, namely p = ¢ = ’;‘l

and A\ =\, = \/gk. We omit the proof that these parameters yield the lowest upper bound (apart
from optimizing the e®®) factor), since it is just a routine work with complicated derivatives, but
we state the runtime bounds resulting from these settings in the following corollary. In order to
use this result when we compute the runtime with the random initialization we also formulate
this theorem for general population sizes.

4
the expected runtime of (1 + (A, \)) GA on JUuMPy is E[Ty] < nkk=*e®® )\~ fitness evaluations and

E[T;] < n*k—*e®® \~2 iterations. For \ = \/gk these bounds are E[T;] < e°® and E[Ty] < \/gkeo(k).

Corollary 4. Let k € [2..|2]|]. Assume thatp = ¢ = \/é and \y = Ao = ) < 2’\/%’(. Then

Proof. With \ < 2k \/gk we have A\(§)¥ <1 and \c¥(1—c¢)*"* < 1. Consequently, by Theorem @
we have

4
E [TI] < ) 2vkn—k

ane (5) (1- 4
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k
_ 2k+2 (%)
2vkn—k
k
(-1}

2k+2 ik k ok
<20 (1Y)

2842k k e
IS (VE)

Where g, € [0.1,1] is a constant defined in Lemma E\I By the estimate (1 — x)~ x < 4 which

holds for all x € (0, 1] and by f < /& =1 we have
Nk \/‘ —V/i2k
ElT] = g)\z (E)
2k+2 <E>k (54)
CIe>\2 k
n\k e O(k)
a (E) A2

The expected number of fitness evaluations is A, + A\ = 2\ times greater, hence we have

n\ k e0k)

E[T < <E> - (55)

Putting \ = \/gk into (Ell) and (@) we have E[T;] < e°®) and E[T;] < T 0(k) O

k

In the following corollary we show a wide range of the parameters, which yield a better
upper bound than the mutation-based algorithm (apart from the e°® factor) for the sub-linear
jump sizes, We do not show it for k = ©(n), since in this case the upper bound given by
Corollary {4 is e°®) which is not better than the runtime of best mutation-based EAs.

Corollary 5. Let k > 2 and k = o(n). Assume thatp = w(¥), ¢ = w(¥) and pc = O(%). Define
@ = An(§)F and == \cc*(1 —¢)** %, If o and j3 are at most one and a = w((;5)*) and § = w((%)"),
then the expected number of fitness evaluations until the (1 + (A, \)) GA reaches the global optimum

starting from the local optimum of JUMP is

E[Td = o <(%>k) (00

Before we prove the corollary we shortly discuss how one can choose the parameters that
give us o ((%)k) e®®) runtime with Corollary H First we should choose p. It can be any value

which is w(¥) and which is 0(1). Then with the chosen value of p we can choose any ¢ which is on
the one hand w(¥), but on the other hand O(¥p~1). Note that the closer p is to ©(1), the smaller
the range for c (thus we could not choose p = ©(1), since in this case we cannot simultaneously
satisfy ¢ = w(¥) and pc = O(¥)).
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After we determine p and c, we can choose )\, and \.. For )\, the upper bound for the
possible range is (g)_k, which follows from condition o« = )\m(g)k < 1. The lower bound for A\,
is w(( ;C’fl) ), which follows from the condition o = w((£)). For A we have similarly obtained
bounds, which are ¢ (1 — ¢)"®" ) and w((Z)*)(1 — ).

Generally, the choice of the )\, and ). should be made in such way that they were as close
as possible to the inverse probabilities of creating a good offsprings in the mutation and crossover
phases respectively. By Lemma @‘this choice yields a ©(1) probability of a successful iteration.
Any smaller population size reduces this probability (usually greater than it reduces the cost of
one iteration), while any greater population size only increases the cost of each iteration without
significantly increasing the success probability.

Proof of Corollary H Since « and [ are at most one, the runtime given by Theorem @ is simpli-
fied to

2

GedmAc ( C)k (1 — c)2nk
4
grack(1 —cyrmk a8 (2)*

We want both terms to be o(( 1)k)e°®). For the first term it is sufficient if the three follow-
ing conditions hold. (i) ¢k = w((¥)¥), which holds if ¢ = w(¥). (i) (1 — c)®"* = e~°®), For this
it is sufficient to have pc = O(%), since then we have

. 1 2pcn 1 O(k)
(1 . C)2pn—k _ (1 . C);(chn—kc) > (Z) _ (Z) _ e—O(k).

(iii) @ = w((£)k), since this implies

nc k
4 _ 0 ((?) ) Y (E)k (00

For the second term it is enough that the following two conditions hold. (i) (2)k = w((¥)¥),
for which it is sufficient to have p = w(¥). (ii) 3 should not be too small, namely, 3 = w(( 2k

since it implies
T (G0) B "= (®)): .

Without having the lower bounds we cannot claim that other parameter settings are worse
than the proposed one. However, since we believe our bound to be asymptotically tight (apart
from the e°® factor), we show that the standard parameter setting does not give us such a good
upper bound.

Corollary 6. Let k € [2..[2]]. Assume thatp = 2, ¢ = } and \n = A\ = \ for some \ € [2k..n].
Then the expected runtime of (1 + (\, \)) GA on JUMPy is E[T;] = O(2*n*\~2) iterations and E[Tr] =
O(2kn*\~1) fitness evaluations.



158 4.4. The Runtime Analysis of the (1 + (A, \)) GA with on JUMP

Proof. Since the standard parameter setting with \ > 2k satisfies the conditions of Theorem @,
we obtain

In each iteration the (1 + (A, \)) GA performs 2) fitness evaluations, thus we have

E[T] = 2)E[T] = O (<2;1)k) .

Reaching the Local Optimum

We showed that the (1 + (A, \)) GA with non-standard parameters setting can find the
global optimum of JUMP, much faster than any standard mutation-based algorithms if the algo-
rithms are started in the local optimum. However, the non-standard parameter setting includes
an unnaturally large population size, which makes each iteration costly. At the same time, there
is no guarantee that we increase the fitness by much in one iteration, which makes us pay with
many fitness evaluations before we reach the local optimum. Hence we question how much
the runtime with this parameter setting increases when we start at a random bit string. In this
section we show that slightly changing the parameters we can obtain the runtime which is only
by a \/n factor greater than the runtime when we start in the local optimum. The main result of
this section is the following theorem.

Theorem 41. Letk < 7. If Ay = A = \/iﬁ\/gk andp = ¢ = \/g, then the expected runtime
of the (1 + (A, \)) GA with any initialization on the JUMPy function is at most \/ﬁ\/gkeO(k) fitness
evaluations.

To prove Theorem K1 we first analyse the runtime until the (1 + (A, \)) GA reaches the
local optimum of JUMP.

Theorem 42. Let \, = \c = A > pandp = ¢ = \/g Then the expected time until the (1 + (A, \)) GA
reaches the local optimum of JUMP; with k < L is at most E[T;] = ne®® iterations.

The main challenge in the proof of this theorem is that an offspring close to the optimum
in the mutation phase can lie in the fitness valley and thus it is not selected as x’. In this section
we call the mutation phase successful if the winner has at least one zero-bit of x flipped to one.
If such a bit exists, we call it critical and we call a mutation phase offspring which has such a bit
and does not lie in the fitness valley good. We write p,, to denote the probability of a successful
mutation phase. We call the crossover phase successful if the winner of the crossover phase has
inherited the critical bit from x’ and all other bits are not changed compared to x (hence, the
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name “critical”, since we need such bit to be taken from x’ for a successful iteration). We write
p. to denote the probability of this event.

To prove Theorem we show two auxiliary lemmas for the mutation and crossover
phases respectively.

Lemma 89. Letk < L. If Ay, >k and ( € [\ﬁ B\ﬁ} then p,, = O(1).

NG

Proof. We denote the current distance to the global optimum by d(x). We distinguish two cases
depending on this distance d(x).

1) d(x) > %& + k (long distance from the optimum),
2) d(x) < %’Tk + k (short distance from the optimum).
Long distance from the optimum. When d(x) > %’Tk + k, we have a probability of

zero to sample an individual in the fitness valley, since for this we require ¢ > %ﬁ Thus to
obtain a fitter individual it is sufficient to generate an offspring with at least one of its zero-bits

flipped to one. We denote the number of zero-bits flipped to one-bits by ¢,. Since we assumed
(e [‘F 3‘ﬁ] we estimate the probability g,, to generate a good offspring as follows.

qm:Pr[€0>0‘€€[@,3\£@”
(DN o, (oM
(-5 ) - (59)

n— 3v/nk T 3k
>1- (T) > Emm{l,j} =Q(1),

where the last inequality follows from Lemma . Therefore, p, =1 — (1 — gm)* > qm = Q(1).

Short distance from the optimum. When d(x) < 3\ﬁ + k there is a positive probability
to have a mutant in the fitness valley. However, if the number (o of zero-bits flipped is in [1..//2],
then the offspring is guaranteed to be good. With the union bound we estimate the probability
of this event as

l
qmzl—Pr[£0:O]—Pr[€0>§

Having k < {z and OM(x) > 3‘ﬁ —k > 22, we can use Lemma @, which yields

16’

4

Pr {Eo > ﬂ < e 3%,

Hence, since we have ¢ > Y& this probability is at most exp(— gg)
We estimate the probablllty that we have not flipped a single zero-bit in the same way
as for the long distance from the optimum, but we have another upper bound on the current

fitness.

ik
2

Pr{lo = 0] = (OBT‘Q(X)) < (" — k)e < (1 - 5)
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V/nk
k\ 2 1 . kvk
= — — — — < —_ — _
1 1 <1 n) <1 me{l’z\/ﬁ}

where the last inequality follows from Lemma . Therefore, we have

qmzl—Pr[&):O]—Pr by > =

1 . kvk = 1 kvk
> = X\ e > = —
_me{l’z\/ﬂ} e _4m1n{1,2\/ﬁ},

where the last inequality holds when n is at least some sufficiently large constant. If "2—? > 1,
this probability is already €2(1) and hence p,, = Q(1).
Otherwise, by Lemma R21{ we compute

min {1, \gm} .

N =

pmzl_(l_qm))\z

Since \ > %, we have \q,, > % and therefore, p,, = Q(1).

Finally, we note that for constant n the probability g, is still positive, and hence 2(1). [

We proceed with a lemma for the crossover phase.

Lemma 90. Let k < {%. Assume that ¢ = \/E, Ae > \/g and ( € [@, 3“], and there is at least

202
one critical bit in x'. Then p. = e °®),

Proof. To have a successful crossover offspring it is sufficient to take one critical bit from x’
and all other different bits from x. Thus the probability g. of generating one superior crossover

offspring is
k k
_ o €—1> - _ -
qg.=c(1—c) _\/;<1 n)
. 5(1_@ ~fEeom
~Vn n n

Since we need only one of the . > /7 offspring to be superior, by Lemma E we have

1
pe=1—-(1-g)*> Emin {1, )\C\/ge‘o(k)} = ¢ 000, O

Now we are in position to prove Theorem

3vnk
=2 1

Proof of Theorem . We denote the probability to increase fitness in one iteration by P and we
estimate this probability as follows.
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By Lemmas @, @, and @ we have

P>(1-0(1))-Q(1) e 00 = g0k

Therefore the expected runtime (in terms of iterations) until the (1 + (A, \)) GA reaches
the local optimum of JUMP is

< ne®®. O

el

n—k
E[T] < Z

Finally, we prove the main result of this section, Theorem .

Proof of Theorem . By Theorems El and the upper bound on the total number of fitness
evaluations of the (1 + (A, A\)) GA with random initialization is

k 0(k)
0 ne
[ F] - k )\

With \ = \/Lﬁ\/ﬁk, we have

k k
1 /n ou n e%®
E[Tp]Sﬁ\/;ne ()+\/;ﬁ
%\/E
k k
< ﬁ\/g o) ﬁ\/g o0 _ /., [T 00 0

k. . e
We note that A = %ﬁ\/g is the value which minimizes our upper bound apart from the

e®®) factor. We omit the proof of this fact, since it trivially follows from the minimization of a
function f(x) = ax + 2 via analysis of its derivative.

4.4.2 Lower Bound

In this subsection we show that a deviation from the instance-specific optimal parameters
setting significantly increases the runtime. The consequence is that when the parameter k is
unknown, we are not likely to choose a good static parameter setting.

To analyze the negative effect of a wrong parameter choice we use the precise expression
of the probability P to go from the local to the global optimum in one iteration, which is

pP= szpm(ﬁ)l’c(f), (56)

=0

where p;, is the probability to choose ¢ bits to flip, p,,(¢) is the probability of a successful mutation
phase conditional on the chosen ¢, and p.(¢) is the probability of a successful crossover phase
conditional on the chosen ¢ and on the mutation being successful.
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Since ¢ ~ Bin(n,p), we have p, = ()p‘(1 —p)"~*. The probability of a successful mutation
depends on the chosen ¢. If / < k, then it is impossible to flip all k zero-bits, hence p,,(¢) = 0.
For larger ¢ the probability to create a good offspring in a single application of the mutation
operator is gn(¢) = (?5) /(7). If £ € [k + 1..2k — 1] then any good offspring occurs in the fitness
valley and has a worse fitness than any other offspring that is not good. Hence, in order to
have a successful mutation we need all )\, offspring to be good. Therefore, the probability of
a successful mutation is (q,(¢))*. For ¢ = k and ¢ > 2k we are guaranteed to choose a good
offspring as the winner of the mutation phase if there is at least one. Therefore, the mutation
phase is successful with probability p,(£) =1 — (1 — gm(¢))*.

In the crossover phase we can create a good offspring only if / > k. For this we need to
take all k bits which are zero in x from x’, and then take all /—k one-bits which were flipped from
x. The probability to do so in one offspring is g.(¢) = cX(1 — ¢)**. Since we create \. offspring
and at least one of them must be superior to x, the probability of the successful crossover phase
isp.(f) =1 — (1 —ck(1 — )t ).

Putting these probabilities into (@) we obtain

p= (Z)p"(l -prr1- (1 - (Z) 1)“ (1-(1=c9%)

2k—1 n—k Am
+ (rg)pé(l _p)n—é ((6(;3()) (1 . (1 . Ck(]. . C)Z—k>A¢>

Via this expression for P we compute the expected runtime in terms of iterations as E[T;| =
P! and the expected runtime in terms of fitness evaluations as E[Tf] = (Am + A\¢)P~!. It is hard
estimate precisely the probability P and thus the expected runtime. Therefore, to show the
critical influence of the parameters on the runtime, we compute E[Tj| precisely for n = 22°

and k € {22,2% 2%} and for different parameter values. We fix \, = \. = \/Ek and take p =

25\/g and ¢ = 2*5\/% for all § € [—1log,(\/F)..10g,(,/%)]; these limits for ¢ guarantee that both

p and ¢ do not exceed 1. Note that we preserve the invariant pcn = k, since otherwise the
expected Hamming distance between x and any crossover offspring (the “search radius” of the
(1 + (A, A)) GA) is not k, which makes it even harder to find the global optimum. The results of
this computation are shown in Figure Iﬁ

As one can see, there is a relatively small interval where losses in runtime are of a small
constant factor (for § = —1 the runtime is even slightly better), but generally the runtime is in-
creased by a ©(2/%) factor. Therefore, in order to solve JUMPy effectively with the (1 + (), \)) GA
using the static parameters, one has to guess the value of k with a small relative error. In practice
when we optimize some JUMP-like problem we usually cannot tell in advance the size of jump
which we must perform to escape local optima. Therefore, when we do not know jump size k in
advance, we need some method of dynamic choice of parameters to avoid missing the optimal
one.
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Figure 12 - The rqtjo of the runtime with disturbed parameters to the runtime with the parameters
suggested Corollary 4. The left plot shows the full picture for all considered values of ¢. The right plot
shows in more detail a smaller interval around the best values

4.5 The Runtime Analysis of the Heavy-Tailed (1 + (A, \)) GA JUMP

Corollary H showed that the standard parameters of the (1 + (A, A\)) GA are not very useful
on jump, while taking mutation rate p and crossover bias c equal can be a good idea when making
progress is difficult. Parameterizingp = ¢ = \/%, we obtain that an offspring after mutation
and crossover has an expected Hamming distance of s from the parent. Hence the parameter s,
in a similar manner as the mutation rate in a traditional mutation-based algorithm, quantifies
the typical search radius of the (1 + (A, \)) GA. Hence, it is natural to choose s from the power-
law distribution, since intuitively we should have the same effect as in [57] of having a good
probability to choose s close to its optimal value k. However, if we try to use Corollary 4 and to
set the population size A according to our choice of s, namely A = (2)*/2, then overestimating s
will be very costly. For this reason we find it more natural to choose it randomly form another
power-law distribution.

We conduct a mathematical runtime analysis of the (1 + (A, \)) GA with heavy-tailed
choices of s and \ from a broad range of power-law distributions. It shows that for a power-law
exponent ; > 1 for the choice of s and a power-law exponent /3, equal to two or slightly above,
a very good performance can be obtained. The resulting runtimes are slightly higher than those
stemming from the best, instance-specific static parameters, but still much below the runtimes
of classic evolutionary algorithms.

While undoubtedly we have obtained parameters that work uniformly well over all jump
functions, we also feel that our choices of the power-law exponent are quite natural, so that
the name parameterless (1 + (A, A\)) GA might be justified. There is not much to say on the
choice of s, where apparently all power-laws (with exponent greater than one, which is a very
natural assumption for any use of a power-law) give good results. For the choice of A\, we note
that the cost of one iteration of the (1 + (A, \)) GA is 2\ fitness evaluations. Hence 2E[}] is
the expected cost of an iteration with a random choice of \. Now any power-law exponent
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py > 2 gives a constant value for E[\|. The larger [, is, the more the power-law distribution is
concentrated on constant values. For constant A\, however, the (1 + (A, \)) GA cannot profit a
lot from the intermediate selection step, and thus shows a behavior similar to classic mutation-
based algorithms. For this reason, choosing a power-law exponent rather close to two appears
to be a natural choice. Based both on this informal argument and our mathematical results, for
a practical application of our algorithm we recommend to use j; slightly above one, say 1.1, and
By slightly above two, say 2.1.

The asymptotically best choice of 5, (in the sense that the worst-case price for being
instance-independent is lowest) is obtained from taking 5, = 2. Since this alone would give an
infinite value for E[)\] , one needs to restrict the range of values this distribution is defined on. To
obtain an O(nk”~1) price of instance-independence, a generous upper bound of 2" is sufficient.
To obtain our best price of instance-independence of O(nlogn), a similar trick is necessary for
the choice of s, namely taking J; = 1 and capping the range at the (trivial) upper bound s < n.
While we think that these considerations are interesting from the theoretical perspective as they
explore the limits of our approach, we do not expect these hyperparameter choices to be useful in
many practical applications. We note the runtime of the (1 + 1) EA with heavy-tailed mutation
rate was shown [57] to exceed the instance-specific best runtime of the (1 + 1) EA by a factor
of ©(n”~%5). Hence a power-law exponent /3 as low as possible (but larger than one) looks best
from the theoretical perspective. In contrast, in the experiments in [57], no improvement was
seen from lowering § below 1.5.

4.5.1 The Heavy-Tailed (1 + (A, \)) GA with Multiple Parameter Choices

We now define the heavy-tailed (1 + (A, A\)) GA as motivated in the introduction. The
main difference from the standard (1 + (A, \)) GA is that at the start of each iteration the muta-
tion rate p, the crossover bias ¢, and the population sizes \,, and A, for the mutation and crossover
phases are randomly chosen as follows. We sample s ~ pow(f3;, u;) and take p = ¢ = (£)1/2. The
population sizes are chosen via A\, = A\, = A ~ pow(f,,u,). Here the upper limits u, and u;
can be any positive integers and the power-law exponents g, and fj; can be any non-negative
real numbers. We call these parameters of the power-law distribution the hyperparameters of
the heavy-tailed (1 + (A\,\)) GA and we give recommendations on how to choose these hyper-
parameters. The pseudocode of this algorithm is shown in Algorithm . We note that it is not
necessary to store the whole offspring populations, since only the best individual has a chance
to be selected as mutation or crossover winner. Hence also large values for A are algorithmically
feasible.

4.5.2 Runtime Analysis

In this section we conduct a rigorous runtime analysis for our heavy-tailed (1 + (A, A)) GA

optimizing jump functions with jump size k € [2..7]. We cover the full spectrum of the algo-

rithm’s hyperparameters f;, us, 55, u,. For large ranges of the hyperparameters, in particular,
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Algorithm 6 — The heavy-tailed (1 + (A, \)) GA with multiple parameter choices maximizing a
pseudo-Boolean function f

1: x < random bit string of length n

2: while not terminate do

3:  Choose s ~ pow(f;, us)

4 pe (VP

5: C < (,5—1)1/2

6:  Choose \ ~ pow(fy, uy)

Mutation phase:

7: Choose ¢ ~ Bin(n, p)

8: foriec [1..\] do

9; x® <« a copy of x
10: Flip ¢ bits in x) chosen uniformly at random
11: end for
12: X + arg MaX,. ), xm}f(z)

Crossover phase:
13: foric [1..\] do

14: Create y' by taking each bit from x’ with probability ¢ and from x with probability
(1—c)

15: end for

16:  y<argmax,.m 0 f(2)

17: if f(y) > f(x) then

18: X<y

19: end if

20: end while

for natural values like 3, = 8y = 2 + ¢ and u; = u, = oo, we observe a performance that is
only a little worse than the one with the best instance-specific static parameters. This price of
instance-independence can be brought down to an O(nlog(n)) factor. Taking into account the
effect of failing to guess the optimal parameters shown in Section @.4.2, this is a fair price for a
one-size-fits-all algorithm.

Since a typical optimization process on jump functions consists of two very different
regimes, we analyze separately the difficult regime of going from the local optimum to the
global one and the easy ONEMAX-style regime encountered before that.

Escaping the Local Optimum

The time to leave the lgocal optimum (necessarily to the global one) is described in the
following theorem and Table ﬁ We will see later that unless 3, < 2, and this is not among our
recommended choices, or k = 2, the time to reach the local optimum is not larger than the time
to go from the local to the global optimum. Hence for 3, > 2, the table also gives valid runtime
estimates for the complete runtime.
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Table 4 — Influence of the four hyperparameters J, us, 5, u, on the expected number E[T| of fitness
evaluations the heavy-tailed (1 + (A, \)) GA starting in the local optimum takes to optimize JUMP.
Since all runtime bounds are of type E[Tf] = F(f\,u,)/ps, where p; = Pr[s € [k..2k]], to ease reading
we only state F((3,,u,) = E[Tf|ps. By taking 5; = 1+ ¢ or §; = 1 A u; = n, one obtains p; = k*
or p; = O(logn). Using 5\ = 2 and an exponential u, gives the lowest price of an O(nlogn) factor
for being independent of the instance parameter k. We also advertise the slightly inferior combination
Brx = 2+ ¢ and u, = +oo as for §, > 2 each iteration has a constant expected cost and u, has no
influence on the runtime (if chosen large enough). If 3, > 2 and k > 3, then the times stated are also
the complete runtimes starting from a random initial solution

Theorem 43. Let k € [2..2]. Assume that we use the heavy-tailed (1 + (\,\)) GA (Algorithm E)
to optimize JUMPy, starting already in the local optimum. Then the expected number of the fitness
evaluations until the optimum is found is shown in Table g: where ps denotes the probability that
s € |k..2k|. If u; > 2k, then p; is

= O(() %), if B €[0,1),

* Oy ) f B =1, and

« OK>), if B > 1.

Before the proof we distill the following recommendations on how to set the parameters
of the power-law distributions from Theorem 43

Distribution of \: We note that when guessing u, right (depending on k), and only then,
good runtimes can be obtained for 5, < 2. Since we aim at a (mostly) parameterless approach,
this is not very interesting. When g, > 3, we observe a slow runtime behavior similar to the
one of the (1 + 1) EA with heavy-tailed mutation rate [57]. This is not surprising since with
this distribution of \ typically only small values of \ are sampled. We profit most from the
strength of the heavy-tailed (1 + (A, \)) GA when 7, is close to two. If it is larger than two, then
each iteration has an expected constant cost, so we can conveniently choose u, = oo without
that this can have a negative effect on the runtime. This is a hyperparameter setting we would
recommend as a first, low-risk attempt to use this algorithm. Slightly better results are obtained
from using $, = 2. Now a finite value for u, is necessary, but the logarithmic influence of u,
on the runtime allows to be generous, e.g., taking u, exponential in n. Smaller values lead to
minimally better runtimes as long as one stays above the boundary (})*/2, so optimizing here is
risky.

Distribution of s: The distribution of s is less critical as long as u; > 2k. Aiming at an
algorithm free from critical parameter choices, we therefore recommend to take u; = n unless
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there is a clear indication that only short moves in the search space are necessary. Once we
decided on u; = n, a (5; value below one is not interesting (apart from very particular situations).
Depending on what jump sizes we expect to encounter, taking g; = 1 leading to an O(log n)-factor
contribution of s to the runtime or taking 5, = 1 + ¢, ¢ > 0 but small, leading to an O(k*)-factor
contribution to the runtime are both reasonable choices.

For the proof we also d the following supplementary lemma, which can easily be
deduced from Lemmas 87 and 88.

Lemma 91. Let \y = \c = Aandp = ¢ = (3)Y/2 with s € [k..2k]. If the current individual x of
the (1 + (A, \)) GA is in the local optimum of JUMPy, then the probability that the algorithm finds the
global optimum in one iteration is at least e~©® min{1, (£)kA2}.

Proof of Theorem @ Let F be the event that the algorithm finds the global optimum in one
iteration when the current individual x is already in the local optimum. The probability P of this
event is at least

P > DFs)Ds,

where pgs) = Pr[F | s € [k..2k]] and p; = Pr[s € [k..2k]]. The expected number of iterations T;
until we find the optimum is therefore

In each iteration the heavy-tailed (1 + (A, \)) GA performs 2\ fitness evaluation (where \ is
chosen from a power-law distribution at the start of the iteration). Using Wald’s equation
(Lemma 20) we compute the expected runtime Ty in terms of fitness evaluations from T;.

E[2)] _ 2B
p N p(F\s)ps‘

E[Ty| = E[T/E[2)] =

In the remainder of the proof we estimate how E[)\], pr), and p; depend on the hyperparameters
of the algorithm.
The expected value of ) is

E[\ = pr(l)l = Csu Z il_ﬁk?
i=1 i=1
where p, (i) = Pr[\ = i]. We compute the conditional probability of F as

P = Y PaDPEsn (D),
i=1

where pps ) (i) =Pr[F | s € [k..2k] A X\ = i|. Note that event \ = i does not depend on the choice
of s. By Lemma P1] we have

() 2e=0®) ifi < (

k/2
D(Fjs,\) (1) > {en@(k )

)

n
k
), otherwise.
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We consider two cases of the size of u, relative to k and n. First, if uy < (g)k/ 2 then we have

uy k k k k uy
Ps) = § :Cﬁmuxi_ﬁ)‘ (H) i2e Ok = Cﬁhu)\e_@(k) (r_l) E :iZ—ﬁA.
= i=1

Hence, we have

E[T{] = Chran Z?:Al L = p_le@(k) (E)k Z:J:Al i'=%
i 9 7"
PCoyane©® (B) S 2o kJ 32 P

In the second case, if u > (

a\K/2
L(%)™" 1\ K Uy
. 2 ek .8y —O(k
Pry > Y, Coui ™ (,—l) e 0 4 Y Chui e W

1)k/2, we have

- (1)1
o kLT u
= Cg,u e W (E) D D
=1 i=[(2)"*)+1
Therefore,
piry < 25N oW 3, 1)

< .
T PEs)Ps k()] oy u -
P (O e my

Viewing these two cases together, we obtain
o0 s,

P ((5)S2+50)

E[T{ < (57)

where
. uy s1—
° Sl = § i:)\ll ﬂ)\’

min{[(})*/?,u5] .

c S = 275 and
e Q. .\ U N k/2 o :
S == Z;L(%)k/zmz ifuy > (B)¥/2 and Sp := 0 otherwise.
Table § shows the estimates of S;, S, and Sy, which follow from Lemma H We also note
that the estimates for p; = Cj, lefk i~# follow from Lemmas [} and §. We omit these elementary
calculations. Putting these estimates into (57) proves the theorem. O

Reaching the Local Optimum

In this section we show that the heavy-tailed choice of parameters lets the (1 + (A, \)) GA
reach the local optimum relatively fast. Without proof, we note that if g, > 2 and k > 3, then
the time to reach the local optimum is not larger than the time to go from the local to the global
optimum. For a set of hyperparameters giving the best price for instance-independence, we now
show an O(n2?log*(n)) time bound for reaching the local optimum.
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O S1 So So if uy > (})*2
0,1) e) (ui Ar _ (%) —Br)/2
=20 I S 6 [ (7))
(1,2) O ((min{uy, (})k/2})35)
=2 || O(log(uy))

(2,3) o ((%)ku—m)/z _ ui’ﬁ*>

=3 o(1) O (log(min{u,, (1]))
>3 o(1)

Table 5 — The values of S1, Sy and Sy used in the proof of Theorem

Theorem 44. Let uy, = 2°", 3, = 2, u; = O(n), and B; = 1. Then the expected runtime until the
heavy-tailed (1 + (A, \)) GA reaches the local optimum of JUMP;, starting in a random string is at most
O(n?log?(n)) fitness evaluations. For greater (3, and any u, this runtime is at most O(nlog?(n)). In
both cases with 5; > 1 and any u; € N the runtime is reduced by a ©(log(n)) factor.

Proof. We prove the theorem only for 5, = 2 and 3; = 1, since for other hyperparameter values
the arguments are identical. By Lemma |5, the probability p; , to choose s =1 and A =1 is

) . 1
R N <log(n)> '

With s = 1 and A = 1 the algorithm essentially performs an iteration of the (1 + 1) EA

with mutation rate %, since there is no selection of the mutation winner and each bit of the

2
crossover offspring is flipped with probability \/% = L Therefore, if the algorithm has not

n
reached the local optimum, then the probability P to have a true progress in one iteration is at
least

n—i
Pzps,)\

where i is the current fitness of x. Therefore, by Lemma [ the expected number of iterations
until the algorithm reaches the local optimum is at most
n—k—1
E[T; <

———— < O(log(n)) - n- O(log(n)) = O(nlog*(n)).
psa(n—1)

Since by Lemma H the expected number of fitness evaluations per iteration is ©(log(u,)) =
©(n), by Wald’s equation (Lemma R20) we have

E[T{] = E[T{JE[2)\] < O(nlog®(n)) - ©(n) = O(n*log*(n)).

4.6 Conclusion of Chapter EI

In Section we performed the first runtime analysis of a crossover-based algorithm
using the heavy-tailed parameter choice and observed that the fast mutation operator not only
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can relieve the algorithm designer from the task of choosing a suitable mutation rate, but it can
also lead to runtimes asymptotically better than any static choice of the mutation rate. However,
different from previous works, where any power-law exponent greater than one could be used,
our work requires that j is between 2 and 3 and thus shows that, different from what the previous
works suggest, the choice of /5 can be non-trivial.

On the technical side, our work shows that algorithms with a heavy-tailed number of
offspring can be much easier to analyze than those with a self-adjusting number of offspring
(such as the self-adjusting (1 + (A, A)) GA [31]), since Wald’s equation allows to estimate the
expected runtime by the product of the expected number of iterations and the expected number
of offspring generated in one iteration. This also gives a clear hint on suitable values for the
power-law exponent. (Only) by taking 5 > 2, we can ensure that the expected number of
offspring generat er iteration is constant.

In Section @.3, we have shown that the (1 + (), \)) GA optimizes the LEADINGONES func-
tion in ©(n?/)\) parallel time and ©(n?) total runtime, regardless of the parameter \. This shows
that, not surprisingly, the (1 + (A, \)) GA here does not profit from the better exploration mech-
anism (as it did on ONEMAX and random satisfiability instances). At the same time, however,
it still achieves asymptotically the same parallel runtime as the (1 + \) EA and the same total
runtime as any (1 4+ \) EA with A <n.

In Section we performed the first runtime analysis of the (1 + (A, \)) GA on a multi-
modal problem and we observed that this algorithm also has a runtime advantage over classic
algorithms on multimodal objective functions, and a much more pronounced one. Whereas the
advantage in the previous results on unimodal problems was a gain of a logarithmic factor, we
have shown here a runtime that is almost the square root of the runtime of classic algorithms.

For the (1 + (A, \)) GA to show such a good performance, its parameters have to be chosen
differently from what was suggested in previous works, in particular, the mutation rate and
crossover bias have to be larger. We developed some general suggestions in CorollaryE that
might ease the future use of this algorithm.

TO solve the problem of crucial dependency of optimal static parameters on the problem
instance, in Section 4.5 we proposed a variant of the (1 + (A, \)) GA with a heavy-tailed choice of
both the population size A and the search radius s. To the best of our knowledge, this is the first
time that two parameters of an EA are chosen in this manner. Our mathematical runtime analysis
showed that this algorithm with suitable, but natural choices of the distribution parameters
can optimize all jump functions in a time that is only mildly higher than the runtime of the
(1 + (A, A)) GA with the best instance-specific parameter values.

We are optimistic that the insights gained on the jump functions benchmark extend, at
least to some degree, also to other non-unimodal problems. Clearly, supporting this hope with
rigorous results is an interesting direction for future research. From a broader perspective, this
work suggests to try to use heavy-tailed parameter choices for more than one parameter simul-
taneously. Our rigorous results indicate that the prices for ignorant (heavy-tailed) choices of
parameters simply multiply. For a small number of parameters with critical influence on the
performance, this might be a good deal.
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Conclusion

This thesis makes several contributions to the field of the theory of evolutionary compu-
tation. First, it proposes the following new analysis methods.

» The method of complete trees.

« The method of drift analysis of no-drift processes.

» The method of two Markov chains for the analysis on plateaus.

+ The additive drift theorem with tail bounds.

With these methods we performed an analysis of various population-based EAs and de-
livered some totally new insights about the working principles of EAs. Although some of our
methods are problem-specific, we are optimistic that they need only small modifications to be
applied to a more general problems. We also believe that our methods can be combined to a
more powerful tools. For example, the method of the analysis of EAs on plateaus can be com-
bined with the ideas of the complete trees to deliver the runtime of the (2 + \) EA on plateaus,
but we leave it as an open topic for the further research.

Among the results obtained with the developed methods, we find the following ones most
notable.

« The asymptotically tight precise bounds on the runtime of the (x+ A) EA and the

(11, A) EA on ONEMAX, which show in details the interplay of the parent and offspring
populations sizes for these algorithms. In particular, we observed that the (u + A\) EA
makes progress after filling the top fitness level with some number of the best individuals
and that the convergence of the (1, \) EA crucially depends on the absolute population
sizes.

* The runtime results for the (1 + 1) EA and (A 7 A) EA on PLATEAU functions, which
showed that the choice of the mutation operator does not have a significant influence
on the behavior of these EAs on plateaus.

+ The runtime of the (1 + (A, \)) GA with variable A\ on LEADINGONES, where we use the
argument of the average drift per fitness evaluation for an algorithm with a variable
cost of one iteration.

We also proposed a new algorithm, the heavy-tailed (1 + (A, \)) GA, and showed that a
simple strategy of choosing parameters randomly (but from a well-chosen distribution) can not
only relieve us from choosing the right static parameters for a small price (as it does on JUMP),
but also gives us the better runtime than the one which could be obtained with static parameters
(as it does on ONEMAX).

To designate the further research directions, we find it profitable to extend the proposed
methods for more complicated crossover-based genetic algorithms such as the (1 + \) GA. At the
moment we find it very challenging, since it would require more complex structures than in the
complete trees which take into account the genotype of two parents of each individual.

We also find the approach of the random parameter selection worth the further investi-
gation to find on which problems it can be beneficial. Clearly, there are two situations when
it might either reduce the runtime (as for the (1 + (A, \)) GA on ONEMAX) or produce a one-
size-fits-all algorithm (as for the (1 + 1) EA [57] and the (1 + (A, \)) GA on JuMP). However,
there are also functions for which missing the optimal parameters range can be destructive and
results into a drift outwards the optimum, e.g., the HOTTOPIC functions [100]. Therefore, it is
important to determine the scope in which this method of dynamic parameters choice helps.
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