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Composition du Jury :

Luca Malgeri
CERN (Génève) Président

Lorenzo Feligioni
CPPM (Marseille) Rapporteur

Dirk Zerwas
LAL (Orsay) Rapporteur

Marı́a Luisa Cepeda Hermida
CIEMAT (Madrid) Examinatrice

Sabine Crépé-Renaudin
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Résumé

Cette thèse présente une étude de la production du boson de Higgs en association
avec un quark top (processus tH) ou deux quarks top (processus tt̄H) dans les
collisions de protons à 13 TeV, fournies par le Large Hadron Collider (LHC) au sein
de l’expérience CMS (Compact Muon Solenoid) du CERN à Genève. Ces modes de
production sont importants pour caractériser les propriétés du boson de Higgs et en
particulier la magnitude de son couplage au quark top (yt), directement accessible
par la mesure de la section efficace des processus tH et tt̄H. De plus, l’étude conjointe
des deux processus est sensible à l’existence de physique au-delà du Modèle Standard,
car des faibles variations par rapport aux valeurs des couplages prévus par la théorie
peuvent induire un changement mesurable de la section efficace. Les résultats
présentés concernent en particulier les canaux sensibles à la désintégration du boson
de Higgs en une paire de leptons τ , une paire de bosons W ou une paire de bosons
Z. Les données analysées correspondent aux données produites pendant le Run 2 du
LHC, qui s’est déroulé de 2016 à 2018, correspondant à une luminosité intégrée de
137 fb−1.

La production du boson de Higgs en association avec des quarks top est très rare
par rapport aux autres processus issus des collisions de protons du LHC. Les sections
efficaces du processus tt̄H et tH sont égales à 506.5 fb et 89.4 fb respectivement,
environ 1500 et 9000 fois plus faibles que la production d’une paire de quarks top
(tt̄). Par conséquent, optimiser la sélection et l’identification des particules dans le
détecteur est essentiel afin de maximiser l’efficacité d’extraction des signaux. Ainsi,
la première partie du travail de thèse a été consacrée à l’optimisation des algorithmes
de sélection des leptons τ se désintégrant en hadrons (τh) dans le premier niveau
du système de déclenchement de CMS, le Level-1 (L1) trigger. L’algorithme utilise
l’information des calorimètres du détecteur CMS pour reconstruire des τh, en assurant
une réduction du taux de déclenchement gérable par le système d’acquisition des
données. Cet algorithme agrège de façon dynamique les dépôts d’énergie provenants
des produits multiples des désintégrations hadroniques du lepton τ , tout en évaluant
l’activité calorimétrique environnante pour supprimer le bruit de fond. Compte tenu
du nombre de plus en plus élevé d’interactions simultanées délivrées tout au long du
Run 2, des améliorations de l’algorithme ont été mises en place au début de l’année
2018 afin de maintenir une efficacité de sélection optimale dans un environnement
plus intense. La vérification du fonctionnement du système de déclenchement avec
les données enregistrées en 2017 et 2018 a été également effectuée en mesurant la
performance pendant cette période, de manière à s’assurer du bon enregistrement des
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données et de leur qualité pour les analyses du Run-2. Afin de renforcer la sélectivité
des processus plus rares pour le Run 3 à venir, tels que la production des paires
de bosons de Higgs (HH), des algorithmes innovants L1 τh ont été développés pour
étendre la couverture de l’espace des phases en exploitant les propriétés cinématiques
des particules dans l’état final.

Dans le cadre du projet LHC à haute luminosité, ou High-Luminosity LHC
(HL-LHC), les performances du LHC seront poussées à leur maximum pour
augmenter le potentiel de découverte après 2027. Cela permettra d’étudier en
détail les propriétés des particules connues, comme le boson de Higgs, et d’observer
de nouveaux phénomènes très rares qui pourraient se manifester. L’objectif est
d’accroître la luminosité d’un facteur 10 par rapport à sa valeur nominale, ce qui
pose des défis importants pour le détecteur. Le système de déclenchement L1
sera mis à niveau, y compris l’installation de modules électroniques plus puissants
permettant d’exécuter des algorithmes sophistiqués de reconstruction. L’amélioration
du system L1 est accompagnée d’un remplacement des calorimètres pour accueillir un
nouveau détecteur à haute granularité, le High-Granularity Calorimeter (HGCAL),
dans la région la plus dégradée par le rayonnement ionisant. En profitant de ces
fonctionnalités sans précèdent, un nouveau concept de déclenchement des τh a été
développé. L’algorithme inclut des approches dites de "machine learning", capables
de reconnaître les modes de désintégration individuels du lepton τ et d’identifier
plus précisément les dépôts calorimétriques provenant du bruit du fond. Il constitue
une référence sur le potentiel de déclenchement à haute granularité, ce qui profitera
certainement aux mesures de précision prévues pour les processus tH et tt̄H pendant
cette phase opérationnelle.

La suite du travail de thèse a été dédiée à l’analyse des évènements tH et tt̄H

avec les désintégrations subséquentes H → τ+τ−, H → WW∗ et H → ZZ∗, en
utilisant les données collectées pendant le Run 2 du LHC. Dix états finals, ou canaux,
sont considérés pour capturer ces signaux, chacun exigeant un nombre diffèrent de
leptons (électrons ou muons) et de τh. L’extraction des signaux requiert une bonne
connaissance du bruit de fond, principalement la production d’une paire de quarks top
en association avec un boson électrofaible (tt̄V) ainsi que la production tt̄ avec des
leptons produits dans la désintégration des hadrons B. La présence de plusieurs bruits
de fond non négligeables rend cette analyse relativement complexe. Pour cette raison,
des outils multivariés sont mis en place pour extraire les signaux. Deux méthodes
indépendantes sont utilisées à cet effet, visant à fournir des résultats plus solides et
avérés. Les résultats des deux méthodes ont été rendus public par la collaboration
CMS à l’occasion de la conférence ICHEP 2020.

La première méthode utilise des algorithmes machine learning, où des variables
basées sur des propriétés géométriques et cinématiques des évènements du signal
et du bruit de fond sont combinées à l’aide d’arbres de décision et de réseaux de
neurones profonds entraînés sur des évènements simulés. Les données enregistrées sont
comparées aux prédictions pour extraire les valeurs des sections efficaces; les rapports
entre les valeurs mesurées et la prédiction théorique sont de 0.92+0.26

−0.23 pour le processus
tt̄H et de 5.67+4.05

−3.98 pour le processus tH, en accord avec le Modèle Standard. Pour
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le premier, cela correspond à un excès d’évènements par rapport à l’hypothèse bruit
de fond seul avec une significance de 4.7σ, atteignant presque le seuil d’observation
défini à 5σ. Les résultats sont également interprétés dans le contexte des scénarios
au-delà du Modèle Standard, en particulier la théorie du couplage top inversé, ou
Inverted Top Coupling (ITC), qui envisage la possibilité d’avoir des signes opposés
pour le couplage du boson de Higgs au quark top et le couplage du boson de Higgs
aux bosons électrofaibles (λHVV). En supposant que le couplage du Higgs boson au
lepton τh prenne la valeur prédite par le Modèle Standard, la valeur de yt par rapport
à la prédiction du Modèle Standard a été limitée aux intervalles −0.9 < yt < −0.7 ou
0.7 < yt < 1.1 à 95% niveau de confiance. Les resultats montrent comme le Modèle
Standard et le ITC sont en accord avec les donnés.

La deuxième approche utilise la Méthode des Eléments de Matrice (MEM), qui se
base sur le calcul numérique des sections efficaces différentielles associées aux processus
de signal et de bruit de fond pertinents. Le calcul d’une intégrale multidimensionnelle
est effectué à partir de techniques Monte Carlo, en prenant en compte le formalisme
théorique des éléments de matrice des processus physiques et les effets de résolution
liés à la reconstruction des objets physiques dans le détecteur. La méthode est
appliquée exclusivement au canal contenant deux leptons de même charge et un τh.
Cette sélection permet de réduire significativement la contribution de la majorité des
bruits de fond du Modèle Standard, donc d’atteindre une pureté relativement élevée
dans le canal qui offre la plus grande sensibilité à la désintégration H → τ+τ− du
processus tt̄H. En combinaison avec les trois canaux de l’analyse présentant seulement
des leptons dans l’état final, qui utilisent des méthodes d’extraction du signal basées
sur une seule variable, la section efficace du processus tt̄H mesurée par rapport à la
prédiction du Modèle Standard est de 0.91+0.30

−0.26, pour une significance de 3.8σ. La
sensibilité plus faible de cette seconde méthode s’explique par le nombre inférieur de
canaux inclus dans l’analyse, ainsi que par les méthodes plus simples utilisées dans
les catégories leptoniques. Aucune indication de nouvelles manifestations physiques
au-delà du Modèle Standard n’est observée par la deuxième méthode.
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Introduction

The quest for the understanding of the structure of matter and the forces it is
subject to has always been at the heart of the scientific community. Today, this
quest extends further into the origin of the universe, and particle physics constitutes a
possible path to satisfy that curiosity. It is a field that has been continuously evolving
over the last 50 years, with many experimental discoveries and a well established
theoretical framework, the Standard Model (SM), which gives relatively simple answers
to the big questions. Despite its excellent agreement with the experimental tests, some
observations and theoretical findings suggest that the theory is still incomplete. The
SM does not explain known phenomena, such as the abundance of dark matter in
the universe or the observed asymmetry between matter and antimatter. It does not
incorporate a description of the gravitational force and it is not compatible with the
well-established theory of general relativity. These and other shortcomings lead to
the belief that the SM is part of a more fundamental theory valid at higher energy
scales; undergoing very precise measurements of the SM parameters and exploring
manifestations of new physics beyond the Standard Model (BSM) is of uttermost
importance to unveil the mysteries of the field.

The discovery of the Higgs (H) boson by the CMS and ATLAS experiments at
the Large Hadron Collider (LHC) in 2012 [1, 2] opened a new field for exploration, as
it constituted the last missing piece in the experimental exploration of the SM. The
Higgs boson has an intrinsic and distinct connection to each of the massive elementary
particles, including itself, by conferring them mass. The value of these masses cannot
be predicted a-priori, but must be determined experimentally from their interaction
strength, or coupling, to the Higgs boson. Interestingly, the Higgs boson is the second
heaviest particle weighting around 70% of the top quark mass; the fact that these
two particles have masses of similar order implies that they interact very strongly. At
hadron colliders, both can be produced simultaneously via the associate production of
the Higgs boson with one top quark (tH) or two top quarks (tt̄H), being the cross
section of these processes a direct indicator of the coupling strength between the
particles. Part of this thesis work is devoted to the measurement of the cross section of
these highly interesting physics processes. Compared to many other possible outcomes
of the proton-proton interactions, the tH and tt̄H productions are very rare, partly
because of the large mass of the particles involved. During the latest Run 2 operations
of the LHC (2016-2018), only 70 000 Higgs bosons were produced in association with
top quarks, compared to the more than 10 million pairs of top quarks. Along with the
other billion interactions happening each second at the core of the detector, selecting
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the processes of interest constitutes a significant experimental challenge.
Neither the Higgs boson nor the top quark have a sufficiently large lifetime to reach

the detectors; hence, only their decay products are detected by the experiments. The
CMS detector, mounted with concentric subdetectors aimed at reconstructing a large
variety of stable particles, is especially suited for this purpose. The Higgs boson can
decay in several ways, but preferentially via heavy particles, like W and Z bosons
or τ leptons, while the top quarks decay almost exclusively to a bottom quark and
a W boson. The subsequent decays of these particles can result in several leptons
(electrons, muons) in the final state, together with hadronically decaying τ leptons
(τh) and jets arising from the hadronization of quarks and gluons. This specific
configuration, denoted as multileptonic final state, is the targeted signature of the
search presented here. The precise measurement of these products is pivotal for the
kinematic reconstruction of this complex final state, where the presence of multiple
objects makes the search an ideal use case for multivariant discriminants to enhance the
selectivity of the signals and reject the background contributions. These discriminants
can be built using state-of-the-art machine learning techniques, able to capture the
patterns and correlations amongst the processes involved. They can also be built
with the so-called Matrix Element Method (MEM), which combines the theoretical
information of the processes with the experimental effects related to the detector
resolution; it constitutes my personal contribution to the analysis presented here.
The level of sophistication of the methods used, along with the unprecedented amount
of collision data provided by the LHC during Run 2, result in the most stringent
measurements of the tH and tt̄H cross sections up to date, granted by the combination
of both processes in a joint search for the first time. The sensitivity achieved in the
measurement allows for the observation of the tt̄H process in multileptonic final states
to be claimed for the first time.

Given the rarity of the tH and tt̄H processes, and of many other phenomena
envisioned in the CMS physics programme, a high particle selection efficiency in the
detector is crucial. At the core of this selection stands the Level-1 (L1) trigger system,
a hardware system that filters collision events to retain only those with potential
interest for physics analysis. With proton bunches colliding at the centre of CMS every
25 ns and 40 simultaneous interactions taking place at each crossing, sophisticated
identification and reconstruction algorithms are needed toward that end. In this
context, the selection of hadronically decaying τ leptons is especially demanding, in
particular because it implies the rejection of an abundant jet background. To meet
this goal, an innovative τh identification approach was developed for Run 2 operations,
providing a stable selection efficiency which lead to the observation of the H→ τ+τ−

decay [3] and, more indirectly, the tt̄H production mode [4] by the CMS experiment
in 2018. The unparalleled sensitivity of the tt̄H and tH processes in multilepton
final states presented here was positively impacted by the remarkable L1 τh trigger
performance in Run 2, which I had the chance to monitor and optimize during 2017
and 2018 data-taking as part of my thesis work. Additionally, in view of the upcoming
Run 3, I studied several analyses-targeted L1 τh trigger algorithms, aimed to capture
the rarer processes, such as HH → bbττ , that suffer from lower signal efficiencies in



CONTENTS 15

the current trigger configuration.
Pushing the frontiers of the accelerator and detector technology even further,

the High-Luminosity LHC (HL-LHC) era will succeed the current LHC operations,
foreseen to conclude in 2024. It will achieve 4-5 times the instantaneous luminosity of
the nominal LHC design and up to 200 simultaneous interactions per bunch crossing
during its 10 years of operations. A previously unmatched amount of data will be
delivered, opening the door to an ambitious physics program which includes the
exploration of new physics beyond the SM and exotic signatures. It will pose extreme
challenges to the CMS detector, which must maintain, and possibly improve, its
performance in a much more complicated environment; thereby, an ultimate upgrade
of the L1 trigger system and several subdetector components is planned. Owing to
the modern processing boards of the new L1 hardware, alongside the finer input
granularity of the upgraded calorimeter in the forward detector region, I designed
a unique L1 τh trigger concept for the HL-LHC. The proposed trigger incorporates
machine-learning approaches capable of resolving the individual decay modes of the τh
and removing the overwhelming background hadronic activity resulting from pileup.
Reaching comparable efficiencies to the current trigger already at this early stage
of development, the algorithm sets a benchmark on the potential of triggering on
high-granularity inputs with machine-learning techniques. A highly performing trigger
during this operational phase will certainly favour the ∼60% sensitivity improvement
expected for the measurement of the tH and tt̄H cross sections with respect to Run 2.

This thesis is structured as follows. Chapter 1 introduces the theoretical and
experimental context of the associate production of the Higgs boson with top quarks,
intended to motivate the importance for the tH and tt̄H productions. The experimental
apparatus and the reconstruction techniques used to conduct the search are presented
in Chapter 2. The subsequent chapters describe my personal contributions to the
subject during my three years of doctoral research. Chapter 3 includes an overview
of the Level-1 τh algorithm and describes its optimization and performance during
Run 2. The design of a L1 τh algorithm for the HL-LHC era is discussed in Chapter 4
along with the description of the trigger and detector upgrades. The experimental and
statistical methods followed in the search of the tH and tt̄H processes are summarized
in Chapter 5. The extraction of these signals with machine-learning techniques and
the Matrix Element Method is presented in Chapter 6 and Chapter 7, respectively,
alongside the corresponding results and future prospects.





1 | Physics of the Higgs boson and
the top quark

The Standard Model (SM) of particle physics was developed throughout the
second half of the XXth century and provides a description of the elementary particles
and their fundamental interactions [5, 6]. Its theoretical framework is built upon the
mathematical foundations of quantum field theory (QFT) and gauge symmetries,
refined by the constant back and forth between theory and experiment. It is
well corroborated by the experimental observations, and its predictive power was
further consolidated with the discovery of the Higgs boson by the ATLAS and CMS
experiments at the Large Hadron Collider (LHC) at CERN, Geneva (Switzerland),
on the 4th July 2012 [1, 2], 50 years after it was first postulated.

Being the two most massive particles known to date, the top quark (t) and the
Higgs boson (H) are an instrumental probe of the SM. They interact via the so-called
Yukawa interaction, which can be directly tested by studying the rate at which the
Higgs boson is produced in association with either one (tH) or two top quarks (tt̄H)
in the proton-proton (pp) collisions at the LHC. This is expressed in terms of the
cross section (σ) of these processes, namely the probability that they will take place
in a collision. The value of these cross sections has been measured with a limited
precision by the ATLAS and CMS experiments, and further sensitivity is required
to unambiguously determine the presence or absence of new physics beyond the SM
(BSM) in this sector. The measurement of the cross sections of these processes with
the CMS detector, providing a direct access to the value of the Yukawa coupling of
the Higgs with the top quark, is the main topic of this manuscript.

This chapter discusses the importance of the study of the tt̄H and tH processes
in the context of the SM. Potential interpretations in the context of physics beyond
the SM are also included. Section 1.1 provides a theoretical overview of the SM
particle content and interactions. In Section 1.2, the associated production of the Higgs
boson with top quarks is presented and its phenomenology at collider experiments is
described, including a summary of the latest measurements performed at the LHC. The
LHC accelerator and the CMS detector used to conduct the measurement described
in this manuscript are presented in Chapter 2.
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Figure 1.1: Diagram representing the elementary particles of the Standard Model.
Matter is constituted by three generations of quarks (in purple) and leptons (in green),
while the interactions amongst them are governed by the gauge bosons (in red). The
Higgs boson (in yellow) is responsible for the masses of the particles.

1.1 The Standard Model of particle physics

Two types of particles are included in the SM: the building blocks of matter, also
known as matter particles, and the intermediate interaction particles, or force carriers.
The first group is composed by fermions of spin 1/2, whereas the second group is
composed by bosons of spin 1, which are the particles exchanged by the fermions during
interactions. At the core of the SM stands the idea that fermions and bosons are excited
states of their corresponding fields, defined in space-time. Any system is described by
a Lagrangian density, or simply Lagrangian, which encodes the propagation of these
fields and the interactions between them, based on a basic underlying symmetry, the
gauge invariance. This invariance is expressed mathematically as SU(3)C × SU(2)L ×
U(1)Y, where the first component SU(3)C corresponds to the strong interaction and
the components SU(2)L × U(1)Y express the electromagnetic and weak interactions,
unified as the electroweak interaction. The SM does not include the description of the
gravitational interaction, but this force can be neglected at the considered energies: its
intensity is 25 orders of magnitude lower than the weak force, the weakest within the
SM. An overview of the SM particle content can be found in Fig. 1.1; the properties of
the fermions and bosons, along with the mathematical foundations of their interactions,
are explained in what follows. The generation of the mass of the bosons and fermions
is explained by the phenomenon of spontaneous symmetry breaking of the electroweak
theory, which results from the postulation of the existence of the Higgs boson; it is
presented in Section 1.1.2, followed by an overview of the phenomenology of the Higgs
boson.
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1.1.1 Particle content and interactions

Fermions

Matter is described by fermions, particles of spin s = 1/2 satisfying the Fermi-Dirac
statistics and the Pauli exclusion principle. They are subcategorized in quarks and
leptons. Experimental observations show that 12 fermions exist, namely 6 quarks and
6 leptons. They are divided in three families, or generations, each containing two
quarks with electric charges of +2/3 and −1/3, and two leptons with electric charges
of −1 and 0. For each fermion there is a corresponding antiparticle, which is identical
in every aspect except that it has opposite internal quantum numbers, such as the
electric charge.

The first family of quarks is composed by the up (u) and down (d) quarks, with
masses of 2.2 MeV [7] and 4.7 MeV [7], respectively; they constitute ordinary matter.
Their analogues in the subsequent families are the charm (c) and strange (s) quarks
in the second family, with masses of 1.3 GeV [7] and 93 MeV [7], respectively, and the
top (t) and bottom (b) quarks in the third family, with masses of 172.9 GeV [7] and
4.18 GeV [7], respectively. The quarks belonging to these last two families are only
produced in high energy collisions and, being the most massive particles, they undergo
cascade decays into fermions of the first family.

Quarks are the only SM particles that are subject to the three forces: the
electromagnetic, the weak and the strong. Each quark carries a quantum number
called flavour, which is subject to the electroweak interaction, and a quantum number
called colour, which is subject to the strong interaction. The latter is described
by the Quantum Chromodynamics (QCD) theory. A property of this theory is the
colour confinement, through which quarks do not exist as free states and can only
be experimentally observed as bound states. Hence, they form mesons, which are
quark-antiquark states, and baryons, which are composed by three quarks. Both
bound states are denoted as hadrons, and they constitute the only bound states
found in nature. Although quarks are confined in hadrons, they are asymptotically
free particles, meaning the strong coupling becomes weaker when the momentum
transfer is large. This property allows the fundamental interactions between them to
be studied in proton colliders such as the LHC.

The leptons, as the quarks, are divided in three families, but they are only subject
to the electromagnetic and the weak interactions. The charged leptons of the three
families are the electron (e), muon (µ) and tau lepton (τ), respectively. The electron
is the lightest one, with a mass of 511 keV [7], and is stable. The muon has a mass of
105.7 MeV [7] and a lifetime of 2.2 µs [7], but is still detectable at the LHC experiments
given its momentum and the size of the detectors. Finally, the τ lepton, with a mass of
1.78 GeV [7] and a lifetime of 2.9×10−13 s [7], can only be detected through its decay
products, which can be leptons or hadrons given its high mass.

Each lepton is paired to a neutrino of the same flavour (νe, νµ, ντ ), which
is electrically neutral and is massless in the classical SM formulation. However,
the observation of neutrino flavour oscillations [8] implies that neutrinos have
non-zero masses, with upper limits of m(νe) < 2 eV [7], m(νµ) < 0.19 MeV [7] and
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m(ντ ) < 18.2 MeV [7]. Being electrically neutral, neutrinos interact with the matter
only via the weak force, and consequently they are not directly detectable at collider
experiments. Their presence can nonetheless be inferred via the energy imbalance of
the event.

Bosons

The SM describes the fundamental interactions via force carriers, which have spin
s = 1 and obey Bose-Einstein statistics. These are commonly called gauge bosons, as
their existence arises from a local gauge invariance mechanism. The strong nuclear
force is mediated by eight gluons (g); they are massless, electrically neutral and carry
colour quantum number. A consequence of the gluons having colour is that they
interact not just with the quarks but also with themselves. The photon (γ) is the
force-carrier associated to the electromagnetic interaction. It is massless and has no
electric charge, and it does not interact with itself. The W± and Z bosons are the
mediators of the weak nuclear force. They have masses of 80.4 GeV [7] and 91.2 GeV [7],
respectively, and can self-interact. The range of the various interactions is directly
related to the mass of the corresponding gauge bosons. The infinite range of the
electromagnetic interactions corresponds to an interaction mediated by a massless
gauge boson. The short range of the weak interactions (∼10−16 cm) corresponds to
the exchange of a gauge particle with mass of the order of ∼100 GeV. The strong
interaction is not infinite, as should correspond to the exchange of a massless gluon,
due to the property of confinement.

The recently discovered Higgs boson has a unique role in the SM, as it is the only
elementary scalar particle (s = 0) discovered in nature. It is electrically neutral and,
contrary to the gauge bosons, it does not originate from a local gauge invariance
mechanism. It is responsible for the so-called electroweak symmetry breaking
mechanism, which explains how gauge bosons acquire masses, since an explicit mass
term would make the theory non-renomalizable. The same Higgs boson couples to the
fermions to confer them mass via the Yukawa interaction; the interaction strength of
the Higgs boson to the top quark is the topic of this thesis. The discovery of the Higgs
boson constitutes a historical breakthrough in particle physics, not only because it
was the last tile of the SM, but because it opens up the study of a whole new scalar
sector.

Strong interaction

The strong interaction is governed by QCD, the theory that describes the
interactions between quarks and gluons. QCD is a non-abelian gauge theory based on
a local gauge symmetry group called SU(3)C, where the subscript C stands for colour.
This is the quantum number associated to this group, and it can take three values:
red, green and blue. Quarks being spin-1/2 fermions, they satisfy the Dirac equation
and hence the free-field Lagrangian is given by the Dirac Lagrangian

L = q̄(iγµ∂µ −m)q , (1.1)
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where q corresponds to the quark field,m to its mass and γµ to the Dirac matrices. The
symbol ∂µ denotes the partial derivative with respect to the spacetime coordinates.
Under an SU(3)C transformation, the quark field transforms as

q → q′ = e−igs
λa

2
αaq , (1.2)

where gs is a real constant and αa are the parameters of the transformation. The
term λa/2 corresponds to 3×3 traceless herminitian matrices, the so-called Gell-Mann
matrices, which generate the group.

In order for the Lagrangian in Eq. 1.1 to be invariant under the transformation
in Eq. 1.2, the derivative ∂µ has to be re-defined to the to the so-called covariant
derivative Dµ as

Dµ = ∂µ + igs
λa
2
Ga
µ , (1.3)

where the gauge vector fields Ga
µ correspond to the eight gluons that mediate the

strong force. They have to compensate the additional term in Eq. 1.3 to maintain the
local invariance of the Lagrangian, hence under SU(3)C they transform as

Ga
µ → G

′a
µ = Ga

µ + ∂µα
a + gsfabcα

bGc
µ . (1.4)

The fabc are the structure constants of the SU(3)C group, which encode the
commutation rules [λa/2, λb/2] = ifabcλc/2.

After the introduction of the gluon vector fields, the Lagrangian has to be completed
with a term describing their propagation. This is done with a kinetic energy term of the

type −1

4
Gµν
a G

a
µν , where Ga

µν is the gluon field strength, defined as Ga
µν = ∂µG

a
ν−∂νGa

µ.
However, this term of the Lagrangian would not be gauge invariant, so Ga

µν should
instead be expressed as

Ga
µν = ∂µG

a
ν − ∂νGa

µ − gsfabcGb
µG

c
ν . (1.5)

The last term in Eq. 1.5 is at the origin of the cubic and quartic self-interactions of
the gluon fields. Such interactions between the force mediators are a general property
of non-abelian gauge theories. The overall QCD Lagrangian is

LQCD = iq̄γµ∂µq −mq̄q − gsq̄γµ
λa
2
qGa

µ −
1

4
Gµν
a G

a
µν (1.6)

with the summation over all quark fields involved. The first term in Eq. 1.6 represents
the free-field propagation of the quark, whereas the second term is the mass term.
The third term arises from the introduction of the covariant derivative and describes
interaction of the gluon with a quark and an antiquark. The strength of the interaction
is parametrized by the constant gs, usually redefined as the strong coupling constant
αs = g2

s/4π. This constant has the property of asymptotic freedom: it becomes very
small when the energy transfer is large enough, leading to a quasi-free behaviour of the
quarks and gluons. Finally, the fourth term in Eq. 1.6 represents the propagation of
the gluons; upon expansion, it leads to 3-gluons and 4-gluons self-interactions. Gluons
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must be massless, since adding a mass term m2Gµ
aG

a
µ would lead to a gauge-invariant

Lagrangian.

Electroweak interaction

The electroweak interaction is a unified description of the electromagnetic and
weak interactions. It is built upon the same local gauge invariant as for QCD, but this
time imposing a symmetry under SU(2)L × U(1)Y transformations. In the following,
the electromagnetic and weak formalisms are described separately; the unification
mechanism is summarized at the end.

The electromagnetic interaction is described by Quantum Electrodynamics (QED).
It explains phenomena involving electrically charged particles interacting by means of
exchange of a photon. It is an abelian gauge theory with the symmetry group U(1)em.
Following the same rationale as in QCD, the QED Lagrangian is expressed as

LQED = iψ̄γµ∂µψ −mψ̄ψ − eQψ̄γµψAµ −
1

4
FµνF

µν , (1.7)

where ψ is a fermionic field, involving both quarks and leptons. The first term
corresponds to the free Lagrangian of a massive spin-1/2 field, whereas the second
term is the mass term. The third term arises from the introduction of the U(1)em

covariant derivative, namely

Dµ = ∂µ + ieQAµ , (1.8)

and corresponds to the interaction between the photon, represented by the gauge
potential Aµ, and the fermion. The strength of the interaction is proportional to the
charge eQ of the fermion, Q being the quantum number associated to this interaction
and e the electron charge. The last term in Eq. 1.7 corresponds to the free propagation
of the photon, where Fµν is the electromagnetic or Maxwell tensor defined as Fµν =

∂µAν − ∂νAµ. As in the case of the gluons, the photon is massless, but it does not
interact with itself, since QED is an abelian theory.

The weak interaction is described with the non-abelian gauge group SU(2)L group.
It is a unique theory: unlike other interactions, it has the peculiarity that it violates
parity. This is accounted for in the theoretical description by the property of the
chirality of a fermion field, which introduces a vector-axial structure in the Lagrangian
of the weak force. The chirality is a Lorentz-invariant quantity corresponding to the
eigenvalues of the operator γ5 = iγ0γ1γ2γ3, which can be -1 or +1, giving rise to the
so-called left (ψL) and right (ψR) chirality fields, represented as SU(2)L doublets and
SU(2)L singlets, respectively. The left and right components of a fermion field ψ are
obtained by applying the PL and PR projectors

ψ = ψL + ψR ;

ψL = PLψ =
1

2
(1− γ5)ψ ,

ψR = PRψ =
1

2
(1 + γ5)ψ .

(1.9)
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Each fermionic field of the SM is represented as one left chirality doublet (ΨL) and
two right chirality singlets (ψR, ψ′R). For the first family of fermions, the fields of the
electron-neutrino pair are expressed as

ΨL(x) =

(
νeL
eL

)
; ψR(x) = νeR , ψ′R(x) = eR ; (1.10)

the up-down quark pair is expressed as

ΨL(x) =

(
uL
dL

)
; ψR(x) = uR , ψ′R(x) = dR . (1.11)

The same holds for the other two families. Under this notation, the weak Lagrangian
for a spin-1/2 field can be written as

Lweak = iΨ̄Lγ
µDµΨL + iψ̄Rγ

µDµψR + iψ̄′Rγ
µDµψ

′
R −

1

4
W i
µνW

µν
i , (1.12)

with the omision of the mass term. The covariant derivative of the SU(2)L group is

Dµ = ∂µ + igwT
i
µW

i
µ (1.13)

and the tensor field W i
µν is defined as

W i
µν = ∂µW

i
ν − ∂νW i

µ − gwεijkW j
µW

k
ν , (1.14)

with i = 1, 2, 3. Here W i
µ are three gauge fields and T iµ = σi/2 are the generators

of the SU(2)L group, proportional to the Pauli matrices σi. The gw is the coupling
constant and εijk are the structure constants of SU(2)L, defined by the commutation
rules [σi/2, σj/2] = iεijkσk/2. Again, the term −gwεijkW j

µW
k
ν in Eq. 1.14 adds the

cubic and quartic self-interactions among the gauge fields, expected in non-abelian
gauge theories.

The quantum number associated to the SU(2)L group is the weak isospin, which
has three components I1,2,3. The right chirality fields ψR and ψ′R have a third isospin
component of I3 = 0 as they are singlets under SU(2)L; the left-handed field ΨL

has I3 = +1/2 and I3 = −1/2 for the upper and lower components, since they
form a doublet under SU(2)L. Consequently, the SU(2)L group acts only on the left
component of the chiral fields, as indicated with the subscript L, with an interaction
term −gwΨ̄Lγ

µTiΨLW
i
µ, which couples the left chirality field to the gauge fields.

The gauge fields W i
µ in Eq. 1.14 do not correspond to the physical W±

µ and Zµ
fields associated to the W± and Z bosons. The first can be related via the linear
combinations

W±
µ =

1√
2

(
W 1
µ ∓ iW 2

µ

)
. (1.15)

An additional U(1)Y group has to be introduced in order to relate W 3
µ to the physical

Zµ boson field. It is an abelian group with an associated gauge field Bµ, described by
a Lagrangian similar to the QED case, except that instead of the charge, the quantum
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number associated is the weak hypercharge Y , hence the subscript in U(1)Y. The
Lagrangian of this group is

LY = iψ̄γµDµψ −
1

4
BµνB

µν , (1.16)

omitting the mass term. The covariant derivative of U(1)Y takes the form

Dµ = ∂µ + igYBµ , (1.17)

with a coupling constant gY . The tensor field Bµν is defined as

Bµν = ∂µBν − ∂νBµ . (1.18)

The U(1)Y group acts on the fermionic field ψ, which can have left or right chirality.
The interaction term arising from the covariant derivative is −gY ψ̄γµ(Y/2)ψBµ, which
couples the left or right handed field ψ to the gauge field Bµ.

Combining the Lagrangians in Eq. 1.12 and 1.16, it is possible to unify the
electromagnetic and weak interactions into the electroweak interaction, represented
by the SU(2)L×U(1)Y symmetry group. The mixing of the Bµ and W 3

µ gauge bosons
to obtain the electromagnetic field Aµ and the field Zµ associated to the Z boson is
done via the rotation (

Aµ
Zµ

)
=

(
cos θW sin θW
− sin θW cos θW

)(
Bµ

W 3
µ

)
, (1.19)

where θW is the so-called Weinberg or weak angle. In order to recover the
electromagnetic coupling, the charge Q and the hypercharge Y are related via the
Gell-Mann-Nishijima formula

Y = 2(Q− I3) . (1.20)

Moreover, the Weinberg angle θW is related to the coupling constants e, gw and gY by

e = gw cos θW = gY sin θW . (1.21)

Table 1.1 shows the values of th electroweak quantum numbers for all the fermions,
depending on their chiralities. The overall unified electroweak Lagrangian is

LEWK = iΨ̄Lγ
µDµΨL + iψ̄Rγ

µDµψR + iψ̄′Rγ
µDµψ

′
R −

1

4
W i
µνW

µν
i −

1

4
Bi
µνB

µν
i , (1.22)

where the expressions of W i
µν and Bi

µν remain the same as in Eqs. 1.14 and 1.18. The
covariant derivative is

Dµ = ∂µ + igwW
i
µ

σi
2

+ igYBµ
Y

2
. (1.23)

Upon expansion of the first three terms of the Lagrangian in Eq. 1.22, one finds
the different interaction terms among the fermions and the electroweak bosons. These
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Fermions 1st gen. 2nd gen. 3rd gen. I3 Y Q

Quarks

(
uL
dL

) (
cL
sL

) (
tL
vL

) (
+1/2
−1/2

)
+1/3

(
+2/3
−1/3

)
uR cR tR 0 +4/3 +2/3
dR sR bR 0 −2/3 −1/3

Leptons

(
νe,L
eL

) (
νµ,L
µL

) (
ντ,L
τL

) (
+1/2
−1/2

)
−1

(
0
−1

)
eR µR τR 0 −2 +1
νe,R νµ,R ντ,R 0 0 0

Table 1.1: Electroweak quantum numbers of the fermion fields in the SU(2)L

representation, categorized under quarks and leptons. The subscripts L and R
correspond to the left and right chiralities. I3 is the weak isospin, Y is the weak
hypercharge and Q is the electric charge.

can be grouped into those involving the W± bosons and those involving the Z boson.
The former is denoted as the charged current interaction, where the coupling only
involves left chirality fields, and therefore parity is maximally violated. The latter is
denoted as neutral current interactions, and can involve both left and right chirality
fields. Both the charged and neutral currents occur with different strengths due to the
mixing of the gauge fields via the Weinberg angle. The electromagnetic force, mediated
by the photon γ, is not sensitive to the chirality of the fermion fields. The last two
terms of Eq. 1.22 are the kinetic terms of the electroweak bosons; when developed,
they show a large spectrum of self-interactions among them. These interactions can
be cubic (ZWW, γWW) or quartic (ZZWW, γγWW, γZWW, WWWW), as expected
the electroweak interaction being a non-abelian gauge theory.

It is noteworthy that the charged weak interaction, mediated by the W± bosons,
is the only type of interaction which can change the flavour of the fermions. In the
case of the quarks, the transition probability within the three families is encoded in the
Cabibbo-Kobayashi-Maskawa (CKM) matrix [9,10], which relates the weak eigenstates
of the down-type quarks (d′, s′, b′) to their mass eigenstates (d, s, b) viad′s′

b′

 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

ds
b

 . (1.24)

The diagonal elements of the CKM matrix are close to unity, meaning that transitions
between quarks of the same generation are favoured. In the case of the leptons, the
probability of transition is encoded in the Pontecorvo-Maki-Nakagawa-Sakata (PMNS)
matrix [11], relating the weak eigenstates of the neutrinos (νe, νµ and ντ ) to their mass
eigenstates (ν1, ν2 and ν3) through the expressionνeνµ

ντ

 =

Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

ν1

ν2

ν3

 . (1.25)
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Figure 1.2: Illustration of the Higgs potential in Eq. 1.28 with µ2 < 0, also known as
the Mexican hat potential.

According to the SM, the PMNS matrix should be a unit matrix with null off-diagonal
elements, whereas the mixing between the three families has been observed [8].

Up to this point, the W± and Z bosons have been assumed to be massless, since
adding explicit mass terms of the gauge fields to Eq. 1.22 would break the gauge
invariance. The same holds for the left and right chirality fermions: a direct mass
term of a fermion mψ̄ψ = mψ̄RΨL +mΨ̄LψR would mix components having different
weak isospin and weak hypercharge and is therefore not allowed. This limitation is
in clear contradiction with the experimental observation of massive weak bosons and
fermions. The mechanism through which fermions and bosons acquire mass, known as
the Brout-Englert-Higgs mechanism [12–14], is explained in the following section.

1.1.2 The Brout-Englert-Higgs mechanism

The Brout-Englert-Higgs (BEH) mechanism, also known as electroweak symmetry
breaking (EWSB), was introduced as a solution to generate the gauge boson masses
and explain the fermion masses, which were not accounted for in the electroweak gauge
formalism. It was proposed in 1964 independently by F. Englert and R. Brout [12], by
P. Higgs [13] and by G. Guralnik, C. R. Hagen and T. Kibble [14]. It is based on the
concept of spontaneous symmetry breaking, a phenomenon that is often observed in
Nature in which a physical system in a symmetric state ends up in an asymmetric state.
In particular, it describes systems where the Lagrangian obeys certain symmetries, but
an individual ground state of the system does not exhibit the symmetries of the system
itself.

The BEH mechanism is realized through the addition of two complex scalar fields
(φ+, φ0) grouped in a weak isospin doublet φ known as the Higgs field. It is expressed
as

φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
, (1.26)

where φi (i = 1, 2, 3, 4) are real scalar fields. The Lagrangian describing the gauge
interaction of the Higgs field is

LBEH = (Dµφ)†(Dµφ)− V (φ) , (1.27)
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where Dµ is the covariant derivative defined in Eq. 1.12. The potential V (φ) has the
form

V (φ) = µ2φ†φ+ λ(φ†φ)2 , (1.28)

where µ and λ are constants. The shape of the Higgs potential V (φ) depends on
the sign of µ; λ must be positive for the potential to be bounded from below. The
case where µ2 > 0 corresponds to a potential well around a trivial minimum state
φground = 0, and the Lagrangian in Eq. 1.27 would represent a scalar particle with
mass µ and a self-interaction of coupling λ. The case where µ2 < 0 leads to the
so-called Mexican hat potential, whose shape is illustrated in Fig. 1.2.

In the configuration where µ2 < 0, the ground state with minimal energy is given
for the infinite set of doublets that minimize this potential by fulfilling the condition

φ†φ =
−µ2

2λ
≡ v2

2
, (1.29)

where v is the vacuum expectation value (VEV) of the scalar potential. This makes the
system unstable and forces it to choose a particular value for its ground state among all
possible states. Upon selection of a specific ground state φground, the SU(2)L × U(1)Y

symmetry is explicitly broken. Without loss of generality, this ground state can be
expressed as

φground =
1√
2

(
0

v

)
. (1.30)

Although the ground state does not respect the initial SU(2)L × U(1)Y symmetry, it
is invariant under the U(1)em symmetry group, as it is parallel to the φ0 component
of the doublet. Hence, the Higgs field can be expanded around its minimum as

φground → φ(x) =
1√
2
eiσaθ

a(x)

(
0

v + h(x)

)
, (1.31)

with a = 1, 2, 3. The field h(x) corresponds to a massive field and the θ1(x), θ2(x)

and θ3(x) fields correspond to three massless scalar bosons. The latter are expected as
consequence of the Goldstone theorem [15], that states that the spontaneous breaking
of a continuous symmetry gives rise to as many massless bosons (i.e. Goldstone bosons)
as broken generators of the symmetry. These Goldstone bosons are unphysical; they
can be absorbed through an SU(2)L transformation of the Higgs field, known as the
unitary gauge, leading to

φ(x)→ φ′(x) =
1√
2

(
0

v + h(x)

)
. (1.32)

The Goldstone bosons have been translated to additional degrees of freedom of
the W± and Z bosons, which correspond to their longitudinal polarizations: the
mechanism confers mass to the weak bosons. The fourth real scalar field h(x)

remaining corresponds to a new physical massive particle, the Higgs boson (H).
Upon substitution of Eq. 1.32 in the Lagrangian in Eq. 1.27, and adding the kinetic
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terms of the physical fields W± and Z, the BEH Lagrangian becomes

LBEH =
1

2
∂µh∂

µh− 1

2
2µ2h2

+
g2
wv

2

4
W µ+W−

µ +
1

2

(g2
w + g2

Y )v2

4
ZµZµ

+
g2
wv

2
hW µ+W−

µ +
g2
Y v

2
hZµZµ

+
g2
w

4
h2W µ+W−

µ +
g2
Y

4
h2ZµZµ

+
µ2

v
h3 +

µ2

4v2
h4 .

(1.33)

The first line of the Lagrangian corresponds to the evolution of the scalar Higgs field
h, with mass

mH =
√

2|µ| =
√

2λv , (1.34)

where mH is a free parameter of the theory. The second line corresponds to the mass
terms of the weak bosons W± and Z, of masses

mW =
gwv

2
,

mZ =

√
g2
w + g2

Y

2
v =

mW

cos θW
.

(1.35)

Hence, the masses of the weak bosons depend on v. The cubic and quartic interactions
between the Higgs field and the weak bosons are described in the third and forth lines,
respectively. The corresponding couplings, denoted as λHVV and λHHVV, respectively,
are proportional to the squared masses of the bosons via

λHVV =
2

v
m2
V ,

λHHVV =
1

v2
m2
V ,

(1.36)

where V denotes a W± boson or a Z boson. Finally, the cubic and quartic
self-interactions of the Higgs boson are represented in the fifth line. On this basis, the
BEH potential V (φ) can be expressed more conveniently as

V (h) =
1

2
(2µ)2h2 +

µ2

v
h3 +

µ2

4v2
h4

=
1

2
m2

Hh
2 + λHHHvh

3 + λHHHHh
4 .

(1.37)

The Higgs boson self-coupling is thus related to its mass via the expression

λHHH = λHHHH =
m2

H

v2
. (1.38)

The Higgs boson self-interactions are purely related to the scalar sector, as they are
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entirely determined from the parameters of the scalar potential, contrary to the weak
bosons, whose self-interaction have a gauge nature.

Yukawa interaction

Thus far, the spontaneous symmetry breaking of the local gauge invariance of
SU(2)L × U(1)Y gives rise to the mass terms of the weak bosons through their
interaction with the Higgs field. The same field is responsible of conferring mass
to the fermions in a gauge-invariant way through the so-called Yukawa interaction.
The interaction couples a fermionic field ψ (s = 1/2) to a scalar field φ (s = 0), as
illustrated in Fig. 1.3. In the context of the electroweak theory, this translates into
the coupling of the left chirality doublets (ΨL) and the right chirality singlets (ψR,
ψ′R) to the Higgs scalar field (φ) via the Lagrangian

LYukawa = −yf′(Ψ̄Lφψ
′
R + ψ̄′Rφ

†ΨL)− yf(Ψ̄Lφ
cψR + ψ̄Rφ

c†ΨL) . (1.39)

The values yf and yf′ are known as the Yukawa couplings, where f corresponds to
the up-type fermions and f ′ corresponds the down-type fermions. The symbol φc

represents the charge conjugate of the Higgs field, defined as φc = iσ2φ∗. Upon
electroweak symmetry breaking, the Lagrangian becomes

LYukawa =
∑
f

−mfψ̄ψ −
mf

v
hψ̄ψ , (1.40)

where the sum runs over all fermions. The first term in Eq. 1.40 represents the mass
term of the fermion and the second term corresponds to the coupling of the fermion
to the Higgs field. The value of the masses of the fermions are

mf =
yf√

2
v , (1.41)

i.e. the fermions couple to the Higgs boson with a coupling strength proportional to
their mass. Being the fermion masses free parameters of the SM, the couplings can
be inferred from mass measurements. In the SM, neutrinos are massless and do not
exist as right-handed particles, hence they do not have a Yukawa coupling. As the top
quark is the most massive fermion of the SM, its coupling to the Higgs boson (yt) is the
highest, with a value close to unity. The precise measurement of this crucial parameter,
conducted in this thesis, constitutes an essential probe of the SM; deviations from the
prediction would unambiguously reveal physics manifestations beyond the SM.

In conclusion, the BEH mechanism introduces a scalar Higgs field which permeates
the entire universe and has a non-zero vacuum expectation value. The interaction of
gauge bosons and fermions with this field generates their masses in a gauge-invariant
way. The mechanism thus proposes an elegant solution to an important shortcoming of
the gauge theory, leading to new verifiable predictions. The phenomenology and latest
measurements related to the Higgs boson are summarized in the following section.
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Figure 1.3: Feynman diagram representing a Yukawa interaction of strength y between
a fermion field ψ(x) and a scalar field φ(x).

1.1.3 Phenomenology of the Higgs boson at the LHC

On the 4th July 2012, the ATLAS and CMS experiments at the LHC at CERN
announced independently the observation of a new boson in the mass region of around
125 GeV compatible with the one predicted by the SM [1, 2]. The discovery was
performed with the data collected at a centre-of-mass energy

√
s = 7 and 8 TeV during

the first two years of the LHC Run 1 (2010 - 2013). The importance of this discovery
was emphasized a year later, when F. Englert and P. Higgs were jointly awarded the
Nobel prize in physics "for the theoretical discovery of a mechanism that contributes to
our understanding of the origin of mass of subatomic particles, and which recently was
confirmed through the discovery of the predicted fundamental particle, by the ATLAS
and CMS experiments at CERN’s Large Hadron Collider". With the observation of
the Higgs boson and the measurement of its mass mH, the last important parameter
of the SM had been determined.

Increasingly sensitive measurements of the Higgs boson mass were conducted by
both the ATLAS and CMS collaborations after the discovery as more data were
gathered throughout the Run 2 (2016 - 2018) of the LHC. To date, the most precise
measurement was achieved with the combination of the data recorded in 2011, 2012
and 2016 by the CMS experiment at centre-of-mass energies of

√
s = 7, 8 and 13 TeV,

respectively. The value of the mass was measured with 0.1% accuracy to [16]

mH = 125.38± 0.14 GeV . (1.42)

Alongside the determination ofmH, other important properties of the Higgs boson have
been established since the discovery. The Higgs boson was confirmed to be electrically
neutral, to have spin s = 0 and to be even under charge conjugation parity (CP)
transformations [17], in agreement with the SM predictions.

Once a value of the Higgs boson mass is assumed, predictions for its production
and decay rates are possible. In proton collisions, four main production modes are
identified; the Feynman diagrams are shown in Fig. 1.4. Their expected cross sections
for a Higgs boson of mass of 125 GeV are shown in Fig. 1.5a.
• The gluon-gluon fusion (ggH) constitutes the dominant production mode,

with a cross section of 49 pb, because of the large Parton Density Function
for gluons. The two gluons of the protons interact to produce a Higgs boson
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(a) Gluon-gluon fusion (ggH) (b) Vector Boson Fusion (VBF)

(c) Higgs-Strahlung (VH) (d) Associated production (tt̄H)

Figure 1.4: Leading-order Feynman diagrams of the four main Higgs boson production
modes at hadron colliders. Their cross sections at the LHC are given in Fig. 1.5a.

Decay mode BR [%]

H→ bb̄ 58.09+0.72
−0.73

H→WW∗ 21.52 ± 0.33
H→ gg 8.18 ± 0.42
H→ τ+τ− 6.27 ± 0.10
H→ cc̄ 2.88+0.16

−0.06

H→ ZZ∗ 2.641 ± 0.040
H→ γγ 0.2270 ± 0.0047
H→ Zγ 0.1541 ± 0.0090
H→ µ+µ− 0.02171+0.00036

−0.00037

Table 1.2: Branching ratios (BR) of the main Higgs boson decay modes assuming a
mass mH = 125.09 GeV. The uncertainties are due to missing higher-order corrections
to the partial widths, uncertainties on the quark masses and on the value of the strong
coupling constant αs [18].

via an intermediate loop of virtual heavy quarks; the loop is necessary since
the Higgs boson does not couple to the massless gluons. Being the Higgs boson
couplings to fermions proportional to their mass, the process is dominated at
leading order by the top quark loop, and therefore is adequate to probe the top
Yukawa coupling. However, any particle beyond the SM potentially sensitive to
QCD could in principle contribute to the loop: the top Yukawa coupling can only
be inferred in a model-dependent way with this process. As he Higgs boson is
produced alone in this process, gluon fusion can lead to rather clean final states
with few particles.
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Figure 1.5: (a) Cross sections of the main Higgs boson production modes at hadron
colliders as a function of the centre-of-mass energy for a mass of mH = 125 GeV.
(b) Branching ratios of the main decay modes of the Higgs boson as a function of the
Higgs boson mass. The acronym NLO refers to next-to-leading order computation in
perturbation theory, and similarly for NNLO and N3LO in higher-order expansions [18].

• The vector boson fusion (VBF) process has a cross section of 3.8 pb, about 10
times smaller than ggH. The two quarks from the protons radiate massive vector
bosons, which interact to produce a Higgs boson: the coupling of the Higgs boson
to the vector bosons can be measured with this process. At the LHC, the fusion
of two W bosons is three times more probable than the fusion of two Z bosons
as a result of the different couplings of the quarks to the W and Z bosons. The
experimental signature of this production mode is very clean and distinct, as
the process is purely electroweak and the QCD activity is concentrated around
the outgoing forward quarks, that present high dijet invariant mass and large
pseudorapidity separation.
• The Higgs-Strahlung (VH) is the third most frequent mechanism, with a cross

section 2.3 pb. In this process, a quark interacts with an antiquark to produce
a massive vector boson which radiates a Higgs boson. As in the VBF case, the
VH process is instrumental to probe the Higgs boson coupling to vector bosons.
At the LHC, the WH cross section is approximately two times higher than the
ZH cross section; the precision in the reconstruction of the system is nonetheless
limited due to the decays of the W boson to neutrinos, which are undetectable.
• The associated production of the Higgs boson with heavy quarks is the

last of the four main production modes. The heavy quarks can be either top
quarks (tt̄H and tH), or bottom quarks (bb̄H). Both can be initiated by either
two incoming gluons or a quark and an antiquark, with similar cross sections
at
√
s = 13 TeV, but the latter presents final states harder to distinguish from

the backgrounds. The tH process is initiated by a b-quark together with another
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Figure 1.6: Cross sections of the main Higgs boson production modes normalized to
their SM predictions, obtained from the data collected by the ATLAS experiment in
Run 2 at

√
s = 13 TeV. The cross sections are shown assuming SM values of the Higgs

boson branching ratios [19].

quark or a gluon, with a cross section around 5 times smaller than in the tt̄H

case. Unlike in the ggH case, there are no loops involved in these processes,
and thus the top and bottom Yukawa couplings can be measured directly at
tree-level.

The latest combination of the Higgs boson production cross sections, conducted
by the ATLAS experiment with the data collected during Run 2 [19], are shown in
Fig 1.6. All main Higgs production modes have cross sections in agreement with the
SM predictions within uncertainties. Up to date, all but the tH and bb̄H processes
have been observed at the LHC [20, 21]. In particular, the observation of the tt̄H

process by the ATLAS and CMS collaborations in 2018 [4,22] constituted a milestone
in Run 2, as the measurement established the tree-level coupling of the Higgs boson
to the top quark, and hence to an up-type quark. An extensive introduction to the tH

and tt̄H processes is given in Section 1.2.
With a lifetime of 1.56 × 10−22 s, the Higgs boson can not reach the detector: it

must be studied via its decay products. The possible Higgs boson decay modes and
the expected branching ratios (BR) can be found in Fig. 1.5b as a function of the
Higgs boson mass; the values of the BR for a mass of mH = 125.09 GeV are shown in
Table 1.2. The Higgs boson couples to massive electroweak bosons, and can therefore
decay as H → WW∗ (BR ≈ 22%) and H → ZZ∗ (BR ≈ 2.6%). Note that the mass
difference between the Higgs boson and the weak bosons (mH < 2mW,Z) implies that
one of the two vector bosons must be off mass shell1 in both cases. The Higgs boson
can also decay via loops of fermions (mostly top quarks) or W bosons to massless
particles like in H → γγ (BR ≈ 0.23%), H → Zγ (BR ≈ 0.15%) and H → gg (BR
≈ 8.2%). At the LHC, the H → WW∗, H → ZZ∗ and H → γγ decays have been

1An on mass shell particle satisfies the energy-momentum relation of E2 = p2 + m2
0c

4, while an
off mass shell particle does not.
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probed. Interestingly, even if the last two have some of the lowest branching ratios,
they were the main drivers of the Higgs boson discovery in 2012. The former benefits
from a high signal-to-background ratio and an excellent invariant mass resolution in
leptonic decays; the latter profits from very high resolution in the reconstruction of
the invariant diphoton mass. With the amount of data gathered in Run 2, these decay
modes lead to the most stringent measurements of the Higgs boson properties and the
first differential cross section studies in the ATLAS and CMS collaborations [16,23–28].

The Higgs boson also couples to fermions via the Yukawa interaction, with a
strength proportional to the fermion mass. Since a pair of b-quarks is the heaviest
possible final state of the Higgs boson, the H→ bb̄ channel is the most dominant (BR≈
58%). This decay suffers from a high QCD background, which can be partially reduced
by using dedicated algorithms to identify the jets which originate from b-quarks. These
algorithms are nonetheless insufficient to remove the bb̄ irreducible background in the
gluon fusion production mode, hence searches of the H→ bb̄ process are mostly focused
on the VH production mode. The decay H→ τ+τ− is the second most dominant decay
to fermions (BR ≈ 6.3%), but in this case the invariant mass of the τ+τ− pair cannot
be reconstructed precisely due to the decay of the τ into neutrinos, and multivariate
reconstruction techniques are used instead. Other decays of the Higgs boson into
fermions are potentially accessible, but they suffer from a very large QCD background
(H→ cc̄, BR ≈ 2.9%) or from a very low branching ratio (H→ µ+µ−, BR ≈ 0.022%).
The decay to a pair of top quarks (with one quark off-shell) is heavily suppressed and is
not expected to be observable. The existence of the Higgs boson decays to fermions was
established via the observation of the H→ τ+τ− [3,29] and H→ bb̄ [21,30] processes
by the ATLAS and CMS experiments during Run 2. The coupling of the Higgs to the
second generation of fermions was probed with the evidence of the H→ µ+µ− process
found by the CMS collaboration, with a significance of 3.0σ [31].

Upon measurement of the Higgs boson production and decay rates, the
proportionality of the Higgs boson couplings and the mass of the fermions (yf ∝ mf)
and the square mass of the weak bosons (λHVV ∝ m2

V) can be verified. This is
illustrated in Fig. 1.7 with the full Run 2 data collected by the CMS experiment.
The couplings of the Higgs boson are probed over about 3 orders of magnitude, and
the dependence of their strength on the boson and fermion masses is established,
confirming that the Higgs boson breaks the degeneracy between the fermion families.

The unparalleled amount of data collected at the LHC during Run 1 and Run 2
granted an extensive set of combined ATLAS and CMS measurements of the Higgs
boson production and decay rates, resulting in a number of constraints on the Higgs
couplings to vector bosons and fermions. Thur far, all the measurements suggest
that the scalar particle discovered in 2012 presents properties consistent with the
ones postulated by the SM. However, more stringent constraints on the couplings are
needed. In particular, the self-coupling of the Higgs field, at the heart of the Higgs
mechanism, needs to be established. In spite of the SM providing a coherent picture,
many open questions about our universe still remain unanswered. Specifically, the
Higgs sector faces the naturalness problem, resulting from the fact that the mass of the
Higgs boson is highly sensitive to loop corrections but has been nonetheless measured
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or fermion mass, obtained from the combination of the data collected by the CMS
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√
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to a value of 125 GeV. This and other shortcomings of the SM are summarized in the
next section.

1.1.4 Shortcomings of the Standard Model

The SM theory provides a consistent description of all the elementary particles
known to date and their interactions at the considered energy scales. Its predictive
power makes it one of the most rigidly tested models in physics. Nonetheless, it still
fails to explain various experimental observations; a non-exhaustive list is given in the
following.
• Neutrinos in the SM are regarded as massless particles, while non-zero masses

are required as a consequence of the neutrino flavour oscillations observed by
several neutrino experiments [8].
• The measurement of the rotational speed of galaxies [32] suggests that there is

a large amount of undetected mass in the universe, or dark matter, which can
not be related to any SM particle. Experiments designed for the direct detection
of dark matter candidates, such as the Weakly Interacting Massive Particles
(WIMP), have had no success yet.
• The accelerated expansion of the universe requires the presence of a repulsive

action, denoted as dark energy, that compensates for the gravitational attractive
forces. It has been corroborated by cosmological observations [33] but is not
contemplated in the SM.
• The matter-antimatter asymmetry observed in the universe is not accounted for

in the SM. Such mechanism manifests, for instance, in the CP-violation in the
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SM weak interaction, but its magnitude is not sufficiently large to account for
the observed imbalance [34].
• The SM does not account for the existence of the gravitational force, accurately

described in the theory of general relativity but not perturbatively renormalisable
in its quantized version. This prevents theoretical physics from reaching the much
acclaimed unification of the four interactions at high energy scales.
• In the Higgs sector, the naturalness problem [35] arises from the mass of the Higgs

boson being highly sensitive to loop corrections: if the theory was considered
valid up to the Planck scale (1019 GeV), the magnitude of these corrections
would blow. Since a tiny value of 125 GeV has been measured, it means that the
mass parameter must be extremely fine-tuned to cancel out the divergences.
• There is an arbitrariness in the construction of the SM which has no obvious

theoretical explanation, such as the 19 free parameters only determined
experimentally and the large range of orders of magnitude among the fermion
masses and force strengths.

These experimental observations suggest that the SM works only at the electroweak
scale, and a more fundamental theory beyond the SM is needed to address these
shortcomings. Numerous BSM theories have been postulated as possible extensions
of the SM, typically expressed in terms of new interactions, quantum numbers or
parameters describing additional degrees of freedom or symmetries. Among these,
supersymmetry (SUSY) [36] is regarded as the most promising theory. It relies on
the introduction of a new symmetry between fermions and bosons, under which each
fermion is associated to a supersymmetric boson, and vice-versa. Extensions of the
SM based on this symmetry solve the naturalness problem and provide candidates for
dark matter, for instance. In spite of the central role of SUSY searches in the ATLAS
and CMS physics program, no evidence for sypersymmetry has been found up to date.

1.2 Associated production of the Higgs boson with
top quarks

Fermions in the SM couple to the Higgs boson through the Yukawa interaction with
a coupling strength yf proportional to the mass of the fermion mf . The proportionality
is expressed as yf =

√
2mf/v, where v is the VEV of the Higgs field, with a measured

value of 245.22 GeV [37]. The values of the fermion masses are not directly predicted
by the SM and can only be constrained by experimental observations. In the case of
the top quark, the combined measured value of its mass by the Tevatron and LHC
experiments [7] amounts to

mt = 172.9± 0.4 GeV , (1.43)

Being the heaviest fermion of the SM, the top quarks presents the largest Yukawa
coupling, with a value of yt ≈ 0.995. It is yet not known if the fact that the top
Yukawa coupling has a value very close to unity is by chance or can be explained by
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an unknown underlying theory.
Given the large value of the top Yukawa coupling, its experimental characterization

is a crucial step towards a deeper understanding of the electroweak symmetry breaking
and the underlying physics. Many physical processes are sensitive to the value of this
coupling: the top Yukawa interaction dominates the main Higgs boson production
mechanism (gluon fusion) and contributes significantly to one of its most relevant decay
channels (H → γγ). In turn, deviations of the coupling from the SM predictions can
have a strong impact on the theory. In the absence of observed BSM manifestations,
the top Yukawa coupling is at the moment the only measurable quantity that can give
an insight on the possible existence and the energy scale of new physics above the
electroweak scale, which are extremely sensitive to yt. Small changes of the value of
yt can result in corrections to the Higgs boson self-coupling that can destabilize the
vacuum [38] and corrections to the value of the Higgs mass m2

H that can destabilize the
weak scale. Additionally, a large variety of models beyond the SM predict modified
top-Higgs couplings. This is for instance the case of the two Higgs doublet model
(2HDM) extensions of the SM [39]. These can arise in several BSM theories such as the
minimal supersymmetric extension of the SM (MSSM) [40], twin Higgs models [41] and
certain composite Higgs models [42]. The possible existence of charge-parity violation
in the top Yukawa sector would likewise manifest via CP-violating couplings that would
affect the production rate of the physics processes involved.

Even though the top Yukawa coupling is involved in the Higgs boson production via
the gluon fusion and in the H→ γγ decay, its value can only be determined indirectly
through the rate of these processes, as unknown BSM particles could potentially appear
in the loops provided they are sensitive to the QCD interaction. The only direct way
to probe the top Yukawa is from the associated production of the Higgs boson with top
quarks, where the Higgs boson couples to the top quark at tree-level. In this context,
the Higgs boson can be produced in association with a pair of top quarks (tt̄H) or with
a single top quark (tH). In the case of the tt̄H production, the cross section varies as
y2

t , meaning the process is sensitive to the magnitude of the coupling. The tH process
is sensitive to the relative sign of the top-Higgs coupling and the W-Higgs couplings via
the interference of its LO Feynman diagrams. The combined study of both processes
serves to test the BSM models that predict modified top Yukawa couplings without
making any assumption regarding the new physics. An overview of the tt̄H and tH

production at hadron colliders is given in the following. The latest measurements in
the top Yukawa sector are given at the end.

1.2.1 Standard Model production

At hadron colliders, the tt̄H process can be initiated either by a pair of gluons or
by a quark-antiquark pair. Some LO Feynman diagrams for the tt̄H process are shown
in Fig. 1.8. The Higgs boson couples at tree-level to a top or antitop quark, which
is produced either as an intermediate particle or as an outgoing particle, and hence
the cross section is proportional to y2

t . As the process plays a prominent role in the
LHC physics program, the theoretical predictions of its cross section have benefited
from significant efforts during the last years. The most recent improvements in this
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Figure 1.8: Leading-order Feynman diagrams of the tt̄H production at hadron colliders.

Process σNLO
QCD [fb] σNLO

QCD+EW [fb] KQCD δEW [%] Scale [%] PDF+αs [%]

tt̄H 498.0 506.5 1.25 1.7 +5.8/-9.2 ± 3.6

tH t-channel 74.25 - 1.20 - +6.5/-14.9 ± 3.7
tH W-channel 15.17 - 1.38 - +4.9/-6.7 ± 6.3
tH s-channel 2.879 - 1.20 - +2.4/-1.8 ± 2.2

Table 1.3: Cross sections at NLO QCD and NLO QCD+EWK of the tt̄H and tH
processes for

√
s = 13 TeV and mH = 125.09 GeV. KQCD is the ratio of the NLO QCD

and LO cross sections, δEW is the relative difference between the NLO QCD+EW and
NLO cross section, Scale is the relative uncertainty due to the renormalization and
factorization scale (including uncertainties on the flavour scheme in the tH t-channel),
and PDF+αs is the relative uncertainty arising from the PDF and the value of αs
[18,43]. The values are computed with the generator MadGraph5_aMC@NLO [44].

area are presented in Ref. [18]. In particular, the tt̄H signal modelling has been
significantly improved by the addition of the next-to-leading order electroweak (NLO
EWK) corrections to the NLO QCD corrections that have been available for several
years. As an illustration, Fig. 1.9 shows the tt̄H cross section as a function of the
Higgs boson mass at

√
s = 13 TeV including only QCD and both QCD+EW NLO

corrections. These NLO EW corrections are of special relevance in the context of the
measurement of the cross section, as they introduce additional corrections to the Higgs
boson coupling to vector bosons and to itself, which slightly modify the dependence
of the cross section on y2

t . The most up-to-date prediction of the tt̄H cross section at√
s = 13 TeV amounts to 506.5 fb, as shown in Table 1.3 along with the associated

uncertainties.
The measurement of the cross section of the tt̄H process serves to determine the

magnitude |yt|, but not the sign of the coupling. The sign of yt can be inferred by
studying the tH and t̄H processes, referred to jointly as tH. The tH process can occur
via several channels, the corresponding LO diagrams shown in Fig. 1.10. The dominant
channel is the t-channel (Figs. 1.10a and 1.10b), denoted as tHq, where a virtual W

boson is exchanged. After this follows the W-channel (Figs. 1.10c and 1.10d), or tHW,
which features a real W boson in the final state. There is an additional contribution
to tH in the s-channel, denoted as tHb, via the exchange of a virtual W boson, but
its cross section is negligible at the LHC energies, since the initial state requires a
quark and an antiquark. In both the tHq and tHW processes, the Higgs boson can
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Figure 69: The upper panel shows the tt̄H total cross section as a function of MH, at 13 TeV, including only
NLO QCD corrections (blue curve) and both NLO QCD+EW corrections (red curve). The intermediate panel
illustrates the estimated theoretical uncertainties from scale, PDF, and ↵s variation over the same MH ranges. The
lower panel shows the size of the electroweak corrections as a function of MH.

dedicated study in the context of the tt̄H working group. Previous studies [8, 33] have shown compati-
bility among different subsets of these tools, but different choices made in each existing study prevent to
derive from them a more uniform comparison.

In this section we present details and outcomes of a new comprehensive comparison of the most
up-to-date tools currently available for Run 2 studies, and compare them using a common choice of
input parameters for the fixed-order NLO QCD calculation and the PS. Some arbitrariness in the choice
of PS-specific parameters can still be present, as will be manifest in the comparison of observables that
are more sensitive to regions of phase space that are dominated by the PS. We recommend that the
comparison presented in this section serves as the main reference to anybody interested in using any of
the NLO QCD+PS tools that will be discussed in the following for the production of official samples of
tt̄H showered events.

We have compared five NLO QCD calculations of tt̄H consistently interfaced with either SHERPA,
PYTHIA8, or HERWIG7. Namely, we have compared results from:

– S-MC@NLO using OPENLOOPS 1.2.3 + SHERPA 2.2.0,
– MADGRAPH5_AMC@NLO 2.3.2 + PYTHIA8 2.1.0,
– POWHEL + PYTHIA8 2.1.0,
– POWHEG BOX + PYTHIA8 2.1.0,
– HERWIG7 using OPENLOOPS 1.2.4+ MADGRAPH5_AMC@NLO 2.3.0+ HERWIG7.

Figure 1.9: Cross section of the tt̄H process at
√
s = 13 TeV as a function of the mass

of the Higgs boson, including NLO QCD corrections (in blue) and NLO QCD+EW
corrections (in red) [18].

either couple to the top quark (Figs. 1.10a and 1.10c, denoted as Higgs-top diagrams)
with a coupling strength of yt, or to the W boson (Figs. 1.10b and 1.10d, denoted
as Higgs-W diagrams) with a coupling strength of λHWW. The values of the tHq and
tHW cross sections depend strongly on the interference between the contributions of
the Higgs-top and the Higgs-W diagrams, as explained in Section 1.2.2. Under the SM
assumption, the diagrams interfere destructively: the cross section acquires the lowest
possible values. In turn, assuming a negative sign of yt, as contemplated in several
BSM models, the interference turns constructive and the cross section is enhanced
significantly.

In the SM framework, the cross sections of the tHq and tHW processes amount
to σtHq = 74.3 fb and σtHW = 15.1 fb, respectively, as shown in Table 1.3 together
with the associated uncertainties. The values of these cross sections are to the
state-of-the-art predictions, computed at NLO accuracy in perturbative QCD [18].
They are evaluated in the so-called five-flavour scheme (5FS), where the initial
bottom quarks are considered as sea quarks of the proton and are modelled by the
parton distribution functions (PDFs) of the proton. The alternative approach is the
four-flavour scheme (4FS), where the bottom quarks are produced by gluon splitting,
described as part of the hard scattering process. The kinematic properties of the
bottom quark are described more accurately with the 4FS, but the 5FS results in
easier calculations, as there is one quark less in the final state. In the 4FS, the
cross section of the tHq process amounts to approximately 71 fb [45]. The tHW

process interferes with the tt̄H process in the 4FS, whereas the two processes result
in different final states in the 5FS; the latter is used for the simulation of the tHW

process in this analysis.
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Figure 1.10: Leading-order Feynman diagrams of the tHq (top row) and tHW (bottom
row) processes at hadron colliders. The Higgs boson can couple to the top quark with
a coupling strength yt (left column) or to the W boson with a coupling strength λHVV

(right column).

1.2.2 Interpretations beyond the Standard Model

Besides giving direct access to the measurement of the top Yukawa coupling in the
SM framework, the tt̄H and tH processes are windows to new physics beyond the SM.
In what follows, two possible BSM interpretations are described, affecting both the
kinematics and cross sections of the tt̄H and tH processes. The first one is related to
the relative sign of the top Yukawa coupling and the coupling of the Higgs boson to
the W bosons, while the second one addresses the CP-violation in the Yukawa sector.

Relative sign of the top Yukawa coupling

As mentioned in Section 1.2.1, if the value of the top Yukawa coupling yt were to
deviate from the SM expectation of yt ≈ 1, the cross section of the tH process would
change. To understand this effect, it is convenient to express the tH cross section
as a function of the Higgs boson coupling modifiers. This is done in the so-called
kappa framework [18], where the coupling modifiers κ are defined as the ratio of the
measured value of a given coupling to the one predicted by the SM. The relevant
coupling modifiers in the tH process are the ones corresponding to the top quark (κt)
and vector bosons (κv), defined as

κt =
yt

ySM
t

, κv =
λHVV

λSM
HVV

, (1.44)
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Figure 1.11: Cross sections of the tHq (left) and tHW (right) processes in hadron
colliders at

√
s = 13 TeV as a function of the coupling modifiers κt = yt/y

SM
t and

κv = λHVV/λ
SM
HVV. The points corresponding to the Standard Model and the Inverted

Top Coupling scenarios are indicated with a black and a white star, respectively [47].

where V represents a W± boson or a Z boson. Anomalous couplings leading to values
κt 6= 1 or κV 6= 1 would affect the interference between the Higgs-top and Higgs-W
diagrams, thus inducing changes in the tHq and tHW cross sections. The cross sections
of these processes with non-SM couplings can be approximately parametrized with [46]

σtHq = (2.63κ2
t + 3.58κ2

v − 5.21κtκv)× σSM
tHq ,

σtHW = (2.91κ2
t + 2.31κ2

v − 4.22κtκv)× σSM
tHW .

(1.45)

This dependence is illustrated in Fig. 1.11 in units of the SM cross sections. In the case
where κt = −κv = −12, referred to as the Inverted Top Coupling (ITC) scenario, the
tHq (tHW) cross section is enhanced by a factor of 11.4 (9.4) with respect to the SM
prediction. In this case, the tHq cross section, with a value of ∼793 fb, would exceed
that of the tt̄H production, and be well within the reach of the current experimental
sensitivity. The precise measurement of the rate at which the tH process occurs,
conducted in this thesis as explained in Chapter 6, can therefore provide an insight
to new physics manifesting via anomalous top-Higgs couplings. As the tt̄H process is
insensitive to the sign of the top Yukawa coupling, the cross sections of this process in
the SM and the ITC scenarios are equal.

Charge-parity violation in the top Yukawa sector

The tH and tt̄H productions can be used to study the possible CP-violating
components in the top Yukawa sector. It has already been established from the study
of its decay to vector boson pairs that the Higgs boson is a pure scalar particle,
invariant under charge-parity (CP) transformations. However, these measurements
only probe the Higgs boson couplings to vector bosons: if the Higgs boson is a
mixture of CP eigenstates where only the CP-even component couples to the vector

2Since κv is more precisely determined at the LHC to be SM-like, by convention the negative sign
is allowed for κt.
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Figure 1.12: Cross sections at NLO for the tX0 and ttX0 processes at hadron colliders
as a function of the charge-parity (CP) mixing angle α. X0 labels a generic spin
s = 0 particle with CP-violating couplings. The Standard Model and the Inverted Top
Coupling scenarios correspond to α = 0◦ and α = 180◦, respectively [45].

bosons, then CP-violation in the Yukawa interaction might not have been detected.
The effective Lagrangian density for this coupling can be written as [45]

L = ψ̄t (cos(α)κHttgHtt + i sin(α)κAttgAttγ5) ψtX0 , (1.46)

where ψt is the top quark field, X0 represents the Higgs field and α is the CP-mixing
phase. The scalar component (CP-even) is described by Htt, while the pseudoscalar
component (CP-odd) is described by Att. The values gitt = mi/v are the coupling
strengths and κitt are the coupling modifiers (with κHtt being equal to the above defined
κt). The case α = 0 corresponds to a pure CP-even coupling and recovers the SM
cross section when κHtt = 1. The case α = 90◦ holds for a pure CP-odd coupling. Any
intermediate value indicates CP violation, being α = 45◦ the maximally CP-violating
angle. The case where α = 180◦ corresponds to the ITC scenario when κHtt = 1. The
cross sections of the tt̄H and tH productions for different mixing angles are shown
in Fig. 1.12. The tH process is sensitive to the whole range of mixing angles, while
the tt̄H process is degenerate in α. Although briefly discussed here, the CP-violation
interpretation is not contemplated in this manuscript.

1.2.3 Experimental searches

The precise measurement of the tt̄H and tH productions requires the experimental
capability to identify and reconstruct these signals in the detector. A joint search of
the tH and tt̄H processes is convenient for this purpose, as they present a high degree of
overlap in their experimental signatures, with either one or two top quarks and a Higgs
boson, and more precise physics interpretations can be extracted from the combined
analysis. With respect to other Higgs boson production mechanisms, the associated
production of the Higgs boson with top quarks benefits from the special properties of
the top quark compared to the other quarks in the SM. In addition, the various decay
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Figure 1.13: Leading-order Feynman diagram of the top quark decay to a W boson and
a bottom quark. The W boson can decay to a lepton (` = e, µ, τ) plus a neutrino (ν`),
or to two quarks (q and q’).

Category Decay mode BR [%]

Fully-leptonic tt̄→ (W+b) (W−b̄)→ (`+ν`b) (`′−ν̄`′ b̄) 10.5

Semileptonic tt̄→ (W+b) (W−b̄)→ (qq̄′b) (`′−ν̄`′ b̄) 43.8
tt̄→ (W+b) (W−b̄)→ (`+ν`b) (qq̄′b̄)

Fully-hadronic tt̄→ (W+b) (W−b̄)→ (qq̄′b) (qq̄′b̄) 45.7

Table 1.4: Branching ratios (BR) of the decay modes of a top-antitop quark pair [7].
The symbol ` represents a lepton (e, µ or τ).

modes available to the Higgs boson result in a very rich and varied search that, upon
combination, enhances the sensitivity to these rare production mechanisms.

Besides being the most massive particle, the top quark has a decay width of Γt =

1.42+0.19
−0.15 GeV [7], and hence presents a very short lifetime of τt = ~/Γt ≈ 5× 10−25 s,

much shorter than the typical timescale of the formation of hadronic bound states
(τQCD ≈ 3 × 10−24 s). This means that the top quark decays before it hadronizes,
and therefore it is the only quark that exists as a free particle. Because of the large
matrix element |Vtb|2 in the CKM matrix, the top quark decays almost exclusively to a
bottom quark (b) and an on-shell W boson, as depicted in Fig. 1.13, with a measured
branching ratio of (95.7 ± 3.4)% [7]. This lone decay mode t → W + b gives the top
quark a distinctive signature and leads to a limited number of possible final states,
constraining the searches considerably.

The W boson produced in the top decay can decay either to a quark-antiquark pair
(BR ∼ 67%), creating light jets, or to a charged lepton and its associated neutrino
(BR ∼ 33%). The former are called hadronic decays and the latter are called leptonic
decays. For top quark pairs, this yields to three different categories (fully-leptonic,
semileptonic and fully-hadronic), whose branching ratios and decay chains are shown
in Table 1.4. At least one (two) b-quark(s) are always present in the tH (tt̄H) final state.
The b-quark is easily identifiable in the detector, as the B mesons which originate from
the its hadronization have very specific features which are exploited with sophisticated
reconstruction algorithms. They have a long lifetime of about 1.5 ps (cτ ∼ 450 µm),
which leads to the presence of a secondary vertex that can be measured with high
resolution tracking detectors. The masses of B mesons are large (m ∼ 5 GeV) with
respect to their decay products, which in turn receive a large momentum transfer
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that results in a wider opening angle. The jets originated from b-quarks have larger
daughter particle multiplicity compared other quarks. In approximately 40% of the
b-quark decays, an electron or a muon is produced inside the jet, which gives an
additional handle to identify the jets originating from b-quarks, but which is also a
source of lepton misidentification for processes involving leptonic decays from other
mother particles.

In turn, the Higgs boson exhibits a large spectrum of decay modes (see Fig. 1.5b),
which gives rise to a wide variety of possible final states. The most popular tt̄H and tH

searches include the decays H → bb̄, H → γγ, H → τ+τ−, H →WW∗ and H → ZZ∗.
A summary of the experimental strategies for these final states in the context of the
tt̄H search is given in the following; similar rationale applies to the corresponding tH

search.

tt̄H with H→ bb̄

The H→ bb̄ final state profits from the largest branching ratio and is therefore very
attractive experimentally. Nonetheless, it is a very complex final state, as it presents
large jet multiplicities from light quarks and b-quarks, which gives rise to a large
combinatorial background. Hence, the event reconstruction requires sophisticated
multivariate techniques, as well as dedicated algorithms to identify the jets arising
from b-quarks, or b-jets. This analysis suffers from an overwhelming background arising
from the tt̄+jets process and, to a lesser extend, multijet QCD production; the latter
is typically estimated from the data. The uncertainties on the measurement of the
tt̄H cross section are systematic-dominated, the largest contributions resulting from
the imprecise modelling of the tt̄+bb and tt̄H backgrounds in the simulation.

tt̄H with H→ multileptons

The multileptons final state is the channel targeted in this thesis; the analysis
techniques are described in detail in Chapter 5. The search is sensitive to the
H → WW∗, H → ZZ∗ and H → τ+τ− decays, which present large particle
multiplicities and, in particular, several light leptons (electrons and muons) and
hadronically decaying τ leptons in the final state. The targeted Higgs boson decays
have intermediate branching ratios; however, the presence of leptons reduces the
QCD background contributions and profits from a higher resolution in the detector.
The sensitivity of the analysis is enhanced by dedicated light lepton reconstruction
techniques which discriminate the prompt leptons from the signal against the
non-prompt leptons from B meson decays. The latter constitutes one of the main
backgrounds, together with the top quark pair production in association with weak
bosons (tt̄V). The uncertainty on the measurement of the tt̄H cross section is equally
dominated by statistical and systematic effects; the main systematic uncertainties
result from the modelling of the signal and the tt̄V background in the simulation, and
estimation of the non-prompt lepton background from the data.
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tt̄H with H→ γγ

The H→ γγ final state has the lowest branching ratio; it profits, nonetheless, from
a low associated background and a clean final state. Thus, the diphoton invariant mass
mγγ can be reconstructed with high precision. This enables the signal to be extracted
directly from a fit to the mγγ distributions, which shows a characteristic narrow peak
on a slowly falling background. The main backgrounds to this process arise from
photon pairs produced in association with jets or leptons, and from γ+jet or jet+jet
processes in which one or two jets are misidentified as photons. The uncertainties on
the measurement of this process are dominated by statistical effects, being the leading
systematic uncertainty the theoretical estimation of the tt̄H cross section.

1.2.4 Latest measurements

Searches for the Higgs boson produced in association with either one or two
top quarks have been performed at the LHC in proton-proton collisions at

√
s = 7,

8 TeV (Run 1) and
√
s = 13 TeV (Run 2) by both the ATLAS and the CMS

collaborations. The most relevant milestone of these searches is the observation of the
tt̄H production by both collaborations in 2018 [4, 22]. After confirming the existence
of this rare production mechanism, efforts now centre on increasing the precision of
the measurements and establishing the individual Higgs boson decay modes within
the tt̄H process. In parallel, searches for the tH process have been undertaken by the
ATLAS and CMS collaborations, establishing increasingly stringent upper limits to
the value of the cross section. Several BSM interpretations in the top Yukawa sector
have been explored upon combination with the tt̄H process, in particular concerning
modified top-Higgs coupling models and the presence of CP-violation.

Associated production of the Higgs boson with two top quarks

The observation of the Higgs boson production in association with a top quark pair
was reported independently by the ATLAS and CMS collaborations in 2018 [4, 22].
The observation was based on a combined analysis of proton-proton collision data
collected at centre-of-mass energies of

√
s = 7, 8 and 13 TeV, amounting to integrated

luminosities of 61 fb−1 for CMS and 105 fb−1 for ATLAS. The decay modes H→ bb̄,
H → WW∗, H → ZZ∗, H → τ+τ− and H → γγ were combined in the search. The
ratio between the measured cross section of the tt̄H process and its SM expectation,
known as the signal strength modifier µ = σ/σSM , is shown in Fig. 1.14 for ATLAS and
CMS. The results are presented separately for each Higgs boson decay mode and for
the combination of all of them. The combined signal strength amounts to µ = 1.32+0.28

−0.26

for ATLAS and µ = 1.26+0.31
−0.26 for CMS; it corresponds to an observed significance over

the background-only hypothesis of 6.3σ for ATLAS and 5.2σ for CMS. The measured
cross sections are consistent with the SM prediction: the tree-level coupling of the
Higgs boson to the an up-type quark was demonstrated for the first time.

After the observation, the ATLAS and CMS collaborations oriented their searches
towards establishing the tt̄H processes in the individual Higgs boson decay modes.
The first evidence of the tt̄H process in the H→ bb̄ final states was found by the CMS
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Figure 1.14: Ratio of the measured cross section to the SM prediction of the tt̄H process
in different final states measured in the (a) ATLAS and (b) CMS experiments with data
collected at

√
s =7, 8 and 13 TeV. The combination of the different final states lead to

the observation of the tt̄H process by both collaborations independently [4, 22].

collaboration with the analysis of 77 fb−1 of data at
√
s =13 TeV; the measured excess

over the background-only hypothesis was reported with a significance of 3.9σ [48].
The observation of the tt̄H process with H → γγ arrived with the analysis of the
full Run 2 dataset at

√
s =13 TeV: a significance of 6.6σ was reported by CMS [23]

and 4.9σ by ATLAS [49]. The same analysis was used to probe the CP structure of
the top Yukawa coupling in the tt̄H process [23, 50]. Both collaborations found no
indication of CP-violation in the Yukawa sector. A CP-mixing angle α greater than
43◦ was excluded at 95% CL by the ATLAS collaboration; the fractional contribution
of the CP-odd component was measured to fCP = 0.00±0.33 by the CMS experiment,
meaning the pure CP-odd structure was excluded at 3.2σ.

Figure 1.15 shows the most precise result of the tt̄H signal strength in multileptons
final states prior to this thesis [51]. The result is obtained with 42 fb−1 of data recorded
by the CMS experiment. The combination with the additional 40 fb−1 previously
analyzed [52] lead to a measured signal strength modifier of

µtt̄H = 0.96+0.34
−0.31 . (1.47)

An observed significance of 3.2σ over the background-only hypothesis was reported,
corresponding to the first evidence of the tt̄H process in the multileptons final state.
The result was derived in seven mutually exclusive categories according to the number
of light leptons ` (electrons, muons) and hadronic τ leptons (τh) in the final state,
where dedicated Boosted Decision Trees were developed to enhance the separation of
the tt̄H signal from the relevant backgrounds. The sensitivity of the measurement is
driven by the categories containing no hadronic τh, which have larger statistical power
and a cleaner experimental signature.

The analysis presented in this manuscript is inspired by the latest tt̄H multilepton
cross section measurement [51] with several improvements. The analyzed dataset is
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Figure 1.15: Ratio of the measured cross section to the SM prediction of the tt̄H process
in multileptonic final states with 41.5 fb−1 of data collected at

√
s = 13 TeV by the

CMS experiment [51]. The integrated luminosity corresponds to a partial dataset of
the full result reported in Ref. [51], which includes an additional 39.5 fb−1 dataset
previously analyzed [52].

enlarged to the integrated luminosity of 137 fb−1 corresponding to the full Run 2,
decreasing the statistical uncertainties significantly. The tH process is included in
the search for the first time, and the measured tt̄H and tH production rates are
used to constrain the magnitude and sign of the top Yukawa coupling. The search is
enriched by the inclusion of three additional categories. The identification algorithms
for the τh and the b-jets have been optimized with Deep Neural Network (DNN)
approaches with respect to the previous BDT-based techniques. The separation
of the signal from the backgrounds is enhanced with machine learning techniques
which include dedicated DNNs besides the optimized BDTs of the previous search. A
multiclassification approach is implemented in the most sensitive categories, resulting
in an improved disambiguity of the signals and the backgrounds, and also between
the tH and tt̄H signals themselves. A complementary analysis approach is developed
based on the multivariate Matrix Element Method, granting additional robustness to
the results.

Associated production of the Higgs boson with a top quark

Following a similar approach to the tt̄H analyses, dedicated searches for the tHq

and tHW processes were carried out by the ATLAS and CMS collaborations using
data collected at

√
s = 13 TeV during Run 2 [46, 50]. In the context of the SM, the

latest search conduced by the CMS collaboration includes an integrated luminosity
of 36 fb−1. It combines the decay mode H → bb̄ with at least one lepton in the
final state and the decay H → multileptons, which provide the highest experimental
sensitivity, along with a reinterpretation of the measurement in the H → γγ channel
in the context of tHq production. The main results are shown in Fig. 1.16 (left). For a
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Figure 1.16: (a) Upper limits on the tH cross section times branching ratio as a
function of the coupling modifier κt, assuming the SM value of the tt̄H cross section.
(b) Likelihood scan as a function of the coupling modifier κt combining the tt̄H and
tH processes. Both results correspond to 35.9 fb−1 of data collected by the CMS
experiment at

√
s = 13 TeV, assuming κv = 1.0 [46].

SM-like tH process, an upper limit on the cross section times branching ratio was set to
25 times the SM expectation at 95% CL. The same measurement was conducted by the
ATLAS collaboration, in this case restricted to the H → γγ decay but including the
full Run 2 dataset of 139 fb−1 [50]. In this case, the upper limit on the tH cross section
is constrained to 12 times the value predicted by the SM at 95% CL; it constitutes the
most stringent measurement to date.

Upon combination of the tt̄H and tH production modes, BSM interpretations of
the results were conducted by the CMS experiment, shown in Fig. 1.16 (right). These
showed that the data slightly favour a positive value of κt = yt/y

SM
t over a negative

value by about 1.5σ, while excluding values outside the ranges [-0.9, -0.5] and [1.0, 2.1]
at 95% CL, assuming κv = 1.0. The work presented in this thesis extends these searches
with the analysis of the full Run 2 dataset, providing a more precise measurement of
the tH production rate in the SM framework and posing more stringent constraints to
the value of κt.
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CERN, or the European Laboratory for Particle Physics, is an international research
centre that operates the largest particle physics laboratory in the world. It sits astride
the Franco-Swiss border west of Geneva and was founded in 1954 by twelve European
countries. It was initially dedicated to the fields of nuclear and particle physics: its
original name stands for Conseil Européen pour la Recherche Nucléaire, or European
Council for Nuclear Research. Today, as our understanding of matter goes much
deeper than the nucleus, the laboratory is oriented towards particle physics research.
It has become an example of international scientific collaboration, with more than
13000 collaborators of over 100 nationalities representing more than 500 universities
and institutes. As particle physics demands the ultimate in performance, CERN is
at the forefront of technology development and knowledge transfer, and most notably
served as the birthplace of the World Wide Web (WWW) in 1989.

CERN’s current major facility is the Large Hadron Collider (LHC), the largest
and most powerful particle accelerator ever built. It is a circular proton accelerator
designed to reach a centre-of-mass energy of 14 TeV. Built between 1998 and 2008,
the design of the LHC was largely driven to profit from the pre-existing CERN
infrastructures: the LHC is installed in a 26.7 km long tunnel that was built to host
its predecessor, the Large Electron Positron (LEP) collider, located between 45 m and
170 m below ground level. The LHC hosts two beam-pipes where protons circulate
in opposite directions, and which are brought to collision at four interaction points,
where four particle detectors are installed. At one of this points sits the Compact Muon
Solenoid (CMS) experiment, a general-purpose detector designed to explore a broad
range of physics processes, from precision electroweak measurements to searches of
supersymmetric particles. It is with the proton collision data collected by this detector
that this thesis was conducted.

This chapter gives an overview of the LHC accelerator and the CMS detector.
Section 2.1 reviews the design, parameters and operations of the different phases of
the LHC. The CMS subdetector structure is presented in Section 2.2. A special focus
is put on the CMS trigger system in Section 2.3: an important fraction of the work
of this thesis was dedicated to its optimization and the subsequent evaluation of its
performance. The algorithms used to reconstruct and identify the physics objects in
the CMS detector, later used in the physics analyses, are described in Section 2.4.

49
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2.1 The Large Hadron Collider

The LHC was designed to deliver proton-proton (pp) collisions at an unprecedented
maximum centre-of-mass energy of

√
s = 14 TeV with a very high instantaneous

luminosity of 1 × 1034 cm−2s−1. It was conceived to investigate the nature of the
spontaneous symmetry breaking through the search of the Higgs boson, which was
observed by the ATLAS and CMS collaborations in 2012 [1, 2]. Additionally, it was
intended to scan the accessible phase space in the search of new phenomena beyond
the SM, aiming at favouring or ruling out the postulated scenarios. Complementary
to the proton runs, a physics program of heavy ion collisions (Pb-Pb) is also carried
out with the goal of studying the collective behaviour of quarks and gluons in plasma.

The realization of the LHC constituted a two decade-long international journey.
Its first proposal dates back to 1984 with the official recognition of the project,
subsequently approved in 1994 and inaugurated in 2008. Two eras of physics operations
have already been conducted: Run 1, which lasted from 2009 to 2013, and Run 2,
from 2015 to 2018. The LHC is currently in a phase of maintenance and upgrade
in preparation for Run 3, the third data-taking era that will take place from 2022
to 2024. After that, the LHC and the accelerator complex will undergo a profound
upgrade towards the High Luminosity LHC (HL-LHC), scheduled to start in 2027. A
description of the accelerator complex and operations is given in the following.

2.1.1 Accelerator complex

The complete accelerator complex is illustrated in Fig. 2.1. The LHC is the last ring
in a chain of particle accelerators, built well before the LHC and upgraded to meet its
stringent requirements. The first step of the chain consists in the extraction of protons
from a bottle of hydrogen gas making use of a strong electric field. The protons
are then sent to a Radio Frequency Quadrupole (RFQ), where they are grouped into
bunches and accelerated until they reach an energy of 750 keV. After that, the protons
are supplied to the Linear Accelerator (LINAC 2), which brings the proton beam to
an energy of about 50 MeV. The particles then arrive to the first circular collider,
the Proton Synchrotron Booster (PSB), a 150 m ring that accelerates the beam up
to an energy of 1.4 GeV and increases the intensity of the proton bunches. Next, the
beam enters the Proton Synchrotron (PS) and then the Super Proton Synchrotron,
two circular accelerators of 620 m and 6912 m in length which raise the energy of the
beam to 26 GeV and 450 GeV, respectively.

The proton bunches are fed into the LHC with fast kicker magnets, which split
the beam into two parallel beamlines that travel in opposite directions in the LHC
tunnel. Once in the LHC, the beams are further accelerated to their maximal energy.
The acceleration is performed in the high frequency accelerating cavities, placed in
eight 545 m long straight sections along the ring. The trajectory of the beam is bent
with 1232 superconducting dipole magnets placed throughout eight 2.45 km long arcs.
These magnets generate a field of 8.3 T and need to be cooled down to a temperature of
1.9 K (-271.25◦C) with superfluid helium-4. Additional magnets, namely quadrupoles,
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Figure 2.1: Illustration of the accelerator complex at CERN. Protons are accelerated
to increasing energies at the LINAC 2 (in light pink), Booster (in light pink), PS (in
dark pink), SPS (in light blue) and LHC (in grey) accelerators. The counter-circulating
proton beams at the LHC collide in the centre of the CMS, ATLAS, LHCb and ALICE
detectors [53].

are used to keep the particles focused in narrow beams.
Once the proton beam reaches the nominal energy and the beam is stabilized,

protons are brought to collide at four different points along the LHC instrumented
with particle detectors. ATLAS (A Toroidal LHC ApparatuS ) [54] and CMS (Compact
Muon Solenoid) [55] are multipurpose detectors which can measure the products of
both proton and heavy-ion collisions. They are installed in the diametrically opposite
points of the LHC, where the highest instantaneous luminosity is achieved. The LHCb
(LHC beauty) [56] experiment consists of an asymmetric single-arm detector devoted
to heavy flavour quarks physics,; its primary goal is to searching for evidence of new
physics in charge-parity (CP) violation and rare decays. The last experiment, ALICE
(A Large Ion Collider Experiment) [57], was designed to cope with very high particle
multiplicities and is mainly devoted to the study of quark-gluon plasma in heavy-ion
collisions.

2.1.2 Nominal design parameters

The LHC accelerates protons, which are charged, composite and stable particles.
Being fundamental particles, electrons would be more appropriate for precision
measurements, but protons have the advantage that they suffer much smaller
synchrotron radiation losses due to their higher mass. This type of radiation is
emitted when a charged particle is accelerated radially; it produces energy losses
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which limit the maximum reachable energy in a circular collider. Thus a proton
collider can achieve much higher energy than an electron collider, being the maximum
value limited by the capacity of the magnets to maintain the protons in the circular
trajectory. The nominal centre-of-mass energy of the proton-proton collisions at the
LHC is

√
s = 14 TeV, meaning each beam has an energy of 7 TeV. An important

fraction of the momentum of the proton is carried by the sea quarks and gluons
that composes them; it is therefore possible to generate interesting physics without
colliding protons with their antiparticles, which are much more difficult to produce.

Alongside the beam energy, a key parameter of the LHC machine is the
instantaneous luminosity L, which characterizes the collision rate and serves as an
indicator of its performance. It relates the number of events per unit time ∂N/∂t
produced for a given process with its cross section σ via

∂N

∂t
= L × σ . (2.1)

A large instantaneous luminosity is essential to produce low probability processes such
as tt̄H and tH, but it also represents a challenge for the data acquisition system. Upon
integration of L over time, one obtains the integrated luminosity, L =

∫
L dt, which

characterizes the amount of data produced. The instantaneous luminosity is usually
expressed in units of cm−2s−1, while the integrated luminosity is expressed in units of
inverse picobarns (pb−1) or femtobarns (fb−1)1.

Under the assumption that the two counter-rotating beams are identical, the
instantaneous luminosity relates to the beam properties as

L =
N2
pnbfγr

4πεnβ∗
F , (2.2)

where Np is the number of protons per bunch and nb is the number of bunches. The
symbol f represents the revolution frequency of the bunches and γr is the relativistic
factor. The transverse emittance εn characterizes the confinement of the beam in space
and momentum, whereas the beta function β∗ represents its focus at the interaction
point. Finally, F is a geometric factor which accounts for the luminosity reduction
due to the crossing-angle of the beams at the interaction point (F ≤ 1). The values
of these parameters in the LHC nominal design are given in Table 2.1.

In its nominal design, the LHC accelerates and collides as many as 2808 proton
bunches per beam, each bunch containing about 115 billion protons. The bunches are
grouped in trains of 48 bunches ("48b" scheme) spaced in intervals of 25 ns each, and
circulate around the ring about 11 000 times per second, only 3.1 m/s slower than the
speed of light. Of these, 2544 bunches collide at the CMS interaction point at a bunch
collision rate of 40 MHz. This configuration yields a luminosity of ∼1 × 1034 cm−2s−1

at the beginning of the fill, defined as the point when the proton injection is complete
at the LHC cannot accommodate any more bunches.

Any collider with high instantaneous luminosity faces an important drawback:
1The conversion is 1 barn = 10−28 m2.
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Symbol Parameter Nominal value
√
s Centre-of-mass energy 14 TeV

∆t Bunch spacing 25 ns
L Instantaneous luminosity 1 × 1034 cm−2s−1

nb Number of bunches per beam 2808
Np Number of protons per bunch 1.15 × 1011

f Revolution frequency 11245 Hz
εn Transverse emittance 3.75 mm µm
β∗ Beta function 0.55 m

Table 2.1: Nominal parameters of the LHC accelerator in proton-proton collisions [58].

the pileup (PU), defined as the number of simultaneous interactions taking place in
each bunch crossing. The average PU is directly proportional to the instantaneous
luminosity and relates to the beam properties as

〈PU〉 =
L σinelpp

nb f
, (2.3)

where σinelpp is the inelastic pp cross section, which amounts to 69 mb at
√
s = 13 TeV

[59], leading to a nominal average pileup of ∼22 interactions per bunch crossing at
the LHC, frequently exceeded during Run 2 operations. High pileup values result in a
very high detector occupancy that degrades the efficiency and resolution of the particle
reconstruction.

2.1.3 Operational runs

A summary of the past operational runs and the baseline future schedule for the
LHC is shown in Fig. 2.2. The LHC operations are expected to cover a period of around
30 years, divided in two main operational phases: Phase 1 (2011-2024) and Phase 2
(2027-2037). During Phase 1, the centre-of-mass energy is gradually increased from
7 TeV to 14 TeV, and the delivered instantaneous luminosity is expected to reach twice
the nominal value at the end of this phase. In practice, the nominal design values have
already been exceeded, as shown in Fig. 2.3, with the corresponding average pileup
distributions shown in Fig. 2.4. The machine reached a record instantaneous luminosity
of 2.1 × 1034 cm−2s−1 in 2018, with a peak average pileup of around 60. A profound
upgrade of the accelerator and experiments will take place in 2024, after which the
Phase-2 will start in 2027, comprising 10 years of operations. The centre-of-mass
energy will be maintained at its nominal value but an instantaneous luminosity of at
least 5 times the design value is foreseen to be delivered.

After more than a decade of construction and installation, the first proton beams
circulated through the LHC on the 10th September 2008. The inaugural tests were
stopped a few days later, when a faulty electrical connection between two magnets
resulted in a considerable loss of liquid helium and an important mechanical damage.
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Figure 2.3: Peak luminosity (top) and total integrated luminosity (bottom) delivered
per day to the CMS experiment during the LHC Run 1 and Run 2 [61].

Due to the repairs required, the collider was not fully operational again until November
2009, when low-energy beams circulated for the first time since the incident. The
beginning of 2010 saw the continuous ramp-up of the beam energy, and on the 30th

March of the same year the LHC reached the record for high-energy collisions with
proton beams at a centre-of-mass of 7 TeV. This milestone marked the beginning of the
so-called Run 1. By the end of 2011, an integrated luminosity of 6.1 fb−1 was delivered
to CMS at

√
s = 7 TeV. In 2012, the LHC centre-of-mass energy was increased to√

s = 8 TeV, and a larger set of 23.3 fb−1 was delivered that year to CMS. A peak
instantaneous luminosity of 0.8 × 1034 cm−2s−1 was achieved in Run 1, corresponding
to a peak average pileup of around 45. The amount of data collected allowed for the
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Figure 2.4: Average pileup profile represented in stacked histograms for each year of
data-taking of the CMS experiment during the LHC Run 1 and Run 2. The measured
inelastic proton-proton cross section for each centre-of-mass energy is also shown [61].

prompt discovery of the Higgs boson in 2012 and the measurement of its properties.
The LHC was shut down on 13th February 2013 for its 2-year upgrade, period

referred to as Long Shutdown 1 (LS1). A series of renovation work took place to push
the LHC towards its design parameters, being the key driver the consolidation of the
high-current in the superconducting magnets. The experiments also took advantage
of the LS1 to conduct important detector upgrades to cope with increased luminosity.
In particular, the CMS trigger electronics underwent a significant upgrade, discussed
in Section 2.3.1.

The Run 2 of the LHC started on the 5th April 2015, and lasted until the
end of 2018. One month after restarting, protons collided in the LHC at the
record-breaking centre-of-mass energy of 13 TeV. Operations in 2015 were oriented
to the commissioning of the LHC at this new energy, but starting from 2016
the instantaneous luminosity was brought beyond the original LHC design value.
Integrated luminosities of 4.2 fb−1, 41.0 fb−1, 49.8 fb−1 and 67.9 fb−1 were delivered to
CMS in the years from 2015 to 2018. The data collected during Run 2 allowed CMS
to learn more about the Higgs boson, notably how it couples to the third generation
of quarks and leptons, which was not expected to be within the reach of the LHC
experiments until much more data had been recorded. The data delivered in Run 2
are used to derive the results presented in this thesis.

The Long Shutdown 2 (LS2) started on the 10th December 2018; it is ongoing
as this thesis is being written. The LHC and the whole CERN accelerator complex
are being maintained and upgraded as this thesis is being completed. As in LS1,
this is an occasion for the experiments to upgrade their detectors in preparation for
Run 3, expected to start in 2022, comprising three years of operations at a new
record centre-of-mass energy of

√
s = 14 TeV. After Run 3, the experiments are

foreseen to have recorded an integrated luminosity of about 300 fb−1, instrumental to
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study new rare SM phenomena and reduce the uncertainties associated to the existing
measurements.

The Long Shutdown 3 (LS3) will start in 2024, concluding the Phase 1 of the
LHC. During this period, the LHC and the CMS detector will undergo a profound
upgrade towards the High Luminosity LHC (HL-LHC), which will run in Phase 2.
The goal of the upgraded machine is to reach a peak instantaneous luminosity of
5 × 1034 cm−2s−1, which yields to a total integrated luminosity of about 3000 fb−1

after a decade of operations, enhancing significantly the sensitivity to rare phenomena.
The unprecedented collision rate will produce an average pileup of ∼140. In its
ultimate configuration, the machine could be pushed to an instantaneous luminosity
of 7.5 × 1034 cm−2s−1, corresponding to an average pileup of ∼200. The extreme
conditions require important upgrades in trigger system, described in Chapter 4.

2.2 The CMS detector

The CMS (Compact Muon Solenoid) [55] detector is a cylindrical detector with
a length of 21.6 m and a diameter of 14.6 m. The label "compact" in its name
reflects the fact that it weights 14500 tons, compared to the ATLAS detector, which is
approximately twice as big but has half the weight. It is located 100 m underground
in a cavern at the LHC point 5, near the village of Cessy in France. CMS is a
general purpose detector originally designed to reconstruct the decay products of
the Higgs boson precisely. It is structured in several concentric subdetectors which
complement each other in the characterization of the different particles resulting from
the pp interactions. One of the key features of CMS is the intense magnetic field
induced by the solenoid magnet (see Fig. 2.7). Traversing charged particles are bent
under the effect of the field, hence their momenta, tracks and interaction vertex can
be precisely measured with the pixel and strip trackers close to the interaction point.
The electromagnetic and hadronic calorimeters are located around the tracking system;
they are designed to absorb and measure the energy of electrons, photons and hadrons.
Muons traverse the calorimeters and are measured in the muon tracking systems that
sit in the outermost part of CMS.

Collisions take place at the centre of CMS every 25 ns in the interaction point (IP).
This means that new proton bunches are colliding at the CMS core before the decay
products of the previous collision have reached the active volumes of the detectors,
hence the experimental signatures overlap (out-of-time pileup). Additionally, multiple
interactions can take place within the same bunch crossing (in-time pileup). Both
effects generate the so-called underlying events, corresponding to the hadronic activity
that does not originate from the hard scattering process. Underlying events are
typically softer; they can be disentangled from the signals of interest provided the
high granularity, fast response and wide solid angle of CMS, instrumented with
radiation-hard detectors and electronics. An overview of the CMS design and
performance is given in the following.
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Figure 2.5: Illustration of the coordinate system at the CMS detector [62].

2.2.1 Coordinate system and conventions

The CMS experiment uses a right-handed coordinate system centred in the nominal
interaction point, illustrated in Fig. 2.5. The z-axis is the longitudinal coordinate that
matches the beam axis and points anticlockwise. The y-axis points upwards in the
direction perpendicular to the LHC plane, which is 1.41% tilted with respect to the
horizontal plane. The x-axis points radially towards the geometrical centre of the LHC
ring. The xy-plane is denoted as the transverse plane. Given the cylindrical shape of
the detector, polar coordinates are also used. The azimuthal angle φ is defined in the
xy-plane by the angle with respect to the x-axis, while the radial coordinate in this
plane corresponds to r. In the yz-plane, the polar angle θ is measured from the y-axis.

In the pp collisions at the LHC, the interactions occur at the level of the
fundamental constituents of the proton, i.e. the quarks and the gluons, also referred
to as partons. The fraction of the proton momentum carried by these partons is
unknown, and the longitudinal boost of rest frame of the event differs from one the
next. Hence, observables that are not distorted by the centre-of-mass boost are
favoured in CMS. The transverse plane is of particular interest, as the projections of
observables on this plane are invariant under Lorentz boosts along the z-axis. This is
the case of the transverse momentum (pT) and the transverse mass (mT), often used
to describe the kinematics of a particle, defined as

p2
T = p2

x + p2
y ,

m2
T = m2 + p2

x + p2
y = E2 − p2

z .
(2.4)

The transverse momentum is instrumental when estimated the presence of neutrinos
in the events. These manifest as an imbalance of the summed pT of all the
reconstructed particles, expressed via the missing transverse energy (Emiss

T ) observable
(see Section 2.4.7).

To describe the angle of a particle relative to the beam axis, a useful spacial
coordinate is the pseudorapidity, defined as

η = −ln tan(θ/2) . (2.5)
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Figure 2.6: Illustration of the relation between the pseudorapidity η and the polar angle
θ at the CMS detector [62].

The value of η spans from 0 when perpendicular to the beam line (θ = π/2) to infinity
when parallel to the beamline (θ = 0), as illustrated in Fig. 2.6. The regions of
the detector of large η are often referred to as forward direction. The difference in
pseudorapidity ∆η between two particles is also an invariant observable under Lorentz
boosts along the z-axis. Related to this, another instrumental quantity is the angular
distance between two particles, defined as

∆R2 = ∆φ2 + ∆η2 , (2.6)

with ∆φ = |φ1 − φ2| and ∆η = |η1 − η2|. This observable serves to characterize solid
angles; it is typically used to evaluate the isolation of a particle with respect to the
neighbouring particles.

2.2.2 Subdetectors

The layout of the CMS detector and its subcomponents is shown in Fig. 2.7. The
detector is instrumented with multiple concentric layers of subdetectors which use
different types of technologies to probe various properties of the particles produced in
the collisions. The CMS detector is commonly divided into two sections: the central
section, or barrel, and the two forward regions, or endcaps. The specific η boundaries
between those two regions are defined differently for each subsystem. Ordered by
vicinity to the interaction point, the subcomponents of the CMS detector are given in
the following.
• The silicon tracker reconstructs the charged particle trajectories as well as the

coordinate of their origin. It is composed of an inner pixel tracker and an outer
strip tracker, with decreasing granularity.
• The calorimeters measure the energy of the particles. The electromagnetic
calorimeter targets electrons and photons, whereas the hadronic calorimeter is
primarily aimed at measuring the energy deposited by jets.
• The solenoidal magnet provides an intense magnetic field so that the charge
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Figure 2.7: Schematic view of the CMS detector and its subcomponents [63].

and momentum of charged particles can be inferred from the bending of their
trajectories.
• The muon chambers are additional tracking layers placed at the outermost

part of CMS to measure the momentum and trajectory of the muons, which
cross all the inner layers. Depending on the η-region, the detector technology
employed is either drift tubes, cathode strip chambers or resistive plate chambers,
overlaid to provide the maximum reconstruction efficiency.

Solenoidal magnet

The superconducting solenoidal magnet of CMS [64] is the central component under
which the rest of the experiment was designed. It encompasses the tracker and the
calorimeters, so that these two subdetectors can be in direct contact and the amount
of non-active material placed in front of these is minimized. With a weight of 220 tons,
a width of 6 m and a length of 12.5 m, the CMS magnet is the largest of its kind. It
generates an axial magnetic field of 3.8 T mostly uniform within its volume. As other
dipole magnets, the cabling of the solenoid is made of niobium-titanium alloy, cooled
down to 4.7 K (-268.5◦C) by a cryostat system using liquid helium. The muon system
surrounds the magnet and is embedded in a steel return yoke, which serves as support
of its mechanical structure. The yoke is responsible for the return of the magnetic flux
to reduce the stray field, hence the muon system is immersed in a 2 T field.

The magnetic field ~B provokes the bending of the paths of the particles of non-zero
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2.3. Compact Muon Solenoid

produce the signal by exploiting the Cherenkov effect.

Superconducting magnet

Next in line is the CMS magnet, the corner stone around which the experiment is built.
Its task is to bend the trajectories of charged particles emerging from the interaction
point. The more momentum the particle has the less its path is curved by the magnetic
field, thus tracing its path enables us to estimate its momentum. When combined with
high precision position measurements in the tracker and muon detectors, this allows a
very accurate measurement of the momentum even for high energy particles.

The CMS magnet shape is a solenoid made of 2168 coils of wire cooled town to �268.5�C.
It is also superconducting, allowing nominal current of 19.14 kA to flow without any re-
sistance. It is interesting that, at ordinary temperatures, the strongest possible magnet
has only half the strength of the CMS solenoid. The flux is returned through a 10000
t iron yoke which contains 5 wheels and 2 endcaps composed of three disks each. The
main role of the yoke is to increase the field homogeneity in the tracker and to reduce
the stray field by returning the magnetic flux of the solenoid.

In order to allow accurate reconstruction and Monte Carlo (MC) simulation of events,
a detailed map of the CMS magnet magnetic field has been made using the cosmic
muons [61]. In the tracker volume the field has been mapped with a precision better
than 0.1%. Map of the magnetic field strength in the CMS detector is shown in Fig. 2.15.

Figure 2.15 – Map of the |B| field (left) and field lines (right) predicted for a longitudinal section
of the CMS detector by a magnetic field model at a central magnetic flux density of 3.8 T. Each
field line represents a magnetic flux increment of 6 Wb.
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Figure 2.8: Map of the magnitude of the magnetic field |B| (left) and the field lines
(right) in a longitudinal layout of the CMS detector [65].

charge q and speed ~v in the transverse plane via the Lorentz force ~FL = q(~v × ~B); the
charge and momentum of a particle can be inferred from this bending, alongside the
measurement performed by the tracker. To achieve the highest precision, the magnetic
field must be accurately characterized over the entire volume of the experiment. A
detailed map of the CMS magnet magnetic field is illustrated in Fig. 2.8; it is measured
with a precision of less than than 0.1% in the tracker volume [65].

Silicon tracker

The CMS tracker [66,67] is the subcomponent located the closest to the interaction
point. It has a length of 5.8 m and a diameter of 2.5 m, with an active area of around
200 m2 and a geometrical acceptance up to |η| = 2.5. It is composed of two main parts:
the inner pixel tracker and the outer strip tracker. The subdivision is justified by the
fact that the detector occupancy rapidly decreases with the radial distance, hence
higher spatial precision is required close to the beam pipe. The entire tracker employs
silicon sensors, as they allow for fine granularity measurements and fast readout.
The charged particles traversing the tracker volume deposit their energy through the
ionization of the silicon semiconductors, creating electron-hole pairs that induce a
signal when drifted towards the electrodes. These hits in the consecutive silicon layers
are reconstructed to determine the particle trajectory. The high segmentation of the
sensors allows for a precise spatial measurement; it is used for the determination of the
hard scatter interaction point, or primary vertex, and its discrimination against pileup
interactions. It also enables the identification of heavy-flavour quarks or τ leptons, as
their production is characterized by a vertex displaced by a few millimetres from the
primary vertex, also known as the secondary vertex.

The silicon tracker is mounted with cylindrical layers in the barrel and disks
perpendicular to the beam in the endcaps. The general layout of the tracker is
shown in Fig. 2.9, where the lines represent detector modules. One can see that,
for a given layer, each module is shifted slightly with respect to its neighbour, which
allows them to overlap, thereby avoiding gaps in the acceptance. The pixel tracker
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it should be possible to identify “secondary vertices” corresponding to the decays of heavy
particles, such as ⌧ leptons and hadrons made of b and c quarks; such secondary ver-
tices are displaced by up to a few mm with respect to the interaction point. In a busy
environment such as the region immediately close to the interaction point, the detector
needs to be safe against the extremely high level of radiation. Finally, the substructure
of the tracking system is optimized to minimize the amount of material, so that the
performance of the energy measurement in the calorimeters is preserved. To cope with
these experimental necessities, silicon detectors with diverse granularity based on their
position are deployed.

3

2 The CMS tracker
The CMS collaboration uses a right-handed coordinate system, with the origin at the centre
of the detector, the x-axis pointing to the centre of the LHC ring, the y-axis pointing up (per-
pendicular to the plane of the LHC ring), and with the z-axis along the anticlockwise-beam
direction. The polar angle � is defined relative to the positive z-axis and the azimuthal an-
gle � is defined relative to the x-axis in the x-y plane. Particle pseudorapidity � is defined as
� ln[tan(�/2)].

The CMS tracker [5] occupies a cylindrical volume 5.8 m in length and 2.5 m in diameter, with
its axis closely aligned to the LHC beam line. The tracker is immersed in a co-axial magnetic
field of 3.8 T provided by the CMS solenoid. A schematic drawing of the CMS tracker is shown
in Fig. 1. The tracker comprises a large silicon strip tracker with a small silicon pixel tracker
inside it. In the central pseudorapidity region, the pixel tracker consists of three co-axial barrel
layers at radii between 4.4 cm and 10.2 cm and the strip tracker consists of ten co-axial barrel
layers extending outwards to a radius of 110 cm. Both subdetectors are completed by endcaps
on either side of the barrel, each consisting of two disks in the pixel tracker, and three small
plus nine large disks in the strip tracker. The endcaps extend the acceptance of the tracker up
to a pseudorapidity of |�| < 2.5.
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Figure 1: Schematic cross section through the CMS tracker in the r-z plane. Each line-element
represents a detector module. Closely spaced double line-elements indicate back-to-back sil-
icon strip modules, in which one module is rotated through a ‘stereo’ angle, so as to permit
reconstruction of the hit positions in 3-D. Within a given layer, each module is shifted slightly
in r or z with respect to its neighbouring modules, which allows them to overlap, thereby
avoiding gaps in the acceptance.

The pixel detector consists of cylindrical barrel layers at radii of 4.4, 7.3 and 10.2 cm, and two
pairs of endcap disks at z = ±34.5 and ±46.5 cm. It provides three-dimensional (3-D) position
measurements of the hits arising from the interaction of charged particles with its sensors. The
hit position resolution is approximately 10 µm in the transverse coordinate and 20–40 µm in
the longitudinal coordinate, while the third coordinate is given by the sensor plane position. In
total, its 1440 modules cover an area of about 1 m2 and have 66 million pixels.

The strip tracker has 15 148 silicon modules, which in total cover an active area of about 198 m2

Figure 2.8 – Schematic longitudinal view of the CMS tracker in the rz plane. The original pixel
detector is represented; however, the global layout of the tracker did not change after the pixel
detector upgrade installed in 2017. Each line-element represents a detector module. Closely
spaced double line-elements indicate back-to-back silicon strip modules, in which one module is
rotated through a ‘stereo’ angle, as to permit reconstruction of the hit positions in 3D. The strip
tracker detector consists of the tracker inner barrel (TIB) and the tracker inner disks (TID); and
by the outermost tracker outer barrel (TOB) and the tracker endcaps (TEC) [66].

The longitudinal view of the inner tracking system is shown in Fig. 2.8. It consists of
two main detectors: the inner pixel detector and the silicon strip detector.

The pixel detector covers a pseudorapidity up to |⌘| = 2.5 in the innermost region of the
tracker (in the barrel, 29 mm < r < 10 cm), where the flux of particles produced from
the collisions is larger. To cope with the increase of luminosity foreseen for the 2017 and
2018 LHC operations, a pixel detector upgrade was installed in March 2017, profiting
of the extended year-end technical stop that followed the 2016 data-taking. The layout
of the original and upgraded pixel detectors is compared in Fig. 2.9. The current pixel
detector consists of pixel cells of size 100 ⇥ 150 µm2 installed over four layers in the
barrel and three disks in the endcap, providing a vertex spacial resolution in the range
of 15-20 µm.

An intermediate region (20 < r < 55 cm in the barrel) is occupied by microstrip silicon
detectors, typically large 10 cm⇥80 µm. Finally, larger silicon strip detectors with typical
size of 25 cm⇥ 180 µm are installed in the most external region (55 < r < 120 cm). The
resolution on the single point ranges form 20 to 500 µm in the radial direction and from
200 to 500 µm in the longitudinal direction.

Within a given layer, each module is shifted slightly in r or z with respect to its neigh-
bouring modules; the overlap thus obtained allows the holes in the acceptance to be
minimised.

40

Figure 2.9: Schematic longitudinal layout of the tracker in the CMS detector. The
position of the pixel tracker and the different parts of the strip tracker are shown [68].

surrounds the interaction point; the strip tracker surrounds the pixel detector. The
latter comprises the tracker inner barrel (TIB) and the tracker inner disks (TID) in
its innermost section, and the tracker outer barrel (TOB) and the tracker endcaps
(TEC) in its outermost section. The closely-spaced double line elements in the strip
modules indicate that one module is rotated with respect to the other in order to
permit reconstruction of the hit positions in three dimensions.The system is cooled
down to around -20◦ C so that the detector components can withstand the extremely
high level of radiation present in the region closest to the beam pipe.

The pixel tracker is subject to a very high particle flux and employs silicon pixel
technology, which profits from excellent spatial and time resolutions even in harsh
environments. It plays an essential role in CMS, as it has to provide optimal vertex
reconstruction and also serve as seed to most of the tracking algorithms. To cope with
the increased luminosity, a pixel detector upgrade was installed in March 2017 [69,70],
featuring an improved faster readout chip, as well as additional tracking layers both
in the barrel and in the forward regions. With the new design, the material budget
was reduced, and the innermost layer was moved closer to the IP, while the outermost
layer was moved further away from it. The upgraded detector contains 4 layers in
the barrel, covering the radial range of 3 to 16 cm, while the endcaps contain 3 disks
located from |z| = 29.1 cm to |z| = 51.6 cm. Comprising a total of 125 million silicon
pixels of size 100× 150 µm2, the pixel tracker has a tracking efficiency of 99.95% and
an intrinsic spatial resolution of 5-10 µm [71].

After the pixels and on their way out of the tracker stands the silicon strip
tracker, with a rather complex configuration. It is composed of about 9.3 millions
of silicon strips with 15 different geometries depending on the distance to the IP.
The innermost strips have a smaller size, as they have to withstand higher particle
fluxes and occupancies. The distance between the strips (pitch) and the strip length
ranges from 80 µm and 8.5 cm in the inner regions to 205 µm and 20 cm in the outer
regions, respectively. The strip tracker is subdivided in four different regions. In the
barrel, the TIB covers the region 20 < r < 55 cm, while the TOB after it reaches up
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disks). The achieved single-point resolution of this measurement is an order of magnitude worse
than in rf .

The principal characteristics of the tracker are summarized in table 1.
Figure 2 shows the material budget of the CMS tracker, both in units of radiation lengths and

nuclear interaction lengths, as estimated from simulation. The simulation describes the tracker
material budget with an accuracy better than 10% [13], as was established by measuring the distri-
bution of reconstructed nuclear interactions and photon conversions in the tracker.

Table 1. A summary of the principal characteristics of the various tracker subsystems. The number of disks
corresponds to that in a single endcap. The location specifies the region in r (z) occupied by each barrel
(endcap) subsystem.

Tracker subsystem Layers Pitch Location
Pixel tracker barrel 3 cylindrical 100⇥150 µm2 4.4 < r < 10.2cm
Strip tracker inner barrel (TIB) 4 cylindrical 80–120 µm 20 < r < 55cm
Strip tracker outer barrel (TOB) 6 cylindrical 122–183 µm 55 < r < 116cm
Pixel tracker endcap 2 disks 100⇥150 µm2 34.5 < |z| < 46.5cm
Strip tracker inner disks (TID) 3 disks 100–141 µm 58 < |z| < 124cm
Strip tracker endcap (TEC) 9 disks 97–184 µm 124 < |z| < 282cm

η
-4 -3 -2 -1 0 1 2 3 4

0
t/X

0

0.5

1

1.5

2

2.5 Support Tube TOB Pixel

TEC TIB and TID Beam Pipe

CMS simulation

η
-4 -3 -2 -1 0 1 2 3 4

Iλt/

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7 Support Tube TOB Pixel

TEC TIB and TID Beam Pipe

CMS simulation

Figure 2. Total thickness t of the tracker material traversed by a particle produced at the nominal interaction
point, as a function of pseudorapidity h , expressed in units of radiation length X0 (left) and nuclear interac-
tion length lI (right). The contribution to the total material budget of each of the subsystems that comprise
the CMS tracker is shown, together with contributions from the beam pipe and from the support tube that
surrounds the tracker.

3 Reconstruction of hits in the pixel and strip tracker

The first step of the reconstruction process is referred to as local reconstruction. It consists of the
clustering of zero-suppressed signals above specified thresholds in pixel and strip channels into

– 4 –

Figure 2.10: Total thickness t of the tracker material traversed by a particle produced
in the interaction point as a function of the pseudorapidity η, expressed in units of
hadronic interaction length λi. The contribution to the total material budget is shown
for each subsystem, the beam pipe and the support tube of the tracker [68].

to r = 116 cm. Their analogues in the endcaps are the TID and TEC, which extend
in the regions 58 < |z| < 124 cm and 124 < |z| < 282 cm respectively. The spatial
resolution in the transverse plane is 23-34 µm in the TIB and 35-52 µm in the TOB,
whereas it is around 10 times larger in the longitudinal direction. Given its optimal
configuration, the overall hit efficiency of the strip tracker is 99.8% [68].

The design of the tracker is a result of a compromise between providing the
best detector performance and keeping the amount of inactive material as low as
possible. The latter is a critical feature of the tracker, as a higher amount of passive
material generates multiple scattering, bremsstrahlung, photon conversion and nuclear
interactions. These distort the measurement of the trajectory in the tracker and
the measurement of the energy in the calorimeters just after. Figure 2.10 shows
the simulated material budget of the detector in units of hadronic interaction length
(λi)2 before the pixel upgrade. The tracking material and the relative services (cables,
support, cooling system) represented up to 1.6λ0; this value was reduced by about 40%
in the endcaps and 10% in the barrel with the upgrade, improving the IP resolution
by a factor 1.5 in the z-direction [71].

Electromagnetic calorimeter

The CMS electromagnetic calorimeter (ECAL) [72] is an hermetic array of lead
tungstate (PbWO4) scintillating crystals, whose purpose is to measure precisely the
energy of incident electrons and photons. The measurement is based on the conversion
of the incident electron or photon to an electromagnetic shower, that interacts with

2The nuclear interaction length λi is defined as the mean distance travelled by a hadronic particle
before undergoing an inelastic nuclear interaction.
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Figure 2.12 – Schematic longitudinal layout of a quadrant of the ECAL detector.

All crystals are oriented with axis tilted up to 3� compared to the position of the nominal
interaction point to avoid acceptance gaps between the crystals. Silicon avalanche photo-
diodes (APD), designed be resistant to high radiation levels and to the intense magnetic
field, collect and amplify the crystal scintillation light in the barrel, while vacuum pho-
totriodes (VPT) are used in the endcaps. As detailed in Sec. 3.3 in the context of the
2017 data-taking conditions, each crystal is regularly monitored along the collision runs
for transparency loss due to radiation damage; thus, adequate corrections are applied to
compensate for the change in the crystal response.

ECAL performance measurements were performed using
p

s = 7 TeV proton-proton colli-
sions, as documented in [72]. The measured energy resolution of electrons with transverse
energy ET ⇠ 45 GeV from Z boson decays is better than 2% in the central region with
|⌘| < 0.8, and it ranges between 2% and 5% elsewhere; as for the photons, their resolu-
tion at ET ⇠ 60 GeV ranges from 1.1% to 2.6% across the barrel and from 2.2% to 5%
in the endcaps.

In front of each endcap, a much finer-graned preshower detector is installed to improve
the discrimination of single photons from ⇡0 decays; it consists of a 1X0 and a 2X0

thick lead plates alternate with two layers of silicon detectors. However, parasitic signals
originating from the large quantity of neutral pions produced by hadron interactions
within the tracker material significantly affect the preshower identification and separation
capabilities; therefore, its response is only marginally exploited in the reconstruction
phase.

The hadron calorimeter (HCAL)

The HCAL [73] measures the energy deposited by hadrons; they typically lose about
30% of their energy in ECAL. As mentioned in Sec. 1.1, quarks cannot exist as free
particles as a consequence of the QCD confinement; therefore, quarks produced out of
the LHC collisions immediately hadronize, i.e. they fragment and produce hadrons.
Similar hadronic showers are initiated by gluons. As a result, narrow jets made mostly
of hadrons and photons are produced in the same direction as the quark or gluon that
initiated the shower.

The global layout of the HCAL is shown in Fig. 2.13. The ensemble of the HCAL
subdetectors has a large pseudorapidity coverage, up to |⌘| = 5.2. While the ECAL
detector’s crystals play at once the role of absorber and active scintillating material, the
HCAL subdetectors use patterns of heavy absorbers and scintillator layers.
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Figure 2.11: Schematic longitudinal layout of a quadrant of the ECAL in the CMS
detector, consisting of the barrel ECAL (EB), the endcap ECAL (EE) and the
preshower detector (ES) [73].

the crystal material producing scintillating light. The ECAL is an homogeneous
scintillator, meaning it is composed of a single material, as PbWO4 acts both as
absorber and active material. This feature grants a compact design that allows
both the electromagnetic and hadronic calorimeter to fit inside the volume of the
magnet. Owing to its high granularity, the ECAL presents excellent energy and
position resolution, instrumental in the Higgs boson discovery via the H → γγ and
H→ ZZ∗ → 4` decays.

Compared to other crystals, PbWO4 profits from a number of attractive properties.
It has a high density (ρ = 8.28 g/cm3), a short radiation length3 (X0 = 0.89 cm)
and small Molière radius4 (R = 2.19 cm). These parameters ensure an excellent
shower containment within the crystals, which have a length of approximately
25X0. The crystals also benefit from a fast light yield, with a rise and decay time
(5-15 ns) comparable to the bunch crossing time of the LHC, essential for fast
triggering. The ECAL has an adequate radiation tolerance, but a modest light
yield (∼30 photons/MeV), which requires the usage of photodetectors with internal
amplification.

The layout of the ECAL is represented in Fig. 2.11. The barrel ECAL (EB) extends
within the region |η| < 1.479 and is instrumented with about 61 200 trapezoidal
crystals. Each crystal covers a surface of 22 × 22 mm2 and has a length of 23 cm.
The two endcap ECAL (EE) disks have a coverage of 1.479 < |η| < 3.0 and contain
7324 crystals each, with a surface of 28.6× 28.6 mm2 and a length of 22 cm. In both
the barrel and the endcaps, crystals are oriented with their axes tilted up to 3◦ with
respect to the direction that points to the nominal IP in order to avoid acceptance
gaps between them. The light readout is performed by avalanche photodiodes (APDs)
in the EB and vacuum phototriodes (VPTs) in the EE, as the latter can sustain higher

3The radiation length X0 characterizes the longitudinal extension of the shower and defined both
as (a) the mean distance over which a high energy electron losses all but 1/e of its energy through
bremsstrahlung, and as (b) 7/9 of the mean free path for pair production by a high energy photon.

4The Molière radius R characterizes the the lateral extension of the shower and is defined as the
radius of the cylinder that contains on average 90% of the shower energy.
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Figure 2.12: Relative response to laser light injected in the ECAL crystals in bins
of pseudorapidity η (top) and instantaneous LHC luminosity delivered by the LHC
(bottom) for different periods of data-taking. The crystals transparency is worsened
with increasing integrated luminosity [75].

particle fluxes.
A much finer electromagnetic preshower detector (ES) is installed in front of

the two endcaps; it provides an improved spatial resolution in the region 1.65 <

|η| < 2.6. It is a sampling calorimeter with two layers of lead absorber followed by
22 mm-long silicon strips to measure the energy deposit and the transverse profile of
the shower. In particular, it helps differentiating between single high-energy photons
and pairs of collimated low-energy photons which result from π0 → γγ decays. The ES
suffers nonetheless from the presence of parasitic signals originated by a large quantity
of neutral pions in the tracker material, which significantly affect the identification
potential of the preshower layer, only marginally exploited during reconstruction.

The energy measurement in an electromagnetic scintillator is based on the principle
that the energy released in the crystals is proportional to the energy of the incident
particle. However, the real energy resolution is deteriorated by various factors. In the
case of the CMS ECAL, the intrinsic energy resolution σE, measured with electron
test beam studies [74], is parametrized as(

σE
E

)2

=

(
2.8%√
E

)2

+

(
12%

E

)2

+ (0.3%)2 (2.7)

The first term on the right-hand side of Eq. 2.7 represents the stochastic fluctuations
in the event-by-event measurements; it is small as a result of the homogeneous nature
of the calorimeter. The second term corresponds to the noise contributions from the
electronics, the digitization chain and the pileup. Finally, the third term is due to
non-uniformities in the detector response, miscalibrations and energy leakage.

The resolution of the CMS detector slightly degrades over time, as the large
doses of radiation are causing a loss of transparency in the crystals, notably in the
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Figure 5.1: Longitudinal view of the CMS detector showing the locations of the hadron barrel
(HB), endcap (HE), outer (HO) and forward (HF) calorimeters.

Table 5.1: Physical properties of the HB brass absorber, known as C26000/cartridge brass.

chemical composition 70% Cu, 30% Zn
density 8.53 g/cm3

radiation length 1.49 cm
interaction length 16.42 cm

(Dh ,Df) = (0.087,0.087). The wedges are themselves bolted together, in such a fashion as to
minimize the crack between the wedges to less than 2 mm.

The absorber (table 5.2) consists of a 40-mm-thick front steel plate, followed by eight 50.5-
mm-thick brass plates, six 56.5-mm-thick brass plates, and a 75-mm-thick steel back plate. The
total absorber thickness at 90� is 5.82 interaction lengths (lI). The HB effective thickness increases
with polar angle (q ) as 1/sinq , resulting in 10.6 lI at |h | = 1.3. The electromagnetic crystal
calorimeter [69] in front of HB adds about 1.1 lI of material.

Scintillator

The active medium uses the well known tile and wavelength shifting fibre concept to bring out the
light. The CMS hadron calorimeter consists of about 70 000 tiles. In order to limit the number of
individual elements to be handled, the tiles of a given f layer are grouped into a single mechanical
scintillator tray unit. Figure 5.5 shows a typical tray. The tray geometry has allowed for construc-
tion and testing of the scintillators remote from the experimental installation area. Furthermore,
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Figure 2.13: Schematic longitudinal layout of a quadrant of the HCAL in the CMS
detector, consisting of the barrel hadronic calorimeter (HB), the endcap hadronic
calorimeter (HE), the outer hadronic calorimeter (HO) and the hadronic forward
calorimeter (HF) [55].

forward regions. The loss is monitored by injecting a laser light in each ECAL crystal
and measuring its response during each re-fill of the LHC. Figure 2.12 shows the
delivered instantaneous luminosities by the LHC and the associated ECAL response;
a visible deterioration is found with increasing luminosity. For this reason, the ECAL
is constantly re-calibrated with time-dependent corrections based on the measured
transparency loss [76]. In view of the large luminosity increase foreseen during the
HL-LHC operations, the ECAL will be completely replaced in the endcaps by the
High-Granularity Calorimeter (HGCAL) [77], based on radiation-hard silicon and
scintillation technologies, described in Chapter 4.

Hadronic calorimeter

The hadronic calorimeter (HCAL) [78] measures the energy of the hadrons, which
interact mostly via the strong force. These typically traverse the ECAL volume,
where they only deposit ∼30% of their energy, and are stopped in the dense material
of the HCAL, which absorbs and measures the remaining energy. The HCAL is
the only CMS component capable of measuring the energy of neutral hadrons, and
it is instrumental to infer the energy of non-detectable particles such as neutrinos.
Compared to the electrons and photons in the ECAL, hadronic showers are more
challenging, as they present large fluctuations in terms of spatial development and
energy loss. Additionally, the presence of neutral pions decaying into photons also
results in electromagnetic deposits within the shower, which have a different detector
response. As the nuclear interaction length is much larger than the electromagnetic
radiation length, the HCAL is more massive and larger than the ECAL. The size of the
HCAL was significantly limited by the volume constraints of the magnet; the relative
size of the material components was optimized for maximal shower containment.
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The HCAL is a sampling calorimeter consisting of alternate layers of brass
absorbers and plastic scintillator tiles, the latter embedded wavelength shifters that
guide the light to hybrid photodiodes. It is divided in four separate calorimeters,
represented in Fig. 2.13. The barrel hadronic calorimeter (HB) covers the region
|η| < 1.4 and has a thickness of about 7λi; the endcap hadronic calorimeter (HE)
extends the acceptance to 1.3 < |η| < 3.0 with a thickness of 10λi. As the material of
the electromagnetic and hadronic calorimeters in the barrel may not provide enough
stopping power for highly energetic particles in the central region (|η| < 1.4), the
detector is complemented by an outer hadronic calorimeter (HO) located outside the
solenoid, composed solely of scintillating material that extends the interaction depth
to about 11λi. The energy measurement in the forward region is conducted by the
hadronic forward calorimeter (HF), located 11.2 m away from the interaction point
and covering the region 2.9 < |η| < 5.2. Exposed to the highest particle fluxes, the
HF uses the radiation hard Cerenkov technology of quartz fibers as active elements
along with steel absorbers.

The combined energy resolution of the ECAL and the HCAL has been measured
to [79] (

σE
E

)2

=

(
84.7%√

E

)2

+ (7.4%)2 . (2.8)

The modest energy resolution degrades the calorimeter-based reconstruction of
hadronic objects (jets and hadronically decaying τ leptons); these largely rely on the
CMS reconstruction algorithms (see Section 2.4), which exploit the whole detector
information to correct the energy and angular resolution.

The wide coverage of the HCAL makes it sensitive to most of the collision products;
it is pivotal to infer the energy of the undetected particles such as neutrinos. In order
to maintain its performance, certain components of the HCAL were upgraded at the
end of 2017 [80]. The photodetectors in the HB, HE and HF were replaced and
the functionality of the readout electronics was expanded. With the introduction
of precision timing measurements and longitudinal depth segmentation, the pattern
recognition capabilities in the HCAL were improved, providing an additional handle
for background rejection.

Muon chambers

As the name and the logo of CMS suggest, the precise measurement of the muons
momenta is a core specification of the detector design. Muons are produced in many
physics processes, and their clean and distinctive signature makes them suitable drivers
of trigger decisions. With typical energies ranging from a few to hundreds of GeV,
muons lose less energy in their passage through the tracker materials than the electrons,
as they are less subject to radiative effects due to their higher mass. For this reason,
the muon detector system [81] sits in the outermost part of the CMS detector, outside
the magnet volume. The charge and momentum of the muons are measured using
the return field of the solenoid (2 T) inside the iron structure where the chambers
are embedded, providing a complementary measurement to the one conducted in the
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Figure 1: An R-z cross section of a quadrant of the CMS detector with the axis parallel to the
beam (z) running horizontally and the radius (R) increasing upward. The interaction point is
at the lower left corner. The locations of the various muon stations and the steel flux-return
disks (dark areas) are shown. The drift tube stations (DTs) are labeled MB (“Muon Barrel”) and
the cathode strip chambers (CSCs) are labeled ME (“Muon Endcap”). Resistive plate chambers
(RPCs) are mounted in both the barrel and endcaps of CMS, where they are labeled RB and RE,
respectively.

Three types of gas ionization chambers were chosen to make up the CMS muon system: drift
tube chambers (DTs), cathode strip chambers (CSCs), and resistive plate chambers (RPCs). A
detailed description of these chambers, including gas composition and operating voltage, can
be found in Ref. [1]. The DTs are segmented into drift cells; the position of the muon is de-
termined by measuring the drift time to an anode wire of a cell with a shaped electric field.
The CSCs operate as standard multi-wire proportional counters but add a finely segmented
cathode strip readout, which yields an accurate measurement of the position of the bending
plane (R-f) coordinate at which the muon crosses the gas volume. The RPCs are double-gap
chambers operated in avalanche mode and are primarily designed to provide timing informa-
tion for the muon trigger. The DT and CSC chambers are located in the regions |h| < 1.2 and
0.9 < |h| < 2.4, respectively, and are complemented by RPCs in the range |h| < 1.9. We dis-
tinguish three regions, naturally defined by the cylindrical geometry of CMS, referred to as the
barrel (|h| < 0.9), overlap (0.9 < ||h|| < 1.2), and endcap (1.2 < |h| < 2.4) regions. The cham-
bers are arranged to maximize the coverage and to provide some overlap where possible. An
event in which two muons are reconstructed, one in the barrel and one in the endcap, is shown
in Fig. 2.

In the barrel, a station is a ring of chambers assembled between two layers of the steel flux-
return yoke at approximately the same value of radius R. There are four DT and four RPC
stations in the barrel, labeled MB1–MB4 and RB1–RB4, respectively. Each DT chamber consists
of three “superlayers”, each comprising four staggered layers of parallel drift cells. The wires
in each layer are oriented so that two of the superlayers measure the muon position in the
bending plane (R-f) and one superlayer measures the position in the longitudinal plane (R-
q). However, the chambers in MB4 have only the two R-f superlayers. The two innermost

Figure 2.14: Schematic longitudinal layout of a quadrant of the muon chambers in
the CMS detector, consisting of drift tubes (DT), cathode strip chambers (CSC) and
resistive plate chambers (RPC) [82].

silicon tracker.
Since the muon system is located far away from the IP, its detector components

must cover a wide surface area. This feature lead to the choice of gas ionization
chambers in the muon chambers design, which are reliable and show adequate
performance at a reduced cost. The muon chambers are instrumented with three
different types of gas detector technologies: drift tube chambers (DTs), cathode
strip chambers (CSCs) and resistive plate chambers (RPCs), making a total of 1400
chambers. The DTs are segmented into drift cells, the position of the muons being
determined by the measurement of the drift time to the anode wire of the cell. The
CSCs operate as standard multiwire proportional counters but add a finely segmented
cathode strip readout, which yields an accurate measurement of the coordinate at
which the muon crosses the volume. The RPCs are double-gap chambers operated
in avalanche mode and are primarily designed to provide timing information for the
muon trigger. The different chambers are positioned throughout the muon detector
depending on the expected background rates and the uniformity of the magnetic field,
as shown in Fig. 2.14. They are arranged to provide a maximal coverage with spatial
overlap to maximize the reconstruction efficiency.

The DT chambers are located in the central region (|η| < 1.2), which is
subdivided into four cylindric stations concentric around the beam line. This region
is characterized by a relatively low particle rate and a local magnetic field. The basic
constituent of the DT detector is a rectangular cell of size 1.3 × 4.2 cm2 and length
2.4 m, filled with a mixture of Ar (85%) and CO2 (15%). The electrodes on the top
and bottom of the cell ensure a constant field and a uniform drift velocity of around
55 µm/s, while the cathodes are placed on the sides. When a muon traverses the gas,
its position and angle are inferred from the time needed for the knocked-off electrons
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to drift towards the anode. Each DT cell has a spatial resolution of around 200 µm,
yielding a global 80-120 µm position resolution [82].

The endcap regions are instrumented with CSCs in the region 0.9 < |η| < 2.4, where
the background rates are higher than in the barrel and the magnetic field is stronger
and non-uniform. The CSCs detectors have a trapezoidal shape and contain alternate
layers of anode wires and cathode strips, filled with a mixture of Ar (45%), CO2 (50%)
and CF4 (10%). The gas is ionized as the muon passes through the chamber, and the
induced signals are combined to provide a precise measurement of the muon position.
Among other advantages of the CSC technology, it profits from a fast response and
fine segmentation, providing a spatial resolution of 40-150 µm.

Finally, RPCs are installed in both the barrel and the endcaps, covering the range
|η| < 1.9. They are formed by two gaps of resistive 2 mm-thick layers interlaid with
a mixture of gas (95.2% of C2H2F4, 45% of i-C4H10 and 0.3% of SF6). The detector
is operated in avalanche mode: when traversed by a muon, an electron cascade is
triggered by the high electric field inside the volume and is read out with strips located
in the outer surface. Despite the coarse spatial resolution of the RPCs (0.8− 1.2 cm),
these detectors are faster than the DTs and CSCs, with a timing precision better than
3 ns. Hence, they are particularly useful at identifying the bunch crossing associated
with a muon track, even in the presence of high pileup, which is an essential feature
of the muon trigger system.

Additional detector chambers were introduced in the region 1.6 < |η| < 2.2 at
the end of 2017, in order to increase the redundancy of the muon system in the
endcaps. The technology used is the gas electron multiplier (GEM) [83], well suited
for this purpose as it presents a thin profile and excellent rate capability, while it
is able to withstand the high particle fluxes of the forward region. The upgrade
comprised the pre-installation of 10 prototype chambers; the complete installation of
the 144 detectors is ongoing during LS2 [84]. Additionally, the electronics of the CSC
subsytem are being upgraded in the chambers closest to beam line, in anticipation of
the experimental challenges expected in the HL-LHC.

2.3 The CMS trigger system

The average bunch crossing rate at the core of CMS is 40 MHz. With the full
detector information taking about 1 Mb per event, there is no technology nowadays
able to read out and store such huge volumes of data. Nevertheless, most of the
collisions result in low-energy pp interactions, which are not contemplated in the
physics program of CMS. As shown in Fig. 2.15, even the most frequent SM processes
have cross sections of∼105 pb, six orders of magnitude less than the total pp interaction
cross section (σpp ∼ 1011 pb). The goal of the CMS trigger system is to rapidly select
events that exhibit a potential physics interest while reducing the acquisition rate by
a factor 105. It is the bridge between the online data-taking and the offline data
analysis; it must comply with the technical constraints of the former and the high
efficiencies and QCD background rejection expected by the latter. The system needs
to be flexible to adapt to the different data conditions and robust against the high



2.3 The CMS trigger system 69

 [p
b]

σ
P

ro
du

ct
io

n 
C

ro
ss

 S
ec

tio
n,

  

4−10

3−10

2−10

1−10

1

10

210

310

410

510

CMS PreliminaryApril 2020

All results at: http://cern.ch/go/pNj7

W

n jet(s)≥

Z

n jet(s)≥

γW γZ WWWZ ZZ VVV WWW WWZ WZZ ZZZ γWV γγZ γγW

µll, l=e,→, Zνl→: fiducial with Wγγ,WγγEW,Z
qqW
EW 

qqZ
EW

WW
→γγ

γqqW
EW

ssWW
 EW

γqqZ
EW

qqWZ
EW

qqZZ
EW tt

=n jet(s)

t-ch
t tW

s-ch
t γtt tZq ttZ γt ttW tttt

σ∆ in exp. 
H

σ∆Th. 
ggH

qqH
VBF VH WH ZH ttH tH HH

CMS 95%CL limits at 7, 8 and 13 TeV

)-1 5.0 fb≤7 TeV CMS measurement (L 
)-1 19.6 fb≤8 TeV CMS measurement (L 
)-1 137 fb≤13 TeV CMS measurement (L 

Theory prediction

Figure 2.15: Cross sections of the main SM processes measured with the CMS detector
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√
s = 7, 8 and 13 TeV, compared to the theoretical

predictions [85].

instantaneous luminosity and pileup conditions delivered by the LHC.
The trigger selection is done based on the kinematic properties of the particles

produced. It is implemented in two successive steps with increasing rate reduction
and sophistication. The first selection is performed by the Level-1 trigger, encoded in
custom hardware processors that select up to 100 kHz of the most interesting events
with an available processing time (latency) of 3.8 µs. Following this selection, the High
Level Trigger (HLT) conducts a more detailed scrutiny of the events on a commodity
computing processor farm, reducing the rate down to 1 kHz in ∼200 ms. More details
about the trigger system are provided in the following; a special attention is given to
the Level-1 trigger, as it is topic of this thesis. The events selected by the trigger are
permanently stored in the tapes of the CERN Tier-0 (the grid), where they become
available for full reconstruction.

2.3.1 Level-1 trigger

The input of the Level-1 trigger is the raw data from the front-end readout
electronics. As the L1 trigger has only 3.8 µs to make a decision, the full offline
reconstruction of the physics objects cannot be applied at this level. Instead, the L1
trigger produces the so-called L1 candidates, coarse-granularity and low resolution
physics objects. Because of the timing constraints, iterative procedures such as the
reconstruction of the particle trajectory in the tracker are not possible; the L1 object
reconstruction is performed solely relying on the inputs of the calorimeters and the
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2.4 Trigger system

poses several challenges to the data-taking: it implies a large event rate and a large pileup
(see Sec. 2.1.2).

The pileup interactions give rise mainly to soft collisions, uninteresting to the physics
searches. They however result in additional energy in the calorimeters with respect to the
energy deposited by the hard interaction products; therefore, the object reconstruction
at trigger level largely depends on pileup.

However, as the luminosity increases, the boundaries for the output rate fo the L1 trigger
(100 kHz) remain the same; to fit in this budget, a harder event selection needs to be
applied.

Therefore, the original L1 trigger system, designed to face the nominal LHC operations,
could not ensure an adequate physics acceptance in the extreme conditions of the ordi-
nary 2017-2018 collisions runs, with foreseen luminosity as large as L = 2.2·1034 cm�2 s�1

and pileup up to 60 simultaneous collisions. A major upgrade [85, 86] of the L1 trig-
ger was installed and commissioned between 2015 and 2016; the electronic boards were
replaced and advanced mezzanine cards (AMC) mounting powerful field-programmable
gate arrays (FPGA) were introduced.

Muon Trigger Calorimeter Trigger

Figure 2.19 – Layout of the L1 trigger system [86].

A flowchart of the upgraded L1 trigger logic is shown in Fig. 2.19. To operate a decision,
the L1 trigger collects the information from the calorimeters and from the muon detectors
separately. The calorimeter information is read in units called “trigger towers” (TT); the
transverse energy measured in the calorimeters is transmitted to the L1 Calorimeter
Trigger in the form of “trigger primitives”. The information is transmitted through the
Time Multiplexed Trigger (TMT) architecture, represented schematically in Fig. 2.20,
which enables the whole calorimeter data to be processed at once by a single trigger
processor. Compared to the Run 1 L1 trigger, processing regions of 4⇥ 4 TT in parallel,

52

Figure 2.16: Diagram of the upgraded Level-1 trigger system. The muon trigger builds
the muon candidates from the hits in the CSC, RPC and DT. The calorimeter trigger
builds the electron/photon, τh and jet candidates and computes global quantities from
the energy deposits in the HCAL and ECAL. The global trigger collects the output from
the muon and calorimeter triggers and performs and event accept or reject decision [86].

muon detectors. As the first system in the data acquisition chain, the L1 trigger has
to be flexible and scalable to accommodate the increasingly challenging LHC running
conditions and the evolving physics searches, while complying with the hardware
constraints and the limited bandwidth.

The original L1 trigger system was designed to face the nominal LHC operations;
in view of the instantaneous luminosities foreseen for Run 2, the L1 trigger
could not ensure an adequate physics performance. A major upgrade of the L1
trigger [86,87] was installed and commissioned between 2015 and 2016. The electronic
boards were replaced by advanced mezzanine cards (AMC) equipped with powerful
field-programmable gate arrays (FPGA). The FPGAs are electronic circuits that can
be configured using a hardware description language (HDL), guaranteeing a flexible
design of sophisticated and innovative algorithms, able to allocate pattern recognition
and pileup mitigation techniques. The communication between subsystems is based
on MicroTCA (µTCA) technology to take advantage of additional flexibility and
higher bandwidth. The data transfer between the modules and the central CMS data
acquisition system is performed with multi-Gb/s serial optical links to allow for a
faster and global readout.

The architecture of the upgraded L1 trigger system for Run 2 is sketched
in Fig. 2.16. The information of the energy deposits in the HCAL and ECAL
subdetectors is collected by the calorimeter trigger, while the information of the hits
in the DT, RPC and CSC subdetectors is processed in the muon trigger. These
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building bricks constitute the trigger primitives, which are combined into trigger
candidates representing different detectable particles. In the calorimeter trigger,
these objects can be jets, electrons, photons or hadronic τ , further used to compute
L1 global event quantities such as the missing transverse energy. Similarly, muon
tracks are reconstructed from the hits in the muon subdetectors. The output of the
two subsystems is collected by the micro global trigger (µGT), that combines the
information to perform an event accept or reject decision. This selection is done on a
kinematic basis, namely according to the energy and position of the candidate, as well
as quality criteria. The energy cutoffs applied at this stage are commonly denoted
as L1 thresholds. The lower these thresholds, the wider the phase space available for
physics analyses, but also the higher the output rate of the trigger.

Level-1 calorimeter trigger

Run 1 showed how an improved granularity of the calorimeter inputs and a
global view of the detector information were pivotal for the calorimeter-based object
reconstruction. On this basis, the upgraded L1 calorimeter trigger was designed to
access the whole detector information in the form of highly-granular trigger towers
(TT), with typical sizes ∆η×∆φ of 0.087× 0.087 in most of the detector acceptance.
A global view of the detector requires sending the full TT information of a bunch
crossing to single electronic board, possible with the usage of a time-multiplexed
trigger (TMT) architecture, built in a two-layered system, explained in the following.

The upgraded calorimeter trigger architecture is depicted in Fig. 2.17. The inputs
of the calorimeter subdetectors arrive to the 18 processor cards (CTP7) of the Layer-1
system, each processing a 20◦ region in φ. Layer-1 performs a series of pre-processing
operations, namely the calibration and sorting of the local energy deposits from the
ECAL and the HCAL. The output from Layer-1 is sent to one of the 9 master
processor cards (MP7) of the Layer-2 system. It is done in a time-multiplexed
fashion: each processing node of Layer-2 has access to the whole event with full
granularity. The identification and reconstruction algorithms of the physics objects
(electrons or photons, hadronic τ leptons, jets and energy sums) is implemented at this
stage. The usage of multiplexed boards removes the regional boundaries in the object
reconstruction and grants additional latency to accommodate for more sophisticated
algorithms than in Run 1. The L1 candidates built in the Layer-2 are sent to a
demultiplexer node, which reorganizes the reconstructed objects and transmits them
to the µGT.

As the L1 trigger does not use the tracker information, the electrons and the
photons are reconstructed jointly in the Layer-2 calorimeter trigger as L1 e/γ objects.
The reconstruction algorithm proceeds by clustering energy deposits around the
local energy maximum, or seed. These clusters are built dynamically, meaning they
include surrounding towers with energy deposits above a certain threshold, further
trimmed following the typical electron footprint. The trimming results in various
candidate shapes categorized and used for identification purposes. A shape veto is
applied to reject the clusters least compatible with a genuine e/γ candidate, such as
pileup-induced deposits. Additional identification is applied based on the compactness
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Figure 5: The time-multiplexed trigger architecture of the upgraded CMS calorimeter trigger.

are fully pipelined and start processing as soon as the minimum amount of data is received.

The muon trigger includes three muon track finders (MTF) that reconstruct muons in the barrel
(BMTF), overlap (OMTF), and endcap (EMTF) regions of the detector, then send them to the
global muon trigger (µGMT) for final muon selection. The µGT finally collects muons and
calorimeter objects and executes every algorithm in the menu in parallel for the final trigger
decision.

In the upgraded trigger, the BMTF, µGMT, µGT, and Layer-2 use the same type of processor
card. The OMTF and EMTF electronic boards similarly share a common design, whereas Layer-
1, TwinMux, and CPPF each use a different design. All processor cards, however, use a Xilinx
Virtex-7 Field Programmable Gate Array (FPGA). Thus many firmware and control software
components, e.g., data readout and link monitoring, can be reused by several systems, reducing
the workload for development and maintenance.

An advanced mezzanine card called the AMC13 [14] provides fast control signals from the
trigger control and distribution system to the trigger AMCs over the MicroTCA backplane. If
an event is selected, the trigger AMCs send their data over the backplane to the AMC13, which
also connects to the central CMS data acquisition system via 10 Gb/s optical links. More details
on the hardware can be found in Ref. [3].

6 The Level-1 muon trigger and its performance
The CMS muon detector is composed of three partially overlapping subdetectors (CSCs, DTs,
and RPCs), whose signals are combined together into “trigger primitives” (TPs) to reconstruct
muons and measure their pT. Trigger primitives provide coordinates, timing, and quality in-

Figure 2.17: Layout of the upgraded L1 calorimeter trigger. The inputs from the
calorimeters are collected by Layer-1, which calibrates and sorts the energy deposits,
and sends the full information to a single processor card in Layer-2, which runs the
identification and reconstruction algorithms of the electrons or photons, τh, jets and
energy sums. The output of Layer-2 is sent to the µGT, where the global trigger
decision is made [88].

of the shower and the ratio of hadronic-to-electromagnetic deposits. The L1 e/γ

candidates are calibrated according to their energy, η position and shape. As the
electron and photon deposits are typically narrower than the ones produced by jets,
isolation criteria are applied by setting an upper limit on the presence of calorimeter
activity around the candidate. The excellent efficiency achieved for isolated and
inclusive L1 e/γ candidates is shown in Fig. 2.18a for typical thresholds used in 2018
data-taking.

The L1 jet reconstruction algorithm is based on a square approach: it considers the
energy deposit in a 9× 9 trigger tower area centred on a local maximum, with similar
size to the cone used for the offline reconstruction with the anti-kT algorithm (see
Section 2.4.5). The contribution of pileup is estimated and subtracted on a jet-by-jet
basis in each bunch crossing according to the energy deposit in the region surrounding
this square. The procedure dynamically corrects the fluctuating pileup conditions,
which degrade considerably the jet energy resolution, and provides a significant rate
reduction. L1 jets are calibrated as a function of their energy and their η position.
Besides the jet reconstruction, the full calorimeter granularity is used to estimate
energy sums. These include the magnitude of the vector sum of the transverse energy
over all trigger towers (Emiss

T ) and the total scalar transverse energy of all jets (HT).
The reconstruction of these objects specially profits from the removal of the regional
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Figure 17: The Level-1 e/g trigger efficiency as a function of the offline reconstructed electron
ET for thresholds of 30 and 40 GeV (left). The Level-1 trigger efficiency as a function of the
offline reconstructed electron ET for two typical unprescaled algorithms used in 2018 (right):
an ET threshold of 34 GeV in black, and of 28 GeV with the tight set of isolation requirements
in red (as discussed in the text). The efficiency curve for the logical OR of the two algorithms
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Figure 18: The Level-1 e/g isolated trigger efficiency (left) as a function of the offline recon-
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on the candidate.
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Figure 26: Efficiency curves with and without pileup mitigation (PUM) applied are compared
(left) for the thresholds that give the same rate. These are shown as a function of the offline
reconstructed particle flow missing energy excluding muons (PF Emiss

T
,NoMu). Rate versus the

average pileup per luminosity section (right) with and without pileup mitigation applied.

for a fixed rate calculated from unbiased data. The LUT was also derived by calculating the
average TT ET for each value of h from unbiased data, and this gave a similar performance to
the function-based LUT.

The improvement of the Emiss
T trigger efficiency after using the pileup mitigation algorithm is

shown in Fig. 26, for events from 2018 single-muon triggered data with pileup between 50 and
60. The rate of the Level-1 Emiss

T trigger with a threshold of 80 (120) GeV with pileup mitigation
enabled is the same as the rate for a threshold of 118 (155) GeV with pileup mitigation switched
off. Also shown in Fig. 26 is the pileup dependence for fixed thresholds of the Level-1 Emiss

T
algorithm, with and without pileup mitigation. Rate is calculated from unbiased data for 2855
filled bunches for the Level-1 thresholds of 80 and 120 GeV, where the pileup shown is the
average pileup per luminosity section. Applying pileup mitigation, by excluding low-energy
TTs in events with significant pileup and reducing the contribution from large TTs at large eta,
provided a significant rate reduction while maintaining trigger efficiency. This allowed the
Level-1 Emiss

T threshold to be reduced, increasing sensitivity to a range of important physics
channels.

7.5 Adjustments for heavy ion collisions

In heavy ion (HI) lead-lead collisions, a large particle multiplicity variation is observed; al-
though peripheral collisions can result in only a few particles per interaction, central events can
produce large multiplicities equivalent to pp collisions with pileup of 200–300. While most of
the algorithms developed for pp collisions were reused, the wide range of multiplicity required
that some of the Level-1 algorithms were optimized, and a few were developed specifically for
HI collisions.

To select low-pT hadronic collisions efficiently, a minimum bias trigger was developed based
on a coincidence of energy deposits in the positive and negative h sides of the HF calorime-
ter. Using the same principle, an ultra-peripheral collision (UPC) trigger was designed to be
activated only in a specific low-energy region. A high multiplicity UPC algorithm was also

(b)

Figure 2.18: (a) Level-1 e/γ efficiency as a function of the offline electron transverse
energy, for two typical L1 thresholds in 2018 data-taking, with and without isolation
requirement [88]. (b) Level-1 Emiss

T efficiency as a function of the offline Emiss
T , for L1

Emiss
T thresholds giving the same rate with and without pileup mitigation [88].

boundaries resulting from the time multiplexing architecture. A dedicated pileup
subtraction is applied on an event-by-event basis to the L1 Emiss

T candidates, specially
affected by the pileup deposits. Similarly to the L1 e/γ algorithm, the pileup is
estimated based on the low energy deposits in the central part of the detector; it is
used along with the η position to derive an energy threshold below which the trigger
towers do not enter the Emiss

T computation. Besides a significant rate reduction, this
results in a increase of efficiency, illustrated in Fig. 2.18b for a fixed rate.

The τ leptons resulting from the collisions can decay leptonically or hadronically.
Leptonic τ leptons are reconstructed at L1 via the electrons or muons produced in
the decays. In turn, hadronic τ leptons are reconstructed via their decays to one,
two or three charged pions, with or without neutral pions. The L1 objects built this
way are denoted as L1 τh. These objects are narrow, hence the algorithm inherits the
individual dynamic clustering of the L1 e/γ, adapted to the L1 τh footprint. The charge
pions can be spaced out because of the magnetic field and they might result in more
than one calorimeter cluster; these are merged into a single candidate under proximity
conditions. The L1 τh candidates are calibrated and their isolation is evaluated to
discriminate them against the QCD-induced jets. It is done in a similar manner as in
the e/γ algorithm, except that the isolation cutoff is relaxed in the at higher energies
to achieve the maximum efficiency. The L1 τh algorithm, object of this thesis, is
described in detail in Chapter 3.
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Figure 2.19: Level-1 muon rate with the legacy Run 1 trigger and the upgraded Run 2
trigger as a function of the L1 muon η. The rate reduction is achieved by combining
the information of the muon subsystems to build the trigger primitives [88].

Level-1 muon trigger

During Run 1, the data from each muon subdetector (CSCs, DTs, RPCs) were used
separately to build independent muon tracks. The upgraded muon trigger changed
the track reconstruction approach by exploiting the redundancy from the partially
overlaying detectors (see Fig. 2.16). After the upgrade, the DT, RPC and CSC track
finders were replaced by the barrel, overlap and endcap muon track finders, denoted
respectively as BMTF (|η| < 0.83), OMTF (0.83 < |η| < 1.24) and EMTF (|η| > 1.24).
The signals generated by the three muon subdetectors are used simultaneously to build
the trigger primitives, which provide coordinates, timing and quality information from
detector hits. The track finders use the muon detector trigger primitives to reconstruct
tracks, assign quality to each and measure the muon transverse momenta from the
bending in the fringe field of the magnet yoke. The upgraded approach improves the
reconstruction efficiency and resolution of the muon candidates with respect to Run 1,
while significantly reducing the rate, as illustrated in Fig. 2.19. The outputs of the
BMTF, OMTF and EMTF are collected by the global muon trigger (µGMT), that
sorts the muon candidates, removes duplicates and transmits them to the µGT.

The BMTF in the barrel uses the information from DT and RPC subdetectors,
merged into super-primitives in the TwinMux system; the combination of the spatial
resolution in the DT and the precise timing in the RPC improves the efficiency. Each
superprimitive is assigned a quality depending on its position and an internal bending
angle. The BMTF uses this information to form an acceptance window for the outer
layers through extrapolation, within which the superprimitives are grouped to form
a muon candidate. The number of hits and the quality of the extrapolation serve as
an additional trigger requirement to control the rate. Owing to the large computing
power required by the BMTF and Twinmux systems, these are equipped with MP7
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L1 seed Description

L1_SingleLooseIsoEG28er2p5 One loosely isolated e/γ with ET > 28 GeV and |η| < 2.5
L1_DoubleIsoTau32er2p1 Two isolated τh with ET > 32 GeV and |η| < 2.1
L1_SingleMu22 One muon with pT > 22 GeV
L1_DoubleEG2512er2p5 Two e/γ with ET > 25/12 GeV and |η| < 2.5
L1_DoubleMu157 Two muon with pT > 15/7 GeV
L1_ETMHF100 Missing transverse energy > 100 GeV
L1_SingleJet180 One jet with ET > 180 GeV
L1_DoubleJet150er2p5 Two jet with ET > 150 GeV and |η| < 2.5

Table 2.2: Description of several benchmark Level-1 triggers used during Run 2 [88].
The rates of these triggers as a function of pileup are shown in Fig. 2.20.

cards.
The EMTF uses the data from the CSC and RPC detectors, while the OMTF

receives the information of the three muon subsystems. In both cases, tracks are
seeded by a single reference hit, preferably from the inner layers, to which additional
hits are associated based on fast pattern recognition techniques. These patterns encode
information on the hit probability density and the average track propagation between
layers for a given energy. The number and topology of the hits are additionally used
to establish the muon quality criteria and to reduce the rate. Since the OMTF and
EMTF require large memories to store the associative patterns, modular track finders
(MTF7) are used in these subsystems.

Level-1 global trigger

The final decision of accepting or rejecting an event is taken by the micro global
trigger (µGT). It is instrumented with MP7 boards which take as inputs the objects
reconstructed in the calorimeter and muon trigger systems. The selection is done
based on a list of algorithms (seeds), collectively referred to as the trigger menu.
The most basic seeds consist of thresholds applied on kinematic observables (ET, pT

or η) to one or more L1 objects of one type (L1 e/γ, L1 τh, L1 jets, L1 Emiss
T , L1

HT, L1 muon). The menu also comprises more sophisticated seeds (cross-triggers),
which encode criteria applied on L1 objects of different types; these result in lower
thresholds and a larger phase space sensitive to a more diverse range of signals. A list
of benchmark seeds during Run 2 can be found in Table 2.2; the corresponding rates
as a function of the pileup are shown in Fig. 2.20. The rate of an algorithm can be
reduced by applying a prescale that determines what fraction of events selected by the
seed will pass the trigger: a prescale of N means that only 1/N events satisfying the
condition are accepted. As the beam intensity of the LHC decreases throughout the
fill, decreasing prescale values are applied in view of maximizing the signal efficiency.

With the upgraded µGT, the CMS trigger benefited from extended correlation
capabilities at L1, such as the computation of ∆η, ∆R, charge comparisons or
invariant masses between two L1 objects. As illustration, the L1 dimuon invariant
mass spectrum can be found in Fig. 2.21, showing how the improved resolution in the
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Figure 2: Level-1 trigger rates as a function of pileup for some benchmark seeds targeting
leptons (left) and hadrons (right). Rates are measured using data recorded during the 2018
LHC run. Definitions of the seed names are in Table 1.
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Figure 3: Total Level-1 menu rates as a function of pileup for three sets of algorithms, or
“prescale columns”, defined in the text. The rates were recorded during a LHC fill with
2544 bunches. The instantaneous luminosity of 2.0 ⇥ 1034 cm�2 s�1 corresponds to an aver-
age pileup of 55, 1.7 ⇥ 1034 cm�2 s�1 to an average pileup of about 47, and 1.5 ⇥ 1034 cm�2 s�1

to an average pileup of 42. The prescale columns for luminosities of 1.5 ⇥ 1034 cm�2 s�1 and
1.7 ⇥ 1034 cm�2 s�1, represented by the black and red data points, respectively, were not used
to collect data at the highest pileup, but were activated only when their corresponding Level-1
trigger rate was lower than 100 kHz.

Figure 2.20: Level-1 trigger rates as a function of pileup for some benchmark seeds,
measured using data recorded in 2018 [88]. The description of the seeds is provided in
Table 2.2.

L1 muon reconstruction yields to visible dimuon mass peaks corresponding to the Φ

and Υ resonances. Making use of these novel correlations, analysis-targeted triggers
have been designed and implemented during Run 2. These select highly specific signal
topologies, such as the Higgs boson produced via vector boson fusion or low-mass
dimuon triggers [88]. Considering both the classic and analysis-targeted seeds, the
L1 menu comprised a total of 350-400 seeds during Run 2. The ability to keep the
L1 thresholds low and the global L1 trigger rate to less than 100 kHz was ensured
with the increased sophistication of the algorithms, which enhanced the selectivity of
the interesting physics phenomena and granted a rich CMS physics program during
Run 2.

2.3.2 High Level Trigger

The High Level Trigger (HLT) is the second step of the CMS trigger; it reduces
the output rate of the Level-1 trigger to ∼1 kHz, a bandwidth compatible with the
data acquisition capability. The HLT is implemented in a software computing farm
instrumented with up to 32 000 cores in 2018. It takes as input the full detector
data, including tracking information, and conducts a more sophisticated reconstruction
than at L1. The most stringent constraint on the HLT is the latency, since the limited
number of CPUs imposes a maximum processing time of∼320 ms per event. Therefore,
the HLT runs an online object reconstruction that is a streamlined version of the
offline reconstruction used in CMS (see Section 2.4), based on simplified clustering
and tracking algorithms.

The HLT reconstruction is performed only locally around the L1 seeds, reducing
the time needed to read the raw detector information. It is designed as a sequence
of reconstruction modules and selection filters, resulting in different paths, namely
groups of algorithmic steps with increasing complexity which run in a predefined
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Figure 28: The offline and Level-1 mµµ spectra of oppositely charged muons, with and with-
out extrapolation of the Level-1 track parameters to the nominal vertex, using a data set of
low-mass dimuons. The highest-mass resonance corresponds to the U mesons, and is clearly
identifiable both offline and in Level-1, after extrapolation. The Level-1 mµµ spectrum is shifted
higher compared to the offline spectrum due to pT offsets designed to make the Level-1 muon
trigger 90% efficient at any given pT threshold.

Low-mass dimuon triggers The pT thresholds for the usual dimuon triggers are not well701

adapted to record dimuon resonances with masses less than 20 GeV. These thresholds are typ-702

ically 15 GeV on the leading muon and 5 GeV on the subleading muon, so they only select703

very boosted low-mass dimuon resonances. To collect inclusive low-mass dimuon pairs at low704

enough rates, the µGT can compute the dimuon invariant mass mµµ, using the same technique705

described above in the case of the VBF trigger. Seeds requiring 3 < mµµ < 9 and 5 < mµµ < 17706

are included in the menu, as shown in Table 2. Figure 28 shows the Level-1 and the offline mµµ707

spectrum in Run 2 data collected with multi-muon triggers. The 9.46 GeV U meson peak can708

be isolated quite distinctly after the muon coordinates are extrapolated to the nominal vertex,709

as described in Section 6.6.710

b jet tagging using muons A significant fraction of b hadron decays produce muons.711

These are often in the same direction as the rest of the products of the b hadron. The Level-1712

trigger includes a simple b-tagging algorithm based on the proximity of a muon to a jet. The713

µGT implements for example seeds looking for events with one pT >3 GeV muon and two714

ET > 16 GeV jets, where the muon is within DR < 0.4 of one of the jets. This new feature715

improves the efficiency and reduces the rate of the already available b jet tagging seeds that716

were limited by the use of uncorrelated Dh and Df information between jets and muons.717

Figure 2.21: Offline and Level-1 dimuon spectra of oppositely charged muons, with and
without extrapolation to vertex. The Level-1 spectrum is shifted due to the pT offset
designed to make the muon trigger 90% efficient at any pT threshold. The highest mass
resonance corresponds to Υ, identifiable at Level-1 after extrapolation to vertex. [88].
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Figure 2.22: HLT rate usage in the different physics analyses for a typical menu
configuration during 2018. B2G stands for Beyond-Two-Generations, featuring physics
models which study the decays of new resonances to heavy SM particles.

order. The reconstructions and selections in the HLT rely on the information from
the calorimeters and muon detectors in the first place so the rate can be reduced
before the CPU-expensive tracking reconstruction is carried out. Then, the tracks
are matched to the calorimeter energy deposits or to the muon system tracks. The
HLT can additionally derive advanced topologies from the individual inputs; it can
reconstruct jets arising from b-quarks and identify displaced vertices, for instance.

The HLT menu consists of around 600 independent algorithms, closely related to
the L1 menu seeds. The HLT was regularly updated to cope with the ever changing
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LHC and detector operation conditions during Run 2, and it benefited significantly
from the pixel tracker upgrade in 2017 [69]. Special efforts were devoted to improve
the muon and τh reconstructions and the Emiss

T noise mitigation. In addition, extra
data taking strategies were developed to fully exploit the Run 2 physics potential,
namely the scouting and parking techniques [88]. The first one is built on the event
content reduction to afford higher rates, whereas the second records extra data on
tape to be reconstructed a posteriori if deviations from the SM are suspected. The
extensive coverage of physics phenomena provided by a typical HLT menu is illustrated
in Fig. 2.22, where the bandwidth devoted to the diverse CMS physics analyses is
shown.

2.4 Particle reconstruction and identification

Each type of particle resulting from the pp collisions at the centre of CMS leaves
a distinct signature in the subdetectors, depicted in Fig. 2.23. Muons lose a small
fraction of energy in the innermost part of the detector and, as charged particles, they
are detected both in the tracker and in the muon chambers. Electrons and photons are
both absorbed within the ECAL, but only the trajectory of the former reveals in the
tracker. Hadrons cross the ECAL with low energy loss and deposit most of their energy
in the HCAL. The trajectory of their charged components is detected in the tracker.
Neutrinos escape CMS undetected; their presence manifests nonetheless through the
energy imbalance of the event in the transverse plane. The raw information from the
subdetector systems is combined to reconstruct, identify and calibrate the relevant
physics objects with the maximal efficiency; the algorithms used for this purpose are
summarised in what follows.

The most general reconstruction algorithm in CMS is the Particle Flow (PF) [89].
The algorithm starts with the low-level information (hits in the silicon tracker and
energy deposits in the calorimeters) to build basic elements (tracks and clusters).
These are used as inputs to the reconstruction of the individual physics objects.
The muon reconstruction is done first by associating the PF tracks to the tracks
in the muon chambers. Then, electrons are built by linking tracks to clusters with a
dedicated procedure which takes into account the effects of bremsstrahlung radiation.
The remaining clusters with no assigned track are identified as photons or neutral
hadrons; the former present electromagnetic deposits and the latter present hadronic
deposits. The rest of the clusters associated to a track are identified as charged hadrons.
The reconstructed objects reconstructed (electrons, muons, photons, charged hadrons
and neutral hadrons) are combined to build more complex ones, such as jets and
hadronically decaying τh leptons, as well as to estimate the missing transverse energy
of the event, which reveals the presence of neutrinos.

2.4.1 Particle Flow basic elements

The PF algorithm presents two building blocks, the tracks and the clusters, that
are used as input for the reconstruction of the physics objects.
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2.3 Physics objects identification and reconstruction

are also detected in the inner tracker. Hadrons, after crossing ECAL with small energy
loss, deposit most of their energy in HCAL; the trajectory of the charged components
is detected in the inner tracker. Finally, neutrinos have negligible interaction with the
detector material and escape undetected; however, the presence of neutrinos appears as
an energy imbalance in the transverse plane, as clarified later.

A significantly improved reconstruction and identification of the physics objects produced
in the event is achieved through the “particle flow” (PF) approach [78], which consists in
reconstructing the stable particles by combining the information of all subdetectors. The
nature of the particle (charged or neutral hadron; photon; electron; muon) is deduced
and a combination of the different subdetector measurements is carried out to infer its
momentum and direction. Thus, the resulting list of particles can be used to build higher
level objects such as jets and tau leptons, to compute the missing transverse momentum,
or to quantify the isolation of an energetic particle.
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Figure 2.15 – Slice of CMS in the transverse view and experimental signature of particles in the
subdetectors.

Given the intense 3.8 T magnetic field hosting the large tracker and the high resolution
electromagnetic calorimeter, the CMS detector is ideally suited for a PF reconstruction.
A simplified description is given in the following; an exhaustive documentation can be
found in [78].

2.3.1 Particle flow basic elements

At a hadron collider, the production of hadrons is ultra-dominant; within jets, the frac-
tions of energy globally carried by each particle type is about 65% for charged hadrons,
25% for photons (mostly ⇡0) and 10% for neutral hadrons. The transverse momentum
of the charged hadrons rarely exceeds 100 GeV; at this energy, the relative resolution of
the transverse momentum is better than 2% in the tracker, while the calorimeter relative

46

Figure 2.23: Transverse slice of the CMS detector, showing the experimental signature
of the different final-state particles [89].

• The tracks of charged particles are reconstructed from the hits in the
silicon tracker layers making use of the Combinatorial Track Finder (CTF)
algorithm [90], based on the Kalman filtering technique. The reconstruction
follows an iterative approach to achieve a high efficiency and low fake rate.
In the first iteration, only the reconstruction of isolated tracks which clearly
originate from the primary vertex is attempted. If selected, the hits of the
corresponding tracks are not considered at later stages. This reduction of
combinatorial complexity allows the quality criteria applied in successive
iterations to be progressively loosen, while targeting less evident tracks, such as
radiating electrons or B-hadrons. A typical track reconstruction undergoes a
total of about 12 iteration steps; it enables the algorithm to reconstruct tracks
with pT as low as 0.1 GeV and produced as far as 60 cm for the primary vertex.
• The clusters are constructed from the energy deposits in the calorimeters.

The algorithm runs separately in the preshower, the ECAL and the HCAL
subdetectors, in order to achieve a high efficiency even at low pT and to be
able to disentangle overlapping showers. It is based on an iterative clustering
technique which follows the typical lateral shower profile. The local maxima
of deposited energy are identified, to which neighbouring energy deposits are
aggregated if their signals are larger than twice the standard deviation of the
electronic noise. In practice, less than 5 iterations are needed for the algorithm
to converge.
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Tracks and clusters can be associated (or linked) to form PF blocks, based mostly
on topological considerations. The properties of these blocks are evaluated to identify
the final-state objects.

2.4.2 Muons

Muons are the first particle to be identified in CMS, as they benefit from clean
signatures in the muon chambers and high identification efficiency. The muon tracks
are reconstructed independently in the silicon tracker and in the muon chambers [91].
The former are reconstructed following the aforementioned PF procedure and
are referred to as tracker tracks. The reconstruction of the latter, denoted as
standalone-muon tracks, is PF-independent and relies solely on the information from
the muon systems. In this case, the positions of the hits within the DT, CSC and
RPC sensors are combined and fitted to form track segments, which give an initial
estimation of the direction and the momentum of the muon. The track segments
are then combined to reconstruct the muon track making use of a Kalman filter
technique [90].

The global muon reconstruction in CMS proceeds by either matching tracker muons
to standalone-muons (inside-out) or viceversa (outside-in). The tracker muon tracks
are built inside-out by propagating tracker tracks with pT > 0.5 GeV and total
momentum p > 2.5 GeV to the muon system, where the presence of at least one
muon segment at a compatible position is required. The global muons, in turn, are
reconstructed outside-in by matching a standalone muon track to the tracker tracks
after verifying the compatibility of their parameters; the global fit is performed on
both tracks together. Owing to the large size of the muon chambers, the combined fit
improves the momentum resolution with respect to the tracker-only fit for muons of
pT > 200 GeV. About 99% of the muons produced within the muon system acceptance
are reconstructed with one of these two approaches, and very often as both, in which
case they are merged into a single candidate.

The reconstructed muons undergo a set of selection criteria based on the quality of
the tracks; these concern observables such as the track fit χ2, the number of hits per
track or the degree of matching between tracker and standalone tracks. Different levels
of requirements result in different muon identification working points (loose, medium,
tight) with increasing purity and decreasing efficiency. The information of the muon
subdetectors is further analyzed to compute the isolation of the muon candidate, which
serves as a handle to distinguish between prompt muons and those arising from weak
decays within jets. The PF relative isolation is defined as the ratio between the sum
of pT of all PF candidates within a cone size ∆R < 0.4 around the muon and the pT

of the muon itself. Decreasing cutoffs to this value define six increasingly tight muon
isolation working points. In the analysis presented here, a variable pT-dependent cone
size is used to evaluate the isolation of the muons (see Section 5.1); it is beneficial for
topologies in which the leptons are produced in the decay of boosted objects, emitted
collinearly with the other decay products.

As a result of the upgrade of the muon system and the improvements of the
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Figure 2.24: Muon selection efficiency for the tight isolation and identification working
points as a function of the muon η (left) and pT (right), measured in 2018 data [92].
The difference in selection efficiency between the data and the simulation is applied as
a scale factor in the physics analyses.

algorithms (see Section 2.2.2), the performance of the muon reconstruction in Run 2
was comparable to Run 1 despite the increased instantaneous luminosity and pileup.
The spatial resolution of the reconstructed hits lied between 50 and 300 µm, leading
to a muon selection efficiency above 96% [92]. The efficiency as a function of pT and η
after applying the tightest PF identification and isolation criteria to the reconstructed
muons can be found in Fig. 2.24. The strong CMS magnetic field together with the
excellent resolution of the muon system makes the CMS detector ideally suited to
reconstruct dimuon candidates in a mass interval ranging up to 150 GeV, instrumental
in the Higgs boson discovery and other searches for heavy resonances.

2.4.3 Electrons

After muons, the second particle to be reconstructed at CMS is the electron.
Before reaching the ECAL, electrons lose a sizeable fraction of their energy in the
tracker, mostly due to the non-Gaussian phenomenon of bremmstrahlung. At η ≈ 0,
an electron loses an average of 33% of its energy, and this fraction can reach ∼86%
at η ≈ 1.4, where the material budget is the highest. This makes their reconstruction
more complex: the tracker algorithm must take into account the energy loss and
the clustering algorithm must collect the bremsstrahlung photon energy, which can
be located far away from the electron interaction point in the ECAL. The electron
reconstruction addresses these challenges with a dedicated tracking algorithm and an
advanced energy clustering procedure.

The electron tracks in CMS are reconstructed with the Gaussian-Sum Filter (GSF)
[93,94] algorithm, which is independent from the PF iterative tracking procedure. The
algorithm models the electron energy loss with a weighted sum of Gaussian PDFs to
better capture the bremmstrahlung effects, instead of relying on a single Gaussian like



82 2. The CMS experiment at the LHC100 2.3. Reconstruction des objets physiques dans CMS

Fig. 2.24: Propagation d’un électron dans le détecteur CMS. L’électron interagit
avec la matière (trajectomètre) et perd de l’énergie sous forme de rayonnement de
freinage (“). Les carrés représentent les cristaux du ECAL. Chaque carré vert corres-
pond à une énergie significative : l’électron et les deux photons de freinage produisent
chacun un agrégat de cristaux. La procédure de reconstruction vise à regrouper ces
trois agrégats en un super-agrégat.

Après la construction d’un agrégat, un nouvel agrégat est construit à partir d’un
autre cristal germe, en excluant les cristaux déjà agrégés. Les agrégats contenus dans
une fenêtre étroite en ÷ et large en „ sont groupés au sein d’un super-agrégat.

Reconstruction de la trace des électrons

La reconstruction générale des traces dans CMS utilise un filtre de Kalman (voir
§2.3.2), car elle concerne des particules principalement a�ectées par la di�usion mul-
tiple, la trajectoire des électrons nécessite un traitement particulier. En e�et, la perte
d’énergie par rayonnement de freinage est particulièrement importante dans le cas
des électrons, du fait de leur faible masse. L’extension du filtre de Kalman adoptée
dans le cas des électrons consiste à décrire la perte d’énergie par rayonnement de
freinage avec une somme pondérée de distribution gaussienne, d’où le nom de cet
algorithme : Gaussian Sum Filter (GSF).

La méthode ECAL-driven a pour point de départ un super-agrégat dans le
ECAL. Elle recherche une paire de hits, dans les deux couches internes du trajecto-
mètre à pixels, compatible avec le super-agrégat considéré. Puisque le super-agrégat
regroupe l’énergie perdue par l’électron sous forme de rayonnement de freinage,
alors la position du super-agrégat correspond à celle que l’électron aurait atteint s’il
n’avait pas rayonné. Ainsi, il su�t de propager une simple trajectoire hélicoïdale, en
prenant en compte le champ magnétique, depuis le super-agrégat vers le trajecto-
mètre, pour identifier le point d’origine probable de l’électron. La paire de hits ainsi
trouvée sert de pré-trace.

Figure 2.25: Diagram of the electron trajectory in the CMS detector. The electron
interacts with the material in the tracker and loses energy due to bremmstrahlung,
emiting photons tangent to its trajectory along the φ direction due to the magnetic field.
The energy deposits of the electron and the photons in the ECAL (green squares) are
grouped together in superclusters, used in the GSF electron reconstruction algorithm.

the Kalman filter procedure of the PF algorithm. The electron energy deposits in the
calorimeters are built by regrouping PF ECAL clusters in the so-called superclusters.
The procedure consists in identifying a seed cluster, to which the energy deposits
associated to the bremmstrahlung photons are aggregated. These typically spread
along the φ direction due to the magnetic field, tangent to the electron trajectory, as
schematically shown in Fig. 2.25.

The global electron is reconstructed by associating the GSF tracks to the
superclusters following two approaches. The ECAL-based approach uses superclusters
with pT > 4 GeV as seeds for the electron GSF track finding. This procedure is
better suited for high-pT isolated electrons, as the low pT superclusters are too small
to contain all the bremmstrahlung radiation. In order to recover the soft electrons, a
tracker-based approach is used, which takes the GSF tracks with pT > 2 GeV as seeds
to the clustering. GSF tracks and PF superclusters are combined into an electron
candidate if they fulfil a series of requirements on the matching quality. They are
used to estimate the electron charge and momentum, the latter being derived from a
the GSF track curvature and the supercluster energy. Owing to the high granularity
of the tracker and the ECAL detectors, the energy resolution of electrons with pT of
10-50 GeV is 0.1% (0.3%) in the barrel (endcaps) [95].

The electron candidates are subject to additional identification criteria to
distinguish the genuine electrons from the misidentified jets, namely pions. The
identification is based on Boosted Decision Trees (BDTs) with input variables related
to the shower shape, the track quality, the track-cluster matching, the fraction of
momentum lost due to bremsstrahlung and the isolation. The output of the BDT,
representing the probability of the candidate to be a genuine electron, is used to define
three levels of electron identification (loose, medium, tight) with decreasing selection
efficiency and increasing purity. The performance of such discriminator is found in
Fig. 2.26, displaying the identification efficiency as a function of the mistag rate
for the jets faking electrons. The BDT-based identification visibly outperforms the
previous cut-based identification in both the barrel and the endcaps [95]. Similarly
to the muons, the isolation of the electrons is used to reject non-prompt electrons
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Figure 2.26: Background efficiency as a function of the signal efficiency for the
BDT-based electron identification algorithm in the ECAL barrel and endcap derived
from the simulation with 2017 detector conditions. The cut-based selection working
points are shown for comparison [95].

produced inside jets; it is typically evaluated within a cone size of ∆R = 0.3, modified
to a pT-dependent variable size in this analysis (see Section 5.1).

2.4.4 Photons

In most cases, photons cross the tracker without interacting and deposit most
of their energy (∼97%) in the ECAL, where the shower can spread into multiple
neighbouring crystals. Hence, the photon reconstruction [96] is seeded from ECAL
superclusters with ET > 10 GeV which are not related to any GSF track. These
superclusters must be isolated from other ECAL clusters or any track extrapolated
from the tracker, and their energy deposit must present a distribution compatible with
a photon shower. In some cases, photons interact with the tracker material and convert
into electron-positron pairs before entering the ECAL. Converted photons are identified
because the electron and positron leave bent trajectories in the tracking system, with
momenta approximately parallel as a result of the photon being massless, and an
energy deposit spread in the φ direction. The corresponding tracks are either seeded
by displaced secondary vertices and extrapolated outward, or by ECAL superclusters
and extrapolated inwards. The typical energy resolution for unconverted (converted)
photons with pT > 25 GeV is around 1% (1.3-2.5%) in the barrel and 2.5% (3%) in
the endcaps [96]. The high precision of the photon energy reconstruction enhances the
selectivity of the H→ γγ decay, one of the main drivers of the precise measurements
of the Higgs boson properties.

Neutral mesons decaying to photons constitute the most substantial source of
photon misidentification. Photons arising from mesons are typically collimated,
commonly reconstructed as a single one. The contribution of this background is
reduced relying heavily on the isolation of the photon candidate; it is defined either
by using a cut-based approach on groups of discriminating variables or by employing
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Figure 14: Absolute difference in jet energy response between quark and gluon jets as a function
of pRef

T for Calo jets (left) and PF jets (right).

Figure 2.27: Jet energy response (left), defined as the mean ratio of the reconstructed
jet energy to the reference jet energy, and jet energy resolution (right), defined as
the Gaussian width of the ratio between the corrected and reference jet energies, as a
function of the reference jet pT. Results are shown for jets in the barrel reconstructed
with the anti-kT algorithm with R = 0.4 following the PF and calorimeter-based
approaches [89].

multivariate techniques, in both cases making use of observables similar to the
electron identification BDT.

2.4.5 Jets

Quarks and gluons arising from the hard interactions hadronize in the detector
and produce several collimated particles, grouped together in cone-shaped jets. The
momenta of the jets is estimated from the recollected hadronic products, which can
be charged or neutral. These charged and neutral hadrons are reconstructed with
the remaining PF elements after removing the electrons, muons and photons. As
they generally deposit energy in the ECAL and in the HCAL, the clusters of both
calorimeters are linked first. If the HCAL cluster is reconstructed within the tracker
acceptance and is not linked to any other track, it is identified as a neutral hadron
when no ECAL cluster is found. The remaining HCAL clusters are linked to one or
several tracks, which may be linked to ECAL clusters too; they are reconstructed as
charged hadrons.

Jets are reconstructed by clustering charged and neutral hadrons with the anti-kT

algorithm [97]. The clustering is done recursively by pairing the PF candidates which
are close to each other, according to a metric defined to produce jets of conic shape.
The size of the cone is determined by the distance parameter R at which the algorithm
operates, that can be set to R = 0.4 or R = 0.8. In both cases, the higher-pT pairs
are clustered first; this way the cone is built around the hardest particle of the event
and the soft radiation or collinear parton splitting at the borders is suppressed. The
jet four momentum is computed as the vector sum of the clustered PF candidates four
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The performance of the DeepCSV and DeepJet algorithms are shown in figure 2.8 in
simulations, compared to the performance in simulations calibrated by the efficiency
and mistag rate observed in data for the mentioned working points.
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Figure 2.8: Performance of the DeepCSV and DeepJet tagging algorithms in tt
events. Misidentification probability for light jets (lines) and c jets (dotted lines)

as a function of the b tagging efficiency. Taken from [45].

Finally, other discriminators exist that allow to discriminate also between jets pro-
duced by quarks and gluons [46], exploiting features such as the higher multiplicity
and a softer fragmentation in gluons jets.

2.4 Datasets: conditions and performance

Due to the complexity of the CMS detector and the LHC, the conditions under which
it is run change with the time. As two examples, it was already shown in the previous
sections that the geometry of the CMS pixel detector was changed from the 2017,
adding a new tracking layer, but also the pile-up conditions were increased during
the 2017 and 2018. These effects are carefully taken into account when analyzing
data, thanks to dedicated corrections or specific simulations. In this section, the most
important features of the data taking are described.

Pile-up conditions As shown in figure 2.1, the number of simultaneous interaction
per bunch crossing was significantly larger during the 2017 and 2018 data taking. This
resulted in an increase of the instantaneous and integrated luminosity during those
years, that allows to explore even lower cross-section processes. However, this also
results in a slightly degraded performance during those years in the measurement of
pmiss

T , jet energy and lepton isolation. Additionally, the increase of the instantaneous
luminosity also meant a raise in the momentum thresholds of the triggers, in order to
keep the rate under control.

Pixel performance The CMS pixel detector was upgraded during 2017. The new
pixel detector has an improved readout and has four layers and three disks, ensuring

Figure 2.28: Misidentification probability for c and light-flavour jets versus b-jet
identification efficiency for various b-tagging algorithms measured in simulated tt̄+jets
events with 2017 detector conditions [98].

momenta; it differs from that of the original parton due to theoretical uncertainties on
the hadronization process and other experimental effects. A pT- and η-dependent set
of jet energy corrections is applied to calibrate the jet response taking into account the
pileup and the detector noise, along with the response, non-linearity and inhomogeneity
of the calorimeters. The typical reconstructed jet energy has a response of around 0.9
and a resolution lower than 15% for all pT ranges, as shown in Fig. 2.27, where the
improvement of the PF approach with respect to the calorimeter-based reconstruction
is clearly visible. The jets are further subject to identification requirements aimed at
suppressing those poorly reconstructed or due to instrumental noise in the calorimeters.
Two increasingly stringent levels of selection are defined (loose, tight) based on the
fraction of charged and neutral hadrons in the jet, the charged hadron multiplicity and
the fraction of energy deposited in the ECAL.

Dedicated tagging algorithms are used to identify jets coming from b-quarks
(b-jets), essential in analysis such as the one presented in this thesis, where the top
quarks from the tH and tt̄H processes decay almost exclusively to b-quarks. These
algorithms exploit the distinct signature of B-mesons compared to lighter quarks.
B-hadrons have a high mass and are long-lived; they decay at a secondary vertex with
large particle multiplicity and present and electron or muon inside the jet in 40% of
the cases. These features are exploited with the tracking and vertex variables used as
input to the Deep Neural Networks employed in the identification. Two algorithms are
developed in CMS: DeepCSV and DeepJet [98, 99]. The latter presents an increasing
complexity and results in the improved performance illustrated in Fig. 2.28. Three
working points are defined (loose, medium, tight) corresponding to 10, 1 and 0.1%
light jet misidentification probabilities, respectively.

Quark- and the gluon-induced jets can also be distinguished in CMS with the
Quark-Gluon Likelihood [99] algorithm; it exploits the fact that gluon-induced
jets are wider, with higher particle multiplicities and with a more uniform energy
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Decay mode Resonance BR [%]

τ → eνeντ 17.8
τ → µνµντ 17.4

τ → h±ντ 11.5
τ → h±π0ντ ρ(770) 25.9
τ → h±π0π0ντ a1(1260) 9.5
τ → h±h∓h±ντ a1(1260) 9.8
τ → h±h∓h±π0ντ 4.8
Other hadronic decays 3.3

Table 2.3: Branching ratios (BR) of the τ lepton decays. The symbol h± indicates a
charged pion. When the decay occurs via an intermediate resonance, the corresponding
meson is shown [7].

fragmentation than quark-induced jets.

2.4.6 Hadronic τ leptons

Since the τ is the heaviest lepton (mτ = 1777 MeV [7]), it is the only one which can
decay into hadrons, together with a single neutrino. It can also decay into an electron
or a muon along with two neutrinos. The τ lepton branching ratios are listed Table 2.3.
The τ lifetime is relatively short (ττ = 2.9× 10−13 s [7]), meaning a 30 GeV τ lepton
covers a distance of ∼1 mm before decaying, hence it is only possible to reconstruct
its visible decays products in the detector. In around 1/3 of the cases, the τ lepton
decays into an electron or a muon, reconstructed via the aforementioned respective
algorithms. In the remaining cases, the τ lepton decays to charged hadrons (mostly
π±), commonly denoted as prongs, and neutral hadrons (π0), sometimes through an
intermediate ρ(770) or a1(1260) resonance. The neutrinos remaining undetected, it
is not possible to evaluate exactly the momentum of the τ lepton before decaying;
sophisticated algorithms are needed for this purpose.

Hadronically decaying τ leptons are reconstructed using the hadrons-plus-strips
(HPS) algorithm [100]. The algorithm is seeded by the PF jet constituents
reconstructed with the anti-kT algorithm with distance parameter R = 0.4. The
prongs from the τ decay are identified via the PF charged hadron constituents. The
identification of π0’s is done via the π0 → γγ decay, which manifests as photon
PF candidates or as electron candidates from photon conversions inside the jet.
Their deposits in the ECAL are clustered dynamically into strips elongated in the φ
direction, where the window size depends on the pT of the cluster itself. The charged
hadrons are combined with the strips to reconstruct the different decay modes, namely
• 1-prong from a single charged hadron with no strips,
• 1-prong+π0 from a single charged hadron with a single strip,
• 1-prong+2π0 from a single charged hadron with two strips,
• 3-prongs from three charged hadrons.
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Figure 2.29: Detector signature of the τ → h±π0ντ decay reconstructed via the
hadrons-plus-strips algorithm [100]. The reconstructed PF charged hadron (h±) in
the HCAL is combined with deposits of the neutral pion (π0) decays in the ECAL
clustered into a strip with pT-dependent size.

An schematic representation of the HPS reconstruction in the 1-prong+π0 decay mode
can be found in Fig. 2.29. Additional quality criteria are applied to the candidates to
verify their compatibility with a τ decay: multiprong tracks have to originate from the
same vertex, the constituents must lie within a pT-dependent cone size, the invariant
mass of the system has to be compatible with the intermediate resonances and the
total electric charge has to be ±1.

The τh reconstruction is complemented with identification methods to discriminate
genuine τh from QCD-induced jets, muons and electrons. A DNN-based algorithm
(DeepTau [101]) is used for this purpose; it combines the usage of high-level features
of the reconstructed τh and low level information from the PF candidates within the
τh cone. Different working points are defined based on the output score of the DNN:
8 in the discrimination against jets, 4 against muons and 8 against electrons. The
sensitivity of the H→ τ+τ− decay in the analysis presented in this thesis is significantly
improved with the use of the DNN against jets, which outperforms the previous
BDT-based identification techniques. The improvement is illustrated in Fig. 2.30,
in which the different working points are shown.

2.4.7 Missing transverse energy

The colliding partons within the protons carry an unknown fraction of the proton
momentum in the longitudinal direction; however, their momentum is negligible in
the transverse plane. Hence, the conservation of momentum can be exploited in the
transverse plane to infer the production of undetected particles, such as neutrinos or
BSM weakly-interacting particles. An instrumental quantity is the missing transverse
momentum ~p miss

T , defined as minus the vectorial sum of the transverse momenta of all
the reconstructed PF objects,

~p miss
T = −

N∑
i=1

~p i
T . (2.9)

A precise measurement of this quantity requires the CMS detector to cover almost the
full solid angle, and to ensure that as many particles as possible are accounted for. The
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DeepTau discrimination against jets from , ̅,
• The performance is evaluated using Monte Carlo (MC) simulation, applying the following preselection on the 

reconstructed tau candidates: ./ ∈ (20, 1000) GeV, $ < 2.3, 67 < 0.2 cm, where 67 is the longitudinal impact 
parameter of the tau with respect to the primary vertex

• Tau ID efficiency is estimated from 8 → :: MC using reconstructed tau candidates that match hadronically decaying 
taus at the generator level

• Jet misidentification probability is estimated from , ̅, MC using reconstructed tau candidates that don’t match prompt 
electrons, muons or products of hadronic tau decays at the generator level

• Plots below show DeepTau performance on 2017 MC
• Working points of the discriminators are indicated by the dots

DeepTau performance for Run 2 4Figure 2.30: Jet misidentification probability versus τh identification efficiency for
various τh identification algorithms measured in tt̄+jets simulated events with 2017
detector conditions. The DNN-based DeepTau algorithm (in blue) outperforms the
previous BDT-based algorithms (in green and red) [101].

inefficiencies arising from the tracking or clustering algorithms and the non-linearities
in the calorimeter response might introduce biases in the determination of ~p miss

T . Thus,
the energy corrections applied to jets are also propagated to the ~p miss

T computation.
After corrections, the relative energy and φ angular resolution of the missing transverse
energy lies under 20% for all pT ranges [89].



3 | Performance and optimization of
the Level-1 τh trigger

As described in Section 2.3, the CMS detector presents a sophisticated two-stage
trigger system that reduces the event rate to an acceptable level, while retaining
the potentially interesting physics events with the highest efficiency possible.
To guarantee the success of the ambitious CMS physics program in the harsher
experimental conditions of the LHC Run 2 with respect to Run 1, the L1 trigger
hardware and architecture were upgraded during LS1 [86]. The new calorimeter
trigger features an increased granularity and a time-multiplexed design to guarantee
a global view of the inputs and to remove the regional boundaries in the object
reconstruction. The algorithms are implemented in powerful FPGAs; their increased
sophistication is complemented with the improved correlation capabilities of the global
trigger, building the grounds for analysis-targeted seeds to enhance the selectivity of
the physics signals.

The upgraded trigger includes a dedicated L1 algorithm to reconstruct hadronically
decaying τ leptons for the first time. The τh decay products involve charged and neutral
hadrons that deposit energy in both the electromagnetic and hadronic calorimeters.
Hence, the τh reconstruction inherits features from the e/γ and jet algorithms at L1,
but is adapted to capture the unique topology of the τh. The relevant energy deposits
are clustered dynamically to minimize the influence of pileup; secondary clusters,
expected from the multiple objects in the final state, can be aggregated under proximity
conditions. L1 τh candidates suffer from a significant QCD-induced jet background
contamination which, together with the increasingly harsh pileup environment, can
boost the output rate of the trigger. This background is efficiently removed upon
evaluation of the isolation of the candidate, as QCD-induced jets typically result in a
wider energy deposit.

The physics case for a L1 τh trigger is mostly centred on the Higgs boson, which
decays into a τ pair with a BR of around 6%. In turn, these τ leptons undergo a
hadronic decay in 2/3 of the cases. Thus, the sensitivity of the analyses involving τ
leptons, such as the tt̄H production in multileptonic final states, crucially relies on the
capability to identify and efficiently select the τh candidates at trigger level. As the
luminosity and pileup levels have been gradually increased during Run 2 operations
(see Figs. 2.3-2.4), the L1 τh trigger algorithm has evolved to maintain high selection
efficiency for the benefit of the physics analyses and high background rejection for an
acceptable trigger rate. As part of my thesis work, I was a leading contributor to

89
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the measurement of the performance of the L1 τh trigger with the data collected in
2017 and 2018. I was also deeply involved in the optimization of the algorithm to face
the extreme experimental conditions expected towards the end of Run 2. The trigger
developed herein granted the collection of an unprecedented dataset of 137 fb−1 in the
LHC Run 2 era; it enabled several physics milestones to be achieved, in particular the
observation of the H → τ+τ− decay in 2017 [3] and, more indirectly, the observation
of the tt̄H process in 2018 [4].

In view of the upcoming Run 3, the physics case of the L1 τh algorithm is getting
increasingly focused on the collection of rarer processes such as the double Higgs
boson production; an upper limit of around 7.7 times on the SM cross section of this
process is expected at the end of Run 3, assuming the foreseen integrated luminosity
of 300 fb−1 is collected [102]. The precise measurements of the properties of the
H→ τ+τ− decay, leading to interesting probes of the SM such as the CP structure of
the Yukawa coupling between the Higgs boson and the τ lepton [103], is also a physics
goal during Run 3. To enhance the selectivity of these signals, I developed tailored
L1 τh trigger algorithms that better exploit their detector signature and allow for the
trigger thresholds to be loosened. These triggers complement the classic double-τh
seed in the menu: they cover an enlarged phase space and they improve the sensitivity
to rarer processes whose selection is limited by the current trigger configuration.

This chapter is structured as follows. First, an overview of the Level-1 τh trigger
algorithm is given in Section 3.1. The measurement of the performance of the algorithm
in 2017 data is presented in Section 3.2. The changes to the algorithm at the end
of 2017 and during 2018 are explained in Section 3.3; the resulting performance is
depicted at the end of the section. The development of novel L1 τh seeds for Run 3 is
presented in Section 3.4. An outlook on the future improvements to the L1 τh trigger
is given in Section 3.5. Looking further into the future, I designed an innovative
machine-learning-based L1 τh algorithm for the endcaps of the CMS detector during
the HL-LHC era, described in Chapter 4. The work presented in this section has been
shown in two international conferences: the 14th Pisa Meeting on Advanced Detectors
(Italy) in 2018 [104] and the Lake Louise Winter Institute (Canada) in 2019 [105]. It
was included in the CMS publication featuring the performance of the L1 trigger in
Run 2 [88], and in two CMS detector notes describing the 2017 [106] and 2018 [107]
L1 τh trigger performance.

3.1 The Level-1 τh trigger algorithm

The Level-1 τh trigger is the first level of selection of τ leptons decaying hadronically
in the CMS detector. As such, is must comply with the two-fold requirement of
high signal efficiency to maximize the acceptance to the physics analysis, and large
background rejection to keep the rate under control; this must be done within the
∼1 µs latency allocated to the algorithm. The challenge of triggering on hadronically
decaying τ leptons is the presence of multiple energy deposits arising from the one, two
or three charged or neutral pions present in the decay. The τh signature typically results
in a narrow and collimated jet, contrary to the quark and gluon jets, which are generally
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Figure 3.1: Sketch of the experimental signature of hadronically decaying τ leptons
(left) compared to QCD-induced jets (right). The former presents narrow and
collimated energy deposits, while the latter is generally broader and with higher particle
multiplicity.

broader and with a higher particle multiplicity, as illustrated in Fig. 3.1. Given
that the L1 trigger has no access to the tracking information, the τh reconstruction
algorithm is built relying solely on the inputs from the ECAL and the HCAL. With
this limited information, the τh candidate must be identified and distinguished from
the overwhelming jet background by means of its isolation. The identification is
particularly demanding under high pileup and instantaneous luminosity conditions,
as these yield additional hadronic activity in the detector that has to be disentangled
from the signal. The calorimeter inputs and algorithmic steps of the L1 τh trigger are
summarized in the following.

3.1.1 Calorimeter inputs

The L1 τh are reconstructed in the calorimeter trigger, which is also responsible for
the reconstruction of e/γ, jets and energy sums, all built from the same calorimeter
inputs. The information from the ECAL, HCAL and HF subdetectors is encoded in
the so-called trigger primitives, digital quantities synchronous with the 40 MHz bunch
crossing of the LHC. These are organized in trigger towers (TTs), each carrying the
sum of the ECAL and HCAL energies in a localized detector region. In the barrel,
each TT is associated to 5 × 5 ECAL crystals and one HCAL readout unit, with an
extension of 0.087 × 0.087 in the η × φ directions. This constitutes 17 TTs in the
η direction and 72 TTs in the φ direction for each half-barrel, totalling 1224 TTs,
each tagged by a pair of indices (iη, iφ) following the convention shown in Fig. 3.2.
The endcap presents a more complex TT configuration, as the ECAL crystals in this
region present different geometries, depicted in Fig. 3.3. The size and number of ECAL
crystals contained in each TT increase with η, matching the corresponding readout
unit of the HCAL, summing a total of 11×72 in the η×φ directions; this yields to 792
TTs in the endcap, again identified by (iη, iφ) coordinates. The inputs from the HF
have a coarser granularity, with 4 TTs in the η direction and 18 TTs in the φ direction,
amounting to a total of 72 TTs.

For each TT, the projection onto the transverse plane of the momentum vector
originating in the detector centre and pointing to the calorimeter cells is computed.



92 3. Performance and optimization of the Level-1 τh trigger74 Chapter 3. The L1 · trigger

CMS Trigger TDR 3   Calorimeter Trigger Introduction

37

3.3.1 Geometry and Definitions

Trigger Tower

The trigger tower (η,φ) dimension results from a compromise between the background
rate of the electron/photon trigger, which increases with the cell size, and the number of trigger
channels, which must be as small as possible for cost reasons. In total the CMS calorimeter trigger
has 4176 towers, corresponding to 2448, 1584 and 144 towers respectively in the barrel, end-cap
and forward calorimeters (Fig. 3.4). 

Each ECAL half-barrel is divided in 17 towers in η and 72 towers in φ, so that the
calorimeter trigger tower in the barrel has dimensions ∆η.∆φ=0.087x0.087. In the barrel the trigger
tower is formed by 5x5 crystals.

The ECAL trigger towers in the barrel are divided in strips. Each trigger cell has 5 η−
strips (one crystal along η and five crystals along φ). The strip information allows for a finer
analysis of the lateral energy spread of electromagnetic showers. The strips are arranged along the
bending plane in order to collect in one or two adjacent strips almost all the energy of electrons
with bremsstrahlung and converted photons (Fig. 3.5). 

In the ECAL endcap where the crystals are arranged in a x-y geometry, the trigger
towers do not follow exact (η,φ) boundaries (Fig. 3.6). The trigger tower average (η,φ) boundaries
are ∆ηx∆φ=0.087x0.087 up to η≈2. The η dimension of trigger towers grows with η as indicated
in Fig. 3.4 and Table 3.1. The number of crystals per trigger tower varies between 25 at η≈1.5 and
10 at η≈2.8.   

Fig. 3.4: Layout of the calorimeter trigger towers in the r-z projection.
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towers). The η−φ indexes of the calorimeter regions are used to identify the location of L1
calorimeter trigger objects (electron/photons and jets) in the upper stages of the trigger chain.

Fig. 3.6: Calorimeter trigger tower layout in the ECAL endcap

Fig. 3.7: Calorimeter trigger tower layout in the HF.

Readout segmentation: 36φ × 12η × 2z × 2F/B
Trigger Tower segmentation: 18φ × 4η × 2F/B 

2 CMS HF Calorimeters mapping onto 
Trigger System HF Crate

(b) x–y view , endcap

Figure 3.1 – (a) Layout of the TT boundaries in the r–z plane. Each TT regroups
inputs from both the ECAL and HCAL subdetectors. (b) Layout of the TT definition
in the endcap regions of the detector. Each square denotes an ECAL crystal, and
regions with the same colors represent one TT. Both figures are taken from Ref. [105].

3.3 The Run I · algorithm
Following the organization of the TT inputs in RCT regions, i.e. groups of 4 ◊ 4 TT, as
discussed in Section 2.4.2 of Chapter 2, the · algorithm implemented in the Run I trigger
system [116] adopted a regional approach. L1 jets are first identified and reconstructed,
and subsequently investigated using isolation and · h identification criteria. The jet recon-
struction is based on the RCT calorimeter regions, combined into 3 ◊ 3 groups to define
the jet active area, as schematically represented in Figure 3.2. This area corresponds
approximately to the area of a jet reconstructed o�ine with the anti-kT jet algorithm,
operated in Run I with a parameter of R = 0.5. The central calorimeter region is defined

Figure 3.2: Sketch of the trigger tower (TT) arrangement in the barrel and the endcaps,
represented in the r − z plane. Each TT groups inputs from the ECAL and HCAL
subdetectors. The regions are tagged by their corresponding iη coordinate [108].
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towers). The η−φ indexes of the calorimeter regions are used to identify the location of L1
calorimeter trigger objects (electron/photons and jets) in the upper stages of the trigger chain.

Fig. 3.6: Calorimeter trigger tower layout in the ECAL endcap

Fig. 3.7: Calorimeter trigger tower layout in the HF.

Readout segmentation: 36φ × 12η × 2z × 2F/B
Trigger Tower segmentation: 18φ × 4η × 2F/B 

2 CMS HF Calorimeters mapping onto 
Trigger System HF Crate

(b) x–y view , endcap

Figure 3.1 – (a) Layout of the TT boundaries in the r–z plane. Each TT regroups
inputs from both the ECAL and HCAL subdetectors. (b) Layout of the TT definition
in the endcap regions of the detector. Each square denotes an ECAL crystal, and
regions with the same colors represent one TT. Both figures are taken from Ref. [105].

3.3 The Run I · algorithm
Following the organization of the TT inputs in RCT regions, i.e. groups of 4 ◊ 4 TT, as
discussed in Section 2.4.2 of Chapter 2, the · algorithm implemented in the Run I trigger
system [116] adopted a regional approach. L1 jets are first identified and reconstructed,
and subsequently investigated using isolation and · h identification criteria. The jet recon-
struction is based on the RCT calorimeter regions, combined into 3 ◊ 3 groups to define
the jet active area, as schematically represented in Figure 3.2. This area corresponds
approximately to the area of a jet reconstructed o�ine with the anti-kT jet algorithm,
operated in Run I with a parameter of R = 0.5. The central calorimeter region is defined

Figure 3.3: Sketch of the trigger tower (TT) arrangement in the endcaps, represented
in the x − y plane. The regions of same colour represent one TT, tagged by their iη
coordinate. Each small square within the TT corresponds to an ECAL crystal [108].

The trigger primitives are transmitted to the Layer-1 of the calorimeter trigger (see
Fig. 2.17), that performs a series of preprocessing operations before sending the data
to Layer-2. In particular, a calibration procedure is applied to the TTs, separately
for the ECAL and for the HCAL, depending on the η position and on ET itself. The
ECAL and HCAL energies are summed and the trigger primitives are sorted. The
whole detector information is sent to one of the 9 processing nodes of the Layer-2 (see
Fig. 2.17), where the reconstruction algorithms of the different calorimetric objects
(L1 e/γ, L1 τh, L1 jet, L1 Emiss

T and other sums) are implemented.
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3.1.2 Algorithm steps

The L1 τh trigger at Layer-2 receives the calorimeter inputs from Layer-1 and
reconstructs the τh candidates in 4 steps:

1. collection of the τh energy deposits in the calorimeters by clustering the
pertinent TTs, thus defining the "clusters",

2. potential merging of two clusters into a single L1 τh candidate,
3. calibration of the clusters to improve the τh energy scale and resolution,
4. application of isolation criteria to reject the QCD-induced jet background.

The description of the algorithm reported here corresponds to the version deployed
online during 2017 and 2018 data-taking. It is implemented in the MP7 cards
of the Layer-2 of the trigger system, embedded within FPGAs, whose internal
connections are configured with a set of instructions encoded in VHDL (Very high
speed integrated circuits Hardware Description Language). In order to evaluate and
optimize the algorithm, an emulator is used, i.e. a C++ code that replicates the
VHDL implementation of the firmware. The emulator is built to reproduce the online
algorithms at 100% accuracy; it is also used to monitor the correct functioning of the
trigger during data-taking and to simulate the trigger reconstruction.

Clustering

The first step of the algorithm consists in identifying the energy deposits of the τh
decay products in the detector. The charged pions expected in the τh decays interact
with the detector material and can deposit energy both in the ECAL and in the HCAL
subdetectors. The neutral pions decay into γ pairs; they can either arrive directly
to the ECAL surface or convert into electrons in their passage through the tracker
material. Hence, the τh energy deposits are found both in the ECAL and HCAL, and
within elongated areas in the φ direction due to the bremsstrahlung radiation and the
separation of the charged hadrons due to the magnetic field. The identification of the
τh footprint is very challenging in the presence of pileup, which typically produces
low-energy and diffuse deposits in the calorimeter that are entangled with the genuine
τh signature. Being the τh a collimated object, the τh reconstruction follows a dynamic
clustering procedure where only small groups of TTs are selected to minimize the
impact of pileup.

The dynamic clustering procedure is sketched in Fig. 3.4. The L1 τh candidate is
initiated by the so-called seed, a local maximum of energy in a region extending over
3 TTs along the η direction and 9 TTs along the φ direction. Valid seed towers have
ET ≥ 2 GeV and are either in the barrel or in the endcaps, but not in the forward
calorimeter. The 8 TTs within one unit in iη and iφ of the seed are grouped to the
seed if they satisfy ET ≥ 1 GeV, forming the so-called protocluster. The two TT with
the same iη position as the seed but at 2 units distance in iφ can also be added to
the protocluster provided the TT in between is part of the protocluster. As the τh
typically presents a highly asymmetric deposit in η, lateral trimming is performed: the
outermost side of the protocluster presenting the lowest ET sum is removed, sacrificing
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Figure 3.4 – Schematic representation of the area considered in the clustering step of
the · algorithm. Every square denotes a TT, the yellow one is the seed TT and the
blue ones are those that can be grouped inside a proto-cluster. The orange shading
represents the area in which the seed TT is required to be a local maximum. Both
the sides labelled with primed and non-primed indices are considered for the creation
of the proto-cluster, but the lowest energy side is subsequently removed, resulting in
the final cluster as detailed in the text.

the proto-clusters do not have any active tower in either their left or right region, with
about 25% of these clusters having no active tower in both regions. For the resulting 30%
of the proto-clusters, the energy deposit is highly asymmetric, and the lowest energy one
contributes only to a small fraction of the total energy collected (less than 10% for 90% of
the reconstructed clusters), as it is shown in Figure 3.5. Therefore, the proto-cluster side
with the lowest ET sum is removed, resulting in the final cluster. In the following, this
procedure is referred to as “lateral trimming”. A bit is set to 1 or 0 whether the trimming
occurs on the left or right side of the proto-cluster. This quantity is part of the numerical
representation of the cluster in the firmware implementation, and is used later in the ·
algorithm.

The position assigned to the cluster corresponds to the center of the seed TT. De-
pending on the cluster shape, an additional o�set of 1/4 of the TT size in the ÷ and Ï
directions can be assigned to improve the precision. Such o�set is determined according
to asymmetries in the energy pattern depositions inside the cluster. For the Ï direction,
this is done by comparing the energy deposited in the upper and lower parts of the cluster,
i.e. in the selected towers (0, 1, 2/2Õ) and (4/4Õ, 5, 6) in the notation from Figure 3.4, and
shifting the Ï position towards the highest energy part. Similarly, for the ÷ direction, a
positive or negative o�set is assigned depending on the presence of active towers in its
right or left regions, according to the lateral trimming bit. The nine positions within the
TT surface that can result from the assignment of the Ï and ÷ o�sets are summarized in
Figure 3.6.

Figure 3.4: Schematic representation of the clustering step of the L1 τh algorithm, where
each square denotes a TT. The algorithm is initiated by a seed (in yellow) containing
the maximum energy deposit in the orange area. Any of the 10 TTs indicated in light
and dark blue can be added to the seed to form a protocluster. Either the primed
or the non-primed TTs (2, 3, 4) are removed from the protocluster during the lateral
trimming [109].

only a small fraction of the total energy deposited by the candidate. In the most general
case, the position assigned to the cluster corresponds to the centre of the seed TT; an
offset of 1/4 of the TT size in the η and/or φ direction can be applied depending on
the cluster shape to improve the precision. The shift in φ is done towards the highest
energetic part of the cluster, while the shift in η is done towards the side of the active
TTs remaining after the trimming.

Merging

The clustering procedure previously described is very efficient at collecting the
typical energy deposits of a single hadron issued from the τ decay, but has an intrinsic
limitation in decays containing multiple hadrons, in particular the 3-prongs decays.
These decays are more widely spread in the detector due to the opening angle between
the particles at the vertex, sometimes amplified by the magnetic field. The effect is
illustrated in Fig. 3.5, where the typical deposits for the 1-prong, 1-prong+π0 and
3-prongs decay modes are compared. Since the clustering procedure is shared with the
L1 e/γ algorithm, the enlargement of the area considered for the clustering cannot be
envisioned, as it would make the algorithms more sensitive to pileup. To recover the
fraction of energy loss during clustering, the L1 τh algorithm identifies and reconstructs
a secondary cluster and merges it with the main one into a single τh candidate.

Secondary clusters are constructed in the same way as the main ones, but
considering seeds within a smaller window of 3 × 3 TTs. A secondary cluster will be
associated to the main one if its seed is found in the upper or lower φ region with
respect to the main seed, in one of the eight positions sketched in Fig. 3.6. If multiple
secondary clusters are found, the one with the highest energy is merged to the main
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Figure 3.7 – Examples of energy deposition patterns in the calorimeter subdetectors in
case of a 1-prong (a), 1-prong + fi0 (b), or 3-prong (c) decay of a · lepton. The color
scale and the numbers in the figures denote the energy deposited in the corresponding
TT in GeV units. The increase of the spatial spread of the energy deposits for decay
modes with more than one particle in the final state is clearly visible. The cluster
merging procedure is put in place to recover the energy not collected within a single
cluster.

with multiple hadrons or with photons in the final state.
In order to recover this fraction of the energy, nearby clusters can be merged into a

single L1 · candidate. The “main” cluster is the one seeded by the TT with the largest
energy in a window extending 3 ◊ 9 TT in the ÷ and Ï directions. Its coordinates i÷main

and iÏmain determine the coordinates of the L1 · h candidate. A “secondary” cluster is
associated to the main one if the corresponding seed is found within one of the eight
positions that are represented in Figure 3.8. Valid secondary clusters seeds must be local
energy maxima with respect to the neighbouring TTs (i.e. within a 3◊3 TT region centred
on them). Secondary clusters are constructed in the same way as the main one as detailed
in Section 3.4.1, but they do not undergo the lateral trimming. Following the numbering
convention in Figure 3.8, clusters that are seeded in positions number 2 or 5 are not
considered if the seed TT is already included in the main cluster. This pattern is chosen
according to the typical spread of the energy deposit in · lepton decays, that occurs in the
Ï direction because of the e�ect of the magnetic field. In case multiple secondary cluster
candidates are found, the one with the largest energy is selected. Equal energy secondary
cluster candidates on the same Ï side with respect to the main cluster can only occur in
sites 4 and 6 if Ï < Ïmain and in sites 1 and 3 if Ï > Ïmain because of the local 3 ◊ 3
energy maximum requirement on their seed. If this case occurs, ambiguities are resolved
by selecting the site with the lowest value of |÷|. In case secondary clusters with the same
energy are found on the opposite Ï sides with respect to the main one, the cluster with
the smallest iÏ is arbitrarily chosen.

Latency constraints require that both the main and the secondary clusters are con-
structed at the same time, therefore some TTs can be simultaneously associated to two
di�erent clusters, resulting in a double counting of their energy. An overlap removal pro-
cedure is put in place to solve this problem by removing these TT from the main cluster.

Figure 3.5: Examples of energy deposits in the calorimeters originating from the
1-prong (left), 1-prong+π0 (middle) and 3-prongs (right) decays of the τ lepton. The
generator-level charged pion and photon are overlaid. Decays with multiple objects
present wider energy depositions collected during the merging step of the L1 τh
algorithm [109].3.4. The · trigger algorithm for the CMS L1 trigger upgrade 81
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Figure 3.8 – Schematic representation of the area used for cluster merging. Every
square represents a TT, the yellow one is the seed TT and the green one are the TTs
considered as seeds for the secondary cluster. The numbering scheme of the secondary
cluster seeds adopted in the firmware implementation is reported in the figure.

The towers that are associated to multiple clusters can be computed a priori knowing the
secondary cluster position, the trimming direction of the main cluster, and whether the
main and secondary clusters contain the TT at �(iÏ) = ±2 from the seed tower. The po-
sitions of the overlapping TTs to be rejected are encoded into 7 bits (corresponding to the
7 position of a TT inside a cluster) that are associated to the 256 possible combinations
of inputs using a look-up table (LUT).

The fraction of merged clusters is about 15% for · h candidates for a typical signal sam-
ple. This value is however largely dependent on the pT of the · h and on its reconstructed
decay mode, as shown in Figure 3.9. In particular, up to 35% of low pT, three-prongs
decays are identified as merged cluster, and the fraction decreases at higher pT values
because of the smaller bending of the charged hadrons due to the magnetic field.

3.4.3 Calibration
After the creation and merging of the TT clusters, a direct estimation of the · h candidate
energy (Eraw

T ) is computed as the sum of the clustered TTs energies. A calibration pro-
cedure is subsequently performed to correct this value and improve the resolution with
respect to the energy of the · h candidate reconstructed o�ine. Although the energy
of the single TTs is already calibrated in the Layer-1 of the trigger system, this second
calibration procedure is motivated by the presence of residual energy losses due to the
clustering, especially in the endcap regions of the detector, characterized by a more com-
plex TT geometry. Non-linearities in the calorimeter response and di�erences between
the ECAL and HCAL response can also introduce additional e�ects that deteriorate the
resolution. Finally, the merging procedure can introduce systematic di�erences between
merged and unmerged clusters that must be taken into account and corrected.

The calibration procedure implemented consists in correcting Eraw
T by a multiplicative

factor c to compute the calibrated energy ET. The factor c is a function of Eraw
T itself and

of the i÷ coordinate, of the merging status of the cluster (imerged), and of the presence of
an energy deposit ET Ø 0.5 GeV in the ECAL subdetector corresponding to the seed TT

Figure 3.6: Schematic representation of the merging step of the L1 τh algorithm, where
each square denotes a TT. Secondary clusters from multiple prong τh decays are merged
to the main one, whose seed is indicated in yellow, if their seed is found in one of the 8
positions indicated in green, located in the upper or lower φ direction as expected from
the bending of the prong trajectory by the magnetic field [109].

cluster. The average fraction of merged L1 τh candidates is 15%; this value is largely
dependent on the decay mode and the pT of the τh, since the decay products are more
collimated at high energies. The low pT τh (< 40 GeV) 3-prongs decays from are
merged in 35% of the cases, while high-pT τh (> 80 GeV) 1-prong and 1-prong+π0

decays are merged less than 10% of the times [109].

Energy calibration

The sum of the energies of the TTs contained in the L1 τh candidate is denoted as
the raw energy (Eraw

T ). Despite the energy of the single TTs being already calibrated
at Layer-1, the raw energy does not reflect precisely the real energy carried by the
τh for several reasons. First, the clustering procedure induces losses in the energy
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recollection, especially in the forward region, where the TTs have a more complex
geometry. Second, the merging procedure can induce systematic differences between
merged and unmerged candidates that must be accounted for and corrected. Third,
several detector effects can deteriorate the resolution of the L1 τh candidate, such as
the non-linearities in the response of the calorimeters across the energy and η regions
and/or the differences in the ECAL and HCAL energy response. To correct for these
effects, a second energy calibration specific to the τh candidate is applied.

The energy calibration consists in correcting the raw energy by a multiplicative
factor c, which depends on the value of the raw energy itself and the iη coordinate. The
calibration takes into account whether the candidate is a merged cluster (represented
by the flag imerged) and whether the seed presents deposits in the ECAL detector
(represented by the flag iEM). The calibrated energy is expressed as

ET = c (Eraw
T , iη, imerged, iEM) · Eraw

T . (3.1)

The calibration constants c are derived with a BDT in exclusive intervals of the input
variables. The ratio of the uncalibrated energy to the offline reconstructed momentum
Eraw

T /poffline
T is used as the target in the training; the inverse of the predicted value is

applied as a correction. The effect of the calibration is illustrated in Fig. 3.7, which
shows the ratios of the L1 raw and calibrated energies to the offline reconstructed pT.
The calibrated candidates present a response centred in 1, with a relative resolution
of ∼20%. These calibration factors have been re-derived for 2018 data-taking; the
method followed is explained in Section 3.3.1.
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Isolation

Jets originating from quarks and gluons constitute the main background to the τh
reconstruction and selection. As the jet energy deposits tend to spread out and have a
higher particle multiplicity than the τh deposits (see Fig. 3.1), an adequate handle to
identify and reject the jet background consists in evaluating the isolation of the L1 τh
candidate. This is done at L1 by means of the so-called isolation energy Eiso

T , which
evaluates the calorimeter activity around the candidate, as sketched in Fig. 3.8. It is
defined as the difference between the energy sum in a region of TTs extending 6 × 9

in iη × iφ and the uncalibrated energy Eraw
T of the τh candidate, i.e.

Eiso
T = E6×9

T − Eraw
T . (3.2)

The uncalibrated energy is used in the subtraction to ensure that homogeneous
quantities are compared and that the isolation energy is not biased by the application
of calibration constants.

A comparison of the isolation energy for the τh signal and for the jet background
is presented in Fig. 3.9. As expected, larger isolation energies are observed for the
jet background, meaning the associated hadronic activity has a wider extension.
Therefore, by requiring the L1 τh candidate to be isolated, the jet background can
be rejected. A L1 τh candidate is considered isolated when its isolation energy does
not exceed a certain threshold ξ, i.e. Eiso

T < ξ. The choice of the threshold value
is a trade-off between the signal efficiency and the background rejection. Given
the imperfect energy collection of the candidate during clustering, the value of the
threshold depends on the energy of the candidate. It is also η-dependent due to the
different TT geometries in the barrel and the endcaps. The dependence on the pileup
is estimated by means of a L1 pileup estimator, defined as the number of active
TTs (nTT) in the central region of the detector (|iη| ≤ 4), whose value is on average
proportional to the number of primary vertices reconstructed in the event [109]. In
conclusion, the isolation threshold ξ is expressed as

ξ ≡ ξ(Eraw
T , iη, nTT) . (3.3)

The values of the threshold are derived in simulated events in separate intervals
of the input variables. In each of these intervals, the value of ξ is chosen according
to a targeted signal efficiency, which is flat across iη and nTT but evolves as a
function of Eraw

T . As the background events have a steeply falling ET spectrum, larger
background rejection is achieved by applying a tighter isolation threshold at low
energies, progressively relaxed until reaching a 100% efficiency. This is the so-called
relaxation of the isolation, defined as

ε =


ε0 if Eraw

T < A

ε0 +
1− ε0

B − A (Eraw
T − A) if Eraw

T ≥ A and Eraw
T < B

1 if Eraw
T ≥ B

, (3.4)
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The isolation region considered is schematically represented in Figure 3.11. The uncal-
ibrated Eraw

T energy is used in the formula (3.2) to ensure that homogeneous quantities
are subtracted and that Eiso

T is not biased by the application of the calibration constants,
and also because of latency constraints in the algorithm implementation: the calibrated
energy is computed in parallel to the isolation sum, and there is no access to its value in
the isolation criterion computation. The 6◊9 region is centred around the · h main cluster
depending on its original trimming direction: if the left part of the cluster was removed,
the region extends by one additional i÷ unit towards the right side of the cluster and
vice versa, as represented in Figure 3.11. The specific choice of the isolation region size
is a trade-o� between an optimal estimation of Eiso

T and hardware resources constraints,
and allows for the sharing of the energy sum computation between the · , e/“ , and jet
algorithms as it will be discussed further in Section 3.6.
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Figure 3.11 – Schematic representation of the isolation region considered for unmerged
(left) and merged (right) L1 · h candidates.

A comparison of the signal and background separation that is achieved with the Eiso
T

variable is shown in Figure 3.12. The signal in the figure corresponds to simulated events
of Higgs boson production via vector boson fusion and subsequent decay to a · lepton
pair. Background events are data collected with the CMS detector in high PU runs in
2016. These data are selected using a set of triggers that are synchronized on a specific
proton bunch crossing, thus providing an unbiased sample of the calorimeter activity in
proton-proton collisions (also referred to as “zero bias events”). The distribution of the
PU is compatible between the simulation and these data to ensure a fair comparison of
the Eiso

T distribution.
The L1 · h candidate isolation is computed by comparing the isolation energy to a

threshold value ›, i.e. the candidate is isolated if Eiso
T < ›. A comparison of the signal

e�ciency and background rejection that is achieved by varying the value of › is shown in
Figure 3.13 for three separate intervals of the L1 · h candidates ET. In the figure, and in
the following ones, the background rejection is defined as 1≠Á, where Á is the background
selection e�ciency. A rejection of the background between 60% and 70% for a signal
e�ciency of about 80% can typically be achieved.

The definition of the isolation threshold › must ensure a uniform performance over the
whole detector, ET range considered, and range of number of PU interactions expected
for the collisions: the value of › is consequently a function of the L1 · h candidate i÷

Figure 3.8: Schematic representation of the region considered in the evaluation of the
isolation energy (Eiso

T ) of the L1 τh candidate, defined as the difference between the
energy deposit in a 6× 9 TT window and the energy deposit of the unmerged (left) or
merged (right) L1 τh candidate [109].3.4. The · trigger algorithm for the CMS L1 trigger upgrade 85
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Figure 3.9: Distributions of the isolation energy (Eiso
T ) of τh candidates (in red),

obtained from VBF H → ττ simulated events, and jet candidates (in blue), obtained
from zero bias events recorded in 2016. The genuine τh presents a softer Eiso

T
distribution than the QCD-induced jets [109].

A constant efficiency ε0 is targeted below an energy threshold A, linearly increased
until the maximum efficiency is reached at an energy threshold B, after which the
efficiency is maintained. The values of the parameters ε0, A and B constitute the
so-called isolation option; they are optimized according to the expected pileup and
instantaneous luminosity profiles. The parameters used in the Run 2 operations
are shown in Table 3.1: increasingly tight isolation schemes were deployed as the
experimental conditions turned harsher.

3.1.3 Main Level-1 τh seeds

From all the reconstructed L1 τh objects, the 12 candidates with the highest
ET (regardless if they are isolated or not) are transmitted from the Layer-2 of the
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Year Era Isolation option ε0 [%] A [GeV] B [GeV]

2016 B−G 21 80 20 50
H 5 70 25 50

2017 B−F 22 70 25 70

2018 A−B 22 70 25 70
C−D 32 84 30 75

Table 3.1: Parameters used in the relaxation of the isolation of the L1 τh algorithm
in different eras of the Run 2 operations. The targeted efficiencies for each isolation
scheme follows Eq. 3.4 (see text).

calorimeter trigger to the µGT. Likewise, the µGT receives the L1 e/γ, L1 jet, L1
sums and L1 muon candidates. The decision of accepting or rejecting an event is
conducted based on requirements on the multiplicity and kinematic properties of these
L1 objects, encoded into the L1 seeds. As far as the L1 τh are concerned, the seeds
used during Run 2 are classified in three groups:
• Single-τh triggers require the presence of one L1 τh candidate satisfying certain

energy and position criteria, mostly related to ET and η. They are denoted as
L1_SingleTauXerY, with X the ET threshold and Y the maximum |η| value
allowed (generally |η| < 2.1). If the candidate is required to be isolated, it is
indicated as Iso in the seed name. These triggers profit from a wide physics
acceptance and can be used in the search of different physics signals, such as the
boosted Higgs boson predicted by supersymmetric theories. The requirement of a
single object results however in a higher trigger rate, meaning tighter thresholds
of ∼120 GeV have to be applied on the ET of the candidate.
• Double-τh triggers require the simultaneous presence of two L1 τh candidates,

both satisfying the same energy and position criteria. To be able to loosen the
ET threshold on these seeds, it is usually required that both L1 τh candidates
are isolated. These seeds are denoted as L1_DoubleIsoTauXerY, following the
same convention as the single-τh seeds. This type of triggers target more specific
signal topologies, like the H→ τhτh decays, thus they are most extensively used
in analyses. The simultaneous presence of two τh allows for the trigger thresholds
to be loosened down to ∼32 GeV.
• Cross τh+X triggers require the simultaneous presence of one L1 τh (typically

isolated) together with other L1 object(s) of different kind. These seeds include
the tags EG, Mu, Jet or ETM if they are associated to L1 e/γ, L1 muon, L1 jet
or L1 Emiss

T , respectively; they follow the previous conventions on the ET and
η requirements. In some cases, the seeds encode requirements on the angular
separations between the objects, such as ∆R (dR). Similarly to the double-τh
triggers, they target specific physics signals with high efficiency and a low trigger
rate. The H → τhe (H → τhµ) decays are selected with e/γ+τh (µ+τh) cross
triggers, while charged Higgs boson searches make use of Emiss

T +τh triggers. The
thresholds on the e/γ+τh (µ+τh) triggers are low, typically ∼22 (∼18) GeV for
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the electron/γ (muon) leg and ∼26 GeV for the τh leg.
The performance of some benchmark seeds used in 2017 is shown in Section 3.2.3.

For trigger objects with high background contamination, like in the case of the L1
τh, the double-τh and lepton+τh cross triggers are the most efficient seeds. In the
case of the tt̄H multilepton analysis presented in this thesis, these triggers were used
to collect the data analyzed in the final states containing two τh and containing one
τh plus one lepton, respectively, as described in Chapter 5. Novel L1 τh seeds that
enhance the acceptance to the tt̄H, VBF, ggH and double Higgs boson productions
have been studied as part of this thesis work; they are presented in Section 3.4.

3.2 Measurement of the performance in 2017 data

In 2017, the LHC achieved a record instantaneous luminosity of 2.1 × 1034 cm−2s−1,
doubling the peak value achieved during 2016 operations. Maximum pileup values
of more than 60 were delivered at times, while in 2016 they rarely exceeded 50.
Additionally, the LHC suffered frequent beam dumps in 2017, caused by electron
clouds generated by tightly packed bunches interacting with frozen gas in the beam
pipe. To mitigate the effect, the LHC moved to a special "8b4e" filling scheme in
September 2017, where the standard 48 bunch trains were replaced by mini-trains
of 8 filled bunches followed by 4 empty slots to suppress the formation of electron
clouds. As this filling scheme allows a maximum of 1916 filled bunches in the LHC,
the instantaneous luminosity was levelled to around 1.55 × 1034 cm−2s−1 to keep
the pileup under 60. Besides the evolving LHC running conditions, the trigger had
to operate on an ageing detector whose response degrades over time, in particular
in the forward region, where the radiation damage is significant. The robustness of
the algorithm in these complicated conditions was measured with the data collected in
2017, an essential operation to verify that the expected performance had been achieved
and to monitor the behaviour of the algorithm during CMS operations. The results
presented here are derived using the fill dataset collected in 2017 at

√
s = 13 TeV,

corresponding to an integrated luminosity of 40.9 fb−1. The resolution in position and
energy is presented first, followed by the trigger efficiency and rates.

3.2.1 Resolution in position and energy

Upon evaluation of the position resolution of the L1 τh candidates, the η and φ

coordinates of the L1 object, computed from the TT seed explained in Section 3.1.2, are
compared to the associated offline reconstructed τh. Given the effect of the magnetic
field on the trajectory of the charged hadrons, the point of emission of the offline
τh at its production vertex does not match the point where the object impacts the
ECAL surface. To take this into account, the offline τh position is defined as the
energy-weighted average of the position of its signal components at the entrance of the
ECAL subdetector. Offline τh are considered only if they are geometrically matched
to at least one L1 τh candidate within ∆R < 0.5. In the case where multiple L1 τh
candidates are found, the one closest to the offline reconstructed τh is selected, so that
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Figure 3.10: Difference in (a) η position and (b) φ position between the inclusive L1
τh candidates and the offline reconstructed τh, for the barrel (|η| < 1.305) and for the
endcaps (|η| > 1.479). The offline τh position is computed at the entrance of the ECAL
subdetector. The fits to the data are performed with a symmetric two-sided Crystal
Ball function.

at most one L1 τh candidate is associated to each offline τh. The difference in η and φ
direction between the inclusive L1 τh seeds (with no isolation requirement) and their
offline reconstructed counterparts is shown in Fig. 3.10, separately for the barrel and
for the endcaps. A full width at half maximum resolution of about 0.08 rad in η and
0.1 rad in φ is observed. The worse resolution for the latter is explained by the bending
of the charged particles in the magnetic field; it causes a spread of the energy deposits
which distorts the accuracy of the estimation of the energy barycentre as the seed TT
position.

Likewise, the calibrated energy ET of the L1 τh candidate is compared to the pT of
its offline reconstructed counterpart. The energy response, namely the ratio between
the two, is presented in Fig. 3.11, separately for the barrel and the endcaps. In both
detector regions, a response centred in 1 is found, with an energy resolution of ∼20%.
The evolution of the energy resolution, defined as the RMS over the mean of the
response distribution, is shown in Fig. 3.12a as a function of the offline reconstructed
pT. Owing to the improved resolution of the ECAL and HCAL subdetectors at high
energies, the resolution of the τh is likewise benefited. Similarly, the resolution as a
function of the offline η position is presented in Fig. 3.12b. Stability in the energy
resolution is observed across the whole detector, slightly degraded in the transition
region between the barrel and the endcaps. A worse resolution is observed in the
endcaps (19-27%) than in the barrel (14-25%) for offline pT values from 30 to 110 GeV
due to the inhomogeneous size of the TTs, the higher pileup density and the radiation
damage in the forward region of the detector.
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Figure 3.12: Energy resolution, defined as the RMS over the mean of the response
distribution, of the inclusive L1 τh candidates as a function of the (a) pT and (b) |η|
position of the offline reconstructed τh, separately for the barrel (|η| < 1.305) and for
the endcaps (|η| > 1.479).

3.2.2 Selection efficiency

The efficiency of the L1 τh trigger is measured with τh candidates from a sample
of Z → ττ → µνµντ τhντ selected with the tag-and-probe method. The method is
particularly suited for performance measurements, as the clean signature provided by
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the muon is exploited in the trigger and offline selections and the kinematics of the
Z → ττ decays are well known. The method consists in requiring the presence of
a muon (the tag), which satisfies the basic identification and isolation criteria of the
H → ττ analysis [3]. It must fire the single-muon HLT path requiring an isolated
muon of pT > 24 GeV and |η| < 2.1, as well as an offline selection of pT > 27 GeV
and |η| < 2.1. The muon must be found in association with an offline reconstructed
τh candidate (the probe) of opposite charge, which fulfils the conditions pT > 20 GeV
and |η| < 2.1. No trigger requirement is applied on the τh candidate; the data sample
obtained this way is unbiased and can be used to measure the L1 τh selection efficiency.
The kinematics of the selected τh and µ system must be compatible with the Z boson
decay: the invariant mass is required to be in the interval 40 < m(µ, τh) < 80 GeV,
corresponding to the position of the peak of the distribution in this variable for Z→ ττ

events.
The contribution of the background events from Z → µµ is suppressed by

vetoing events with more than one muon, while the contribution from tt̄ processes
is suppressed by rejecting events with at least one jet passing the medium working
point of the b-tagging discriminator. The W+jets production is reduced by applying
the requirement on the transverse mass of the muon of mµ

T < 30 GeV, defined as

mµ
T =

√
(pµT + pmiss

T )2 − (~pµT + ~pmiss
T )2 . (3.5)

After these requirements, a residual fraction of∼20% events from background processes
is present in the sample; they mainly originate from QCD-induced jets misidentified
as a τh, which are mostly relevant in the low pT region [109].

The measured selection efficiency of a single inclusive or isolated τh candidate as a
function of the offline reconstructed pT is presented in Fig. 3.13. Offline τh are matched
to one and only one L1 τh with a ∆R < 0.5 requirement. The efficiency is shown for
the different L1 ET thresholds, typically used in the isolated double-τh seeds during
2017 data-taking. The excellent response resolution previously shown ensures a sharp
rise of the efficiency. It reaches a flat plateau of 100% efficiency also in presence of
the isolation criterion, as a result of the relaxation of the isolation at high ET. A 90%
efficiency is achieved for inclusive (isolated) L1 τh at an offline pT of 46 (55) GeV for
a L1 threshold of 34 GeV, well adapted to physics analyses. The efficiencies measured
in data are compared to the ones measured with simulated events in Fig. 3.14 for a
L1 τh threshold of 30 GeV applied both to inclusive and isolated L1 τh candidates.
A VBF H → ττ Monte Carlo sample with a flat pileup distribution between 28 and
62 is used for this purpose. Good agreement is observed between the data and the
simulation, with a slightly higher efficiency observed for isolated L1 τh in data; it is
ascribed to small differences in the simulation of the collision conditions and particle
reconstructions, typically corrected for with scale factors at analysis level.

The measured selection efficiency of a single inclusive τh candidate as a function
of the η position in the detector is shown in Fig. 3.15a for different benchmark L1
thresholds. Stability over the whole detector is observed, with selection efficiencies
surpassing 95% for offline τh with pT > 45 GeV, only slightly worsened in the
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Figure 3.13: Efficiency as a function of the offline reconstructed τh pT for (a) inclusive
and (b) isolated L1 τh candidates, for different L1 ET benchmark thresholds. The fits
to the data are performed with a cumulative distribution of a Crystal Ball function,
convolved with the linear relaxation function in the case of isolated L1 τh candidates.
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Figure 3.14: Comparison of the efficiency measured in data and in VBF H → ττ
simulated events as a function of the offline reconstructed τh pT for (a) inclusive and
(b) isolated L1 τh candidates, for a L1 ET threshold of 30 GeV. The fits to the data and
the simulation are performed with a cumulative distribution of a Crystal Ball function,
convolved with the linear relaxation function in the case of isolated L1 τh candidates.

barrel-endcap transition regions. The integrated L1 selection efficiency for isolated L1
τh seeds as a function of the number of vertices in the event is illustrated in Fig. 3.15b
for a L1 threshold of 30 GeV, separately for the barrel and for the endcaps. The
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Figure 3.15: (a) Efficiency as a function of the η position of the offline reconstructed τh
for different L1 ET thresholds applied on inclusive L1 τh candidates. (b) Efficiency as
a function of the number of reconstructed vertices in the event for a L1 ET threshold
of 30 GeV applied on isolated L1 τh candidates.

number of vertices is used as an estimator of the number of pileup collisions in the
event. A stable efficiency larger than 85% is maintained across the range of pileup
collisions delivered during 2017 operations considering a L1 threshold of 30 GeV and
offline τh with pT larger than 40 GeV. The excellent performance demonstrates that
the dynamic clustering, the pileup estimator and the isolation scheme result in an
algorithm capable of identifying and removing the softer contributions due to pileup
while maintaining a high signal efficiency.

3.2.3 Trigger rates

The main L1 seeds involving τh candidates during 2017 data-taking are shown
in Table 3.2, together with their associated trigger rates. These correspond to the
unprescaled seeds with the lowest thresholds involving a τh candidate present in the
menu. The rates reported are measured for run number 305064 (14.10.2017 at 15:33:37
to 15.10.2017 at 04:53:01), with a recorded integrated luminosity of 383.0 pb−1 and
an average pileup of 40, representative of the 2017 conditions. The quoted rates
correspond to the maximum values: they are measured at the beginning of the run,
when the instantaneous luminosity is higher, amounting to 1.4 × 1034 cm−2s−1 in this
case. The rate of the double-τh seed (L1_DoubleIsoTau32er2p1), extensively used in
physics analysis involving Higgs boson searches, is shown in Fig. 3.16 as a function of
the average pileup. The rate is shown for several consecutive runs (305059 to 305064),
with pileup values ranging from 20 to 60. As expected, a linear behaviour of the rate
is observed, proving once again the resilience of the algorithm against pileup.

Table 3.2 shows how all the L1 τh triggers encode a restriction of |η| < 2.1 (er2p1)
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Level-1 seed Maximum rate

L1_SingleTau120er2p1 1.8 kHzOne L1 τh with ET > 120 GeV and |η| < 2.1

L1_DoubleIsoTau32er2p1 7.9 kHzTwo isolated L1 τh with ET > 32 GeV and |η| < 2.1

LooseIsoEG22er2p1_IsoTau26er2p1_dR_Min0p3

2.1 kHzOne isolated L1 τh with ET > 26 GeV and |η| < 2.1
One isolated L1 e/γ with ET > 22 GeV and |η| < 2.1
∆R(τh, e/γ) > 0.3

L1_Mu18er2p1_IsoTau26er2p1
0.8 kHzOne isolated L1 τh with ET > 26 GeV and |η| < 2.1

One L1 muon with ET > 18 GeV and |η| < 2.1

L1_IsoTau40er_ETM100
1.7 kHzOne isolated L1 τh with ET > 40 GeV and |η| < 2.1

L1 Emiss
T > 100 GeV

Table 3.2: List of the most used unprescaled triggers involving τh during 2017
data-taking. The table shows the name of the seed, the requirements and the maximum
rate observed in a reference run of 2017, with a maximum instantaneous luminosity of
1.4 × 1034 cm−2s−1 and an average pileup of 40.

Figure 3.16: Rate of the benchmark double-τh seed (L1_DoubleIsoTau32er2p1, see
Table 3.2) as a function of the average pileup measured in the several runs during 2017
data-taking. The rate of the trigger has a linear dependence with pileup.

to the τh candidates. The restriction is applied to keep the rates under control, since
higher levels of noise and background are typically present in the forward regions of the
detector. Thus, a high efficiency is achieved in the more central part of the detector,
where most of the physics signals are found. Besides, requiring the L1 τh candidates to
be isolated (Iso) helps reduce the rate but also improves the purity of the τh objects
used in the physics analyses. The rate reduction achieved in the double-τh trigger when
applying the isolation requirement is illustrated in Fig. 3.17 for a run of 2017 with an
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Figure 3.17: Rate of the L1 double-τh trigger as a function of the ET threshold on
the L1 τh, for inclusive and isolated L1 τh candidates, measured with zero bias events
recorded in a reference run of 2017. The L1 τh candidates have a restriction of |η| < 2.1.

average pileup value of 55. The dependence of the rate on the L1 threshold is evaluated
on the so-called zero bias events. Such data collection has been selected using a set
of triggers that are synchronized on a specific proton bunch crossing: it constitutes
an unbiased sample of the calorimeter activity in pp collisions. For a typical trigger
threshold of 30 GeV, a rate reduction of a factor ∼4 can be achieved when applying
the isolation requirement to the double-τh candidates; this factor is crucial to fit the
rate of the τh triggers in the values allowed by the CMS data acquisition system.

3.3 Optimization towards 2018 data-taking and
performance

The results shown in Section 3.2 summarize the excellent performance of the L1
τh trigger in 2017. High efficiency and stability were observed in data, showing that
the algorithm worked in the evolving experimental conditions of 2017 and was well
reproduced by the simulation. The beam instabilities encountered during 2017 had
been largely mitigated in 2018; the return to the nominal 48b filling scheme was
possible. This scheme has the advantage that larger number of colliding bunches are
used, hence providing higher instantaneous luminosity without increasing the pileup
level. The instantaneous luminosity delivered in 2018 was higher than in most of
2017, with values of ∼2.0 × 1034 cm−2s−1. An average pileup of ∼40 was delivered
in both years; however slightly higher peak values were reached in 2018, surpassing
70 at times. Owing to the changes in the running conditions, the L1 τh algorithm
was optimized at the end of 2017 and during the first half of 2018. A highly efficient
algorithm was crucial at this point, as the largest integrated luminosity was foreseen for
2018. The necessary changes in the algorithm were aimed at maintaining the adequate
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thresholds and rates achieved in 2017; they were mostly devoted to the derivation of
new calibration constants and the optimization of isolation schemes adapted to the
slightly higher pileup levels. The improvements of the algorithm are shown in this
section; the resulting performance is summarized at the end.

3.3.1 Derivation of calibration factors

As mentioned in Section 3.1.1, the calibration of the L1 τh is a two-stage process:
Layer-1 applies an inclusive calibration to all calorimeter objects, while Layer-2 after
it performs a τh-specific calibration. Changes in the first stage of the calibration
were proposed at the end of Run 2; they lead to consistent changes in the second
stage, described herein. Likewise, the calibration process is typically revisited before
each data-taking year, as the detector properties, readout methods and reconstruction
algorithms evolve. In particular, the new readout electronics of the HCAL upgrade
in 2017 had to be tested at this point. The changes and optimizations of the L1 τh
calibration explained in this section were deployed online at the end of 2017 and were
used throughout 2018 data-taking.

The Layer-1 of the calorimeter trigger applies calibration factors to the TT energies
sent by the ECAL and the HCAL. These are derived a function of the TT ET and
|iη|, separately for the two subdetectors. The corrections are obtained from simulated
events by comparing the pT of the generator-level object (a photon for the ECAL and
a pion for the HCAL) to the sum of the TT ET in a square centred around the object.
Within each interval in ET and |iη|, the ratio of these two quantities is computed, and
the value of the calibration scale factor is traditionally obtained from the average of the
resulting distribution. The calibrations factors obtained this way are denoted as mean
parameters. An alternative approach to the derivation of the calibration constants
in Layer-1 was proposed at the end of 2017. Given the large tails observed in these
distributions, illustrated in Fig. 3.18 for a specific bin, the derivation of the calibration
factors obtained from the mode -and not the mean- of the distribution was proposed.
The corrections obtained this way are denoted as mode parameters. As the L1 e/γ,
jets and τh algorithms take as inputs the calibrated TTs from Layer-1, the impact of
the new calibration methods on the resolution of these objects had to be tested to
make an educated choice.

To compensate for the changes in the Layer-1 inputs, a new set of calibration
factors for the L1 τh were derived on top. They were obtained and tested on simulated
samples of VBF H → ττ events, assuming a flat pileup distribution from 28 to 62.
For consistency, the new sets of mean and mode parameters were compared to the one
used during 2017 data-taking, which was mean-based. The performance of the three
calibration methods is compared in Fig. 3.19. The figure shows the response for the
calibrated L1 τh objects (after Layer-1 and Layer-2 calibrations) and the uncalibrated
L1 τh (after Layer-1 calibrations alone). A relative resolution of 22% is achieved with
the mean-based approach, similar to the one observed for 2017, slightly better than the
23% of the new mode-based approach. The fact that both parameters show a similar
performance means that the Layer-2 calibrations can compensate for the differences in
the Layer-1 calibrations. The slightly degraded performance of the mode parameters
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Figure 3.18: Ratio between the generated photon pT and the ET deposited in a
3 × 3 TT square centred around the photon, evaluated in the ECAL for |iη| = 18
from single-photon simulated events. The mean (mode) based Layer-1 parameters are
obtained from the arithmetic mean (mode) of the red curve, fitted with a Landau
distribution convolved with a Gaussian.

becomes more evident when the resolution is evaluated in different bins of offline pT,
shown in Fig. 3.20 for offline pT values ranging from 20 to 40 GeV. As the typical di-τh
trigger thresholds range between 30 and 40 GeV, a precise calibration is instrumental in
this region to enhance the overall trigger efficiency. It is noteworthy that the resolution
for all parameter sets is better in the endcaps than in the barrel, contrary to what
was observed with the data collected in 2017. The effect is a result of the improved
resolution of the hadronic objects in the endcap after the upgrade of the readout
electronics of the HCAL at the end of 2017 [80].

The di-τh rates associated to the new sets of corrections can be found in Fig. 3.21a
as a function of the L1 threshold. They are obtained from zero bias events recorded
in a high pileup run at the end of 2017, representative of the expected conditions for
2018. For a typical L1 seed with a 30 GeV threshold on two isolated τh, the mean
parameters result in a ∼10% higher rate than the mode parameters. As the allocated
L1 τh bandwidth is constrained regardless of the calibration factors, the selection
efficiency for the two parameter sets is evaluated at a fixed rate of 14 kHz, a value
typically allocated to di-τh seeds. At this fixed rate, the mode-based approach requires
a threshold of 27 GeV, namely 1 GeV looser than the mean-based approach. The L1
τh selection efficiencies for the corresponding thresholds are shown in Fig. 3.21b. They
are computed in simulated VBF H → ττ events; the L1 and offline τh are matched
within a cone size of ∆R = 0.3. A slightly higher efficiency is observed with the
mean-based calibrations for an offline pT larger than 30 GeV, as expected from the
fact that it provides a better resolution. Regardless of the slight difference between the
two new approaches, both sets of corrections visibly enhance the selection efficiency
with respect to the calibration factors online during 2017.

The results presented in this section show that the traditionally used mean-based
corrections are slightly favoured by the L1 τh compared to the newly-proposed mode
approach. They result in an improved energy resolution and efficiency, at the cost
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Figure 3.19: Response of the L1 τh, defined as the ratio between the L1 ET and the
offline reconstructed τh pT, obtained from simulated VBF H → ττ events, separately
for the Layer-1 parameters online during 2017 ("old parameters") and the proposed
parameters for 2018 data-taking, obtained from the mean- ("mean") and mode-based
("mode") approaches (see text). The mean and the RMS for the uncalibrated and
calibrated L1 τh candidates are indicated.
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of a moderate increase of rate. Similar studies evaluating the performance of the L1
jets and L1 Emiss

T were conducted. In this case, both methods showed a comparable
performance; however the mode parameters were preferred, as the associated rates
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Figure 3.21: (a) Isolated and inclusive double-τ trigger rates as a function of the L1
τh threshold, obtained from zero bias events recorded in a high pileup run of 2017.
(b) Single L1 τh efficiency as a function of the offline reconstructed τh pT, obtained
from simulated VBF H→ ττ events for a fixed rate. Results are presented separately
for the Layer-1 parameters online during 2017 ("old parameters") and the proposed
parameters for 2018 data-taking, obtained from the mean- ("mean") and mode-based
("mode") approaches (see text).

were lower, which is crucial for highly pileup-dependent objects. In the case of the L1
e/γ trigger, the mode-based approach showed an improved energy resolution, essential
for multiple analyses at CMS where the electrons and photons are drivers of the physics
sensitivity. Thus, the best compromise for all calorimeter objects was found with the
mode-based Layer-1 corrections, which were deployed online during 2018 data-taking.
The resulting performance with 2018 data is presented in Section 3.3.3.

3.3.2 Pileup resilient isolation

The evaluation of the τh isolation towards an optimal jet background rejection is
highly dependent on the pileup and luminosity profiles delivered by the LHC during
operation. As the number of simultaneous interactions at the core of CMS grows,
the presence of calorimeter activity is enhanced: tighter isolation schemes must be
applied to keep the trigger rate at an acceptable level and make sure the signal
purity is maintained. The relaxation of the isolation (see Eq. 3.4) is revisited before
each data-taking year according to the foreseen LHC conditions; the evolution of the
isolation parameters throughout Run 2 is shown in Table 3.1. The table shows how
an increase in luminosity pushes the start of the relaxation to higher ET values to
maintain the nominal rates. For most of 2016 data-taking, when an instantaneous
luminosity of ∼ 1.2 × 1034 cm−2s−1 was delivered, values of ε0 = 80%, A = 20 GeV
andB = 50 GeV were used. For 2017, when the instantaneous luminosity was increased
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Isolation option ε0 [%] A [GeV] B [GeV]

1 10 25 50
4 60 25 50
8 50 25 60
15 70 20 50
22 70 25 70

Table 3.3: Parameters corresponding to different options considered for the relaxation
of the isolation. ε0 is the minimal efficiency, A is the start of the linear relaxation and
B is the point where the 100% efficiency is reached (see Eq. 3.4). The associated L1
double-τh rates and single-τh efficiencies are be found in Fig. 3.22.

to ∼1.5 × 1034 cm−2s−1, the isolation criterion was tightened to ε0 = 70%, A = 25 GeV
and B = 80 GeV. With instantaneous luminosities of ∼2 × 1034 cm−2s−1 foreseen for
2018, a systematic study of possible relaxation options was performed. Complementary
developments in the isolation algorithm were carried out to mitigate the effect of the
upwards pileup distributions on the output rate of the algorithms. The studies and
changes deployed for 2018 data-taking are summarized in the following.

Study of new relaxation schemes

Starting from the mode-based calibrated L1 τh candidates, different parameters for
the relaxation of the isolation were studied in view of 2018 operations. The isolated τh
efficiency resulting from the set of the most suitable options is presented in Fig. 3.22b;
the corresponding relaxation parameters are outlined in Table 3.3. The L1 thresholds
applied to derive these efficiencies are obtained for a fixed double-τh rate of 13 kHz,
measured with zero bias events in a high pileup run of 2017 and shown in Fig. 3.22a.
The effect of the different relaxation parameters is visible in the curves. Relaxation
schemes that start from a lower initial efficiency, such as option 1, rise more sharply
and reach the 100% plateau at a earlier stage, whereas isolation schemes like option
22, which start at a 70% efficiency, rise slower and reach the plateau at a later stage.
Evidently, the phase space coverage is very different in both cases and, for our purposes,
an enhanced acceptance at low pT values is favoured. Thus, relaxation option 22, the
one used for 2017 operations, was still kept online at the beginning of 2018.

New isolation schemes were likewise tested for the cross triggers involving a
τh (in particular for the L1 e/γ + τh trigger) in view of developing a dedicated
second isolation working point. The study is motivated by the lower thresholds
applied on the τh leg (∼26 GeV) in these triggers with respect to the thresholds of
the di-τh trigger (∼32 GeV). The cross triggers could benefit from looser isolation
schemes than option 22; dedicated studies of different options were conducted to
assess the potential improvement. The benchmark seed used for this purpose is
LooseIsoEG22er2p1_IsoTau26er2p1_dR_Min0p3, with a typical rate of around
2 kHz. The threshold on the e/γ leg was kept at a value of 22 GeV, while the
threshold on the τh leg remained under 30 GeV but was allowed to evolve with the
different relaxation options, maintaining the rate at the expected value. The efficiency
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Figure 3.22: (a) L1 double-τ trigger rates as a function of the L1 τh threshold, obtained
from zero bias events recorded in a high pileup run of 2017. (b) Single L1 τh efficiency
as a function of the offline reconstructed τh pT, obtained from simulated VBF H→ ττ
events at a fixed rate. The results are shown for different sets of relaxation parameters
in the isolation (see Table 3.3) and for the case where no isolation requirement is
applied.

was evaluated in VBF H → ττ simulated events.; the optimal performance was
provided by option 4 (ε0 = 60%, A = 25 GeV, B = 50 GeV). However, the observed
improvement with respect to option 22 was marginal (∼2%). Besides, it required a
threshold on the τh leg of 29 GeV, namely 3 GeV higher than the one encoded in the
seed of reference. Hence, isolation option 22 remained the generic scheme for all L1
τh triggers at the beginning of 2018.

Improvement of the pileup resilience

One of the most extensively used seeds in the CMS physics analysis is
L1_DoubleIsoTau32er2p1; it requires two isolated L1 τh with ET > 32 GeV
within |η| < 2.1, mostly targeted at the H → ττ decays. The rate of this seed is
expected to be proportional to the average pileup, as represented in the linear fit of
Fig. 3.23. Such behaviour was observed in 2016 and most of 2017 operations, when
the pileup levels were rarely exceeding the value of 60. In preparation for 2018 running
conditions, the linearity of the trigger rate in extreme experimental conditions was
probed with high pileup runs (〈PU〉 = 53-80) that pushed the algorithms way beyond
their nominal design. Among others, the rate of the L1 double-τh seed showed a
significant deviation from the expected linear behaviour, with ∼13% less rate than
expected at 〈PU〉 ≈ 78, as illustrated in Fig. 3.23. This suboptimal behaviour
would translate into a similar loss of double-τh events for physics analysis during
2018 operations; it was corrected with improvements in the pileup resilience of the



114 3. Performance and optimization of the Level-1 τh trigger

Figure 3.23: Rate of the L1_DoubleIsoTau32er2p1 trigger as a function of the average
pileup for different high pileup runs during 2017 operations. The expected linear
behaviour is overlaid in red. At the end of 2017, deviations from the linear behaviour
at pileup levels larger than 60 were observed.
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(see text), obtained from zero bias events recorded in high pileup runs in 2017. A ∼15%
rate is recovered at pileup levels larger than 60 with the new scheme (see Fig. 3.23).

algorithm, described in what follows.
The first change to the algorithm is related to the dependence of the isolation

on the pileup profile. As described in Section 3.1.2, the upper cut on the isolation
energy of the τh candidate is derived as a function of Eraw

T , iη and the pileup estimator
nTT, in exclusive intervals of these input variables. The range and the boundaries of
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Figure 3.25: (a) Single L1 τh efficiency as a function of the number of reconstructed
vertices, obtained from simulated VBF H → ττ events. (b) L1 double-τ trigger rates
as a function of the L1 τh threshold, obtained from zero bias events recorded in 2018.
The results are shown for the isolation scheme used at the beginning of 2018 (option
22) and for the scheme adapted for high pileup deployed in spring 2018 (option 31),
which includes the linear relaxation of the isolation as a function of nTT (see text).

these intervals are partially driven by the statistical power of the simulated sample
used to derive the isolation cuts. The saturated behaviour of the L1 double-τh seed
was found to be related to the limited statistics at high values of nTT in the MC
sample, generated according to the nominal 2017 operations. Besides, a suboptimal
binning of the nTT variable was leading inaccurate estimations of the isolation cuts.
As MC samples with higher pileup values became available, the number of nTT bins
in which the isolation cut was derived was doubled; finer binning was allocated to the
upper-most bins, critical to protect the algorithm from upward fluctuation in pileup.
The effect on the rate of the double-τh seed as a function of pileup is found in Fig. 3.24.
The new nTT scheme was able to restore ∼15% of the rate for 〈PU〉 ∼75, granting the
desired physics acceptance in 2018 operations.

During spring 2018, the isolation scheme was further revisited to withstand pileup
levels of up to 90 simultaneous interactions. The isolation cut was relaxed as a function
of nTT to recover the lost selection efficiency at high pileup, similarly to what was
already done in the algorithm as a function of ET. The relaxation was applied in the
high nTT region, separately for the barrel and for the endcaps, based on the desired
efficiency gain in each bin. The increase in rate was compensated with a tighter
relaxation scheme as a function of ET, tagged as option 31 (ε0 = 84%, A = 30 GeV
and B = 75 GeV). The changes in the isolation algorithm resulted a few percent gain
in efficiency at pileup values larger than 60, illustrated in Fig. 3.25a. It came at the
cost of a slightly higher rate (∼1 kHz), depicted in Fig. 3.25b, but with a more linear
dependence on pileup. The isolation option 32, encoding the relaxation of the isolation
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at high nTT, was deployed online in June 2018 and was maintained until the end of the
year. It granted a stable response of the algorithm against pileup values peaking at
70 during the second half of 2018 data-taking; the excellent performance of the trigger
throughout the year is demonstrated in the next section.

3.3.3 Performance with 2018 data

The performance of the L1 τh trigger was measured with the complete dataset
recorded in 2018, corresponding to an integrated luminosity of 57 fb−1. The methods
used are the same as the ones explained in Section 3.2 for 2017 data. A selected set
of results is presented in this section; the complete performance measured as part
of this thesis work can be found in Ref. [107]. The energy response of the L1 τh is
shown in Fig. 3.26a. The evolution of the energy resolution as a function of the offline
reconstructed pT is presented in Fig. 3.26b. Contrary to the behaviour observed in
2017, the L1 τh energy resolution in 2018 was found to be better in the endcaps
(16-24%) than in the barrel (19-26%) for offline pT values ranging 30 to 110 GeV. A
similar trend was observed for other hadronic objects: the effect was ascribed to the
upgrade of the readout electronics of the endcap hadronic calorimeter at the end of
2017 [80] and/or to the change in the HCAL trigger primitives compression from a
non-linear to a linear scheme for 2018 data-taking. The sharp selection efficiencies for
inclusive and isolated L1 τh remained unaffected by the change, as seen in Fig. 3.27.
A 90% selection efficiency is reached for inclusive (isolated) L1 τh at 49 (56) GeV for
a L1 threshold of 34 GeV. The changes in the algorithm resulted in a resilient trigger
against pileup, demonstrated in Fig. 3.28. An efficiency higher than 90% is achieved
for events with up to 60 reconstructed vertices considering a L1 threshold of 30 GeV
and an offline pT larger than 50 GeV.

The necessary changes implemented in the L1 τh algorithm in view of 2018
data-taking presented in this section lead to an outstanding performance of the
trigger in 2018. This year of data-taking was pivotal to enhance the sensitivity of
physics analyses in CMS, as almost half of the full Run 2 dataset was recorded during
this period. Regardless of the increase of instantaneous luminosity delivered by the
LHC and the ageing of the detectors, the level of physics acceptance and reliability
achieved in 2018 was comparable to 2017. The nominal thresholds of the L1 τh seeds
(32 GeV for the di-τh trigger) were maintained during 2018, well adapted to the
variety of physics searches including τh in the final state. Stable selection efficiencies
were granted by a flexible algorithm which was able to respond to upwards pileup
fluctuations at the end of Run 2, peaking at values of 70 at times. Alongside the
excellent performance observed in 2017 (see Section 3.2), an unprecedented and
high-quality τh dataset was collected by CMS during Run 2, certainly favouring the
high sensitivity of the tH and tt̄H analysis presented in this manuscript.

In view of Run 3, additional changes to the algorithm are being implemented as
this thesis is being written; they are briefly described in Section 3.5. Run 3 foresees
a total integrated luminosity of 300 fb−1 and hence presents a great opportunity to
improve the searches for signals that are suboptimally captured by the current trigger
configuration. Two dedicated seeds have been studied to improve the sensitivity to
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Figure 3.26: (a) Energy response, defined as the ratio between the L1 τh ET and the
offline reconstructed τh pT, of the inclusive L1 τh candidates. (b) Energy resolution,
defined as the RMS over the mean of the response distribution, of the inclusive L1 τh
candidates as a function of the pT of the offline reconstructed τh, separately for the
barrel (|η| < 1.305) and for the endcaps (|η| > 1.479).

10 20 30 40 50 60 70 80 90 100

 [GeV], offlineτ
T

p

0

0.2

0.4

0.6

0.8

1

E
ffi

ci
en

cy

 > 30 GeV
, L1τ

T
Inclusive, E

 > 34 GeV
, L1τ

T
Inclusive, E

 > 38 GeV
, L1τ

T
Inclusive, E

 > 30 GeV
, L1τ

T
Inclusive, E

 > 34 GeV
, L1τ

T
Inclusive, E

 > 38 GeV
, L1τ

T
Inclusive, E

 > 30 GeV
, L1τ

T
Inclusive, E

 > 34 GeV
, L1τ

T
Inclusive, E

 > 38 GeV
, L1τ

T
Inclusive, E

                       2018 dataCMS  (13 TeV)-157 fb

(a) Inclusive

10 20 30 40 50 60 70 80 90 100

 [GeV], offlineτ
T

p

0

0.2

0.4

0.6

0.8

1

E
ffi

ci
en

cy

 > 30 GeV
, L1τ

T
Isolated, E

 > 34 GeV
, L1τ

T
Isolated, E

 > 38 GeV
, L1τ

T
Isolated, E

 > 30 GeV
, L1τ

T
Isolated, E

 > 34 GeV
, L1τ

T
Isolated, E

 > 38 GeV
, L1τ

T
Isolated, E

 > 30 GeV
, L1τ

T
Isolated, E

 > 34 GeV
, L1τ

T
Isolated, E

 > 38 GeV
, L1τ

T
Isolated, E

                       2018 dataCMS  (13 TeV)-157 fb

(b) Isolated

Figure 3.27: Efficiency as a function of the offline reconstructed τh pT for (a) inclusive
and (b) isolated L1 τh candidates, for different L1 ET benchmark thresholds. The fits
to the data are performed with a cumulative distribution of a Crystal Ball function,
convolved with the linear relaxation function in the case of isolated L1 τh candidates.

the H → τ+τ− process; their optimization and performance is presented in the next
section.
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3.4 Studies of new Level-1 τh triggers for Run 3

After the L1 upgrade, sophisticated correlation algorithms could be run at the µGT.
These include the evaluation of topological conditions (∆η, ∆R), charge correlations
and invariant masses amongst the L1 objects. Analysis-targeted seeds were designed
by encoding requirements on these correlation variables exploiting the properties of
the physics processes of interest, in a similar way to what is done at the analysis
level. Upon the inclusion of these new conditions to the seed, the ET thresholds on
the objects can be loosened while maintaining the same output rate as the original
seed. An example of such seeds is the VBF trigger [88], which for the first time
targets the VBF Higgs boson production mode. This signal is characterized by the
presence of two jets with very high invariant mass; the feature is exploited at trigger
level with an mjj requirement included in the seed. The VBF trigger can additionally
include requirements on other L1 objects (Emiss

T , τh) originating from the Higgs boson
decay [88]. In 2017, it provided ∼40% additional VBF H→ ττ events with respect to
the double-τh trigger alone [110].

In view of the upcoming Run 3, significant effort is being put on the development
of seeds that enhance the efficiency to the rarer physics processes, such as HH →
4b/bbττ , W → 3π, τ → 3µ and long lived particles decaying to muons, for instance.
The L1 seeds designed in this thesis are intended to enlarge the acceptance to the H→
ττ process in both the single and double Higgs boson production modes; the latter is
expected to reach the observation during the HL-LHC era. The first trigger developed
requires the presence of two τh but applies different thresholds on the leading and
subleading τh. This "asymmetric" double-τh seed is aimed at enhancing the acceptance
to the H→ τ+τ− process when the leading τh carries a significantly higher energy than
the subleading τh. The second one requires the simultaneous presence of two τh along
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with an additional jet, expected in many di-τh processes; the handle on the jet allows
the thresholds on the two τh to be loosened.

3.4.1 Asymmetric double-τh triggers

The L1 double-τh triggers used throughout Run 2 apply the same energy thresholds
to both τh legs. A symmetric cut is suboptimal, as by definition the two products of
the H → ττ decay will have distinct pT spectra: applying a tighter threshold on the
leading object and a looser threshold on the subleading one in principle can impact the
performance only positively. The energy spectra of the L1 τh candidates in different
Higgs boson production modes can be found in Fig. 3.29. The leading τh resulting from
the ggH process presents a steeply falling spectra compared to the others; in turn, the
subleading τh in the VBF and tt̄H processes present softer energy distributions. The
former could potentially be disfavoured by the inclusion of an aggressive asymmetric
seed, while the latter could see its signal acceptance significantly enhanced. The
most optimal threshold configuration should provide acceptance gain across all Higgs
boson processes, possibly enhanced in the most sensitive categories. The exploration
of several configurations is presented in what follows.

Different sets of thresholds are identified assuming a maximum rate of 9 kHz
allocated to the asymmetric di-τh seed. It corresponds to the rate of the reference
symmetric seed (L1_DoubleIsoTau32er2p1) measured in the zero bias during a run in
2017 with a high average pileup of 57; the same run is used to evaluate the rates
of the new seeds. The resulting sets of thresholds are given in Fig. 3.30, where
the curves for other values of the rate are likewise illustrated for comparison. The
measured rates correspond to isolated L1 τ objects following the isolation option 22,
the one used for most of the data-taking in Run 2. A restriction of |η| < 2.1 is
applied to the τh, as is done in the reference seed. The seeds studied are denoted
as L1_IsoTauXXIsoTauYYer2p1, encoding a threshold X on the leading L1 τh and a
threshold Y on the subleading L1 τh, grouped under the notation (X, Y) in what
follows. While restricting the threshold on the leading L1 τh to a maximum value of
50 GeV, five asymmetric seed candidates are identified, corresponding to the threshold
sets (40, 30), (42, 28), (44, 27), (46, 26) and (48, 24) GeV.

As the ultimate goal is to maximize the selection efficiency of the H → ττ decay,
the gain with the new asymmetric seed (L1_IsoTauXXIsoTauYYer2p1) is computed
with respect to the seed of reference (L1_DoubleIsoTau32er2p1). It is evaluated in
simulated events of the VBF, ggH and tt̄H processes with H→ ττ . The acceptances are
computed upon application of the offline selections of the H→ ττ analysis at CMS [3].
The analysis presents three subcategories that require 0, 1 or 2 jets, with increasing
sensitivity, denoted as 0-jet, 1-jet and 2-jet, respectively. The offline selection cuts
in these categories are shown in Table 3.4; they are represented with the boolean
OfflTau32 in what follows. With a L1 τh threshold of 32 GeV, the offline selection
requires the leading τh to have pT > 50 GeV (18 GeV higher than L1) and the
subleading τh to have a pT > 40 GeV (8 GeV higher than L1). Following this rationale,
the acceptance gain of the asymmetric seed is evaluated assuming offline selections
that to evolve accordingly, i.e. with thresholds of X+18 GeV and Y+8 GeV on the
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Figure 3.29: Distributions of pT of the leading L1 τh, the subleading L1 τh and
the leading L1 jet, obtained in simulated events of different Higgs boson production
processes. An isolation requirement is applied to the L1 τh candidates. A ∆R > 0.5
requirement is applied between L1 jets and L1 τh candidates.

leading and subleading τh, respectively. The asymmetric offline selections are shown
in Table 3.4 under the boolean OfflTauXY.

Assuming the asymmetric seed to replace the symmetric one, the acceptance gain
is defined separately for the 0-, 1- and 2-jet categories as

gXY
0j,1j,2j =

N [ L1TauXY & OfflTauXY0j,1j,2j ]

N [ L1Tau32 & OfflTau320j,1j,2j ]
. (3.6)
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The function compares the number of events that fire the L1 asymmetric seed
(boolean L1TauXY) and its corresponding offline selections (boolean OfflTauXY) in
the numerator to the number of events that pass the current L1 symmetric seed
(boolean L1Tau32) and its corresponding offline selections (boolean OfflTau32) in
the denominator. In both cases, the L1 τh are required to match geometrically the
corresponding offline τh with ∆R < 0.5. An overlap removal between the offline
reconstructed jets and τh of ∆R > 0.5 is applied in categories with at least one jet.

The acceptance gain for the proposed asymmetric seeds defined this way is shown
in Table 3.5, separately for each Higgs boson signal and for each analysis category.
A general loss of acceptance is observed in VBF and ggH events for all possible L1
asymmetric thresholds; it is especially noticeable for the ggH process in the 0-jet
category, as expected from the fact that the leading and subleading τh carry comparable
energies. A moderate acceptance gain of up to∼7% is observed for tt̄H events with very
aggressive thresholds of X = 48 GeV and Y = 24 GeV. For the sake of comparison,
the gain was also evaluated keeping the same offline selections as the current ones
(OfflTau32) in the numerator of Eq. 3.6. The largest gain of the acceptance in this case
does not surpass ∼2% for any signal or threshold set considered. With such marginal
acceptance gain, the double-τh asymmetric seeds were not studied any further. The
gain of these seeds could potentially be enhanced by designing a second isolation
working point for the subleading τh leg, with a faster relaxation adapted to the lower
threshold it is subject to.
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Offline pT selections per category [GeV]
Boolean 0-jet 1-jet 2-jet HH

OfflTau32 pτ1
T > 50 pτ1

T > 50 pτ1
T > 50 pτ1

T > 40
pτ2

T > 40 pτ2
T > 40 pτ2

T > 40 pτ2
T > 40

pjet1
T > 30 pjet1

T > 30 pjet1
T > 20

pjet2
T > 30 pjet2

T > 20

OfflTauXY pτ1
T > X + 18 pτ1

T > X + 18 pτ1
T > X + 18

pτ2
T > Y + 8 pτ2

T > Y + 8 pτ2
T > Y + 8

pjet1
T > 30 pjet1

T > 30

pjet2
T > 30

OfflTauX pτ1
T > X + 18 pτ1

T > X + 18 pτ1
T > X + 18 pτ1

T > X + 10
pτ2

T > X + 8 pτ2
T > X + 8 pτ2

T > X + 8 pτ2
T > X + 10

pjet1
T > 30 pjet1

T > 30 pjet1
T > 20

pjet2
T > 30 pjet2

T > 20

OfflTauYJetZ pτ1
T > Y + 18 pτ1

T > Y + 18 pτ1
T > Y + 18 pτ1

T > Y + 10
pτ2

T > Y + 8 pτ2
T > Y + 8 pτ2

T > Y + 8 pτ2
T > Y + 10

pjet1
T > Z + 10 pjet1

T > 30 pjet1
T > 20

pjet2
T > 30 pjet2

T > 20

pjet
T > Z + 10 pjet

T > Z + 10

Table 3.4: Offline pT selections associated to the L1 selections of the
L1_DoubleIsoTau32er2p1, L1_IsoTauXXIsoTauYYer2p1, L1_DoubleIsoTauXXer2p1
and L1_DoubleIsoTauYYer2p1JetZZdR0p5 triggers, in that order (see text). The
selections are shown for the 0-jet, 1-jet and 2-jet categories of the H→ ττ analysis [3]
and for the bbττ category of the HH analysis [111].

3.4.2 Double-τh + single-jet triggers

In most of the H → τhτh candidate events used in the analyses, the di-τh pair is
accompanied with jets, either arising from the hard-scattering process or from initial- or
final-state QCD radiation. Thus, the acceptance to these analyses can be enlarged by
including the requirement of the presence of an additional jet to the double-τh trigger;
the thresholds on the τh candidates can be loosened this way. Other physics signals such
as the HH boson production in the bbττ final state can benefit from a di-τh+jet seed, as
two b-jets are expected in the final state. However, a careful treatment has to be given
to seeds requiring the simultaneous presence jets and τh. The object identification
is ambiguous at the µGT, as both are similar purely calorimetric objects: all the
genuine τh enter the L1 jet collection, while a fraction of jets generated from quarks
and gluons enter the L1 τh collection. To mitigate this effect, an overlap removal is
applied between the objects [88], meaning only the L1 jet candidates which are more
than ∆R = 0.5 apart from the L1 τh candidates are retained. The resulting seed is
denoted as L1_DoubleIsoTauYYer2p1JetZZdR0p5. It requires two τh with ET > Y
and one non-overlapping jet with ET > Z. The L1 pT distributions for these objects in
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Acceptance gain
(X, Y) Category VBF H→ ττ ggH H→ ττ tt̄H H→ ττ

(40, 30)
0-jet -8% -30% -2%
1-jet -7% -15% -2%
2-jet -6% -7% -2%

(42, 28)
0-jet -3% -32% +3%
1-jet -3% -11% +3%
2-jet -2% -2% +3%

(44, 27)
0-jet -4% -37% +3%
1-jet -3% -14% +3%
2-jet -2% -4% +3%

(46, 26)
0-jet -5% -43% +3%
1-jet -5% -17% +3%
2-jet -3% -6% +3%

(48, 24)
0-jet -2% -43% +7%
1-jet -1% -15% +7%
2-jet +1% -2% +7%

Table 3.5: Acceptance gain of the L1_IsoTauXXIsoTauYYer2p1 trigger with respect to
the L1_DoubleIsoTau32er2p1 trigger for different sets of (X, Y) thresholds. The gain
of the VBF, ggH and tt̄H processes is evaluated in the 0-jet, 1-jet and 2-jet categories
of the H→ ττ analysis [3].

different Higgs boson processes are shown in Fig. 3.29. In general, the leading L1 jet
has a harder spectrum than the leading L1 τh, hence a tighter threshold on the former
compared to the later (Z > Y) is expected to improve the acceptance to these signals.

The di-τh+jet seed studied here is not foreseen to replace the current double-τh
seed (L1_DoubleIsoTau32er2p1) but to serve as a complement to it. However, the
associated thresholds of the di-τh seed are tightened to be able to shift part of its
allocated bandwidth to the new di-τh+jet seed. The resulting double-τh seed is denoted
as L1_DoubleIsoTauXXer2p1; it encodes a threshold ET > X on both τh legs, with
X > 32 GeV. The rates corresponding to different values of X are shown in Fig. 3.31a,
measured in zero bias events in a run of 2018 with an average pileup of 50. Likewise,
the rates corresponding to different values of Y and Z in the di-τh+jet seed are shown
in Fig. 3.31b for the same run. Assuming a rate A allocated to the double-τh seed and
a rate B allocated to the di-τh+jet seed, their simultaneous deployment would yield
a total rate C = A + B − (A ∪ B), where (A ∪ B) is their shared rate. Figure 3.32
shows the different sets of (X, Y, Z) thresholds allowed for a total maximum rate of
C = 12 kHz, corresponding to the rate of the di-τh reference seed (X = 32 GeV) for
that run. For example, thresholds of Y = 26 GeV and Z = 58 GeV yield to a di-τh+jet
rate of ∼5 kHz. It would require a threshold of X = 35 GeV for the di-τh seed in order
to keep the total rate under 12 kHz, 3 GeV tighter than the current configuration.

The acceptance gain with the new triggers (L1_DoubleIsoTauYYer2p1JetZZdR0p5
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events recorded in 2018.
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Figure 3.32: L1 threshold sets (X, Y, Z) of the L1_DoubleIsoTauXXer2p1 and
L1_DoubleIsoTauYYer2p1JetZZdR0p5 seeds for a fixed shared rate of 12 kHz. The
thresholds are obtained from zero bias events recorded in 2018.

|| L1_DoubleIsoTauXXer2p1) with respect to the reference double-τh seed alone
(L1_DoubleIsoTau32er2p1) was evaluated for Higgs boson signals in the single and
double production modes. In the case of the single Higgs boson processes (VBF, ggH,
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tt̄H), the acceptance is computed separately for the three categories of the H → ττ

analysis [3], requiring 0, 1 or 2 jets. In the 0-jet channel, the di-τh+jet seed is not
considered, as no jet is expected. Since the X threshold on the di-τh seed is tighter
than 32 GeV by definition, the usage of this seed leads to an acceptance loss in this
category; it has to be quantified nonetheless to make an educated choice of thresholds.
In this category, the acceptance gain is

gXYZ
0j =

N [ L1TauX & OfflTauX0j ]

N [ L1Tau32 & OfflTau320j ]
. (3.7)

In the 1-jet and 2-jet categories, the di-τh+jet seed is included together with the
double-τh seed, and the acceptance gain is

gXYZ
1j,2j =

N [ (L1TauX & OfflTauX1j,2j) || (L1TauYJetZ & OfflTauYJetZ1j,2j) ]

N [ L1DiTau32 & OfflTau321j,2j ]
. (3.8)

Upon evaluation of the acceptance in the gluon fusion double Higgs boson production,
the offline selections associated to the bbττ category are inspired from the
corresponding analysis of 2016 data [111]. The acceptance gain in this case is defined
as

gXYZ
HH =

N [ (L1TauX & OfflTauXHH) || (L1TauYJetZ & OfflTauYJetZHH) ]

N [ L1DiTau32 & OfflTau32HH ]
. (3.9)

The L1DiTau32, L1TauX and L1TauYJetZ booleans in Eqs. 3.7-3.9 are set to true
when the event fires the L1_DoubleIsoTau32er2p1, L1_DoubleIsoTauXXer2p1 and
L1_DoubleIsoTauYYer2p1JetZZdR0p5 triggers, respectively. Similarly, the booleans
OfflTau32, OfflTauX and OfflTauYJetZ fire when the event passes the respective
offline selections. The acceptance gain is thus computed as the ratio between the
number of events that pass either of the new triggers and their hypothetical offline
selections over the number of events that pass the current trigger and its current
associated offline selection. Similarly to the asymmetric double-τh seed studies, the
offline selections associated to the new triggers are set in accordance with the L1
thresholds following the rationale of the H → ττ [3] analysis. The dependence of the
offline τh cuts on the L1 τh cuts remain the same; the corresponding offline jet pT

selections are incorporated, set at values 10 GeV higher than the L1 thresholds. The
evaluation of the acceptance gain in HH → bbττ events uses the offline selections
from the corresponding 2016 analysis [111]. The offline leading τh, subleading τh and
leading jet must pass thresholds which are 10 GeV higher than the L1 selection, as
shown in Table 3.4.

The acceptance gain for the VBF, ggH and tt̄H signals with H→ ττ in the 0-, 1- and
2-jet categories is shown in Fig. 3.33. The gain is presented as a function of the X and
Y thresholds: the corresponding Z threshold can be inferred from Fig. 3.32. In the 0-jet
category, the biggest acceptance loss is found for the ggH process, as expected from the
softer pT spectra of the τh. In the 1- and 2-jet categories, an adequate simultaneous
gain is found for the three signals with thresholds around X ∼ 36 GeV and Y ∼ 25 GeV
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Figure 3.33: Acceptance gain of the L1_DoubleIsoTauXXer2p1 and
L1_DoubleIsoTauYYer2p1JetZZdR0p5 triggers with respect to the
L1_DoubleIsoTau32er2p1 trigger evaluated in VBF (left column), ggH (middle
column) and tt̄H (right column) H → ττ events in the 0-jet (top row), 1-jet (middle
row) and 2-jet (bottom row) categories of the H → ττ analysis [3]. The acceptance is
shown as a function of the X and Y thresholds; the corresponding Z threshold can be
inferred from Fig. 3.32.

applied on the τh legs of the double-τh and di-τh+jet triggers, respectively. The most
optimal set of thresholds for the three processes across all categories are (34, 26,
64), (32, 24, 134) and (35, 20, 110) for VBF, ggH and tt̄H production, respectively.
Similarly, the acceptance gain of the HH→ bbττ signal in its dedicated category can
be found in Fig. 3.34. The most optimal threshold set is found to be (45, 25, 64) in
this case. The acceptance gains to the different physics signals in the most optimal
configurations for each of them are shown in Table 3.6.
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Figure 3.34: Acceptance gain of the L1_DoubleIsoTauXXer2p1 and
L1_DoubleIsoTauYYer2p1JetZZdR0p5 triggers with respect to the
L1_DoubleIsoTau32er2p1 trigger evaluated in gluon fusion HH events in the
bbττ final state in its dedicated analysis category [111]. The acceptance is shown as
a function of the X and Y thresholds; the corresponding Z threshold can be inferred
from Fig. 3.32.

The largest global acceptance gain with respect to the current double-τh trigger
considering all physics signals is provided by the threshold set (34, 26, 64), namely
the combination of the modified double-τh seed L1_DoubleIsoTau34er2p1 and
new di-τ+jet seed L1_DoubleIsoTau26er2p1Jet64dR0p5 seeds. The new trigger
configuration translates into a tighter threshold on the current double-τh seed by
2 GeV to reallocate some of its bandwidth to the new double-τh+jet seed. The
latter presents a relaxed threshold on the τh legs down to 26 GeV, along with a
reasonable jet threshold of 64 GeV. The new seeds would significantly enhance the
acceptance to the VBF and tt̄H processes, with gains of ∼35% in the H → τ+τ−

categories requiring at least one jet, while sacrificing only ∼12% acceptance in the
0-jet category. The acceptance gain to the ggH and HH processes amounts to ∼10%
in categories with at least one jet; however, it represents a ∼25% loss for the ggH
process in the 0-jet category. Being the 1-jet and 2-jet categories the most sensitive
of the H → τ+τ− analysis [3], the implementation of these triggers can result in a
significant improvement in the measurement of the Higgs boson coupling to the τ
lepton during Run 3, leading to stringent constraints on the CP structure of this
sector. It would also enhance the double Higgs boson selection in the bbττ final state,
one of the most sensitive, certainly favouring the upper limit of ∼7 times the SM
cross section expected for Run 3. The potential deployment of the new di-τh+jet seed
is being coordinated with the HLT as this manuscript is being written.
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Acceptance gain
(XX, YY, ZZ) Category VBF H→ ττ ggH H→ ττ tt̄H H→ ττ HH→ bbττ

Best set VBF
(34, 26, 64)

0-jet -15% -25% -10%
1-jet +32% +7% +38%
2-jet +33% +17% +38%
HH +15%

Best set ggH
(32, 24, 134)

0-jet 0% 0% 0%
1-jet +15% +8% +24%
2-jet +16% +11% +24%
HH +7%

Best set tt̄H
(35, 20, 110)

0-jet -22% -35% -15%
1-jet +24% -4% +49%
2-jet +26% +11% +49%
HH +19%

Table 3.6: Acceptance gain of the L1_DoubleIsoTauXXer2p1 and
L1_DoubleIsoTauYYer2p1JetZZdR0p5 triggers with respect to the
L1_DoubleIsoTau32er2p1 trigger. The gain of the VBF, ggH and tt̄H processes is
evaluated in the 0-jet, 1-jet and 2-jet categories of the H → ττ analysis [3]. The
acceptance to the HH signal in the bbττ final state is evaluated in its dedicated
analysis category [111].

3.5 Conclusions and outlook

The instantaneous luminosity delivered by the LHC doubled the nominal value
during 2017 and 2018 operations. Record pileup levels of up to 70 were reached at
times and changing filling schemes were significantly affecting the detector operations.
In this context, making a fast selection of the genuine τh deposits with high efficiency
while relying solely on the calorimeter inputs is not an easy task: an overwhelming
QCD-induced jet background has to be rejected and the calorimetric activity associated
to pileup and detector noise in the forward region has to be disentangled. The work
developed in this thesis was crucial to tackle these challenges and monitor the correct
functioning of the trigger during data-taking. The necessary changes introduced in
the algorithm resulted in an increased reliability and physics reach of the trigger. The
L1 double-τh thresholds were maintained at their nominal 32-34 GeV range regardless
of the extreme conditions, and energy resolutions below 27% were achieved across all
detector regions and energy ranges. The excellent resolution granted sharp selection
efficiencies that reached 90% for an offline pT selection as low as ∼55 GeV, well adapted
to the H→ ττ searches at CMS. Stable selection efficiencies of ∼90% were ensured for
pileup levels as high as 60 with the optimizations introduced in the isolation scheme.
The excellent L1 τh trigger performance granted an unprecedented τh dataset to enrich
the Higgs boson analysis during Run 2 and, in particular, the tH and tt̄H productions
studied in this manuscript.

In view of future data-taking operations, I developed two new trigger seeds to
enhance the selectivity of the H→ τ+τ− process in both the single and double Higgs



3.5 Conclusions and outlook 129

boson production modes. In particular, the inclusion of a di-τh+jet trigger with a
threshold of 26 GeV on the τh legs and a threshold of 64 GeV on the jet leg was found
to enhance significantly the selectivity of these processes. An acceptance gain with
respect to the current di-τh seed alone of up to ∼33% and ∼38% was found for the
VBF and tt̄H signals, respectively, while the HH→ bbττ would benefit from a ∼10%
gain. The enhanced statistics would help constrain further the coupling of the Higgs
boson to the τ leptons as well as the Higgs boson self-coupling. It will likewise improve
the sensitivity to the tH and tt̄H processes during Run 3, with the goal of studying
the CP structure of the top Yukawa sector and possibly ruling out BSM scenarios
contemplating modified top-Higgs couplings.

In order to maintain the excellent performance in Run 3, several areas of
improvement have been identified for the algorithm. The L1 τh calibration factors
will clearly be revisited in the new experimental conditions, possibly envisioning
data-driven methods for their derivation. Likewise, the necessary re-exploration of
the different isolation options is underway to adapt the algorithm to the expected
higher pileup levels. Tighter isolation schemes will be studied for the merged L1 τh
candidates, which present a higher isolation energy; it would result in an overall rate
reduction while affecting a small fraction of the signal candidates. The change could
be complemented with the use of alternative functions (non-linear) in the relaxation
of the isolation as an additional handle to improve the signal efficiency. However,
the biggest efforts are devoted to improving the suboptimal selection efficiency of the
3-prongs candidates, depicted in Fig. 3.35. To do so, the τh decay modes could be
identified at L1 with quantities such as the merging flag, the shape of the cluster,
the isolation energy, the ratio of HCAL-to-ECAL energies or the energy spread.
By adding these observables to the calibration and isolation inputs, the selection
efficiency of the multi-prong decays could be enhanced.

Additional L1 τh seeds are being studied to enlarge the acceptance to physics
phenomena that suffer from lower signal efficiencies, such as HH → bbττ or W →
π+π+π−. For what concerns the former, besides the di-τh+jet seed presented herein,
semileptonic decay modes of the ττ pair could be captured with seeds requiring one τh
plus one e/γ or muon, together with one or two jets expected from the b-quarks. For
what concerns the latter, charged pions can be triggered and reconstructed as 1-prong
τh, but the acceptance to the W → π+π+π− decay is limited with the current L1 τh
trigger, as the pions are typically very soft. Seeds requiring two isolated τh with an
upper cut on their invariant mass can encode looser thresholds on the τh (∼28 GeV).
The selection efficiency of this signal can be improved by developing a modified
version of the standard L1 τh reconstruction, specifically targeted at the 1-prong decay,
identified making use of the discriminating observables previously mentioned.

The L1 trigger foresees the ultimate upgrade for the HL-LHC era [112], where an
instantaneous luminosity of 5× 1034 cm−2s−1 is envisioned. After 10 years of operation,
it will result in an unparalleled dataset of 3000 fb−1, opening the door to a rich physics
program including high precision measurements and BSM searches. Intense pileup
environments of 140 are foreseen; to achieve the physics goals, the latency of the
trigger system is extended from 3.8 µs to 12.5 µs and the maximum bandwidth is
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Figure 3.35: Single-τh efficiency as a function of the offline τh pT for different decay
modes. The efficiency is evaluated for isolated candidates for a L1 threshold of 30 GeV
in simulated VBF H → τ+τ− events with 2018 detector conditions. A suboptimal
selection efficiency of the 3-prongs decay is observed.

enlarged from 100 kHz to 750 kHz. The new L1 trigger will incorporate tracking
and high-granularity calorimetry for the first time, exploited by modern processors
carrying machine-learning and Particle Flow algorithms to select very specific final
states. Several L1 τh algorithms are being studied for the upgrade [112]; the underlying
strategies vary from calorimeter-based to full Particle Flow reconstruction. As part
of this thesis work, I developed a L1 τh algorithm restricted to the endcap, where the
aged calorimeters will be replaced by the High-Granularity Calorimeter (HGCAL) [77].
The algorithm is built on calorimeter inputs and does not make use of tracking
information; however, the transverse and longitudinal segmentation of HGCAL is
enough to reconstruct efficiently the τh candidate, reject the pileup and even identify
the individual decay modes. The development and performance of this innovative
algorithm is explained in Chapter 4.



4 | Development of a Level-1 τh
trigger for the HGCAL detector
in the HL-LHC

The HL-LHC constitutes the Phase 2 of the LHC operation, following the ongoing
Phase 1, and is scheduled to start in 2027. In its nominal configuration, it will run
at a centre-of-mass energy of 14 TeV and it will reach an instantaneous luminosity
of 5 × 1034 cm−2s−1, corresponding to an average pileup of 140. After 10 years of
operations, it is expected to deliver an integrated luminosity of 3000 fb−1. The machine
will be possibly pushed up to an instantaneous luminosity of 7.5 × 1034 cm−2s−1 in its
ultimate configuration, resulting in pileup values as high as 200 and a total integrated
luminosity of 4000 fb−1. The unprecedented dataset will be fully exploited with an
ambitious physics programme including high-precision measurements and searches for
BSM physics. A significantly improved characterization of the Higgs boson sector is
foreseen; it contemplates a per-cent level precision on the couplings to fundamental
fields, the observation of rare decays (H→ µµ, H→ Zγ) and production modes (HH),
and the search for forbidden decays (H → eγ). For the tt̄H production, projections
estimate a ∼10% precision on the measurement of the cross section in the multilepton
final state [113]. The inclusive study will be complemented with differential cross
section measurements as a function of the Higgs boson pT in the search of anomalous
Higgs boson trilinear couplings [114]. Upon combinations of the tH process in several
final states, it is foreseen that negative values of κt will be ruled out with a significance
over 5σ [115]. Details on the physics reach of the tt̄H and tH production modes during
the Phase 2 are given in Section 6.6.

Integrating ten times more luminosity than the LHC, the Phase 2 era will pose
significant challenges in terms of radiation tolerance and in-time event pileup on the
detectors. Major consolidations and upgrades of the detector are planned for LS3
to maintain the high physics selectivity, incorporating higher granularity detectors
along with robust readout electronics. The strip and pixel tracking detectors will be
replaced [116] alongside the readout electronics for the barrel calorimeter [117] and the
muon system [118]. Additional RPC and GEM detectors will be installed in the forward
region of the muon chambers to extend the coverage and provide overall redundancy
of the muon spectrometer [118]. A precision timing detector will be placed in front of
the barrel and endcap calorimeters [119] towards an enhanced discrimination of the
interaction vertices. The calorimetry in the forward region, already degraded with the

131
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current operations, will be significantly improved with the installation of the HGCAL
[77]. It will be mounted with radiation-hard components based on silicon sensors
and scintillator technology; they will grant unprecedented transverse and longitudinal
segmentation that will facilitate innovative calorimetry à la Particle Flow. With a
coverage up to |η| = 3, the HGCAL enhances the acceptance to very forward processes;
examples of the physics goals in the forward region are the double parton scattering for
the study of transverse and longitudinal parton correlations, and the τ± → µ±µ∓µ±

decay in the search for charged lepton-flavour violation. An overview of the HGCAL
design is given in Section 4.1.

Along with the subdetector upgrades, a complete replacement of the CMS trigger
and data acquisition system is planned. In particular, the upgrade of the L1 system
[112], explained in Section 4.3, is designed not only to maintain the signal efficiencies
pursued during Phase 1, but also to enhance the selection of new physics. The
algorithms at L1 will resemble the offline reconstruction methods; they will profit from
increased detector granularity, the inclusion of tracking information for the first time
at L1 and modern FPGAs to run Particle Flow reconstruction and machine-learning
identification techniques. A flexible and modular architecture is envisioned to adapt
to the evolving HL-LHC running conditions and the physics needs. On this basis,
the reconstruction of hadronically decaying τh leptons is explored with a variety of
algorithms using different detector inputs. As part of this thesis work, I designed
the first L1 τh trigger algorithm based on the highly granular trigger primitives from
the HGCAL, described in Section 4.2. The fine segmentation of the forward detector
is exploited with novel machine-learning τh reconstruction methods; it provides an
energy resolution and selection efficiencies comparable to the ones achieved during
Run 2 at pileup levels as high as 200. The algorithm and performance is presented in
Section 4.4. The work presented in this chapter was included in the Technical Design
Report of the Phase 2 Upgrade of the CMS Level-1 Trigger [112].

4.1 The HGCAL design

The CMS endcap calorimeters will be replaced by the end of Phase 1, as both
the ECAL and the HCAL in the forward region will have suffered from irreparable
radiation damage after integrating 500 fb−1. The major challenge is to preserve, and
possibly improve, the high sensitivity in the busy forward region. The new devices
must withstand unprecedented radiation levels and be granular enough to disentangle
the pileup-induced particles from the particles originating from the hard scatter. For
this purpose, the HGCAL [77] will become the new Calorimeter Endcap (CE), with a
coverage of 1.5 < |η| < 3.0. The upgraded design was first presented in the Phase 2
Technical Proposal in 2015 [120]; further developments and optimizations performed
since are included in the HGCAL Technical Design Report published in 2018 [77].

A sketch of the HGCAL geometry is shown in Fig. 4.1. The HGCAL is a sampling
calorimeter using silicon and scintillators as active material, capable of withstanding
very high luminosities. These are mounted in a common detector system, subdivided
into the electromagnetic (CE-E) and hadronic (CE-H) components. Silicon is the main
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Figure 4.1: Schematical view of the longitudinal cross section of the HGCAL detector.
The electromagnetic compartment (CE-E) has 28 layers of silicon active material (in
green) alternated with CuW, Cu and Pb absorbers (in grey). It is followed by the
hadronic compartment (CE-H), with 22 layers of silicon or scintillator (in blue) active
material alternated with steel absorber (in grey) [77].

active material; it will be used in the CE-E and the most forward part of the CE-H,
where the radiation is expected to be higher (up to 1016 neutrons/cm2 or 2 MGy
radiation dose1). It is transversely segmented into hexagon cells of 0.5 or 1.0 cm2

surface, with an active thickness of 120 to 300 µm depending on the detector region.
Highly-segmented plastic scintillators are used in the lower occupancy sector of the
CE-H, coupled to silicon photomultipliers (SiPM) for readout, with varying sizes of 4
to 30 cm2 depending on the η position.

The longitudinal sampling of the 52 layers of the detector follows the physics
principles of shower development. In the CE-E, a total of 28 layers of silicon are
alternated with layers of CuW, Cu and Pb absorbers, covering a radiation length of
28X0 and a nuclear interaction length of 1.3λi. The CE-H is composed of 24 layers
of active material, out of which 14 present both silicon and scintillator technology.
They are alternated with steel absorbers, totalling a nuclear interaction length 8.5λi.
Areas of 600 m2 and 500 m2 are covered by the silicon sensors and scintillator tiles,
respectively, totalling 6 000 000 and 400 000 readout channels, respectively. The full
system is cooled down to -30 ◦C to mitigate the radiation damage.

The designed described above is tagged as version 9 (v9) and corresponds to the
one included in the HGCAL TDR [77]. Certain elements have changed since then: the
main differences are a slightly lower number of layers in the CE-H (22 instead of 24)

1A Gray is a unit of ionizing dose defined as the absorption of 1 joule of radiation energy per kg
of matter.
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and a simplified envelope of the detector close to the beam axis. The results presented
in this chapter are derived with the latest version of the HGCAL geometry, tagged as
version 10 (v10).

The achieved lateral granularity and the confinement ensured by the dense
absorbers result in individual shower discrimination, while the fine longitudinal
segmentation improves the pileup rejection, the particle identification and the energy
resolution. The high-precision timing capabilities of the silicon sensors are used as
an extra dimension in the event reconstruction, granting a full 5-dimensional view
(3D-position, energy, time) of the calorimeter objects. The detector provides with
around 990 000 channels exploited for trigger purposes; it constitutes more than a
factor 500 compared to Phase 1. The raw data are processed in the HGCAL readout
electronics to build highly-granular trigger primitives, as explained in the next
section. These trigger primitives are sent to the central Level-1 trigger, described in
Section 4.3, where the L1 τh algorithm I developed would potentially be implemented.

4.2 The HGCAL trigger primitive generator

The raw input data stream from the HGCAL correspond to ∼300 TB/s, while the
allocated Level-1 rate for the upgraded system is 750 kHz. A significant data reduction
is required in the generation of the trigger primitives; it is done within a maximum
latency of 5µs. To maintain the fine segmentation of the data readout while meeting
the bandwidth limitation, only half (alternate) electromagnetic layers of the HGCAL
present a trigger readout. The creation of the trigger primitives is conducted in two
stages in the Trigger Primitive Generator (TPG), sketched in Fig. 4.2. The first stage
is implemented in the on-detector electronics, or front-end (FE), where the raw data
are transformed into trigger cells which undergo energy summation, compression and
selection. The process runs in two custom ASICs: the HGCROC (High-Granularity
Calorimeter ReadOut Chip) and the ECON-T (Endcap CONcentrator TPG). The
outgoing data are sent to the off-detector electronics, or back-end (BE), located in the
service cavern, where the second processing operation takes place. The trigger cells are
seeded and clustered in the longitudinal and transverse directions to form the so-called
3D-clusters, that are passed to the central L1 trigger system. The operation runs on
general-purpose Serenity ATCA platforms [121], a generic motherboard common to
other subsystems.

The front-end electronics receive the raw data from the silicon sensors and the
SiPMs and digitize it. In the case of the silicon sensors, the collected charges are
summed into trigger cells (TC) by grouping 3× 3 of the 0.5 cm2 silicon cells or 2× 2

of the 1.0 cm2 silicon cells, covering an area of ∼4 cm2 in both cases. Modules are
formed by grouping 48 TCs together; the ones mounted with the smaller (larger)
silicon cells are denoted as high (low) density modules, or HDM (LDM), sketched in
Fig. 4.3. In the case of the scintillator, the TCs are formed by grouping tiles covering
an azimuthal angle of 2.5◦, corresponding to dimensions from 4 to 10 cm, and a similar
radial extension. The charge deposited in the TCs is compressed to 7 bits; no timing
information is kept, as the precise timing data would require an excessively large
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high pseudorapidity this tower area becomes comparable with single trigger cells, so coarser
towers are foreseen, in particular outside the tracker acceptance. Given that the geometry of
the module sums does not match the geometry of the towers, module sum energies may be
split according to their overlap with the tower areas.

The different HGCAL-TPG processing steps described above, and their relationships, are sum-
marized in Fig. 2.15. The steps performed in the frontend electronics and in the backend elec-
tronics are both depicted.

Sensor cells Trigger cells

Unselected
Trigger cells

Selected
Trigger cells

Module sums

Seed positions

Unclustered
Trigger cells

3D clusters

Towers

Energy sums 
and 
compression

Trigger cell 
selection

Energy sums 
over modules

Seeding

Clustering

Tower sums

Frontend Backend

Figure 2.15: Processing steps of the HGCAL-TPG in the frontend and in the backend electronics.
The primitives produced are a variable number of 3D clusters and a fixed number of projective
towers. 3D clusters are built from trigger cells passing a selection in the frontend, while towers
are summing, in a coarser manner, all the remaining energies that have not been aggregated
into clusters.

2.3.3 Implementation, latency and data volumes

The main task of the Stage-1 is to prepare the trigger cell data in a suitable format for the seed-
ing and clustering in the Stage-2. It synchronizes the asynchronous input data, calibrates the
trigger cell energies and sorts them in the radial direction, suitable to fill the seeding histogram
bins in order. It also starts to create tower sums from the available module sums. The main
latency drivers are the synchronization of the inputs and the sorting of the output trigger cells.

The Stage-2 first distributes trigger cells to f-columns and sums their transverse energies in the
seeding histogram bins. A first 1D smoothing kernel is applied in the f direction, followed by
a second one in the radial direction. Local maxima in a 3 ⇥ 3 bins window are then identified
as seeds. The radial ordering of the input data is important to be able to pipeline efficiently the
different algorithm blocks and start to process trigger cells as they arrive. Input trigger cells are
kept until the seeds are formed and the different cluster properties (position, energies, shapes)
are computed from the trigger cells associated to the clusters. The Stage-2 also finalizes the
towers by adding the partial sums computed in the Stage-1, as well as the remaining trigger
cells not associated to clusters.

Only parts of the Stage-1 and Stage-2 processing blocks have been implemented and the ex-
act latency of the system is not known at the moment, but the total HGCAL-TPG latency is
foreseen to be within 5 µs. This estimate includes about 1 µs in the frontend ASICs (mainly

Figure 4.2: Steps of the HGCAL trigger primitive generator in the front-end and
back-end electronics. The energy deposits in the silicon sensors and the scintillator tiles
are grouped to form trigger cells (TCs), used as input to the seeding and clustering
algorithms that build the 3D-clusters sent to the central L1 trigger system. The
unselected or unclustered TC energies are collected in tower sums to ensure no energy
is lost [77].

bandwidth. Only TCs above a certain energy threshold are selected to be sent out
of the detector: a value of 1 to 2 MIP/sin θ (or 2 MIPT)2 is set for this threshold,
depending on the trigger occupancy. The energy loss resulting from the selection is
collected by summing the unselected channels in each module to form the module sums.
This baseline selection scheme is the so-called Threshold algorithm; it is the one used
in the development of the L1 τh algorithm for HGCAL presented here. Other data
reduction strategies could be used instead, for instance selecting a fixed number of
the highest energetic cells or reading out large areas of TCs with reduced granularity.
Details on the front-end algorithms under study are given in Section 4.4.2, along with
their impact on the the L1 τh trigger performance.

The core of the TPG runs in the FPGAs of the back-end electronics, which receive
the TCs and module sums and creates the trigger primitives. The process is done in
two stages, illustrated in Fig. 4.4. In Stage-1, each FPGA receives the TCs from a
section corresponding to 1.4% of the detector, and implements repacking and energy
calibration. The data are sent to the Stage-2 in a time-multiplexing fashion: each
FPGA of the second stage processes one out of 18 bunch crossings and covers a section
of the detector corresponding to 1/3 of one endcap, or 120◦. This architecture allows
the TCs to be processed over large regions covering the full depth of the detector. The
TCs are clustered dynamically in both the transverse and longitudinal directions to
form the 3D-clusters in two steps:

1. Seeding: the seeds are identified as the local maxima above a threshold of
∼10 MIPT, obtained from binned 2D-histograms of the cell energies projected

2MIP stands for Minimum Ionizing Particle, and expresses the energy deposition corresponding
to the minimum energy loss rate of the particle through the material.
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Trigger cells

Trigger cells are sums of sensor cells

○3×3 for small cells and 2×2 for large cells

○48 trigger cells / module

○Same area everywhere (≈ 5 cm2)

Compressed energy on 7 bits

○Floating point compression (exponent: 4 bits, mantissa: 3 bits)
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– Energy threshold applied (2 mipT)

○Other selection strategy
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Figure 4.3: Sketch of the trigger cell (TC) arrangement in the silicon modules of the
HGCAL detector. Different TCs are indicated with different colours. They are formed
by grouping 3×3 hexagonal silicon cells of size 0.5 cm2 (left) or 2×2 hexagonal silicon
cells of size 1.0 cm2 (right). This results in and low density modules (LDM, right),
each containing 48 TCs, with a total length of ∼20 cm.
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duplicated and sent to two Stage-2 boards. This architecture, illustrated in Fig. 2.13, allows
trigger cells to be processed over large regions covering the full depth of the detector, enabling
the implementation of 3D clustering algorithms.
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Figure 2.13: HGCAL-TPG system for one endcap, composed of two processing stages, the other
endcap being covered by an exact copy. The Stage-1 receives trigger data from on-detector elec-
tronics and is connected to the Stage-2 in a time multiplexing fashion. The Stage-2 is connected
to the Central L1T.

2.3.2 Reconstruction algorithms

The Stage-2 implements a clustering algorithm divided in two steps: the seeding of the clusters
and the actual clustering around the identified seeds. For each of these two steps, position
quantities divided by the layer depth z are used such that a particle coming from the center of
the detector and following a straight line has the same coordinates in all the detector layers.

• Seeding: trigger cell energies are projected and summed into histogram bins in the
r/z � f plane, where r is the radial distance from the beam axis. A smoothing is
applied to the raw histogram in order to reduce fluctuations and seeds are defined
as local maxima above a threshold of about Eseed = 10 MIP/sin q. The positions of
the seeds are defined as the energy-weighted barycenters of the positions of all the
trigger cells in the bin containing the seed. The seeding parameters are chosen to
avoid the reconstruction of multiple seeds for single showers, though this can still
happen, in particular at high pseudorapidity and for hadronic showers. Neverthe-
less, nearby clusters are merged together downstream when building trigger objects
from HGCAL trigger primitives, which limits the impact of energy splitting on the
trigger objects performance.

• Clustering: trigger cells are attached to seeds within a distance in the x/z � y/z
plane varying between 0.015 in the first layers to 0.050 in the last layers. If a trigger
cell can be attached to more than one seed, the closest candidate is chosen. The
choice of the cluster size is a compromise between shower containment and energy

Figure 4.4: Sketch of the HGCAL trigger primitive system. The Stage-1 receives
the trigger data from the on-detector electronics and sends it to Stage-2 in a
time-multiplexed fashion. The latter is connected to the central Level-1 trigger system
[77].

into the (r/z, φ) plane. The seeding parameters are chosen to minimize the
reconstruction of multiple seeds for single showers.

2. Clustering: Adjacent TCs are attached to the seed if they are found within
a distance in the (x/z, y/z) plane from 0.015 in the first layers to 0.050 in the
last layers. In the presence of more than one seed, the TC is associated to the
nearest one. The choice of the cluster size is optimized to maximize the shower
containment and minimize the softer pileup contributions.

The positions assigned to the 3D-clusters correspond to the energy-weighted
barycenters of the positions of the TC constituents. The highly-granular HGCAL
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information is used to derive additional properties of the 3D-cluster related to the
compactness and substructure of the shower. Examples of these observables are the
shower length, its transverse extension, the energy density in different detector layers,
the TC multiplicity or the ratio of hadronic-to-electromagnetic deposits. Hence,
the 3D-clusters generated this way carry significantly finer information about the
calorimetric energy deposits compared to the trigger towers used during Phase 1.
Besides presenting higher granularity, these trigger primitives encode information on
the longitudinal spread and the distribution of the energy deposit within the shower.
The inclusion of these advanced features is pivotal in the energy calibration of the
L1 τh candidates, the removal of pileup and the identification of the individual decay
modes at the extreme pileup levels expected in the HL-LHC era.

Alongside the 3D-cluster reconstruction, a projective tower map of the unclustered
energy is built to ensure that no energy is lost. These objects are useful to perform
global quantities such as energy sums at L1, but they are not used in the L1 τh
algorithm. The HGCAL trigger primitives (3D-clusters and tower maps) are passed to
the central L1 trigger system, presented in the next section, where the reconstruction
of the τh and other physics objects is conducted making use of the trigger primitives
received from all subdetectors.

4.3 The Level-1 Phase 2 trigger

The goal of the L1 Phase 2 trigger of CMS is to exploit the new features provided
by the upgraded subdetectors to attain the optimum physics selectivity in the extreme
running conditions of the HL-LHC era. Besides the information from the calorimeters
and the muon system, already used by the current Phase 1 trigger, the Phase 2
trigger incorporates the data from the new tracker and improved granularity of the
calorimeter data. To provide sufficient time for the hardware track reconstruction
and the matching of tracks to muons and calorimeter clusters, the latency of the L1
trigger is increased to from 3.8 µs to 12.5 µs for Phase 2 operation. The total output
bandwidth of the upgraded trigger is likewise enlarged from 100 kHz to 750 kHz, so that
thresholds comparable to Phase 1 can be retained in the expected pileup conditions.
The upgraded system will be able to handle an input data as high as 63 Tb/s, compared
to the ∼2 Tb/s taken by the current trigger. Details on the upgraded architecture are
given in the following; an overview of the proposed L1 τh trigger algorithms to date is
found in Section 4.3.2.

4.3.1 Architecture

Figure 4.5 shows a sketch of the architecture of the Phase 2 L1 trigger. The system
presents four independent data processing paths; they feature tracking, calorimetry,
muon reconstruction and Particle Flow identification and selection techniques. The last
of these modules is a key feature of the upgraded trigger: for the first time, higher-level
object reconstruction and identification algorithms run in a new correlator layer which
combines the information of several subdetectors. The objects built by the four paths
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Figure 1.3: Functional diagram of the CMS L1 Phase-2 upgraded trigger design. The Phase-2 L1
trigger receives inputs from the calorimeters, the muon spectrometers and the track finder. The
calorimeter trigger inputs include inputs from the barrel calorimeter (BC), the high-granularity
calorimeter (HGCAL) and the hadron forward calorimeter (HF). It is composed of a barrel
calorimeter trigger (BCT) and a global calorimeter trigger (GCT). The muon trigger receives in-
put from various detectors, including drift tubes (DT), resistive plate chambers (RPC), cathode
strip chambers (CSC), and gas electron multipliers (GEM). It is composed of a barrel layer-1
processor and muon track finders processing data from three separate pseudorapidity regions
and referred to as BMTF, OMTF and EMTF for barrel, overlap and endcap, respectively. The
muon track finders transmit their muon candidates to the global muon trigger (GMT), where
combination with tracking information is possible. The track finder (TF) provides tracks to
various parts of the design including the global track trigger (GTT). The correlator trigger (CT)
in the center (yellow area) is composed of two layers dedicated to particle-flow reconstruction.
All objects are sent to the global trigger (GT) issuing the final L1 trigger decision. External
triggers feeding into the GT are also shown (more in Section 2.6) including potential upscope
(mentioned as ”others”) such as inputs from the MTD. The dashed lines represent links that
could be potentially exploited (more details are provided in the text). The components under
development within the Phase-2 L1 trigger project are grouped in the same area (blue area).
The various levels of processing are indicated on the right: trigger primitives (TP), local and
global trigger reconstruction, particle-flow trigger reconstruction (PF) and global decision.

processors as part of the detector backend. The reconstructed track parameters and track re-
construction quality flags are provided to the trigger system to achieve precise vertex recon-
struction and matching with calorimeter and muon objects. This key feature maximizes the
trigger efficiency while keeping the trigger rate within the allowed budget. A global track trig-
ger (GTT) will be included, to reconstruct the primary vertices of the event along with tracker-
only based objects, such as jets and missing transverse momentum. The GTT can also be used

Figure 4.5: Sketch of the Phase 2 upgraded Level-1 trigger system. The Global
Calorimetry trigger (GCT) receives the trigger primitives from the barrel calorimeter
(BC), the hadron forward calorimeter (HF) and the HGCAL. The Global Muon Trigger
(GMT) receives the trigger primitives from the track finders (BMTF, OMTF, EMTF)
in the muon subdetectors. The Track Trigger (TT) receives the trigger primitives from
the track finder (TF). The Particle Flow trigger processes high-level trigger objects from
multiple subdetectors in the Correlator Trigger (CT). The Global Trigger (GT) collects
the outputs from the GCT, GMT, GTT and CT and computes a trigger decision [77].

are passed to the Global Trigger, that computes the final accept or reject decision
based on a global detector view.
• The calorimeter trigger takes as inputs the trigger primitives from the barrel

calorimeter (BC), the HGCAL and the hadron forward calorimeter (HF). An
enhanced granularity is achieved compared to the Phase 1 trigger as a result of
the fine segmentation provided by the HGCAL and the upgraded calorimeter
readout. The calorimeter trigger primitives are sent to the global calorimeter
trigger (GCT), where the L1 e/γ, L1 τh, L1 jets and L1 sums are built. The L1
τh algorithm described in this chapter will be potentially implemented in this
trigger module.
• The muon trigger receives inputs from various subdetectors, with an extended

coverage (|η| < 2.8) provided by the upgraded muon spectrometer. Similarly to
Phase 1, muon track finder algorithms reconstruct the tracks in three separate
pseudorapidity regions (BMTF, OMTF and EMTF). The outputs are sent to
the global muon trigger (GMT), where the combination with the tracker data is
possible.
• The track trigger takes as input the tracks from the outer tracker and

reconstructs them in the track finder (TF). A global track trigger (GTT) is
included to reconstruct the primary vertices of the event and to build the
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tracker-only based objects. The inclusion of this module for the first time at L1
results in an enhancement of the particle identification and a better handle of
the trigger rate.
• The correlator trigger (CT) occupies a central role in the design. It

reconstructs higher-level objects from the several subdetectors, following the
Particle Flow [89] offline reconstruction at CMS (see Section 2.4). The first layer
of the system produces the trigger candidates by matching calorimeter clusters
and tracks; the second layer applies additional identification criteria on top.
The CT also hosts a simplified version of the Pileup Per Particle Identification
(PUPPI) algorithm [122] at CMS; it relies on the usage of vertexing information
at the particle level to remove or downweight the softer pileup contributions
during reconstruction.
• The global trigger collects the outputs from the GCT, GMT, GTT and CT

and computes a trigger decision based on a menu of algorithms. Similarly to
Phase 1, it evaluates correlation variables among various types of objects to
design analysis-targeted seeds that maximize the physics extractions.

Each data processing path applies independent trigger selections targeted to specific
physics requirements. The complementarity between them results in an enhanced
physics acceptance, a controlable rate, a safe early commissioning and a robust system
during data-taking. The data transfer amongst modules is provided by high-speed
optical links (up to 28 Gb/s) that facilitate the aggregation of information from the
entire detector. A global detector view is pivotal for pileup removal and for the
precise evaluation of global quantities, such as the missing transverse energy and other
energy sums. Instead of making use of simpler subsytem variables as is done in the
current trigger, the upgraded system will more closely replicate the full offline object
reconstruction. A large variety of objects are reconstructed, ranging from standalone
objects with single detector information, possibly matched to L1 tracks, to full Particle
Flow objects. These sophisticated objects and the correlations amongst them are used
to define event selection strategies which were unthinkable with the Phase 1 trigger.
New signal triggers are designed to capture the rarer and more exotic phenomena
making use of object configurations that include soft and correlated muons, light
mesons and displaced muons and jets, amongst others [77].

4.3.2 Level-1 τh trigger algorithms

The benefit of developing a dedicated hadronically decaying τh reconstruction and
identification algorithm has been demonstrated during Run 2 of the LHC; its excellent
performance has been shown in Chapter 3. The physics case for the L1 τh trigger
in Phase 2 is centred around the Higgs boson sector, in particular the double Higgs
boson production (HH→ bbττ), foreseen to be observed during this operational phase.
The τh in the final state of the HH→ bbττ process present a softer energy spectrum
compared to the single Higgs boson H→ ττ decay. Hence, the former is most optimally
captured with lower trigger thresholds (∼ 20 GeV) compared to the ones appropriate
for the latter (∼ 60 GeV). Other non-Higgs boson processes are targeted by the trigger,
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such as the W→ τντ decay or the search for supersymmetric particles; these result in
boosted τh with energies larger than ∼100 GeV. The wide energy range of the processes
calls for a large variety of L1 τh algorithms, each making use of different detector inputs
and reconstruction techniques, possibly deployed simultaneously for maximal physics
selectivity. A summary of the algorithms and performance of the main L1 τh triggers
currently under study is given in the following.
• The tower algorithm uses calorimeter towers from the barrel, the HF and the

HGCAL following a similar approach to the Phase 1 τh trigger. The τh are built
from trigger towers found in a 3 × 5 window, corresponding to dimensions of
∆η ×∆φ = 0.261 × 0.435. The calibration is modified with respect to Phase 1
by considering the different τh decays, identified via the e/γ clusters contained
in the τh core. A window of 7 × 7 trigger towers around the object defines the
isolation region that is used to identify the τh and reject the jet background.
The cutoff on this value is defined to maintain a 99% efficiency at 100 GeV while
achieving a factor 2 rate reduction compared to the nonisolated case. The L1
candidate resulting from this algorithm is denoted as CaloTau in what follows.
• TheHGCAL algorithm, studied in this thesis, is based solely on the calorimeter

inputs from the HGCAL. It follows a novel approach with respect to Phase 1 and
takes maximal advantage of the highly-granular available trigger information
provided by the upgraded detector. The L1 τh candidate is seeded by a single
3D-cluster; a 3-step calibration procedure is applied on top to correct for
the pileup contributions, the response of the different decay modes and the
pT-dependent resolution. Machine learning techniques scrutinize the properties
of the τh showers to disambiguate the pileup-induced deposits and resolve the
individual decay modes; the latter is performed in view of a future isolation
scheme to reject the QCD-induced jet background. Details on the algorithm
and performance are given in Section 4.4.
• The track+calo algorithm is seeded by high-quality track objects corresponding

to the charged hadrons originating from τ lepton decays. Neighbouring tracks
are added to the seed if they are found within a cone around the signal and they
satisfy predefined kinematic criteria. An isolation annulus is constructed around
the cone to evaluate the vertex isolation; it results in two working points (loose
and tight) with increasing efficiency and decreased purity. The e/γ clusters
expected from the neutral pions (π0 → γγ) of the τ decay are matched to
the tracks if they are found within the signal cone and they satisfy certain
quality criteria. The L1 candidate constructed with this algorithm is denoted as
tkEGTau.
• Two implementations using Particle Flow algorithms are under study. The

first constitutes a novel L1 approach that uses a neural network (NN) to
identify the τh candidate. It takes as inputs the Particle Flow or PUPPI
trigger candidates and relies on event level quantities to improve the overall
efficiency, at the expense of a more complicated firmware implementation.
To reduce the rate of the lower-pT particles, a lower limit on the NN output
can be applied, resulting in two distinct working points (loose and tight)
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Figure 3.120: Single t trigger efficiency as a function of the generator-level t pT (left) and di-
t trigger efficiency as function of the sub-leading generator t pT (right) for the various algo-
rithms. The efficiencies are evaluated using di-Higgs boson simulated events, where one Higgs
boson decays to a pair of b quarks and the other to two t leptons. Events are required to con-
tain at least one or two generator t’s for the single and di-t efficiencies respectively. The t pT
thresholds for each algorithm are chosen such that the corresponding di-t seed yields a rate of
6.6 kHz for |h| < 2.1. For the di-t efficiency, both L1 t’s are required to have a pT larger than
the corresponding L1 threshold.

with stringent track quality requirements, while the second utilizes the full detector informa-
tion through particle-flow PUPPI candidates as input.

3.6.3.1 Tracker-based algorithm

The vector sum of the transverse momenta (Emiss
T ) of all particles produced in the primary

interaction is a key input for triggering on BSM signatures at L1. For the track-based algorithm
described in this section, one of the main challenges is to exclude tracks from incorrect hit
combinations, “fake tracks”, that have high transverse momentum. Although these tracks are
rare in pileup interactions after requiring tracks to originate from within a tight window around
the primary vertex z position, events containing these high-pT tracks would dominate a L1
track Emiss

T trigger. The algorithm makes use of track purity requirements, in addition to the
requirement on the Dz between the primary vertex and the track, Dz (zPV, ztrk), to reduce the
number of events with poorly measured momentum balance.

The track purity selection is based mainly on the confines of the detector, the track reconstruc-
tion algorithm, and the available track fit quality parameters. The track pT and h requirements
shown in Table 3.7 are based on the minimal pT of tracks that can be reconstructed reliably
and the tracking acceptance. The minimal number of track layers is also based on the minimal
requirement for the track fit. There is a further requirement that 4 of the track layers must also
have stubs to remove any 4-stub tracks that were created with only hits in 3 layers. Require-
ments on the track fit quality measured as c2/do f is set to a maximum of 40 to reduce tracks
that are poorly reconstructed. To further reject fake tracks, a new variable, bend consistency,
c2

bend is measured. This measure of the bend of the track is uncorrelated to the c2/do f from the
track fit. c2

bend is calculated based on the horizontal distance between the two consecutive track

Figure 4.6: Single-τh efficiency as a function of the generated τh pT (left) and double-τh
efficiency as a function of the subleading generated τh pT (right). The efficiencies
are evaluated in HH → bbττ simulated events for various Level-1 τh algorithms at a
fixed rate of 6.6 kHz [77]. The efficiency of the HGCAL-based algorithm is shown in
Fig. 4.17a.

with increasing threshold values. The τh candidates reconstructed this way
are denoted as NNPFTau or NNPuppiTau depending on the input. The second
algorithm is based on the hadrons-plus-strips (HPS) reconstruction algorithm of
CMS (see Section 2.4.6), but in this case it is applied in restricted η−φ regions.
Multivariate τh identification techniques similar to the offline procedure at CMS
follow. The output τh candidate of this algorithm is denoted as HPSTau.

Particle Flow and track+calo-based triggers encode more complex reconstruction
techniques able to tackle the fake rates present in the low energy region, thus being
more suited for triggers with lower thresholds in high luminosity and pileup scenarios.
The robustness and simplicity of the calorimeter-based algorithms allow for stable
efficiencies to be maintained at higher energies; they are more adequate for triggers
with tighter thresholds. A comparison of the performance of some of these algorithms
is presented in Fig. 4.6. The figure shows the selection efficiencies of the single- and
double-τh triggers measured in HH→ bbττ simulated events at pileup 200 for a fixed
output rate of 6.6 kHz. As expected, higher selection efficiencies are attained by the
NN and track+calo algorithms at low energy, the former performing slightly better
below 30 GeV. The reconstruction efficiency in the high energy regime is recovered
with calorimeter-based objects; a 99% efficiency is reached at plateau.

The single-τh trigger rates as a function of the offline thresholds for each algorithm
are shown in Fig. 4.7. In the absence of definite offline reconstruction techniques, the
online-to-offline threshold projection is derived from simulated HH→ bbττ events by
selecting the generator-level visible pT point at which a 90% of the plateau efficiency
is achieved for each L1 threshold. The NN algorithms result in the lowest rates,
while the highest rates are given by the track+calo approach at energies larger than
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Figure 4.5: Trigger rate as a function of the offline visible tau pT thresholds for different tau
identification algorithms.

tained through this process, which cover 70% of the total L1 trigger rate. This list also contains
duplicated paths targeting higher pT objects with algorithms that have higher reconstruction
efficiencies as discussed in Section 4.1.

This simplified list of trigger conditions, containing single-object and cross-object triggers, was
used as a starting point for deriving the Phase-2 L1 trigger menu. The importance of main-
taining Phase-1 thresholds in a 200 average pileup environment for single-object triggers has
been extensively discussed in Section 1.4. The simplified menu also contains the cross-object
triggers designed during Phase-1 to further reduce the thresholds on individual objects of the
trigger seeds, targeting final states with multiple objects with soft pT.

Table 4.1 describes the content of the L1 simplified menu for CMS Phase-2; all the selection
details for each of the 41 seeds are listed, together with the Phase-1 offline pT and ET thresholds
and their respective individual trigger rates. As described in Section 4.1 the corresponding
online thresholds are obtained with the scaling procedure that chooses the trigger efficiency
point at 95% of the plateau for µ, e/g, jets and at 90% for t, HT and Emiss

T . For triggers that use
t, HT and Emiss

T , the corresponding offline thresholds at 50% of the trigger efficiency plateau
are also quoted; physics analysis can increase their acceptance selecting the events with these
offline thresholds far from the trigger plateau. For each trigger the reconstruction efficiency
plateau for the objects used in the seed implementation is also quoted. In any given collision
event, several seeds may be ”fired”. The overlaps (correlations) among different algorithms are
accounted for when estimating the menu rate, reported at the end of the table.

The total rate of this set of seeds meets the bandwidth requirements, with a 50% margin; it
therefore shows that a physics reach similar to the one of the Phase-1 L1 menu can be ensured
even under the harsh HL-LHC luminosity conditions. Moreover, it should be noted that a num-
ber of these seeds using upgraded algorithms achieve low rates, even at 200 pileup. Therefore,
this simplified menu baseline has available bandwidth which can be spent to reduce the thresh-
olds on a number of seeds in order to increase the acceptance for key physics signals. These
include reducing the Single TkMuon seed pT threshold from 22 GeV to 15 GeV with a rate in-
crease of 30 kHz and the Single TkIsoElectron seed pT threshold from 28 GeV to 22 GeV with a
25 kHz rate increase. These reduced thresholds would help to increase the acceptance in a col-

Figure 4.7: Single-τh trigger rates as a function of the offline visible τh pT thresholds for
various Level-1 τh algorithms [77]. The rate of the HGCAL-based algorithm is shown
in Fig. 4.18b.

L1 τh seed Offline threshold
at 90% (50%) [GeV]

Rate [kHz]
〈PU〉 = 200

Single CaloTau 150 (119) 21

Double CaloTau 90 / 90 (69/ 69) 25
Double NNPuppiTau 52 / 52 (36/ 36) 7

NNPuppiTau + TkMuon 36 (27), 18 2
NNPuppiTau + TkIsoElectron 39 (29), 22 13

NNPuppiTau + PuppiMET 55 (38) / 190 (118) 4

Table 4.1: Benchmark Level-1 τh seeds in a preliminary version of the trigger menu
for Phase 2 [77]. The offline thresholds at the 90% (50%) plateau efficiency for a
given L1 threshold are shown. The quoted rates correspond to a 〈PU〉 = 200 scenario.
An additional requirement on the τh candidate of |η| < 2.1 is applied. Details about
the TkMuon, TkIsoElectron and PuppiMET reconstruction algorithms can be found in
Ref [77].

40 GeV. This behaviour drives the definition of the benchmark τh seeds in a preliminary
version of the L1 menu for Phase 2, shown in Table 4.1 for different algorithms. The
offline thresholds are computed at 90% and 50% of the plateau efficiency; the latter is
adequate for physics analysis willing to increase their acceptance selecting the events
far from the plateau. For tower-based (NN-based) calorimeter objects, the di-τh trigger
would encode an offline threshold of 90 GeV (52 GeV) for a 90% plateau efficiency.
For comparison, during 2018 operations, a L1 threshold of 34 GeV resulted in a 90%
efficiency for an offline pT of ∼55 GeV (see Section 3.3). However, the total rate
allocated to the upgraded seeds meets the bandwidth requirement with a 50% margin,
and thus looser thresholds could in principle be envisioned.



4.4 Development of a Level-1 τh trigger for HGCAL 143

4.4 Development of a Level-1 τh trigger for HGCAL

In this section, a proposal for a L1 τh algorithm relying on the calorimeter
information from the HGCAL subdetector is presented. In contrast with the Phase 1
trigger described in Chapter 3, the algorithm faces the experimental challenges of the
forward τh reconstruction in a pileup environment that can reach values up to 200 in
the ultimate HL-LHC configuration. However, it benefits from the highly-granular
data of the HGCAL detector and the large computational power of the programmable
FPGAs mounted in the upgraded L1 system. The version of the algorithm described
in this chapter has been derived for the HGCAL geometry v10, based on the baseline
Threshold compression algorithm of the TPG, with a threshold set at 1.35 MIPT

(see Section 4.4.1). The algorithm has been developed with simulated di-τh events
with pT ranging from 20 to 100 GeV within the endcap region of 1.6 < |η| < 2.9 in a
pileup environment of 200. It should be noted that the study presented here is far
from being final, but it already hints the potential of high-granularity triggering in
the HGCAL during the HL-LHC.

4.4.1 Baseline algorithm and performance

The L1 τh algorithm in HGCAL takes as inputs the 3D-clusters generated by the
TPG, in particular the information concerning their energy, their position and several
shower shape variables, and builds the L1 τh candidates which are sent to the central
L1 trigger. The algorithm is composed of four main steps applied in the following
order:

1. seeding of the relevant energy deposits of the L1 τh candidate,
2. three-step calibration of the L1 τh candidate to remove the pileup, correct the

response of the different decay modes and improve the resolution across all energy
ranges,

3. rejection of the softer pileup-induced energy deposits for rate reduction,
4. identification of the τh decay mode as a starting point for a better isolation

procedure to discriminate against jets.
Details on the different steps are given in what follows.

Seeding

Being the τh a collimated jet, the L1 τh candidates are seeded from 3D-clusters
satisfying ET > 4 GeV. In contrast to the Phase 1 trigger, where a seed of ET >

2 GeV is identified and neighbouring clusters are aggregated, the L1 τh candidates in
Phase 2 are built from single clusters. It is possible since the clustering procedure in
the HGCAL electronics is able to capture efficiently the longitudinal and transverse
extension of the shower induced by the τh: a single 3D-cluster contains the complete
τh energy deposit in ∼90% of the cases. Moreover, the selection of a single cluster
leads to a better pileup rejection, as the softer contributions surrounding the genuine
τh are removed.
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Figure 4.8: Difference in η (left) and φ (right) positions between the generated visible
τh and the Level-1 τh candidate, obtained from di-τh simulated events with 200 average
pileup interactions.

The position assigned to the L1 τh candidate is the position of the 3D-cluster,
computed in the HGCAL TPG as the energy-weighted position of the TC constituents.
The resolution in position resulting from this assignment is illustrated in Fig. 4.8,
where the η and φ coordinates of the L1 τh candidate are compared to the ones of
the generator-level τh. For this purpose, a L1 τh is matched to its generator-level
counterpart when it is found within |∆η| < 0.1 and |∆φ| < 0.2 of the generated τh;
the later must fulfil pT > 20 GeV. If several candidates are found, the L1 τh with the
highest energy is selected. The figures show full widths at half maximum of 0.02 rad
in both the η and φ directions. Given the high granularity and the three-dimensional
clustering of the HGCAL TPG, the position resolution of the L1 τh is improved by
a factor ∼5 with respect to Run 2 (see Fig. 3.10), where coarser granularity trigger
towers were used, in a pileup environment about 4 times larger.

Energy calibration

The energy contained in the 3D-cluster constituting the L1 τh candidate is denoted
as raw energy (Eraw

T ). Despite the TC calibration in the front-end electronics of the
HGCAL, the raw energy does not reflect precisely the real energy carried by the τh.
The effect is illustrated in Fig. 4.9; it shows the uncalibrated response, defined as the
ratio between the raw energy and the visible pT of the matched generator-level τh.
Uncalibrated τh candidates present a mean response of 0.69, far from the expected
value of 1, and a relative resolution of ∼31%. The suboptimal resolution is a result of
the clustering procedure inducing residual losses in the energy recollection, as well as
potential biases introduced from the difference in response between the electromagnetic
and hadronic showers. Hence, the energy of L1 τh candidates is calibrated with a 3-step
procedure aimed at subsequently improving different effects affecting the resolution and
response.

The first step of the calibration consists in applying η-dependent pileup subtraction
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Figure 4.9: Response distributions, defined as the ratio between the energy of the
Level-1 τh candidate and the visible pT of the generated τh, in the different steps of
the energy calibration, obtained from di-τh simulated events with 200 average pileup
interactions.

to the raw energy of the candidate to account for the pileup contributions collected
during the clustering. The calibrated energy is expressed as

EL1,τ
T,calib1 = EL1,τ

T,raw − (a1 + b1 · |ηL1,τ |) . (4.1)

The coefficients a1 and b1 are obtained from a linear regressor. The input to the
regressor is the |η| value of the 3D-clusters; the target is the quantity (pgen

T − Eraw
T ).

The result of the first calibration step is shown in Fig. 4.9 (blue line). The mean
response has shifted from 0.69 to 1.05 and the relative resolution has been improved
from 31% to 22%. The resolution achieved in the first calibration step alone is already
comparable to the one observed during Run 2 operation.

The second step of the calibration is aimed at improving the energy resolution of
the L1 τh candidate by correcting for the difference in response observed in the τh decay
modes, illustrated in Fig. 4.10. The figure shows how the single prong decays (1-prong
and 1-prong+π0’s), are slightly overcalibrated, while multiple prong decays (3-prongs
and 3-prongs+π0’s) are significantly undercalibrated, a trend which has also been
observed in Phase 1. It is explained from inhomogeneities in the shower containment
during the clustering process, as multiple-hadron decays result in larger showers with
a higher particle multiplicity. Compared to Run 2, information on the τh decay modes
can be retrieved at L1 with more advanced shower shape variables associated to the
3D-cluster, such as the longitudinal and transverse spread and the energy density
distribution within the shower. These features are optimally combined in a BDT to
derive the calibration constants of the second step. The input variables are listed
in Table 4.2; a detailed characterization of the decay modes with these variables is
provided in the decay mode identification step of the algorithm later on. In this case,
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Figure 4.10: Response distribution, defined as the ratio between the energy of the
Level-1 τh candidate after the first calibration step (see text) and the visible pT of the
generated τh, for the different generated decay modes, obtained from di-τh simulated
events with 200 average pileup interactions.

18 variables are used as input to the training, compared to the 4 variables employed in
the calibration in Phase 1. The target of the training is the ratio between the generator
visible pT of the τh and the calibrated L1 energy from the first step, i.e. pgen

T /EL1,τ
T,calib1;

the BDT output is applied as a multiplicative correction c2, namely

EL1,τ
T,calib2 = c2 · EL1,τ

T,calib1 . (4.2)

The response after the second calibration step is shown in Fig. 4.9 (green line). The
resolution of the L1 τh candidates is improved to from 22% to 17%, while the response
remains unchanged with a mean value of 1.02.

A third and last calibration is applied to correct the response of the L1 τh candidate
as a function of its energy. As illustrated in the points in Fig. 4.11, the response of the
L1 τh candidates after the second calibration lies significantly above 1 for ET < 40 GeV
and remains ∼0.95 for ET > 50 GeV. Hence, a ET-dependent correction c3 is applied,
obtained from a linear regressor. The inputs are the successive powers of the logarithm
of the L1 energy after the second calibration, i.e.

1/c3 =
4∑
i=0

k3,i · [ log(EL1,τ
T,calib2) ]i . (4.3)

The k3,i coefficients are derived by the model. The predicted corrections are shown
with the dashed line in Fig. 4.11. These are applied to the L1 τh candidate as a
multiplicative correction to obtain the final calibrated energy

EL1,τ
T,calib3 = c3 · EL1,τ

T,calib2 . (4.4)
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Variable ranking

Input variable Energy
BDT

Pileup
BDT

Decay mode
BDT

Energy − − 15
|η|-coordinate 1 8 18
Energy weighted mean of z-coordinates of TCs (〈z〉)1 9 13 3
Energy-weighted RMS of z-coordinates of TCs (σzz)2 10 14 7
Energy-weighted RMS of η-coordinates of TCs (σηη)2 4 2 16
Energy-weighted RMS of φ-coordinates of TCs (σφφ)2 3 4 12
Energy-weighted RMS of r-coordinates of TCs (σrr)2 7 3 8
Energy-weighted average of σrr of layers3 8 9 13
Total shower length4 15 12 10
Core shower length5 14 5 14
First layer 18 17 17
Layer with maximum energy 17 15 6
Number of layers at which 10% of energy is deposited 6 7 2
Number of layers at which 50% of energy is deposited 11 16 1
Number of layers at which 90% of energy is deposited 12 11 4
Number of TCs at which 67% of energy is deposited 2 1 9
Number of TCs at which 90% of energy is deposited 5 6 11
Energy in CE-H over energy in CE-E 13 10 5
Number of 3D-clusters within |η| < 0.1 and |η| < 0.2 16 − −

1 Computed as 〈x〉 =

∑TC
i Ei xi∑TC
i Ei

.

2 Computed as σxx =

√∑TC
i Ei · (xi − 〈x〉)2∑TC

i Ei
.

3 σrr is computed for the layers within 5 cm of the maximum energy layer.
4 Computed as (Last layer - First layer) + 1.
5 Computed as the maximum number of consecutive layers.

Table 4.2: List of input variables used in the BDTs for energy calibration, pileup
rejection and decay mode identification. The ranking of variable importance is shown
for each case. A hyphen (−) indicates that the variable is not considered.

The response after this third calibration step is shown in Fig. 4.9 (black line). A more
symmetric distribution is attained, with a mean value exactly at 1.00 and a relative
resolution of 19%.

Owing to the increased sophistication of the τh calibration, the inclusive energy
resolution of the L1 τh candidates with the new algorithm is ∼15% better than the
one observed during Run 2 (see Fig. 3.11) despite the harsher experimental conditions.
The improvement is more evident in bins of pT and η, as shown in Fig. 4.12 for the new
algorithm (to be compared to Fig. 3.12 during Run 2). The resolution is computed as
the ratio between the effective RMS and the mean of the response distributions, where
the effective RMS is defined as the half-width of the shortest interval containing 68%
of the events. The improvement of the resolution after calibration is clearly visible
across all energy ranges; a stable resolution in all detector regions is likewise achieved.



148 4. Development of a Level-1 τh trigger for the HGCAL detector in the HL-LHC

20 30 40 50 60 70 80 90 100
EL1

T, calib2 [GeV]
0.90

0.95

1.00

1.05

1.10

1.15

1.20

1.25

1.30

EL1 T,
ca

lib
2/p

ge
n

T

 Phase-2 SimulationCMS PU=200

HGCAL

1.6 < | gen,  | < 2.9

Observed
Predicted

Figure 4.11: Mean Level-1 τh energy response as a function of the mean Level-1 τh
energy after the second calibration step (see text), obtained from di-τh simulated events
with 200 average pileup interactions.
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Figure 4.12: Relative Level-1 τh energy resolution, defined as the effective RMS over
the mean of the calibrated response distributions, as a function of the generator τh
visible pT (left) and |η| (right), obtained from di-τh simulated events with 200 average
pileup interactions.

Pileup rejection

The calorimetric deposits due to pileup are initially removed in the first step of
the calibration, where an η-dependent subtraction to the raw energy is applied to
the L1 τh candidates. Residual pileup contributions are rejected in the next step of
the algorithm with a dedicated BDT trained to discriminate the τh-induced clusters
from the pileup-induced clusters. The pileup rejection procedure is applied after the
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calibration step, as it was found that this results in more stable and lower rates
compared to the inverted scheme. The signal efficiency remains comparable after the
change, since an early calibration only results in an homogeneous change of energy scale
across all pileup clusters, leading to similar populations entering the BDT training.

The pileup rejection is performed by setting a cutoff on the output score of the
BDT. It takes as input 17 observables associated to the 3D-cluster, listed in Table 4.2.
The method is significantly more advanced than the one used during Phase 1, where
the pileup was estimated based on a single variable representing the calorimetric
activity in the central part of the detector. In the training of the BDT, the signal
corresponds to 3D-clusters with Ecalib

T > 4 GeV matched to generator-level τh with
pvis.

T > 20 GeV within a window |∆η| < 0.1 and |∆φ| < 0.2, obtained from simulated
samples of di-τh events with pileup 200. The background corresponds to 3D-clusters
with Ecalib

T > 20 GeV from simulated neutrino events with pileup 200. The algorithm
provides a predicted probability associated to each 3D-cluster ranging from 0 to 1:
values closer to 0 indicate that the cluster originates from pileup particles, while values
closer to 1 indicate that it originates from a τh candidate. The distributions of the
most discriminating input variables are found in Fig. 4.13. The pileup footprint is
more spread in space, with less dense energy deposits and shorter shower length.
The excellent separation power of the BDT is illustrated in Fig. 4.14, which shows
the signal efficiency as a function of the number of pileup clusters per event. Only
L1 τh candidates passing the 99% signal efficiency working point are selected in the
algorithm; a contamination of∼0.1 pileup clusters per event remains after the selection.

Decay mode identification

The decay mode identification is an innovative feature in the L1 τh trigger
and it is intended as a starting point towards the development of an advanced
isolation procedure for discrimination against jets. The prediction is performed with
a multiclassifier BDT which captures the shower features associated to each decay
mode. Compared to the three input variables used for the derivation of the isolation
cut in the Phase 1 trigger, the BDT used here combines 18 input variables related
to the 3D-cluster, listed in Table 4.2. The identified decay modes (classes) are the
1-prong, 1-prong+π0’s and 3-prongs, the latter possibly with additional π0’s in the
final state. The reason for merging the 3-prongs+π0 decay into the 3-prongs decay is
justified by the lower BR of the former and the more efficient overall identification
achieved when classified jointly.

The distributions of some of the most discriminating observables in the decay mode
identification are shown in Fig. 4.15. The plots show a very good discrimination of the
1-prong+π0’s decay mode, which presents higher electromagnetic deposits and a more
compact shower extension than the 1-prong and 3-prongs decays. The multiclassifier
BDT assigns to each L1 τh candidate a probability associated to each decay mode; the
one presenting the highest value is taken as the predicted decay mode for a given τh.
The correctness of the predictions is represented in the normalized confusion matrix
of Fig. 4.16. A correct 1-prong+π0’s identification is achieved in 69% of the cases.
Overall, the matrix shows a diagonal assignment for all decay modes, with a global
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Figure 4.13: Distributions of various input variables to the BDT used for pileup
rejection, obtained from simulated events with 200 average pileup interactions. The
signal corresponds to 3D-clusters (Ecalib

T > 4 GeV) matched to generator-level τh
(pvis.

T > 20 GeV). The background corresponds to 3D-clusters (Ecalib
T > 20 GeV) in

neutrino events.
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Figure 4.14: Number of pileup clusters per event as a function of the τh selection
efficiency resulting from the BDT used for pileup rejection, obtained from neutrino
and τh simulated events with 200 average pileup interactions. A working point of 99%
signal efficiency is applied in the algorithm.
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success rate of 61%.
The decay mode identification algorithm presented here is an indicator of the gain

that can be achieved by using multivariate techniques for particle identification at L1.
In future developments, this discriminator can be adapted to separate the τh signal
from QCD-induced jets by introducing an additional class targeted to these type of
jets, which typically develop larger and more diffuse showers. This overwhelming
background could be efficiently removed by setting a cutoff on the probability that
a candidate originates from a QCD-induced jet, additionally serving as a handle for
rate reduction. Other improvements to the algorithm can be the inclusion of the
information on the calorimeter activity around the L1 τh as input to the BDT. In
the L1 τh Phase 1 isolation algorithm, the isolation energy is evaluated in a fixed
square size surrounding the candidate, but no information on the longitudinal or
transverse distribution of the energy density is extracted. This BDT -or a dedicated
one- could be instrumental to evaluate the correlations amongst the shower shape
variables associated to the neighbouring clusters, resulting in a more knowledgeable
extraction of the signal topology. Ultimately, L1 τh candidates could be matched to
the track candidates in the correlator to achieve the optimum jet background rejection,
possibly making use of the isolation scheme already implemented in the correlator [77].

4.4.1.1 Performance

The selection efficiency of a single L1 τh as a function of the generated visible τh
pT is shown in Fig. 4.17a, obtained from simulated di-τh events with average pileup
of 200. The efficiency is presented for typical L1 thresholds expected in the double-τh
seeds during the HL-LHC operation. The excellent response ensures a sharp rise of
the efficiency, that reaches a flat plateau of 100%. For a 50 GeV L1 threshold, 90%
efficiency is reached for a visible pT of 64 GeV at generator level. The single L1 τh
efficiencies for the different τh decay modes are shown in Fig. 4.17b for a L1 threshold
of 50 GeV. An enhanced selection of the 1-prong(+π0) is achieved compared to the
3-prongs(+π0) decays, ascribed to the improved energy recollection and response of
the former. The selection efficiency of multiple prong decays could be improved by
merging secondary 3D-clusters present in the region surround the seed, as is done in
the Phase 1 algorithm, and/or by matching the calorimetric clusters in the HGCAL
to the L1 tracks.

In the absence of recorded data, the rates associated to the single L1 τh trigger
in a pileup environment of 200 are derived from simulated neutrino events. They are
evaluated as a function of the hypothetical offline threshold, defined as the value of the
visible pT of the generator-level τh at which a 95% selection efficiency is achieved for a
given L1 threshold. The mapping between the L1 and offline thresholds can be found
in Fig. 4.18a. The single-τh rates as a function of the offline threshold are presented
in Fig. 4.18b for the inclusive L1 τh candidates and for each of the reconstructed
decay modes of the algorithm. Given the limited pT range of the samples used to
derive the offline thresholds, no information on the rate for offline thresholds larger
than 90 GeV is accessible. Hence, a direct comparison with the rate associated to
the single L1 τh trigger with the tower-based approach is not possible, since the rate



152 4. Development of a Level-1 τh trigger for the HGCAL detector in the HL-LHC

0 5 10 15 20 25 30 35
Layers containing 50% of energy

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35
No

rm
ali

ze
d 

ev
en

ts
 Phase-2 SimulationCMS PU=200

1-prong
1-prong + 0's
3-prongs (+ 0's)

0 10 20 30 40 50
Maximum energy layer

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

No
rm

ali
ze

d 
ev

en
ts

 Phase-2 SimulationCMS PU=200

1-prong
1-prong + 0's
3-prongs (+ 0's)

0.0 0.5 1.0 1.5 2.0 2.5
Energy in CE-H / Energy in CE-E

0

1

2

3

4

5

6

No
rm

ali
ze

d 
ev

en
ts

 Phase-2 SimulationCMS PU=200

1-prong
1-prong + 0's
3-prongs (+ 0's)

320 340 360 380 400 420 440 460 480
Energy-weighted z of TCs

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07
No

rm
ali

ze
d 

ev
en

ts

 Phase-2 SimulationCMS PU=200

1-prong
1-prong + 0's
3-prongs (+ 0's)

Figure 4.15: Distributions of various input variables to the BDT used for decay mode
identification, for different generated τh decay modes, obtained from di-τh simulated
events with 200 average pileup interactions.
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τh visible pT for a Level-1 threshold of 50 GeV for the different generated decay
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Figure 4.18: (a) Mapping between the Level-1 and offline threshold, defined as the
95% efficiency point for a given Level-1 threshold. (b) Single-τh rate as a function of
the offline threshold, evaluated in simulated neutrino events with 200 average pileup
interactions.

allocated in the menu in Table 4.1 corresponds to an offline threshold of 150 GeV.
Naturally, the rates resulting from the HGCAL algorithm are expected to be higher
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than the ones with the tower-based approach, as the version of the algorithm presented
here misses pivotal rate reduction methods such as the evaluation of the isolation and
the QCD-jet background rejection. Additionally, the rate of the algorithm could be
significantly reduced by matching the 3D-clusters to the L1 tracks within a predefined
cone size, possibly applying certain quality and isolation criteria. Such developments
are foreseen for future iterations of the algorithm.

4.4.2 Impact of the HGCAL front-end algorithms

The 3D-clusters used as input to the L1 τh algorithm are aggregates of trigger cells
(TC) built in the HGCAL front-end electronics. These TCs are formed by summing
the energy deposits in the silicon sensor cells and the scintillator tiles, as described in
Section 4.2. The affordable trigger bandwidth is insufficient to read out all of the TCs
in the event: the volume of the trigger data has to be reduced before being sent to the
back-end electronics for clustering. Several compression algorithms are under study
for this purpose:
• The Threshold algorithm is the baseline algorithm used to derive the results

in this chapter. The TCs are selected if they have an energy above a threshold
currently set at 1.35 MIPT. The selection results in variable data size and variable
channel content sent to the back-end electronics per bunch-crossing.
• The Best Choice (BC) algorithm consists in selecting the N highest energy TCs

per module, where N is a value ranging from 4 to 13 depending on the detector
region. The selection leads to a fixed data size but variable channel content.
• The Best Choice Coarse (BC Coarse) is similar to the BC, but in this case the

sorting and selection is done on coarsened groups of 2 × 2 TCs. As for the BC
algorithm, the selection leads to a fixed data size but variable channel content.
• The Super Trigger Cell (STC) algorithm consists in summing the energy over

groups of TCs, read out as a block. The grouping consists of 2 × 2 TCs in
the high density modules and 4 × 4 TCs in the low density modules and the
scintillator. The position assigned to these super trigger cells (STC) corresponds
to the position of the maximum energy TC. The method leads to a fixed data
size and fixed channel content, as all the STC are sent out.
• The Mixed Best Choice and Super Trigger Cell (BC+STC) algorithm is a

combination of the BC and STC algorithms. The former is applied in the CE-E,
as it is better suited for smaller objects such as electrons and τh, while the latter
is applied in the CE-H, as it is better suited for larger objects such as jets.

As each of the compression algorithms results in a different balance of energy and
position resolution, their impact on the reconstruction of the L1 objects has to be
evaluated to make an educated choice. The performance for the L1 τh is presented in
the following; it is briefly compared to the performance observed for L1 e/γ and L1
jets.

The mean energy response of the calibrated L1 τh candidates as a function of the
visible pT and η of the generated τh can be found in Fig. 4.19a for the five front-end
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Figure 4.19: (a) Mean Level-1 τh energy response as a function of the generator-level
τh visible pT (left) and |η| (right). (b) Effective RMS of the Level-1 τh energy response
distribution as a function of the generator-level τh visible pT (left) and |η| (right). The
results are shown for the different front-end algorithms considered for the HGCAL
trigger primitive generator.

algorithms. An approximately flat response across all energy ranges and detector
regions is observed for all options, meaning the L1 τh calibration can compensate for the
biases introduced with different compression schemes. The effective RMS of the energy
response is shown in Fig. 4.19b as a function of the visible pT and η of the generated
τh. Being the τh deposits very dense and collimated, the best energy resolution is
provided by the Threshold algorithm. The most degraded energy resolution (∼15%
worse than Threshold) is observed for the BC Coarse algorithm, which is better suited
for showers with lower number of hits. Similar studies performed with L1 e/γ objects
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Figure 4.20: Number of pileup clusters per event as a function of the Level-1 τh selection
efficiency resulting from the BDT used for pileup rejection, obtained from neutrino and
τh simulated events with 200 average pileup interactions, for the different front-end
algorithms considered for the HGCAL trigger primitive generator.

favour the BC and BC+STC algorithms in terms of energy resolution; they both
have equal performance since only the CE-E deposits are used as input to the L1 e/γ
algorithm. The best energy resolution for L1 jets is found with the STC algorithm, as
these objects present a higher number of lower energy hits.

In an environment of 200 average pileup, the STC algorithm leads to an average of
4.5 reconstructed pileup clusters per event. It almost doubles the value of 2.2 resulting
from the Threshold option. Higher pileup contributions are expected from the STC
algorithm because the algorithm merges the pileup and signal energies during the
reconstruction of larger areas of TCs. The rest of the front-end options present an
average of ∼1 reconstructed pileup cluster per event; the lower contamination comes
from the fact that these algorithms select the TCs with the highest energy deposits.
The performance of the pileup removal BDT with each of the front-end options is
illustrated in the ROC curves in Fig. 4.20. The worst pileup rejection is achieved
with the STC algorithm; it presents ∼60% more clusters per event than in the other
algorithms at the 99% signal efficiency working point used by the algorithm. The
presence of pileup is more significant for the STC algorithm also in the L1 e/γ trigger
reconstruction, while the best performance is achieved by the Threshold option in this
case.

The single-τh selection efficiency as a function of the visible pT of the generated
τh is shown in Fig. 4.21a for the five algorithms. At energy scales above 40 GeV,
a slightly better efficiency is granted by the Threshold algorithm, leading to lower
offline thresholds associated to each L1 threshold. The single-τh rates as a function
of the offline reconstructed pT, defined as the 95% efficiency point for a given L1
threshold, are presented in Fig. 4.21b. For an offline threshold of 50 GeV, the lowest
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Figure 4.21: (a) Single-τh efficiency as a function of the generator-level τh visible pT
for a L1 threshold of 50 GeV. (b) Single-τh rate as a function of the offline threshold,
defined as the 95% efficiency point for a given Level-1 threshold, evaluated in simulated
neutrino events with pileup 200. Results are shown for the different front-end algorithms
considered for the HGCAL trigger primitive generator.

rates are generally given by the BC+STC algorithm, whereas the BC and Threshold
options yield ∼30% higher rates. Owing to the higher pileup particles reconstructed,
the STC option results in a ∼60% rate increase with respect to the other algorithms
at a 50 GeV threshold; however, it approaches the same output rate for thresholds
larger than 70 GeV. For e/γ objects, the lowest rates are achieved with the Threshold
algorithm, while for L1 jets the Threshold and the BC+STC are the most appropriate.

Towards the choice of the most suited algorithm for all L1 objects, the figure of
merit to evaluate is the rate as a function of the offline threshold. It takes into account
the background rejection, the signal efficiency and the resolution of the algorithms; in
addition, it is the quantity that is used in the definition of the trigger menus for
Phase-2. Overall, the Threshold and mixed BC+STC algorithms are the most suited
options for all calorimetric objects, as they provide an adequate performance in both
the low and high offline threshold regions. The final choice of the front-end algorithm
to be deployed in the HGCAL TPG is still to be made as this manuscript is being
written.

4.5 Conclusions

Significant changes in the LHC operations are foreseen during the upcoming
HL-LHC era, namely the increase in instantaneous luminosity of up to a factor 4 with
respect to the current configuration and average pileup values reaching 200 in the
ultimate running conditions. Very high particle occupancy and radiation doses are
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expected; to achieve the high signal sensitivities required for a rich physics program,
the CMS Level-1 trigger will be upgraded along with several subdetector components
and electronics. The HGCAL is a brand new calorimeter that will replace the highly
damaged ECAL and HCAL detectors in the forward region; it will provide trigger
primitives with an unprecedented granularity. Making use of the expertise acquired
during Run 2 operations, I single-handedly developed the first L1 τh algorithm in
the HGCAL exploiting the full triggering potential of the HGCAL detector. The
efficient τh selections resulting from the algorithm will be pivotal for the physics case
of the HL-LHC, in particular in the search for lower cross section processes, such as
the double Higgs boson production, but also in the physics reach of the tt̄H and tH

processes.
Profiting from the clustering of the on-detector electronics, the algorithm builds

upon the 3-dimensional shower information of the HGCAL trigger primitives. The fine
granularity results in a five-fold improvement in the position resolution with respect to
Phase 1. Compared to the limited input variables used for calibration in the Phase 1
trigger, a more detailed knowledge of the shower features allows for sophisticated
BDT-based energy corrections to be developed. They result in an energy resolution
of 19% (∼14% better than during Run 2) and a sharp selection efficiency that reaches
100% at plateau. The fine trigger primitive generation also results in an enhanced
pileup removal, as the diffuse shower features of the pileup-induced particles can be
more accurately resolved. In contrast with the coarse pileup estimator of Phase 1,
the upgraded trigger implements a multivariate BDT able to capture the genuine
signal with a 99% efficiency while suffering from a pileup contamination as low as 0.1
pileup clusters per event. The identification of the τh candidate is improved with a
multiclassifier BDT which learns the specific features of the different τh final states
and can predict the correct decay mode with a success rate of 61%.

The full firmware implementation of the L1 τh trigger in HGCAL is still to be
conducted and tested in the menu along with the other physics objects. Despite
being at a preliminary stage, the algorithm already presents a remarkable performance
and certainly hints the potential of high-granularity triggering in the forward region.
Several improvements to the trigger, mainly concerning the reduction of its rate, have
been identified and will be deployed during the subsequent versions of the algorithm.
The decay mode multiclassifier will be enlarged to include a dedicated QCD-induced jet
identification for background rejection, complemented with the addition of an isolation
scheme. The L1 τh candidates reconstructed at HGCAL can be matched to the charge
and neutral hadrons reconstructed in the L1 track trigger. Additional identification
criteria can be applied to reduce the rate at the correlator trigger, where reconstruction
à la Particle Flow can be envisioned.



5 | Search for the tt̄H and tH processes
in multileptonic final states

This chapter describes the analysis strategy aimed at the measurement of the cross
section of the Higgs boson produced in association with one or two top quarks, denoted
respectively as tH and tt̄H, where the Higgs boson decays to WW∗, ZZ∗ or τ+τ−. The
subsequent decays of the top quarks and the Higgs boson products result in final states
with several electrons, muons and hadronically decaying τ leptons (τh), commonly
referred to as multileptonic final states. The physics analysis is performed with the
proton-proton collision data recorded at a centre-of-mass energy

√
s = 13 TeV and

25 ns bunch crossing period by the CMS experiment during Run 2. The analyzed
dataset corresponds to integrated luminosities of 35.9 fb−1, 41.5 fb−1 and 59.7 fb−1

collected during 2016, 2017 and 2018, respectively, yielding a total of 137 fb−1, an
unprecedented dataset size in high energy physics. Cross section measurements of
these production modes have been conducted by the ATLAS and CMS experiments
with smaller datasets [46,51]; a summary of those results is provided in Section 1.2.4.

The tH and tt̄H processes have very low cross sections at the LHC, amounting to
around 89 fb and 506 fb [18,43] at

√
s = 13 TeV, respectively. The multileptonic final

states targeted in this thesis originate primarily from the Higgs boson decaying into
WW∗ (BR ≈ 22%), followed by the τ+τ− (BR ≈ 6%) and ZZ∗ (BR ≈ 3%) decays. The
products of these decays result in multiple leptons (` = e, µ) and τh via the processes
• WW∗ → `ν` qq′ or WW∗ → `ν` `ν̄` ,
• ZZ∗ → `` qq′ or ZZ∗ → `` νν̄ ,
• ττ → `ν`ν̄τ `ν̄`ντ , ττ → `ν`ν̄τ τhντ or ττ → τhν̄τ τhντ .

The decays H → ZZ∗ → 4` are not included in the search, as they profit from
a dedicated analysis [26]; in any case, the BR of this process is too small for the
measurement of the tH and tt̄H processes with the available datasets. The top quark
decays either leptonically (t → bW+ → b`+ν`) or hadronically (t → bW+ → bqq′),
and analogously for the antitop quarks. Examples of leading order Feynman diagrams
of the tt̄H production are shown in Fig. 5.1. A graphical display of a tt̄H event
candidate recorded by the CMS experiment in 2018 is presented in Fig. 5.2; it results
from the decay of the Higgs boson into a pair of W bosons. Besides the presence of
multiple electrons, muons and τh, the experimental signatures of the analysis include
one (tH) of two (tt̄H) b-jets from the top quark decays, light-quark jets from the Higgs
boson or the top quark(s) decays and Emiss

T due to the neutrinos.
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Figure 5.1: Examples of leading-order Feynman diagrams of the tt̄H process with
multileptonic final states in hadron colliders. The categories in the analysis are defined
according to the number of leptons (` = e, µ) and hadronically decaying τ (τh) present
in the final state.

The exploration of the tt̄H and tH productions in multileptonic final states requires
the experimental capability to identify and reconstruct the multiple objects of the final
states, the methods used for this being presented in Section 5.1. The reconstructed
objects are used in the selection of the signal-like events, which enter the so-called
signal regions (SR), described in Section 5.2. These are defined according to the
detector signature of the targeted decays, in such way that the events arising from
other background processes are rejected as much as possible while keeping a reasonable
signal selection efficiency. The main background contributions in the signal regions
arise from the irreducible tt̄W, tt̄Z and diboson processes, along with the reducible
backgrounds from tt̄+jets in which non-prompt leptons are misidentified as prompt
leptons or quark and gluon jets are misidentified as τh. An accurate understanding of
the expected signal and background yields is required. Monte Carlo (MC) simulations
are used to estimate the signal and irreducible backgrounds; the reducible backgrounds,
imperfectly modelled by the simulation, are estimated from signal-free data regions.
The estimation of the backgrounds is explained in Sections 5.3 and 5.5.

The observed data events are compared to the predicted signal and background
yields in the signal regions. Various imprecisely-known experimental or theoretical
effects can affect the yields of the data and the simulation; they are evaluated and
taken into account as systematic uncertainties associated to the result, included in
the statistical interpretation as explained in Section 5.6. The ultimate goal is to
measure the cross section of the tt̄H and tH processes; it is done by means of a
maximum-likelihood (ML) fit to the distributions of sensitive observables in the signal
regions and background-enriched control regions. These observables are built with
multivariate (MVA) techniques so that the maximal separation is achieved in the shape
of the distributions of the signals and the backgrounds, as explained in Section 5.7.
The value of the top Yukawa coupling yt is extracted taking into account that the tt̄H

and tH production rates vary differently as a function of this coupling (see Section 1.2).
For this purpose, both SM and BSM interpretations are included.

The analysis presented in this manuscript constitutes the first in which the tt̄H and
tH production processes are studied in a combined search, motivated by the high degree
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Figure 5.2: Graphical display of a tt̄H event candidate recorded by the CMS detector.
The Higgs boson decays into a pair of W bosons, while each top quark decays to a W
boson and a b-quark. Two of these W bosons decay into two same-sign muons (red
lines) and neutrinos (undetected). The other two W bosons produce four light quarks.
The orange cones correspond to jets resulting from the hadronization of the quarks.

of overlap between their experimental signatures. The analysis strategies are inspired
from the previous searches (see Section 1.2.4); however, innovative tools that improve
the sensitivity are introduced in the search. The physics object reconstruction profits
from optimized methods, in particular from the DNN-based τh and b-jets identification
and a dedicated BDT-based prompt lepton identification. The separation of the tt̄H

and tH signals from the background processes is attained with advanced multivariate
techniques, following two independent approaches. The first approach, referred to as
the main analysis, constitutes the public result within the CMS collaboration [123].
It employs machine learning techniques consisting of BDTs [124] and DNNs [125]
to separate the signals between themselves and from the backgrounds. The second
approach, referred to as control analysis, is my personal contribution to the analysis;
it is developed as a cross check of the methods employed in the main analysis. It
is based on the Matrix Element Method (MEM) [126], along with suitably chosen
single-variable distributions, in both cases targeting the tt̄H signal alone. The two
approaches were developed in parallel and share the same strategies described in this
chapter. Comprehensive explanations of the signal extraction techniques of the main
analysis and the control analysis are given in Chapter 6 and Chapter 7, respectively.

The physics search presented in this thesis is the result of the collaborative work
between scientists from several universities and institutes in CMS [123]. Within this
team, I have had the chance to participate in all steps of the analysis chain, from
beginning to end. This includes, in particular, the technical implementation and
optimization of the particle reconstruction techniques, the definition of the trigger
selections and the signal regions, as well as the processing of all the data and simulated
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events. The core of my contribution is the development of the control analysis, namely
the MEM used for signal extraction, together with the statistical interpretation of the
results in the main analysis and in the control analysis. Moreover, I have had a leading
role in the coordination and technical synchronization between the different institutes,
as well as in the development of the analysis documentation, as I have been the main
author of the internal technical note describing the analysis. I have presented the work
included in this thesis in two international conferences: the Higgs Hunting conference
in 2018 [127] and the High Energy Physics conference of the European Physical Society
(EPS-HEP) in 2019 [128]. The results of the analysis were made public during the 40th

International Conference on High Energy Physics (ICHEP) in 2020 [129] and released
in a dedicated CMS publication after that [123].

5.1 Physics objects selection

One of the key ingredients of the analysis is the object identification, in particular
the leptons, as they constitute a handle to reject the QCD and non-prompt lepton
backgrounds. The selection of the analysis objects is designed to achieve a maximal
purity in the signal regions; the objects are individually reconstructed by combining the
information of the subdetectors with the standard CMS algorithms (see Section 2.4)
and, on top of these, analysis-specific identification and quality criteria are applied to
enhance the sensitivity. Different levels of object selections are defined and used to
construct the non-overlapping regions of the analysis, namely the signal regions and
the signal-free data regions where the backgrounds are estimated and validated.

Muons and electrons

Muons are reconstructed in CMS by linking track segments from the silicon tracker
to compatible hits in the muon chambers (see Section 2.4.2). Only muons within the
muon system acceptance (|η| < 2.4) and with pT > 5 GeV are considered. The muons
used in this analysis pass the loose working point of the muon PF identification,
designed to discriminate the genuine muons from those arising from decays of kaons
or pions according to the quality of the reconstructed tracks. Additionally, upper
limits are set on the longitudinal and transverse impact parameters (dz, dxy) of the
muon track with respect to the primary vertex, as well as on the significance of the
3-dimensional impact parameter (SIP3D), which is defined as the impact parameter
divided by its uncertainty. These requirements serve to reject badly reconstructed
tracks or tracks originating from pileup vertices.

Electrons are reconstructed by linking a track in the tracker to a supercluster in the
ECAL (see Section 2.4.3). They are required to be within the tracker acceptance (|η| <
2.5) and to have pT > 7 GeV. The electron identification is based on the loose working
point of the BDT algorithm (Fall17noIsoV2 ), which combines observables related to
the matching of tracks and clusters, the compactness of the shower and the amount of
bremsstrahlung radiation along the electron trajectory. Additionally, electrons must
satisfy quality criteria regarding the width of the corresponding ECAL supercluster
(σiηiη), the ratio of the HCAL and ECAL deposited energies (H/E) and the difference
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Muons
Observable Loose Fakeable Tight

pT > 5 GeV > 10 GeV > 10 GeV
|η| < 2.4 < 2.4 < 2.4
|dxy| < 0.05 cm < 0.05 cm < 0.05 cm
|dz| < 0.1 cm < 0.1 cm < 0.1 cm
SIP3D < 8 < 8 < 8
Muon identification Loose Loose Medium
Mini-isolation I` < 0.4× pT < 0.4× pT < 0.4× pT

b-tagging of nearby jet − Loose (Medium)† Medium
pjet

T /p
`
T − 1 − < 0.5 (−)† −

Lepton-MVA score − < 0.85 (> 0.85)† > 0.85

Table 5.1: Loose, fakeable and tight selection criteria for muons (see text). The
observables with † indicate that the selection is applied when the muons fails (passes)
the requirement lepton-MVA > 0.85. A hyphen (−) indicates selection criteria that do
not apply.

between the reciprocal of the cluster energy and the reciprocal of its track momentum
(1/E-1/p). Similarly to the muons, upper limits on the impact parameters of the
electron track with respect to the primary vertex are applied. Electron candidates
that arise from photon conversions are removed by requiring that the associated track
leaves a hit in each layer of the pixel detector that it crosses except for at most one.

The muons and electrons satisfying the criteria above are referred to as loose
leptons ; they are used for overlap cleaning between the different objects, as well as
for the computation of the leptons invariant mass to reject background processes
containing leptonically-decaying Z bosons (mainly tt̄Z). In addition to the loose
selection, two tighter levels of selection are defined. The most stringent one, resulting
in the so-called tight leptons, is applied to select the leptons produced from W, Z

or τ decays, while rejecting as much as possible the contributions from non-prompt
leptons from the decays of B hadrons or in-flight decays of pions and kaons, typically
present in tt̄+jets background events. Tight leptons are used to define the signal
regions of the analysis. Even after applying the tight selection, there is a residual
contribution of non-prompt leptons in the signal regions, which is estimated from
data control regions. These control regions are defined with the same selections as
the signal regions but relaxing the lepton identification from the tight to the fakeable
lepton selection. Fakeable leptons are additionally used to compute global quantities
used for event selection. The complete list of cuts applied to the three levels of muon
and electron selections (loose, fakeable, tight) can be found in Tables 5.1 and 5.2.

Prompt leptons are expected to be isolated, while non-prompt leptons are often
reconstructed within jets. In contrast with the standard method used in CMS, where
the isolation of the leptons is evaluated in a fixed cone size, the leptons in this analysis
are identified by means of their mini-isolation (I`). This quantity evaluates the scalar
pT values of charged particles, neutral hadrons and photons reconstructed within a
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Electrons
Observable Loose Fakeable Tight

pT > 7 GeV > 10 GeV > 10 GeV
|η| < 2.5 < 2.5 < 2.5
|dxy| < 0.05 cm < 0.05 cm < 0.05 cm
|dz| < 0.1 cm < 0.1 cm < 0.1 cm
SIP3D < 8 < 8 < 8
σiηiη − < {0.011/0.030}1 < {0.011/0.030}1

H/E − < 0.10 < 0.10
1/E - 1/p − > −0.04 > −0.04
Track missing hits ≤ 1 0 0
Electron identification Loose Eff-80 (Loose)† Loose
Mini-isolation I` < 0.4× pT < 0.4× pT < 0.4× pT

b-tagging of nearby jet − Medium Medium
pjet

T /p
`
T − 1 − < 0.7 (−)† −

Lepton-MVA score − < 0.80 (> 0.80)† > 0.80

1 Barrel / endcaps.

Table 5.2: Loose, fakeable and tight selection criteria for electrons (see text). The
observables with † indicate that the selection is applied when the electron fails (passes)
the requirement lepton-MVA > 0.80. A hyphen (−) indicates selection criteria that do
not apply.

cone centred on the lepton direction that shrinks with increasing values of the lepton
pT. The mini-isolation enhances the selection efficiency of isolated leptons in events
with boosted hadronic activity. The contribution of pileup to the isolation sum is
reduced by considering only charged particles originating from the lepton production
vertex and by applying corrections to the neutral particles that enter the sum. The
mini-isolation is computed as

I` =
∑

charged

pT + max

(
0,
∑

neutral

pT − ρA
(
R

0.3

)2
)

, (5.1)

where ρ represents the energy density of neutral particles reconstructed within the
geometric acceptance of the tracking detectors and A are the effective area corrections,
obtained from the simulation by studying the correlations of I` and ρ separately for
muons and electrons. The size of the cone is given by

R =


0.05 if pT > 200 GeV
10 GeV/pT if 50 < pT < 200 GeV
0.20 if pT < 50 GeV

, (5.2)

compared to the 0.4 (0.3) cone size used for muons (electrons) in the standard CMS
isolation.

The properties of the reconstructed jet closest to the lepton (within ∆R < 0.4)
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Figure 5.3: Prompt-lepton (signal) efficiency as a function of the non-prompt lepton
(background) efficiency for muons (left) and electrons (right) resulting from the
lepton-MVA developed within the tt̄H multileptons analysis. The tight leptons used
in the signal regions of the analysis correspond to the working points of 85% signal
efficiency for muons and 60% for electrons [130].

are instrumental to select prompt leptons. The most suitable observables for such
purpose are the ratio of the lepton and the jet pT values (p`T/p

jet
T ), the component

of the lepton momentum in the direction transverse to the jet (prel
T ), the number of

charged constituents in the jet and the b-tagging score of the jet, the latter being
evaluated with the DeepJet discriminator [99]. The mini-isolation and jet properties
are used to determine the different levels of lepton selection, as shown in Tables 5.1
and 5.2.

In order to enhance the separation power between prompt and non-prompt leptons,
the aforementioned variables are combined in a BDT-based multivariate discriminator
(lepton-MVA) specifically developed for this analysis. The discriminator is trained
with simulated events separately for electrons and muons. The signal leptons are those
arising from the prompt decay of the W boson or the τ in a tt̄H simulated sample;
the background leptons arise from semileptonic tt̄ events which are not matched to
a prompt W boson or τ decay. The variables used in the training are related to the
kinematics, isolation, identification and impact parameters of the leptons; they are
combined with variables related to the closest jet (p`T/p

jet
T , prel

T , b-tagging score and
charged constituents). The excellent performance of the discriminator is illustrated in
the ROC curve of Fig. 5.3. The output of this BDT drives the tight lepton selection
(see Tables 5.1 and 5.2), where the optimal working point was carefully tuned to
maximize the physics sensitivity to the tt̄H process; it corresponds to a prompt-lepton
selection efficiency of ∼85% (∼60%) for muons (electrons).

The contribution of the non-prompt lepton background in the signal regions is
estimated from data in dedicated control regions defined according to the multiplicity
of fakeable leptons (see Section 5.3.3). The fakeable lepton selection is shown in
Tables 5.1 and 5.2; it includes relaxed identification criteria with respect to the
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tight leptons. The selection cuts are defined to maintain a high acceptance rate of
non-prompt leptons, while minimizing the systematic uncertainties associated to the
data-driven method. The latter are estimated in dedicated closure tests that compare
the data-driven non-prompt background estimation to that obtained from tt̄+jets and
QCD multijet simulated events (see Section 5.3.3). In order to improve the accuracy
of the non-prompt background estimation, the pT of the fakeable leptons (which do
not pass the tight selection) is replaced by the so-called cone-pT. This variable is
designed as a proxy of the pT of the parton hadronizing into the jet in which the
lepton is found. It is defined as 0.9 times the pT of the nearest jet if the jet is within
∆R < 0.4, and p`T/(p

`
T + I`) otherwise. This specific computation of the fakeable

lepton pT generally exceeds the standard reconstruction pT.

Hadronic τ leptons

Hadronically decaying τ leptons are reconstructed with the hadrons-plus-strips
(HPS) algorithm [100] (see Section 2.4.6). The algorithm reconstructs the individual
decay modes by matching the PF jet charged constituents to the cluster strips in the
calorimeters expected from the neutral pion decays. Only τh which satisfy the criteria
pT > 20 GeV and |η| < 2.3 are considered in the analysis, provided they do not overlap
with a loose electron or muon within ∆R < 0.3. As for electrons and muons, an upper
cut is applied on the longitudinal impact parameters of the τh track relative to the
primary vertex.

Similarly to the leptons, three levels of τh identification criteria are defined in the
analysis (loose, fakeable, tight), the corresponding selections given in Table 5.3. Loose
τh are used for the overlap removal of the jets and to veto the presence of τh in the
purely leptonic categories. The fakeable τh are employed to define the data control
regions where to contribution of the background arising from jets misidentified as τh is
estimated (see Section 5.3.3). Finally, the tight τh are used for the selection of events
in the signal regions.

The three levels of selection are defined based on the output of the DeepTau [101]
algorithm, trained to discriminate genuine τh against quark and gluon jets, electrons
and muons. Each channel in the analysis requires different τh multiplicities and hence
suffers from a different background contribution arising from jets misidentified as τh.
Hence, different working points of the corresponding discriminator are required for
the tight τh selection in the different categories (see Section 5.2); they are chosen
to maximize the signal efficiency in each case. They range from the very-loose to the
very-tight working points, corresponding to signal efficiencies from 90% to 50% and jet
misidentification probabilities from 4% to 0.3%. After overlap removal of the leptons,
the presence of background arising from muons and electrons misidentified as τh is
much less significant: the very loose (very-very-very loose) working points are used in
the discriminant against muons (electrons) in all channels.
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Hadronic τ leptons
Observable Loose Fakeable Tight

pT > 20 GeV > 20 GeV > 20 GeV
|η| < 2.3 < 2.3 < 2.3
|dz| < 0.2 cm < 0.2 cm < 0.2 cm
Identification vs. jets VVLoose VVLoose Per channel†
Identification vs. muons − VLoose VLoose
Identification vs. electrons − VVVLoose VVVLoose
† See Tables 5.6 and 5.7.

Table 5.3: Loose, fakeable and tight selection criteria for τh (see text). A hyphen (−)
indicates selection criteria that do not apply.

Jets and b-tagging

Jets are reconstructed using the anti-kT algorithm [97] with a distance parameter
R = 0.4, taking as input the charged and neutral hadrons reconstructed by the PF
algorithm (see Section 2.4.5). The energy of the jets is corrected for residual pileup
effects and calibrated as a function of pT and η. Jets considered in the analysis are
required to pass the loose (tight) PF identification working points in 2016 (2017 and
2018). The ones that share a PF candidate with any fakeable electron, muon or τh
within ∆R < 0.4 are rejected to avoid misidentification.

The nominal jets (or simply jets) in the analysis satisfy pT > 25 GeV and are
found within the tracker acceptance (|η| < 2.4). An additional jet collection, denoted
as forward jets, is defined to maximize the acceptance to the spectator quarks in tH

events, expected to be emitted in the forward direction. Forward jets have the same
pT requirement as nominal jets but are found within 2.4 < |η| < 5.0. They are subject
to a special treatment due to the problematic noise in the forward region resulting
from the ageing of the ECAL and the ineffective pileup mitigation with the unforeseen
LHC filling scheme in 2017. This noise results in a bias in the estimation of the pT

of soft jets, which is not compensated with the application of the energy corrections.
Hence, the pT requirement is tightened to pT > 60 GeV for forward jets in the region
2.7 < |η| < 3.0. This leads to an improvement of the data-simulation agreement
throughout all the detector acceptance, as demonstrated in Fig. 5.4, which shows the
|η| position of jets and forward jets in a control region enriched in the tt̄Z background
(see Section 5.5).

Jets that originate from the hadronization of b-quarks (b-jets) are identified from
the nominal jet selection making use of the DeepJet algorithm [99]. Two different
working points of the algorithm are used: the loose and the medium; they correspond
to b-jet selection efficiencies of 84% and 70%, and mistag rates of light quark and gluon
jets of 11% and 1.1%, respectively. The tH topology can be extracted making use of
the number of light jets in the event, defined as

Nlight jets = (Njets −Nloose b−jets) +Nforward jets , (5.3)
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Figure 5.4: Distributions of |η| of the leading jets (left) and leading forward jets (right)
in a control region enriched in the tt̄Z background. The data and the simulation agree
within uncertainties.

where (Njets −Nloose b−jets) represents the number of nominal jets (|η| < 2.4) that fail
loose b-tagging working point and Nforward jets is the number of forward jets (|η| > 2.4),
which are not subject to any b-tagging requirement.

Missing transverse energy

The missing transverse energy (Emiss
T ) accounts for the presence of neutrinos in

the event; it is computed as the negative of magnitude of the vectorial transverse
momentum sum of all particles reconstructed by the PF algorithm (see Section 2.4.7).
To mitigate the influence of pileup, the Emiss

T is complemented with the observable
Hmiss

T . The latter is defined as the magnitude of the vectorial transverse momentum
sum of the reconstructed jets and fakeable electrons, muons and τh in the event, i.e.

Hmiss
T = |

∑
leptons

~pT,` +
∑
τh

~pT,τ +
∑
jets

~pT,j| . (5.4)

The Hmiss
T variable has worse resolution than Emiss

T and is therefore less sensitive
to undetectable particles; however, it is more robust against pileup, energy
mismeasurements and spurious signals. A linear combination of the Emiss

T and Hmiss
T

variables is used for event selection in the analysis, defined as

LD = 0.6× Emiss
T + 0.4×Hmiss

T . (5.5)

The coefficients in Eq. 5.5 were optimized in the context of the Run 1 analysis to
maximize the separation between the tt̄H signal and the Z+jets background [131]. The
combination of the two observables exploits the fact that Emiss

T and Hmiss
T are more

correlated in events with genuine missing energy compared to events with instrumental
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Figure 5.5: Correlation between Emiss
T and Hmiss

T in the tt̄H and Drell-Yan processes
for simulated events with at least 4 reconstructed jets. A requirement of LD > 30 GeV
(see Eq. 5.5) is applied in the event selection of the analysis to reject the Drell-Yan
background.

missing energy. Figure 5.5 illustrates the high level of correlation observed for the tt̄H

signal compared to the Drell-Yan background for events with at least 4 jets. A typical
lower threshold of 30 GeV on the value of LD is applied in the signal regions of the
analysis to remove the contribution from this background.

5.2 Event selection

The signal events arising from the tt̄H and tH production modes with H→WW∗,
H → ZZ∗ and H → τ+τ− are targeted in the 10 mutually exclusive final states
(categories or channels), defined according to the multiplicity of light leptons (electrons
or muons) and τh. Three of the channels are purely leptonic and contain no τh; they
require the presence of two leptons (2`ss + 0τh) with charge of the same sign, three
leptons (3`+0τh) or four leptons (4`+0τh). Four of the channels require one τh, either
with one lepton (1` + 1τh), with two leptons with charge of the same (2`ss + 1τh) or
opposite (2`os+ 1τh) sign, or with three leptons (3`+ 1τh). Two channels require two
τh, along with one lepton (1` + 2τh) or with two leptons (2` + 2τh). The last channel
is purely hadronic and requires the presence of two τh and no leptons (0`+ 2τh).

The relative signal yields in the different categories is shown in Fig. 5.6, considering
the inclusive tH process and the tt̄H process split by decay mode. As far as the tt̄H

process is concerned, the H → WW∗ decay is mostly targeted with the three purely
leptonic categories (2`ss + 0τh, 3` + 0τh and 4` + 0τh), while the H → ZZ∗ decay
is targeted with the 3` + 0τh and 4` + 0τh categories. Categories containing one τh
have comparable yields of the H → WW∗ and H → τ+τ− decays, while most of the
yield in categories requiring two τh arises from the H→ τ+τ− decay. The highest tH

signal yield -in any decay mode configuration- is found in channels where the total
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Figure 5.6: Relative signal contributions present in the 10 signal regions of the analysis,
defined according to the number of light leptons (` = e, µ) and hadronically decaying
τ leptons (τh) in the event, obtained from the simulation.

multiplicity of leptons and τh is lower.

Triggers and Emiss
T filters

The events used in the analysis have been collected with a combination of single,
double and triple lepton triggers, along with triggers based on the presence of a lepton
and a τh or two τh. Events recorded in any data-taking period and in the simulated
samples are selected if they pass the HLT paths required in each category, defined
consistently with the minimum lepton and τh multiplicities of the channel in question.
Single, double and triple lepton triggers are used in the categories requiring at least
one, two or three leptons, respectively. Lepton+τh triggers are used in the 1`+1τh and
1`+ 2τh categories. In the 0`+ 2τh category, only double-τh triggers are used. The pT

thresholds of these triggers vary slightly during data-taking periods depending on the
experimental conditions; they are shown in Table 5.4. To achieve the highest efficiency,
the analysis employs a combination of HLT paths with different pT thresholds when
multiple are available. Muon paths encoding requirements on the impact parameters
(dz) or the dimuon invariant mass (mµµ > 3.8 GeV) are also included.

In addition, the selected events are required to pass a series of Emiss
T -related filters;

they are aimed at rejecting events with a large unphysical or uninteresting Emiss
T .

These typically relate to spurious signals in the detector, originating from particles
produced from the interactions of protons in the low density tails of the beam (beam
halo), cosmic rays, miscalibrations and/or detector noise. These events are identified
with dedicated algorithms based on the timing, the pulse shape and the topology of
the signals from the subdetectors. The application of such filters guarantees a better
agreement between the data and the simulation.
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HLT path Flavour pT thresholds [GeV]

Single-lepton e 23-35
µ 22-27

Double-lepton
ee 23 (leading), 12 (subleading)
eµ 23 (leading), 8-12 (subleading)
µµ 17 (leading), 8 (subleading)

Triple-lepton

eee 16 (leading), 12 (subleading), 8 (third)
eeµ 12 (leading), 12 (subleading), 8 (third)
eµµ 9 (leading), 9 (subleading), 9 (third)
µµµ 12 (leading), 10 (subleading), 5 (third)

Lepton+τh
eτh 24 (e), 20-30 (τh)
µτh 19-20 (µ), 20-27 (τh)

Double-τh τhτh 35-40

Table 5.4: HLT paths used to record events, subdivided according to the flavour, and
their corresponding pT thresholds. Thresholds indicated as X-Y refer to the ranges
used across the HLT paths of the same kind.

Signal regions

The 10 signal regions of the analysis are designed to target the tt̄H production with
a specific decay mode configuration. Three of these (2`ss+0τh, 3`+0τh, 2`ss+1τh) are
also expected to be sensitive to the tH process. The list of targeted decays and tailored
kinematic selections of each signal region is shown in Tables 5.5 to 5.7. The pT and η
requirements applied to electrons, muons and τh are driven by the trigger thresholds
and the detector acceptance. Electrons and muons in the signal regions are required
to pass the tight selection criteria (see Tables 5.1-5.2). The same applies to the τh
(see Table 5.3), but in this case the tight selection is defined with a channel-dependent
working point chosen to maximize the sensitivity, also outlined in the tables. The
selected jets and b-jets follow the criteria described in Section 5.1. The 10 channels are
mutually exclusive: lepton and τh vetoes are applied to ensure that no selected event
enters two categories simultaneously.

The charge of the leptons and τh is required to be consistent with the expectation
in each decay mode. Some categories implement specific requirements on the charge
of the leptons; they must present the same sign in the 2`ss + 0τh and 2`ss + 1τh
categories and opposite sign in the 2`os + 1τh category. The separation is motivated
by the fact that the former has a more favourable signal-to-background ratio, since the
same-sign requirement removes the large background arising from tt̄+jets production
with dileptonic decays of the top quarks. The purity of the events in the 2`ss + 0τh
and 2`ss+1τh categories is increased by requiring a high-quality charge measurement:
the relative uncertainty of the muon track curvature has to be lower than 20% and the
independent measurements of the electron charge in the tracker and the ECAL have
to be consistent.

The selections on the reconstructed number of (nominal) jets exploit the fact that
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Selection 2`ss+ 0τh 3`+ 0τh 4`+ 0τh

tt̄H decays t→ b`ν, t→ bqq′,
H→WW∗ → `νqq′

t→ b`ν, t→ b`ν,
H→WW∗ → `νqq′ ;
t→ b`ν, t→ bqq′,

H→WW∗ → `ν`ν ;
t→ b`ν, t→ bqq′,

H→ ZZ∗ → ``qq′/``νν

t→ b`ν, t→ b`ν,
H→WW∗ → `ν`ν ;
t→ b`ν, t→ b`ν,

H→ ZZ∗ → ``qq′/``νν

Triggers Single/double-lepton Single/double/triple-lepton

Lepton pT pT > 25, 15 GeV pT > 25, 15, 10 GeV pT > 25, 15, 15, 10 GeV

Lepton η |η| < 2.5(e)/2.4(µ)

Charge Same-sign leptons,
charge quality − −

Jets ≥ 3 jets∗ ≥ 3 jets
b-tagging ≥ 1 medium b-tagged jets or ≥ 2 loose b-tagged jets
Emiss

T LD > 30 GeV LD > 30 (45) GeV if njet < 4 (and SFOS†)
Dilepton mass m`` > 12 GeV, |m`` −mZ| > 10 GeV
4-lepton mass − m4` > 140 GeV

† SFOS: same-flavour opposite-charge leptons.
∗The jet multiplicity selections are relaxed to target the tH signal (see text).

Table 5.5: Event selections applied in the 2`ss+ 0τh, 3`+ 0τh and 4`+ 0τh categories.

Selection 1`+ 1τh 2`ss+ 1τh 2`os+ 1τh 3`+ 1τh

tt̄H decays t→ bqq′, t→ bqq′

H→ ττ → `νντhν
t→ b`ν, t→ bqq′

H→ ττ → `νντhν
t→ b`ν, t→ b`ν
H→ ττ → `νντhν

Triggers Single-lepton,
lepton+τh

Single/double-lepton Single/double/
triple-lepton

Lepton pT pT > 30(e)/25(µ) GeV pT > 25, 15(e)/10(µ) GeV pT > 25, 15, 10 GeV

Lepton η |η| < 2.1 |η| < 2.5(e)/2.4(µ)

τh pT pT > 30 GeV pT > 20 GeV
τh η |η| < 2.3

τh identification Medium Very-loose Very-tight Very-loose

Charge −
Same-sign `,
charge quality,∑

`,τh
q = ±1

Opposite-sign `
∑
`,τh

q = 0

Jets ≥ 4 jets ≥ 3 jets∗ ≥ 3 jets ≥ 2 jets
b-tagging ≥ 1 medium b-tagged jets or ≥ 2 loose b-tagged jets

Emiss
T − LD > 30 GeV LD > 30 (45) GeV if

njet < 4 (and SFOS†)
Dilepton mass m`` > 12 GeV m`` > 12 GeV, |m`` −mZ| > 10 GeV

∗The jet multiplicity selections are relaxed to target the tH signal (see text).

Table 5.6: Event selections applied in the 1`+ 1τh, 2`ss+ 1τh, 2`os+ 1τh and 3`+ 1τh
categories.

the jet multiplicity is generally larger in the signal events compared to the background.
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Selection 0`+ 2τh 1`+ 2τh 2`+ 2τh

tt̄H decays t→ bqq′, t→ bqq′

H→ ττ → τhντhν
t→ b`ν, t→ bqq′

H→ ττ → τhντhν
t→ b`ν, t→ b`ν
H→ ττ → τhντhν

Triggers Double-τh Single-lepton, lepton+τh Single/double-lepton

Lepton pT − pT > 30(e)/25(µ) GeV pT > 25, 15(e)/10(µ) GeV

Lepton η − |η| < 2.1 |η| < 2.5(e)/2.4(µ)

τh pT pT > 40 GeV pT > 30, 20 GeV pT > 20 GeV
τh η |η| < 2.1 |η| < 2.3

τh identification Loose Medium
Charge

∑
τh
q = 0

∑
`,τh

q = 0

Jets ≥ 4 jets ≥ 3 jets ≥ 2 jets
b-tagging ≥ 1 medium b-tagged jets or ≥ 2 loose b-tagged jets

Emiss
T − − LD > 30 (45) GeV if

njet < 4 (and SFOS†)

Dilepton mass − − m`` > 12 GeV,
|m`` −mZ| > 10 GeV

† SFOS: same-flavour opposite-charge leptons.

Table 5.7: Event selections applied in the 0`+ 2τh, 1`+ 2τh and 2`+ 2τh categories.

The requirements follow the expected jet multiplicities in each decay mode, but they
are also aimed at selecting events in which some jets fall outside of the detector
acceptance or do not pass the kinematic cuts, thereby increasing the signal efficiency.
The total number of expected jets in a tt̄H event at LO is Njet = 10 − 2N` − 2Nτ ,
where N` and Nτ are the number of leptons and τh, respectively. The requirements
on the jet multiplicity in the signal regions are relaxed to allow for up to two of these
jets to fail the selection. Additionally, a selection based on the multiplicity of b-jets is
applied. Two of the jets present in the tt̄H signal originate from b-quarks and should
in principle pass the loose working point of the b-tagging discriminator. This selection
is likewise relaxed to maintain the signal efficiency, allowing for one of those two jets
to fail the reconstruction cuts or the b-tagging loose working point, provided that the
other one passes the medium b-tagging working point.

In the categories of the main analysis where a reasonable yield of tH events is
expected and where the backgrounds are not dominated by non-prompt leptons
(2`ss+ 0τh, 3`+ 0τh and 2`ss+ 1τh), the jet multiplicity requirements are modified to
accommodate the tH signature. The jet selection in this case is targeted at the tHq

production and requires the presence of at least one jet passing the medium b-tagging
working point and at least one light jet (see Section 5.1); they are applied taking
into account that the spectator quark may be emitted in the forward region and that
only one b-tagged jet is expected. As both the tH and tt̄H signals are targeted in
these categories, events passing either of the targeted jet selections are accepted. The
distinction between the two signals is attained at a later stage with dedicated nodes
in the DNN algorithm used to extract the signal in the main analysis (see Chapter 6).
Since only the tt̄H cross section is measured in the control analysis, the tH-targeted
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jet selection does not apply.
The contamination from Drell-Yan (DY) production with Z/γ∗ → `` in the

categories with at least two leptons is reduced by applying a lower threshold on the
linear discriminant LD, which accounts for the presence of neutrinos in the final
state. The nominal selection in these channels is set to LD > 30 GeV (see Fig. 5.5);
however, this cutoff is modified in some categories to increase the signal efficiency
and improve the background rejection. In the 2`ss+ 0τh and 2`ss+ 1τh channels, the
cut is only applied if the two reconstructed leptons are electrons, as the probability
to mismeasure the charge of the electrons is significant (∼0.1%), while it is negligible
for muons (see Section 5.3.3). Owing to the steeply falling distribution in Njet of
the DY background in the 3` + 0τh, 4` + 0τh, 3` + 1τh and 2` + 2τh categories, the
LD requirement is only applied in events that contain less than 4 jets. If the event
contains a same-flavour opposite-sign (SFOS) fakeable lepton pair, the requirement is
tightened to LD > 45 GeV in these categories.

The background contributions of processes involving Z bosons (tt̄Z, tZq, WZ and
DY) in the signal regions are suppressed by vetoing events that contain a pair of
loose leptons of SFOS with an invariant mass close to the Z boson mass (|m`` −
mZ| > 10 GeV). In the 2`ss + 0τh and 2`ss + 1τh categories, this Z veto is applied
only to electron pairs of the same charge due to their higher charge misidentification
rate. Moreover, events containing a pair of loose leptons with m`` < 12 GeV are not
considered in the analysis; they typically originate from cascade decays of heavy flavour
hadrons or low-mass DY processes, which are not well modelled in the simulation.
Finally, in the 3` + 0τh and 4` + 0τh categories, events containing four loose leptons
with m4` < 140 GeV are rejected to avoid overlap with the tt̄H and tH production
modes of the dedicated H→ ZZ∗ → 4` analysis [26].

5.3 Signal and background estimations

Multiple sources of background affect the tt̄H and tH searches. These are initially
rejected by putting into place the dedicated selection strategies detailed in Section 5.2,
but the yields of these background processes still significantly exceed the tt̄H and tH

yields. The signal-to-background ratio is particularly disfavoured in channels with low
lepton and τh multiplicities, as more SM processes are expected present such topologies;
however, these final states profit from a higher signal acceptance, and therefore improve
the global sensitivity of the analysis. The background processes can be qualitatively
classified as irreducible or reducible.
• The irreducible backgrounds refer to those processes that are indistinguishable

from the signal, as they result in the same final state and have a high probability
of entering the signal regions. The leading contribution to the irreducible
backgrounds originates from the associated production of a Z or W boson with a
top quark pair (tt̄V). Along with the tH and tt̄H signals, these backgrounds are
also interesting themselves as studies of the SM consistency; their production
cross section is comparable to that of the signals. Irreducible background are
estimated from the Monte Carlo (MC) simulation.
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• The reducible backgrounds instead arise from erroneous object identification,
mostly suppressed with tight object selection criteria. The most common source
of reducible background comes from non-prompt leptons or misidentified τh.
Additionally, the events where the charge of the leptons is mismeasured or where
the electrons arise from photon conversions are considered reducible backgrounds.
Although the misidentification probability for these objects is usually small, the
cross sections of the background processes from which they originate is many
orders of magnitude larger than the signals, and thus yield a sizeable contribution
in the signal regions. Reducible backgrounds are estimated from data, expect
for the photon conversions, which are estimated from the simulation.

The signal and irreducible background processes relevant to this analysis are listed
in Table 5.8, together with the corresponding cross sections. The same table shows
the MC generators used to simulate the processes and the associated perturbative
QCD accuracy employed in the modelling. More details on the estimation of the
signal and background processes are given in Sections 5.3.1 to 5.3.3. For all simulated
samples, the NNPDF3.0 [132] set of parton distribution functions (PDF) is used.
The generated events are interfaced with Pythia [133], that simulates the quark
hadronization and fragmentation effects, the underlying events and the multiple parton
interactions. The generated events are passed through a detailed simulation of the
CMS detector response based on the Geant4 software [134]; they are then processed
using the same versions of the CMS event reconstruction algorithms as the data.
Appropriate corrections are applied to the simulated events in order to account for
residual differences observed with respect to the data (see Section 5.4). The accuracy
of the modelling of the main irreducible backgrounds by the MC simulation is validated
by checking the data-simulation agreement in dedicated control regions enriched in the
corresponding background (see Section 5.5).

5.3.1 Signal modelling

Samples of the tt̄H, tHq and tHW processes produced by MC simulation are used
for the purpose of estimating the signal yields in the signal regions and control regions
of the analysis. These are simulated using the MadGraph5_aMC@NLO generator
[44]. The tt̄H process is modelled at NLO accuracy in perturbative QCD (pQCD); it
is normalized according to its cross section computed at NLO with the electroweak
corrections presented in Section 1.2.1. The tH processes are simulated at LO accuracy
in qQCD; the estimation of their yield is improved by normalizing the simulated events
at NLO accuracy. The tHq sample is generated in the 4FS, as it describes better the
additional b-quark in the gluon splitting. The tHW sample is generated in the 5FS
to avoid interferences with tt̄H at LO. The s-channel tH process is not considered
in the signal simulation, as its cross section is only ∼4% of the tHq cross section; its
contribution is negligible with the integrated luminosity and sensitivity of the analysis.

The signal samples are generated assuming all couplings of the Higgs boson to have
the values expected in the SM. Deviations from the SM prediction of the Higgs-W
coupling (λHWW) and the Higgs-top coupling (yt), parametrized with the κW and κt

coupling modifiers, induce a variation in the cross sections of these processes. In the
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Process Generator / qQCD accuracy Cross section [pb]

Signals
tt̄H (H 6→ bb̄) MadGraph5_aMC@NLO / NLO 0.2118
tHq MadGraph5_aMC@NLO / LO 0.07096
tHW MadGraph5_aMC@NLO / LO 0.01561

tt̄+X backgrounds
tt̄W (W→ `ν) MadGraph5_aMC@NLO / NLO 0.1960
tt̄WW MadGraph5_aMC@NLO / LO 0.006981
tt̄Z / tt̄γ∗ (tt̄→ 2`2ν2b)

1 < m`` < 10 GeV MadGraph5_aMC@NLO / NLO 0.0822
m`` ≥ 10 GeV MadGraph5_aMC@NLO / NLO 0.2814

tt̄ + jets†

tt̄→ 2`2ν2b POWHEG / NLO 88.40
tt̄→ `ν2q2b POWHEG / NLO 366
tt̄→ 4q2b POWHEG / NLO 378

Electroweak backgrounds
W±W∓ (→ ``νν) POWHEG / NLO 12.2
WZ

WZ→ ```ν MadGraph5_aMC@NLO / NLO 4.43
WZ→ ``qq† MadGraph5_aMC@NLO / NLO 5.60

ZZ
ZZ→ ```` POWHEG / NLO 1.256
ZZ→ ``qq† MadGraph5_aMC@NLO / NLO 5.52

Z/γ∗ + jets (Z/γ∗ → ``)†

10 ≤ m`` < 50 GeV MadGraph5_aMC@NLO / LO 18610
m`` ≥ 50 GeV MadGraph5_aMC@NLO / NLO 6077.22

Rare backgrounds
tW+jets POWHEG / NLO 35.8
tZq (Z→ ``) MadGraph5_aMC@NLO / NLO 0.07358
W±W± + 2 jets MadGraph5_aMC@NLO / LO 0.04926
W±W± double scattering Pythia / LO 0.2232
WWW MadGraph5_aMC@NLO / NLO 0.2086
WWZ MadGraph5_aMC@NLO / NLO 0.1676
WZZ MadGraph5_aMC@NLO / NLO 0.05701
ZZZ MadGraph5_aMC@NLO / NLO 0.01473
tt̄tt̄ MadGraph5_aMC@NLO / NLO 0.008213

Higgs boson backgrounds
ggH POWHEG / NLO 48.58
VBF POWHEG / NLO 3.782
WH MadGraph5_aMC@NLO / NLO 1.373
ZH MadGraph5_aMC@NLO / NLO 0.8839
tt̄WH MadGraph5_aMC@NLO / LO 0.001582
tt̄ZH MadGraph5_aMC@NLO / LO 0.001535
HH (gluon fusion) MadGraph5_aMC@NLO / LO 0.03105

† Considered irreducible background only in 1`+ 1τh and 0`+ 2τh categories.

Table 5.8: List of signals and irreducible backgrounds used in the analysis, estimated
with MC simulation. The generators and the perturbative QCD accuracy used in the
modelling are indicated together with the cross sections.
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Figure 5.7: Normalized distributions of various observables for the tHq (upper row)
and tHW (bottom row) processes in the 2`ss+ 0τh signal region for different values of
the ratio between the Higgs-top (κt) and Higgs-W (κv) coupling modifiers, obtained
from the simulation.

case of tt̄H, variations of κt scale the cross section by a factor |κt|2. In the case of the
tH signal, deviations of κv and κt from the SM prediction follow the parametrization
in Eq. 1.45. Additionally, the variations induce changes on the event kinematics of the
tH process, uniquely defined by the ratio κt/κv, as illustrated in Fig. 5.7. These are
accounted for by applying appropriate weights to the simulated events. Variations of
κt are considered in the range −3 ≤ κt ≤ 3 in steps of 0.25, while κv takes values of
0.5, 1.0 and 1.5. The changes in the kinematic properties of the tH events affect the
detector acceptance and the efficiency of the analysis, as shown in Fig. 5.8.

5.3.2 Irreducible background modelling

The dominant irreducible background in most channels is due to the tt̄W(W)

and tt̄Z processes, collectively referred to as tt̄V. The tt̄V events that enter the
signal regions typically have genuine prompt leptons and b-jets arising from the
hadronization of b-quarks, whereas the reconstructed τh are a mixture of genuine τh
and misidentified quark and gluon jets. Background events from tt̄Z production can
pass the Z veto in the event selection when the one of the leptons resulting from the
Z boson decays fails to be reconstructed, or when the Z boson decays to τ leptons
that decay leptonically, shifting m`` to lower values due to the presence of neutrinos.
Additional background contributions arise from off-shell tt̄γ∗ production, included
in the simulated tt̄Z sample. The tt̄W and tt̄Z/tt̄γ∗ backgrounds are simulated at
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Figure 5.8: Probability for tHq (left) and tHW (right) simulated events to pass the
selection criteria of the 2`ss+ 0τh, 3`+ 0τh and 2`ss+ 1τh categories as a function of
the ratio between the Higgs-top (κt) and Higgs-W (κv) coupling modifiers.

NLO in pQCD using MadGraph5_aMC@NLO [44], while the tt̄WW background
is simulated at LO with the same program. In the case of the tt̄W background,
additional O(αsα

3) corrections are included to improve the modelling, as recently
derived in Ref. [135]. The contribution of this correction is sizeable in this process,
amounting to a 12% increase with respect to leading order. The simulated tt̄V

samples are normalised to their cross sections computed at NLO accuracy; however,
dedicated control regions enriched in tt̄Z and tt̄W events allow for the normalization
of these processes to be left freely floating in the maximum likelihood fit, constrained
by the data (see Section 5.5).

The cross section for tt̄ + jets events is around three orders of magnitude larger
than the cross section of the tt̄W and tt̄Z processes; however, the tt̄+jets background
is strongly reduced by the lepton and τh identification criteria in most categories.
Consequently, the tt̄+jets background contribution manifests when a non-prompt
lepton or a jet is misidentified as a prompt lepton, or when a quark or gluon jet
is misidentified as a τh. The estimation of this reducible background is performed
with a data-driven method (see Section 5.3.3). Nonetheless, a significant irreducible
contribution of the tt̄+jets events is expected in the 1` + 1τh and 0` + 2τh channels.
In these channels, the process is modelled with the POWHEG generator at NLO
accuracy; it is normalized to the cross section computed at NNLO. The pT spectrum
of the top quark is found to be harder in the simulation than in the data: the effect is
corrected by applying pT-dependent weights to the simulation (see Section 5.4).

Another relevant background in most channels arises from electroweak processes,
namely the diboson productions WZ and ZZ (and, less notably, W±W∓) with two or
more jets. The generator MadGraph5_aMC@NLO is used at NLO to model the
WZ and semileptonic ZZ contributions, while POWHEG at NLO is used to model
W±W∓ and the purely leptonic decays of ZZ. The processes are normalized to their
cross sections computed at NNLO accuracy. In the 1`+ 1τh and 0`+ 2τh channels, the
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DY process (Z/γ∗ → ττ) constitutes another relevant background. It is modelled with
MadGraph5_aMC@NLO at LO and NLO accuracies in the low and high dilepton
invariant mass regimes, respectively, and normalized to its cross section computed at
NNLO. The agreement between the data and simulated DY events is improved by
applying weights to the simulation derived from dedicated Z→ `` control regions (see
Section 5.4).

Due to the low rate of the signals, smaller background contributions must be taken
into consideration, denoted collectively as rares. These include processes such as
tW+jets, tZq, same-sign W±W± pairs, triboson (WWW, WWZ, WZZ, ZZZ) and
tt̄tt̄. The tW+jets process is modelled with POWHEG at NLO accuracy. The
W±W± production is simulated using the program MadGraph5_aMC@NLO in
LO accuracy, except for the contribution from double-parton interactions, which is
simulated with Pythia at LO accuracy. The rest of the rare backgrounds are simulated
at NLO using MadGraph5_aMC@NLO. All rare processes are normalized to their
cross section computed at NLO.

Finally, the Higgs boson production via non-tt̄H mechanisms contributes with small
yields to all channels. It includes ggH, VBF, WH, ZH, the production of the Higgs
boson with W and Z bosons plus pairs of top quarks (tt̄WH, tt̄ZH) and non-resonant
Higgs boson pair production via the gluon fusion (HH). The modelling of the ggH and
VBF processes is done with NLO accuracy using the POWHEG generator, while the
rest of the processes are modelled using MadGraph5_aMC@NLO, at NLO accuracy
for WH and ZH, and at LO accuracy for tt̄WH, tt̄ZH and HH. The normalization of
the Higgs boson processes is applied as computed in Ref. [18].

In order to avoid double-counting of the background estimates obtained from the
simulation and from the data, the reconstructed electrons, muons and τh in the
irreducible backgrounds are required match their generator level equivalent within
∆R < 0.3; upper bounds on their relative transverse momentum are also imposed.

5.3.3 Reducible background estimation

The reducible backgrounds, arising from the erroneous object identification, are
categorized in three different sources:
• The fakes background refers to events in which at least one reconstructed

lepton is due to the misidentification of a non-prompt lepton or hadron, or at
least one reconstructed τh arises from the misidentification of a jet. The main
contribution to the fake background originates from tt̄+jet production.
• The charge flip background results from events in which the charge of a

reconstructed lepton is mismeasured. This background is specific to the 2`ss+0τh
and 2`ss + 1τh channels; it originates mainly from tt̄+jet events in which both
top quarks decay leptonically.
• The conversions background is due to events in which one or more

reconstructed electrons are due to the conversion of a photon (real or virtual)
into an electron-positron pair. One converted electron or positron typically
carries most of the energy of the photon, while the other fails to be reconstructed.
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The fakes and charge flip backgrounds are estimated from the data, while the
conversions background is estimated from the simulation. The method used in the
estimation are detailed in what follows.

Fakes background

The fakes background is estimated from data using the fake factor (FF) method,
developed within the tt̄H multilepton analysis group. The method consists in selecting
a sample of events which satisfies the selection criteria of the signal regions (see
Section 5.2), except that muons, electrons and τh are demanded to pass the fakeable
selection criteria instead of the tight (see Tables 5.1- 5.3). The events in which the
leptons and τh satisfy the tight selection are vetoed to avoid overlap with the signal
regions. The event sample selected this way is called application region (AR). This
region is enriched in fake leptons and τh; the contribution of the fake background in
the signal regions is estimated with a suitable transfer factor, or weight w, applied to
events in the AR. The weights are given by

w = (−1)n
n+1∏
i=1

fi
1− fi

, (5.6)

where the product extends over all electrons, muons and τh which pass the fakeable
but fail the tight selection criteria, and n is the total number of such leptons or τh.
The symbol fi represents the fake rate; it is the probability for an electron, muon or
τh that passes the fakeable selection to also pass the tight one. The product (−1)n is
introduced in order to avoid double counting in the signal region.

The fake rates fi are measured separately for leptons and τh in dedicated
measurement regions (MR). In the case of the leptons, the sample is enriched in
multijet data events, and the fake rates are measured separately for electrons and
muons, parametrized by the lepton cone-pT and η. Only events containing exactly
one fakeable electron or muon and at least one jet further than ∆R = 0.7 from the
lepton are considered. The fake rates fi for τh are measured in tt̄+jets data events in
which the W boson pair from the top quarks decays to an opposite-sign electron-muon
pair. The measurement is done separately for the barrel and the endcap regions as a
function of the pT and identification working point. Selected events contain at least
one fakeable τh and at least two jets, which cannot overlap with the leptons or τh
within ∆R < 0.3.

To compute the value of the fake rates, the events selected in the MR are subdivided
into pass or fail sub-samples according to whether the fakeable lepton or τh passes or
fails the tight selection. In the case of the τh, the tight selection is defined according
to the identification working points of each category (see Tables 5.5-5.7), for which the
fake rates are derived separately. The fake rate fi is obtained as

fi =
Npass

Npass +Nfail

, (5.7)

where Npass (Nfail) is the number of events in the pass (fail) sample. The measured
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Figure 5.9: Fake rate fi for electrons (left) and muons (right) in the barrel, measured
in 2018 data, as a function of the lepton pT. The corresponding fake rates measured
in multijet and tt̄+jet simulated events are also shown for comparison. In the case of
electrons, the measured rates applying photon conversion veto ("γ corr.") are shown.

electron and muon fake rates in the barrel region with the data collected during 2018
are found in Fig. 5.9. The measured τ fake rates in the barrel for the loose and medium
identification points with the data collected in 2018 are found in Fig. 5.10. Depending
on the detector region, the fake rates range from 3 to 13% for electrons, from 2 to 20%
for muons and from 10 to 50% for τh.

In the 2`ss + 1τh and 3` + 1τh categories, a modified version of the FF method
is used. In this case, the AR is defined by relaxing the identification criteria to the
fakeable selection only for the leptons (and not for the τh). Correspondingly, only the
lepton fake rates are considered when computing the extrapolation weights in Eq. 5.6.
The background contribution where the reconstructed leptons are prompt but the
reconstructed τh is a misidentified jet is modelled using the simulation. The reason
for the modification is that in these categories ∼30% of the tt̄H yield corresponds to
misidentified τh from jets. If these events are used for the fake rate measurement, they
cannot be used for the purpose of inferring the signal rates, reducing the sensitivity of
these categories by ∼1/3.

In order to check the validity of the fake background estimation, a closure test is
performed in simulated events. It ensures that no potential biases are introduced due
to the differences in flavour composition or lepton kinematics between the MR and the
signal region. The closure test for the fake lepton background estimation is illustrated
in Fig. 5.11 for the 2`ss + 0τh category. In the figure, the grey line corresponds to
the event yield in the signal regions obtained from simulated tt̄ events. It is compared
to the yield estimated by the method applied to tt̄ simulated events in the AR. The
latter is done with the fake rates measured both in tt̄ (blue line) and multijet (red line)
simulated events. The comparison between these two allow to evaluate the dependency
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Figure 5.10: Fake rate fi for τh in the barrel for the loose (left) and medium (right)
identification working points, measured in 2018 data, as a function of the τh pT. The
fake rates for the loose working point are measured requiring the double-τh trigger
selection of the 1`+1τh and 0`+2τh categories. The corresponding fake rates measured
in tt̄+jet simulated events are also shown for comparison.

of the fake rates between these two samples. The comparison between the tt̄ yield in
the signal region and the estimation using the fake rate obtained from a multijet
sample is an estimator of the bias introduced by the method. Very good closure is
observed for muons, but a ∼30% non-closure is observed for electrons. The difference
is accounted for by applying a multiplicative correction to the fake rates measured in
data. A similar closure test is applied in the τh misidentification rate.

Flips background

The charge flip background is relevant in the 2`ss+0τh and 2`ss+1τh categories of
the analysis. It is estimated from data, following a similar strategy to the estimation
of the fakes background. In this case, the sample of events in the AR pass the same
selection criteria as the signal region, except that the two leptons are required to have
opposite charge instead of the same charge. Extrapolation weights are applied to the
AR to estimate the flip background in the signal region. In the 2`ss + 0τh channel,
the weight is given by the sum of the probabilities to mismeasure the charge of each
of the two leptons; in the 2`ss+ 1τh channel, only the lepton that has the same charge
as the τh is considered, as the condition

∑
`,τh

q = ±1 is already applied in the event
selection.

The charge misidentification rate for electrons (muons) is measured in a MR of
Z/γ∗ → ee (Z/γ∗ → µµ) events, parametrized as a function of the pT and the η of the
electron (muon). The set of events selected in these MR is subdivided into samples of
same-sign or opposite-sign charge electrons (muons); the charge misidentification rate
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Figure 6.6: Closure test of the fake rate method for electrons (left) and muons (right)
in tt simulations as a function of the lepton cone-pT. Gray points shows the yield
predicted in the signal region, and is compared to the yield simulations in the AR
corrected by a fake-rate derived in tt (blue) and multijet (red) simulations. Only

statistical uncertainties are shown.

contributions from low mass resonances. Finally, events are required to have a th
passing the fakeable selection. The efficiency of this fakeable th to pass the different
tight selection criteria is evaluated after subtracting the contribution from genuine th
as estimated from simulations.

This fake-rate is applied using the same formulae as it is used for non-prompt leptons,
and a closure test is also applied to estimate the systematic uncertainty of the method.

6.5.1.3 Charge flips

The charge sign of electrons and muons may be measured incorrectly, and background
events may enter in the 2lss + 0th and 2lss + 1th regions. This rate is negligible for
muons, once the requirement on the pT measurement uncertainty is applied. However,
electrons may radiate significantly and the sign of the curvature may be measured
incorrectly with a higher probability.

This mismeasurement rate is determined by measuring the number of reconstructed
same-sign and opposite-sign Z ! e±e⌥ events in data. The number of Z ! e±e⌥

events is obtained by performing a fit to the Z peak. The shapes for the mll distribution
are templates obtained from simulated events.

The measurement is performed in bins of pT and h, with a total of 6 categories. The
number of same-sign events can be calculated as NSS = (q1 + q2)NOS, where qi is the
charge flip rate of the i-th lepton and q ⌧ 1 has been assumed. 21 such equations are

Figure 5.11: Fake lepton background closure tests showing the distributions of cone-pT
of electrons (left) and muons (right) in the 2`ss + 0τh category. The figure compares
the yields of tt̄ simulated events in the signal region (grey) to the yields obtained with
tt̄ simulated events in the AR weighted by the fake rates derived in a tt̄ (blue) and
multijet (red) simulated events.

is given by

fi =
Nss

Nss +Nos

, (5.8)

where Nss (Nos) is the number of events in the same-sign (opposite-sign) sample.
The charge misidentification rate for muons is found to be negligible as a result

of the quality requirements applied to the tracks during object selection. However,
electrons can radiate significantly, leading to an incorrect measurement of the sign of
the curvature with a higher probability. The measured for electrons in different pT and
|η| regions and years of data-taking are shown in Table 5.9. They vary from ∼0.005% in
the low-pT region of the barrel to around ∼0.15% in the high-pT region of the endcap.
It is noteworthy that the rates for 2017 and 2018 are significantly lower than in 2016
as a result of the pixel detector upgrade. Owing to the higher mismeasurement rate,
the charge flip background in the 2`ss + 0τh and 2`ss + 1τh categories is considered
only in events with one or two electrons.

Conversions background

The background contribution from tt̄ events with real photons (tt̄γ) is typically
due to a γ → e+e− conversion where one of the lepton carries most of the energy
of the photon, and the other one fails to be reconstructed. Such events are mostly
suppressed with a photon conversion veto during reconstruction and by requiring that
the electron candidate tracks have hits in each of the traversed layers of the pixel
detector (see Section 5.2). The contribution of tt̄ events with virtual photons (tt̄γ∗)
typically produces low-mass electron or muon pairs which can be effectively suppressed
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Charge misidentification rate [%]
Year |η| 10 ≤ pT < 25 GeV 25 ≤ pT < 50 GeV pT ≥ 50 GeV

2016 |η| < 1.479 0.056± 0.021 0.009± 0.001 0.015± 0.004
1.479 ≤ |η| < 2.5 0.061± 0.009 0.102± 0.004 0.162± 0.010

2017 |η| < 1.479 0.012± 0.005 0.005± 0.001 0.011± 0.003
1.479 ≤ |η| < 2.5 0.043± 0.008 0.050± 0.003 0.088± 0.010

2018 |η| < 1.479 0.004± 0.006 0.006± 0.001 0.011± 0.014
1.479 ≤ |η| < 2.5 0.036± 0.006 0.051± 0.002 0.097± 0.008

Table 5.9: Charge misidentification rates for electrons of different pT and η ranges,
measured in Z/γ∗ → ee events for 2016, 2017 and 2018. The errors associated
correspond to the statistical uncertainties in the measurement region.

by requiring their dilepton mass to be bigger than 12 GeV. Consequently, the yield of
tt̄γ and tt̄γ∗ events in the signal regions is small in the 2`ss+ 0τh, 3`+ 0τh, 2`ss+ 1τh
and 2`os+ 1τh categories, and negligible in all other.

Unlike the other reducible backgrounds, the conversions background is estimated
from simulated events of the background processes considered in the analysis (see
Table 5.8) along with tt̄γ, tγ, Wγ, Zγ and WZγ. Only events in which at least
one reconstructed electron is matched to a generated photon within ∆R < 0.3 are
considered. Additionally, the pT of the generator level photon is required to be greater
than half the pT of the reconstructed electron.

5.4 Data-to-simulation corrections

To correct for small disagreements between the data and the simulation, suitable
weights, or scale factors (SF), are applied to the simulation to recover the behaviour
of the data. The discrepancies, of the order of a few percent, generally concern the
selection efficiencies or energy resolution of the physics objects, unforeseen detector
effects which are not taken into account in the simulation or theoretical limitations
that lead to imperfect modelling of some processes. The corrections applied in this
analysis are described in the following.
• Pileup: The production of the simulated datasets of the analysis is a

computing-intensive operation that extends over several weeks; hence, the MC
samples are usually generated before knowing the exact pileup distribution of
the data. As the detector response and the reconstruction of the physics objects
are affected by the pileup, the simulated events are weighted according to the
ratio between the pileup distribution in data and that in the MC, illustrated in
Fig. 5.12 for the full Run 2 data.
• Trigger efficiency: The trigger selections defined in Section 5.2 are applied

to the data and the simulation; systematic differences between the selection
efficiencies observed in both are corrected in the simulation with a scale
factor encoding the ratio of the two. The efficiencies are measured with the
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Figure 5.12: Comparison of the number of pileup interactions observed in the Run 2
data (red) to the profile used in the MC simulations (blue). The ratio in the bottom
pad is used to derive a correction weight for events in the simulation.

tag-and-probe technique, separately for each data-taking period. The efficiencies
of the single and double lepton triggers are measured in Z/γ∗ → ee/µµ events
as a function of the pT, the multiplicity and the flavour (2µ, e+µ, 2e, 3`) of the
leptons; the corrections take values of 0.94-1.01. The efficiency of the lepton+τh
triggers are measured in Z/γ∗ → ee/µµ/ττ events in bins of the lepton properties
(pT, η, flavour) and the τh properties (pT, φ, decay mode, identification working
point). The efficiencies of the double-τh trigger are measured in Z/γ∗ → ττ

events as a function of the aforementioned τh properties.
• Electron and muon identification and isolation efficiency: The loose and

tight lepton selection criteria (see Tables 5.1 and 5.2) lead to residual differences
in selection efficiencies in the data and the simulation. They are measured in
Z/γ∗ → `` events with the tag-and-probe technique as a function of the lepton pT

and η, separately for electrons and muons. It is done in two stages: the efficiency
for the reconstructed leptons to pass the loose selection is measured first, followed
by the efficiency for loose leptons to also pass the tight selection. The scale factors
associated to the former have typical values of 0.94-1.06; the most significant
corrections associated to the latter are related with low-pT electrons, and have
values of 0.52-1.05. The efficiencies measured in data and simulation for the loose
leptons to pass the tight selection are compared in Fig. 5.13 for the 2`ss + 0τh
category with 2018 detector conditions.
• τh identification efficiency and energy scale: The efficiency for τh to pass

the identification working points applied in the signal regions has been measured
with the tag-and-probe technique in Z/γ∗ → ττ events, in bins of pT, η and decay
mode of the τh. The differences in the efficiency observed in the data and in the
simulation have values of 0.8-1.2. Another correction is applied to account for
the difference in the τh energy scale; it is measured in Z/γ∗ → ττ → µτh events
separately for the different decay modes. The energy scale is generally lower in
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Figure 5.13: Efficiency of loose muons (left) and electrons (right) to pass the tight
selection criteria, as measured in Z → `` events using a tag-and-probe method as a
function of pT in bins of |η| for 2018 data-taking period in the 2`ss + 0τh category.
The data efficiency corresponds to the dashed lines, while the simulation efficiency
corresponds to the solid lines

data than in the MC, with scale factors of 0.97-0.99.
• b-tag efficiency and mistag rate: Small differences have been observed

between the data and simulation in the efficiency for b-jets to pass the loose
and medium working points of the DeepJet algorithm, as well as in the mistag
rate for light flavour quarks and gluon jets. The former has been measured
in tt̄+jet and multijet events and the later in Z → `` events with jets. The
measurement is done as a function of the jet pT and η, the flavour of the
underlying generator-level jet the b-tagging score. The scale factors in bins of
the jet pT measured during 2017 data-taking are shown in Fig. 5.14 for the loose
and the medium b-tagging working points.
• Prefiring probability of the Level-1 ECAL trigger: During 2016 and 2017

detector operation, a gradual timing shift of the ECAL crystal signal response
in the endcap region was observed. The effect was accounted for and corrected
before 2018 operation began. This timing shift was propagated to the ECAL
trigger primitives, resulting in their wrong association to earlier bunch crossing,
or prefiring [88]. The fraction of ECAL trigger primitives produced in earlier
bunch crossing strongly depends on η and reaches significant values for the very
forward regions of the calorimeter. As a consequence of one of the Level-1 trigger
rules forbidding two consecutive bunch crossings to fire [86], the prefiring induced
by the ECAL mistiming resulted in a small fractions of events lost. The effect
cannot be accounted for by the simulation, so appropriate weights are applied
encoding the probability of an event to prefire according to the pT and η of the
forward jets and photons in the event. The impact of prefiring is ∼3% and ∼4%
for the tt̄H and tt̄Z processes, respectively, as shown in Fig. 5.15 for the 2`ss+0τh
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Figure 5.14: Data-to-simulation scale factors for b-jets as a function of jet pT for the
loose (left) and medium (right) working point using the DeepJet b-tagging algorithm
in the 2017 data-taking period. The top pad shows the SFs measured in dilepton top
quark pair events (Kin) and in multijet events (LTSV), while the bottom pad shows
the combined scale factors with the result of a fitted function superimposed [98].
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Figure 5.15: Distributions of the tt̄H and tt̄Z yields in the 2`ss + 0τh categories,
split according to the lepton flavour, charge and b-jet multiplicity, obtained from the
simulation in 2017 detector conditions. The dashed lines correspond to the distributions
after applying the Level-1 ECAL trigger prefiring correction (see text).

category with 2017 detector conditions.
• Normalization of the Drell-Yan background: In the 1` + 1τh and 0` +

2τh categories, the contribution of the irreducible Z/γ∗ → ττ background is
significant. Differences in the event yield of this process in data and MC are
applied as normalization scale factors to the simulation. The corrections are
estimated in an orthogonal region enriched in Z/γ∗ → `` events, in different bins



188 5. Search for the tt̄H and tH processes in multileptonic final states

0 100 200 300 400 500

 [GeV]
T

Top p

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

NN
LO

/P
ow

he
g 

+ 
Py

th
ia

8 Our ratio
Our fit
Fit by Top PAG

Ratio
Exponential fit
Linear fit

Figure 5.16: Ratio of the top quark pT spectra in tt̄+jets events computed at NNLO
QCD + NLO electroweak accuracy [137] and in the POWHEG sample used in the
analysis, fitted with a function of the form exp(a+ b× pT + c× p2

T) (red line).

of jet and b-tagged jet multiplicities. The corrections take values of 0.87-1.49;
they are applied in the relevant categories.
• Top quark pT in tt̄ background: The irreducible background of tt̄ events

in the 1` + 1τh and 0` + 2τh categories is modelled using the POWHEG [136]
generator at NLO accuracy in QCD (see Section 5.3.2). The pT spectrum of the
top quark is found to be harder in the simulation than in the data. It is corrected
with an analytic function derived from the ratio between the distribution of
the top quark pT at NNLO QCD and NLO electroweak accuracy [137] and the
distribution in top quark pT in the POWHEG sample of the analysis. The ratio
is fitted with an exponential as a function of the pT of the generator-level top
quark and applied as a correction to the simulation in the relevant signal regions.
The function is illustrated in Fig. 5.16 for 2018 detector conditions.

5.5 Background control regions

The estimation of the main irreducible backgrounds in the analysis is validated
in the so-called control regions, which are orthogonal to the signal regions defined
in Section 5.2. These regions are enriched in specific background events, thus the
modelling of such backgrounds is validated by probing the data-simulation agreement.
The 3` control region (3`-CR) is introduced to validate the tt̄Z and WZ backgrounds.
The 4` control region (4`-CR) serves to validate the tt̄Z and ZZ backgrounds. To
validate the tt̄W background, the main analysis employs a dedicated node in the
DNN used for the signal extraction in the 2`ss + 0τh category, while the control
analysis makes use of a 2`ss+3 jets control region (2`ss+3j-CR). The distributions
in these regions are fitted simultaneously with the signal regions to extract the signal
rates. The normalization of the tt̄W and tt̄Z backgrounds is left freely floating and is
determined in situ in the signal extraction fit. This way, no assumption is made on
their cross section; however, assumptions are made on their acceptance and the shapes
of the distributions included in the fit, but these are expected to be less affected by
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higher-order corrections.

3`-CR

Events in the 3`-CR, enriched in tt̄Z and WZ backgrounds, are selected by applying
the same criteria as the 3`+0τh category (see Table 5.5), except that events are required
to have a pair of SFOS loose leptons with mass |m`` −mZ| < 10 GeV. Additionally,
the requirement on the multiplicity of jets is relaxed to demand the presence of at
least one jet and no requirement on the number of b-tagged jets is applied. The
contributions arising from tt̄Z and WZ production are separated by classifying the
events in 12 different subcategories according to the multiplicity of jets and b-tagged
jets, separately for each lepton flavour combination (eee, eeµ, eµµ, µµµ). The event
yields for each subcategory before including the CR in the signal extraction fit can be
found in Fig. 5.17 (left). The figure shows good agreement between the data and the
simulation and a visible separation between the tt̄Z and the WZ processes.

4`-CR

Events in the 4`-CR, enriched in ZZ background, are selected by applying the same
criteria as the 4` + 0τh category (see Table 5.5), except that events must contain a
pair of SFOS loose leptons with mass |m`` −mZ| < 10 GeV, and no requirement on
the multiplicity of jets and b-tagged jets is applied. To separate the ZZ background
from the other backgrounds, mostly arising from the tt̄Z process, events are classified
in four different categories according to the presence of a second SFOS lepton pair
within the Z mass window, the number of jets and the number of b-jets passing the
medium working point. The event yields for each subcategory before including the
CR in the signal extraction fit can be found in Fig. 5.17 (right), showing a good
data-simulation agreement within uncertainties and a good separation between the
tt̄Z and ZZ processes.

2`ss+3j-CR

Events in the 2`ss+3j-CR, enriched in tt̄W background, are selected by applying
the same criteria as the 2`ss+0τh category (see Table 5.5), but requiring exactly 3 jets.
Figure 5.18 shows the distributions of the invariant mass of the dilepton pairs in this
region, separately for each lepton flavour combination (ee, eµ, µµ), before including the
CR in the signal extraction fit. The binning is chosen such that the separation between
tt̄W and the rest of the backgrounds is maximized; the good agreement between the
data and the MC simulation is probed.

5.6 Systematic uncertainties

Various sources of systematic uncertainties may affect the precision in the
measurement of the cross sections of the signals. They can affect the yields of the
signal and background processes (rate uncertainties) or the shapes of the distributions
of the observables used for signal extraction (shape uncertainties). The treatment of



190 5. Search for the tt̄H and tH processes in multileptonic final states

0 5 10 15 20 25 30 35 40 45
1−10

1

10

210

310

410

510

E
ve

nt
s

3l-CR, prefit
Data Fakes Conversions

Rares ZZ WZ

W(W)tt Ztt Uncertainty

CMS Preliminary  (13 TeV)-1137 fb

eee µee µµe µµµ

0 5 10 15 20 25 30 35 40 45

Bin number

1−
0.5−

0

0.5

1

E
xp

ec
ta

tio
n

D
at

a 
- 

E
xp

ec
ta

tio
n

0.5− 0 0.5 1 1.5 2 2.5 3 3.5
1−10

1

10

210

310

410

510

E
ve

nt
s

4l-CR, prefit

Data Rares ZZ

Ztt Uncertainty

CMS Preliminary  (13 TeV)-1137 fb

0.5− 0 0.5 1 1.5 2 2.5 3 3.5

Bin number

0.4−
0.2−

0
0.2
0.4

E
xp

ec
ta

tio
n

D
at

a 
- 

E
xp

ec
ta

tio
n

Figure 5.17: Event yields in the (left) 3` control region, enriched in the tt̄Z-WZ
backgrounds, in different bins of jet and b-jet multiplicities, and (right) 4` control region,
enriched in the tt̄Z-WZ background, in different bins of SFOS and b-jet multiplicities.
The distributions are included in the maximum likelihood fit of the main and control
analyses.
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Figure 5.18: Invariant mass of the dilepton pairs in the 2`ss + 3 jets control region,
enriched in the tt̄W background, for ee (left), eµ (centre) and µµ (right) pairs. The
distributions are included in the maximum likelihood fit of the control analysis.

these uncertainties in the statistical methods used to measure the tt̄H and tH signal
rates is explained in Section 5.7. The effects arising from the same source cause
correlations across different event categories and data-taking periods, which are taken
into account in the statistical analysis. Although the main analysis and the control
analysis make use of different observables in the fit, the sources of uncertainty are



5.6 Systematic uncertainties 191

mutual, as both share the same analysis strategy; however, they can have a different
impact on the measurement of the signal rates.

Experimental uncertainties

• Luminosity: The rate uncertainty on the integrated luminosity amounts to
2.6% for the data recorded in 2016 [138] and 2018 [139], and 2.4% for the
data recorded in 2017 [140]. This uncertainty is obtained from dedicated
Van-der-Meer scans and stability of detector response during data taking. The
correlated effects across all years of data-taking amount to 1.4%, 1.3% and 2.1%
in 2016, 2017 and 2018, respectively.
• Pileup: The shape uncertainty related to the number of PU interactions is

obtained by varying the number of inelastic pp interactions superimposed in
simulated events by the corresponding uncertainty, amounting to ±4.6%. The
resulting effect on the simulated signal and background yields amounts to less
than 1%; it is correlated across the three data-taking periods.
• Trigger efficiency: The shape uncertainty due to the trigger efficiency is

obtained by varying the corresponding scale factors within their uncertainties.
The uncertainties relate to the statistical power of the DY samples used in the
tag-and-probe method, as well as the effect of choosing other variables rather
than the pT in the parametrization. Trigger uncertainties amount to 2% for
leptonic triggers and to 5% for lepton+τh and double-τh triggers; they are treated
as uncorrelated across the data-taking years.
• Lepton identification and isolation efficiency: The uncertainty due to the

electron and muon identification and isolation efficiency is obtained by varying
the corresponding scale factors within their uncertainties, obtained from the
tag-and-probe measurement in DY events in data and MC; they amount to 3-5%
for electrons and 2% for muons. Additionally, the efficiencies are cross-checked
with those obtained in tt̄+jet events to account for the different event topology of
DY events and the signal region, taken into account as a systematic uncertainty
amounting to 1-2%. The uncertainties affect both the shape and the rates
of the signals and backgrounds; they are correlated across the three years of
data-taking.
• τh identification efficiency: The shape uncertainty related to the measurement

of the τh selection efficiencies for the different identification working points arises
mainly from statistical sources and amounts to 5%. The uncertainty is treated
as uncorrelated across the data-taking periods.
• τh energy scale: The shape uncertainties associated to the energy scale of the
τh are obtained by varying the corresponding scale factors by their uncertainties,
which have a value of 1.2%; they are treated as uncorrelated across the three
years of data-taking.
• Jet energy scale: The shape uncertainties associated to the jet energy scale and

resolution are obtained by shifting the energy scale applied to the reconstructed
jets by ±1σ around the central value. The impact on the event yields is evaluated
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by re-running the object and event selections on all simulated samples after
applying the variations. The uncertainties are parametrized as a function of
the jet pT and η, and are split into 11 different sources according to the detector
regions. They are treated as correlated when the measurement of the uncertainty
is done in a consistent way across the data-taking periods, and uncorrelated
otherwise. The effect of the uncertainties on the jet energy resolution is evaluated
the same way but it is found to be negligible.
• b-tag efficiency and mistag rate: The shape uncertainties on the b-tagging

efficiencies are evaluated by varying the scale factors within their uncertainties;
they take into account the impact of the jet energy scale uncertainties and the
purity and statistical power of the samples used to derive the corrections. The
mistag rates for light-quark and gluon jets are measured with uncertainties
of 5-10% (20-30%) for the loose (medium) b-tagging working point. The
uncertainties arising from statistical effects are treated as uncorrelated across
years, while the experimental ones are correlated.
• Prefiring probability of the Level-1 ECAL trigger: The effects due to

the uncertainty in the Level-1 prefiring correction are taken into account by
varying the corresponding scale factors by their uncertainty; they lead to a shape
uncertainty of ∼1%, considered uncorrelated in 2016 and 2017.

Modeling uncertainties

• tt̄H and tH cross sections: The signal rates are measured in units of their SM
production rates, and hence the measurements are affected by the uncertainties
on the cross sections. The rate uncertainty of the tt̄H cross section, computed
at NLO accuracy, amounts to +6.8%

−10.0%, of which
+5.8%
−9.3% are due to missing higher

orders and 3.6% corresponds to the uncertainties in the PDF and αs [18]. The
rate uncertainty of the tH cross section, computed at NLO accuracy, amounts
to +4.2%
−6.8%, of which

+4.1%
−6.7% are due to missing higher orders and 1.0% arises from

uncertainties in the PDF and αs. Moreover, the shape uncertainties due to
missing higher-order corrections to these cross sections are estimated by varying
the renormalization (µR) and factorization (µF ) scales up and down by a factor
two with respect to their nominal values. The theoretical uncertainties associated
to the rates of the signals are correlated across data-taking periods.
• tt̄W and tt̄Z cross sections: The rate uncertainty of the tt̄W cross section,

computed at NLO accuracy, amounts to +13.5%
−12.2%, of which

+12.9%
−11.5% are due to missing

higher orders and 4% arises from uncertainties in the PDF and αs [18]. The
rate uncertainty of the tt̄Z cross section, computed at NLO accuracy, amounts
to +11.7%
−10.2%, of which +11.2%

−9.6% are due to missing higher orders and 3.4% arises
from uncertainties in the PDF and αs [18]. These theoretical uncertainties are
correlated across all data-taking years.
• Higgs boson branching ratios: The rate uncertainty in the BR of the Higgs

boson amounts to 1.54% for H → WW∗ and H → ZZ∗ and to 1.65% for H →
τ+τ− [18]; they are correlated across the years of data-taking.
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• Diboson background: Rate uncertainties of 30% are assigned to WZ and ZZ

processes resulting from the extrapolation of their rates from the control regions
to the signal regions. The uncertainties relate to the limited statistical power
and knowledge of the heavy flavour content of the samples; they are correlated
across data-taking periods.
• Rares background: A conservative rate uncertainty of 50% is assigned to the

normalization of the rare processes to account for the limited knowledge of their
cross section and their extrapolation to the phase space of the analysis. The
uncertainty is correlated across data-taking years.
• Fakes background: The estimation of the backgrounds arising from fake

leptons and τh is subject to several rate and shape uncertainties. They result
from the statistical power of the MR, the subtraction of the prompt lepton
contamination in the MR and the differences in the background composition
between the MR and the AR. The latter was verified in closure tests between
the data and the simulated events (see Section 5.3.3). An additional 30% rate
uncertainty is assigned to simulated events in the 2`ss + 1τh and 3` + 1τh
categories in which the reconstructed leptons are genuine but the τh originates
from a misidentified jet; the fake background is estimated from the simulation
in these cases. The uncertainties associated to the fake lepton (τh) background
estimation are treated as correlated (uncorrelated) across the years.
• Flips background: The rate uncertainty on the charge flip background

estimation in the 2`ss + 0τh and 2`ss + 1τh categories amounts to 30%; it
is evaluated similarly to the fakes background and it is correlated across
data-taking years.

5.7 Statistical methods

The statistical procedure to evaluate the presence or absence of the signals
in the data follows the frequentist approach endorsed by the ATLAS and CMS
collaborations in the context of the Higgs boson analysis combination in 2011 [141].
The method consists in interpreting the compatibility of the observed data with
the background-only hypothesis (HB) or with the signal plus background hypothesis
(HS+B). The estimation is done based on the binned distributions of suitably
chosen observables in each category (and subcategory) of the analysis, optimized to
disambiguate the signals from the backgrounds. The outputs of machine learning
algorithms are used for this purpose in the main analysis, the methods being described
in Chapter 6. In the control analysis, the invariant mass of the leptonic systems and
the output of the Matrix Element Method are used, as explained in Chapter 7.

Maximum likelihood

In each bin i of the distributions of the discriminating observables of each of the
10 channels considered in the analysis, the expected yields under the HS+B hypothesis
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can be parametrized as

νi(µtt̄H, µtH, ~θ) = µtt̄H · stt̄H
i (~θ) + µtH · stH

i (~θ) + bi(~θ) , (5.9)

where stt̄H
i and stH

i are the expected yields of tt̄H and tH signals in the bin i,
respectively, and bi is the expected yield of background in the same bin. In the
context of the Higgs boson searches, the signal yields are fixed to their SM prediction;
they are scaled by the signal strength modifiers

µtt̄H =
σtt̄H

σSM
tt̄H

, µtH =
σtH

σSM
tH

, (5.10)

which are the parameters of interest (POI) of the model. In the background-only
hypothesis HB, the model considers µ = 0. For simplicity, the global naming
convention µsi(~θ) ≡ µtt̄H · stt̄H

i (~θ) + µtH · stH
i (~θ) is adopted in what follows.

The predictions of the signal and background yields in Eq. 5.9 are subject to
the systematic uncertainties described in Section 5.6. Each independent source of
systematic uncertainty is represented by a nuisance parameter θ, collectively denoted ~θ.
The rate uncertainties affect the global signal and background yields, while the shape
uncertainties affect the repartition of these yields along the bins of the discriminating
observable. The nominal value of these parameters θ̃ are typically estimated a priori
by pre-existing auxiliary measurements, to which a probability density function (p.d.f.)
ρ(θ|θ̃) is associated, also referred to as prior. Nuisance parameters which are not a
priori constrained by any measurement or consideration are assigned uniform priors.

In order to estimate the values of the POIs and their associated uncertainties,
a binned likelihood function incorporating all known information regarding the
parameters of the model is constructed. This function quantifies the compatibility
between the observed data and the prediction, for given values of the POIs and the
nuisance parameters. It is expressed as the product of the Poisson probabilities to
observe ni events in the bin i, scaled by the nuisance probability function ρ(θ|θ̃),
namely

L(data|µ, ~θ) =
∏
i

(
µsi(~θ) + bi(~θ)

)ni
ni!

e−(µsi(~θ)+bi(~θ)) · ρ(θ|θ̃) . (5.11)

The estimation of the POIs and the nuisances parameters is done via the maximum
likelihood method, which consists in finding the point µ ≡ µ̂ and ~θ ≡ ~̂θ in the parameter
space which makes the likelihood function L(data|µ, ~θ) maximal, namely the point for
which the observed data are the most probable. The values µ̂ and ~̂θ are called best
estimates. For computational simplicity, it is common to minimize −2 ln(L) instead.
The uncertainty on the best estimate µ̂ is obtained by determining the lower and upper
bounds, µmin and µmax, for which the value of −2 ln(L) exceeds the minimum by one
unit, corresponding to a coverage probability of 68%. The differences δ+ = µmax − µ̂
and δ− = µ̂− µmin correspond to the combined uncertainties associated to µ̂.

The statistical model above accommodates two POIs, µtt̄H and µtH, that are
measured simultaneously. Such configuration is used to derive the results of the main
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analysis, where both µtH and µtt̄H float simultaneously in the maximum likelihood
fit. One can also choose to measure these parameters separately by leaving one POI
floating freely in the fit, while fixing the other to its SM expectation (µ = 1). This
is done in the control analysis, since only the tt̄H signal rate is measured (µ ≡ µtt̄H),
and the tH process is considered as backgrounds, its rate being fixed to µtH = 1.

Nuisance parameters

The sources of uncertainty included in this analysis are described in Section 5.6.
The shape of their associated nuisance probability function in Eq. 5.11 is determined
according to the type of uncertainty source. When the uncertainty is derived from an
independent measurement, the log-normal distribution is used and is defined as

ρ(θ|θ̃) =
1√

2π lnκ
exp

(
−
(

ln(θ/θ̃)
)2

2 (lnκ)2

)
1

θ
, (5.12)

with κ = 1 + ε, being ε the relative scale of the uncertainty. This function is more
appropriate than a Gaussian for large uncertainties, such as the cross section of a
process or the integrated luminosity, as it has the advantage that is described correctly
the positively defined observables by going to zero at θ = 0. For small uncertainties,
the Gaussian distribution of width ε is recovered, employed to estimate parameters
which can take either negative or positive values.

The uncertainties on the background estimated from data control regions, such
as the 3`-CR and the 4`-CR, are treated with a separate approach. The estimation
consists in relating the number of events in the signal region n and the number of events
in the control region N by an extrapolation factor α, with n = αN . The uncertainty
on n is described by the gamma distribution

ρ(n|N) =
1

α

(n/α)N

N !
exp(−n/α) , (5.13)

which represents the propagation of the statistical uncertainties on N from the control
region to the signal region.

Additional uncertainties arise from the limited amount of simulated events available
to model the signal and background processes. These uncertainties are treated with
the Barlow-Beeston method [142], that estimates the statistical uncertainty of the total
predicted number of events by assigning a single nuisance parameter to each bin of the
distributions via a Poisson or a Gaussian prior depending on the statistics.

Hypothesis testing

In order to draw conclusions from the results of the maximized likelihood, a
hypothesis test is typically specified in terms of a test statistic. It is defined in such
a way as to quantify, within observed data, behaviours that distinguish the HS+B

hypothesis from the HB hypothesis. A common method used for this purpose is the
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profile likelihood ratio (PLR)

λ(µ) =
L(data|µ, ~̂θµ)

L(data|µ̂, ~̂θ)
. (5.14)

The numerator corresponds to the case where µ is fixed to a given value, and ~̂θµ
is the conditional maximum likelihood estimator associated, namely the value of
~θ that maximizes the likelihood for the fixed µ. The denominator corresponds to
the maximized likelihood obtained when both µ and ~θ are left floating freely. By
construction, the PLR is bound between 0 and 1, and higher values indicate better
compatibility between the data and the HS+B hypothesis. It is common to use the
logarithmic form of the PLR, defined as qµ = −2 lnλ(µ). When measuring a single
parameter µ, qµ is expressed graphically as scans of qµ for a given µ within a certain
interval, where the minimum is the best estimate. The 68% and 95% confidence
level (CL) intervals are typically deduced from the conditions qµ < 1 and qµ < 3.84,
respectively.

Significance

The test statistic qµ under the background-only hypothesis HB can be used to
estimate the significance of an observed result. This is done via the p-value p0,
representing the probability of getting a result as incompatible (or more) as the
observed one, assuming the background-only hypothesis HB. It is expressed as

p0 =

∫ ∞
qobs

f(q0|HB) dq0 , (5.15)

where q0 = −2 lnλ(µ = 0), and f(q0|HB) is the probability density function of q0

under the hypothesis HB. The hypothesis HB is excluded if p0 lies below a predefined
threshold. The p-value is typically converted into an equivalent significance Z, defined
as

Z = Φ−1(1− p0) , (5.16)

which is expressed in units of Gaussian standard deviations σ, with Φ−1 being the
inverse of the cumulative distribution (or quantile) of the standard Gaussian. For
a signal process such as the Higgs boson, the particle physics community claims an
evidence when a significance of 3σ is reached (p0 = 1.4 × 10−3), and an observation
when a significance of 5σ is reached (p0 = 2.9× 10−7).

Expected results

In order to avoid the potential bias arising from the statistical methods, the
standard procedure in CMS is to develop an analysis in a blinded manner, meaning
the strategy is defined on studies based solely on the simulation or data in signal-free
regions. In this context, it is instrumental to use the expected results to estimate the
sensitivity of the experiment. In principle, this consists in generating a large set of
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pseudo-data (toys) distributed according to the likelihood function, and extracting
the nominal values of the POI from the median. This is computationally expensive;
however, a very good approximation is provided by the Asimov dataset [143], a
single representative dataset in which the estimates of the parameters are set to their
expected values and the statistical fluctuations are suppressed. The usage of the
Asimov dataset allows the impact of the systematic uncertainties and the validity of
the statistical method to be verified before looking at the data, i.e., unblinding.
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signals with machine learning
techniques

The search for the tt̄H and tH processes in multileptonic final states follows the
general strategy described in Chapter 5. Once the signal regions are defined, the
rate of the signals is determined by means of the maximum likelihood (ML) fit to
the data in distributions of certain observables in the signal and control regions,
following the statistical tools presented in Section 5.7. The observables employed for
this purpose are chosen so that the maximal separation power between the signals
and the backgrounds is achieved. Once the discriminating variable is identified, one
could choose to select events that pass an optimized cut on this variable to reduce
the background contributions in the signal regions, followed by a straight-forward
statistical analysis of the data. This approach, known as cut-and-count, is suboptimal
when the variable in question does not allow for a significant background rejection
while retaining most of the signal. The alternative approach consists in fitting the
shape of the distribution itself, allowing for events in kinematic regions which suffer
from a low signal-to-background ratio to be retained, hence enhancing the sensitivity
of the analysis. The distributions used can be derived from single observables
(single-variable analysis), or by combining several observables into a single optimized
variable (multivariate analysis). The former is the method used for signal extraction
in the multileptonic categories of the control analysis. Machine learning algorithms
and the Matrix Element Method, used in the main and control analysis, respectively,
are examples of the latter.

This chapter provides an overview of the multivariate methods used in the
main analysis, which are based on machine learning techniques, namely Boosted
Decision Trees (BDT) and Deep Neural Networks (DNN). Machine learning methods
have become increasingly powerful tools for binary classification problems in high
energy physics, where the goal is to separate the signal from the backgrounds.
These algorithms are capable of learning the characteristics of the signal and the
background in a multidimensional phase space, taking advantage of complex features
and correlations among many variables, in order to best estimate the physical process
from which a given event originates. This is instrumental in analysis such as the
one presented here, where rare signals are targeted in the presence of multiple
backgrounds. Machine learning algorithms can also solve multiclassification problems:

199
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a given event can be categorized as tH, tt̄H or one specific background, meaning the
signals can be separated between themselves, which is especially beneficial when both
are measured simultaneously, as is the case in the main analysis.

This chapter is structured as follows. An overview of the signal extraction strategy
in the main analysis is given in Section 6.1. A series of BDT-based taggers used to
identify specific signal topologies are described in Section 6.2. The optimization and
performance of the DNNs and the BDTs are shown in Section 6.3 and Section 6.4,
respectively. The results of the measurements of the tt̄H and tH cross sections are
presented in Section 6.5; they include both SM and BSM interpretations in the context
of the κ framework. Prospects for future measurements of these signals at the HL-LHC
are evaluated in Section 6.7. The alternative measurement performed in the control
analysis is described in Chapter 7.

6.1 Signal extraction strategy

The main analysis is designed to extract the tt̄H and tH signals simultaneously
through a maximum likelihood fit across the 10 categories presented in Section 5.2. The
discriminating observables employed are the output of machine learning algorithms:
DNNs in 3 categories and BDTs in the remaining 7, as outlined in Table 6.1. They have
been optimized independently in each channel, each presenting very different statistical
power and relative signal and background contributions, illustrated in Fig. 6.1. To
enhance the sensitivity, the 3` and 4` control regions (see Section 5.5), enriched
in the tt̄Z, WZ and ZZ backgrounds, are simultaneously fitted. The tt̄W(W) and
tt̄Z normalizations are allowed to float around the initial value estimated from the
simulation; this way, they can be estimated using the data instead of relying solely
on the simulation. A factor to correct for their normalization is derived this way and
applied to the rate of the processes in the signal regions.

The 2`ss + 0τh, 3` + 0τh and 2`ss + 1τh channels are the most sensitive of the
analysis. As illustrated in Fig. 6.1, these categories profit from a high signal purity and
a significant statistical power. The main backgrounds in these regions arise from the
irreducible tt̄W and tt̄Z processes, while the reducible backgrounds -whose estimation
is subject to higher uncertainties- present minor contributions. Additionally, these
channels are constructed to accept a significant number of tH events. These features
make these categories ideal use cases for DNN-based signal extraction. The available
statistics allow for multiclassification to be conducted: dedicated nodes are designed
to target individual processes. Despite the high degree of overlap in their experimental
signatures, the tt̄H and tH processes are separated into dedicated nodes for the purpose
of enhancing the sensitivity of the simultaneous measurement. Given the high yields of
the tt̄Z and tt̄W background processes, they can likewise be classified into high-purity
nodes, bringing additional control over the dominant irreducible backgrounds.

The 0`+ 2τh and 1`+ 1τh categories profit from a comparable presence of tt̄H and
tH yields with respect to the previous categories. The sensitivity of these categories
is nonetheless degraded by the large irreducible Drell-Yan and tt̄+jets backgrounds,
which are difficult to model in the simulation. The 1`+ 2τh and 2`os+ 1τh categories
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Figure 6.1: Event yields of the signal and background processes considered in the 10
categories of the main analysis, obtained from the simulation. The yields are shown
before any fit is performed to the data.

Main analysis
Region Category Observable

Signal regions

2`ss+ 0τh
Deep Neural Networks3`+ 0τh

2`ss+ 1τh
4`+ 0τh

Boosted Decision Trees

1`+ 1τh
2`os+ 1τh
3`+ 1τh
1`+ 2τh
2`+ 2τh
0`+ 2τh

Control regions
3`-CR

Object multiplicity
4`-CR

Table 6.1: List of signal and control regions and their respective observables used in
the maximum likelihood fit in the main analysis. The control regions are described in
Section 5.5.

have similar statistical power and purity to the DNN-based categories, but in this
case the overwhelming fake background contribution constitutes more than 10 times
the yield of the signal processes. The 2` + 2τh, 3` + 1τh and 4` + 0τh channels
present an adequate signal-to-background ratio and suffer only marginally from the
presence of fake background. Owing to the high lepton and τh multiplicities, these
categories have nonetheless very poor statistical power and a negligible tH yield.
Hence, little sensitivity gain is expected from the multiclassification approach in these
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Figure 6.2: Distributions of various input variables to the hadronic top tagger BDT
used tp reconstruct hadronic top decays. The signal corresponds to jet triplets matched
to generator-level quarks from the hadronic top decay and the background corresponds
to the case where one or more jets fail this matching criterion.

7 categories; BDTs are used instead to separate the sum of the signals from the sum
of the backgrounds.

The observables used by the DNNs and the BDTs learn the features of the signal
and the background processes based on a series of input variables. These are chosen
independently in each category: not only do the topologies differ from one another, but
also the discriminating power of a given variable changes. Typical observables used are
the multiplicity and kinematic properties of the reconstructed objects, together with
global event quantities such as Emiss

T or the angular separations between the objects.
In order to further exploit the signature of the signal, dedicated BDTs are used to
identify top quark decaying hadronically and the Higgs boson decaying to a WW pair.
These topological taggers are denoted as hadronic top tagger (HTT) and Higgs boson
jet tagger (Hj), respectively; they are used as input to the BDTs and DNNs in the
signal extraction.

6.2 Topological taggers

Hadronic top tagger

The hadronic top tagger is a BDT-based algorithm which computes the likelihood
of three jets to be compatible with the hadronic decay products of the top quark via
the process t→Wb→ qq̄′b, which constitutes ∼2/3 of the top quark decays. The jets
resulting from the hadronization of these quarks must be reconstructed separately and
must not overlap with any fakeable electron, muon or τh within a cone size ∆R < 0.4.
The BDT is trained with the XGBoost algorithm [124] using a combination of tt̄H,
tt̄W, tt̄Z and tt̄+jets simulated events. The signal is identified as the jet triplet where
all the jets are matched to generator-level quarks from the top decay; if one of the jets
fails to satisfy the matching criteria, the event is considered background. The BDT is
trained once for all categories in which hadronic top quarks are expected (2`ss+ 0τh,
3`+ 0τh, 1`+ 1τh, 2`ss+ 1τh, 2`os+ 1τh, 1`+ 2τh and 0`+ 2τh).



6.2 Topological taggers 203

Backup: resolved Hadronic Top Tagger (II)
� Training performed on a mixture of 𝑡 ҧ𝑡𝐻, 𝑡 ҧ𝑡𝑊, 𝑡 ҧ𝑡𝑍 and 𝑡 ҧ𝑡+jets samples

� No special event selection so that the BDT is applicable in all channels 
where the top quarks are expected to decay hadronically (1ℓ + 2𝜏ℎ, 2ℓ𝑆𝑆, 
2ℓ𝑆𝑆 + 1𝜏ℎ, 3ℓ)
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Figure 6.3: Distributions of the hadronic top tagger (HTT) output score obtained in
2017 data-taking conditions, for the 2`ss + 1τh (left) and 1` + 2τh (right) categories.
The label "tt̄H" corresponds to hadronic top candidates matched to generator-level
top quarks in tt̄H events. The label "MC-only BKG" corresponds to hadronic top
candidates matched to generator-level leptons in tt̄Z, tt̄W, WW+jets and WZ+jets
events. The label "fakes" corresponds to jet triplets in the reducible fake background.

The HTT algorithm iterates over all jet triplets present in the event. In each
iteration, a b-jet candidate is assigned (b-jet), along with two light jet candidates from
the W boson decay (W1-jet and W2-jet). For each triplet, the following variables are
evaluated:
• the b-tagging discriminator of the b-jet, W1-jet and W2-jet,
• the quark-gluon discriminator [99] of the W1-jet and W2-jet,
• the pT of the b-jet and the W2-jet
• the pT of the b+W1+W2-jets system,
• the mass of the b-jet, W1-jet and W2-jet,
• the masses of the b+W1-jets, the b+W2-jets and the b+W1+W2-jets systems,
• the ratio between the masses of the W1+W2-jets and the b+W1-jets systems,
• the ∆R between the W1-jet and W2-jet,
• the ∆R between the b-jet and the W1+W2-jets system.

The distributions of the signal and the background of some of these variables are
shown in Fig. 6.2. For each triplet, a probability to originate from a hadronic top
quark is assigned. The HTT scores for the tt̄H signal and the main backgrounds
are illustrated in Fig. 6.3. After evaluating all permutations, the jet triplet with the
highest probability is considered the hadronic top candidate; its kinematic properties
are used as input to the signal extraction BDTs and the DNNs.

Higgs boson jet tagger

The Higgs boson jet tagger is a BDT-based discriminant that targets the
identification of jets originating from the H→WW∗ decay in the 2`ss+ 0τh category,
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Figure 6.4: Distributions of various input variables to the Higgs boson jet tagger BDT
in the 2`ss+0τh category. The signal corresponds to the jets matched to generator-level
H → W∗W → (bν`)(bνqq′) decays and the background corresponds to the case where
one or more jets fail this matching criterion.
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Figure 6.5: Distributions of the Higgs boson jet tagger output score in the 2`ss + 0τh
category. The signal corresponds to the jets matched to generator-level H→W∗W→
(bν`)(bνqq′) decays and the background corresponds to the case where one or more jets
fail this matching criterion. The training and test samples are superimposed, showing
no overtraining.

which is the most sensitive in the analysis. The selection criteria requires the presence
of two leptons with the same sign and at least four jets, meaning one of the two W

bosons decays hadronically. The Hj algorithm is trained on simulated samples of tt̄H

and tt̄W events with the XGBoost algorithm [124]. The events with a pair of jets
originating from the H → W∗W → (bν`)(bνqq′) are considered as signal, while the
rest are considered as background. The input variables to the Hj tagger are
• the pT of the jets,
• the b-tagging score of the jets,
• the quark-gluon discriminator [99] of the jets,
• the minimum and maximum ∆R between jets and any fakeable lepton.

The distributions of some of these observables are given in Fig. 6.4. Their separation
power results in a significant discrimination of the H → W∗W decay, illustrated in
Fig. 6.5; it is exploited in the DNN used for signal extraction in the 2`ss+0τh category.
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Figure 6.6: Sketch of the multiclassifier DNN architecture. The input nodes (in dark
blue) hold the values of the input variables of an event, while the ouput nodes (in
red) hold a probability that such event corresponds to a certain physics processes. In
between, the hidden layers (in grey) pick up the specific patterns that relate the former
to the latter in order to make a prediction.

6.3 Deep Neural Networks

In the categories that profit from higher statistics and a relatively large yield of
the tH signal process (2`ss+ 0τh, 3`+ 0τh and 2`ss+ 1τh), the observables chosen for
the signal extraction are the outputs of the multiclassifier DNNs developed separately
for each category. A simplified sketch of the multiclassifier DNN architecture can
be found in Fig. 6.6. For each event, several input variables are provided to the
input layer, which contains one node per variable holding the magnitude (or activation
value) of the observable. At the other end of the network, the output layer presents
one node associated to each of the targeted processes (tt̄H, tH and the individual
or collective backgrounds). After an event runs through the network, the activation
values in the output nodes will be a number between 0 and 1, encoding the probability
that it belongs to the associated process. Between the input and output layers
stand the hidden layers. The activation values in their nodes are determined from
weighted averages of the activation values of the previous nodes to which they are
connected, meaning each layer picks up increasingly abstract features. The optimal
weight configuration is obtained by training the network by providing it with a high
statistics dataset which comprises events from all classes. After the training phase, the
performance of the predictive model is tested with an independent testing sample to
make sure that the model achieves the same performance, i.e. that it is not overtrained.
An overtraining means that the model has learned features specific to the training
sample and it is not able to generalize to other events.

The output classes used for each channel can be found in Table 6.2. Separate classes
are allocated for the tt̄H and tH signals in the 2`ss + 0τh, 3` + 0τh and 2`ss + 1τh
categories. To achieve a better separation of the tH signal, only the tHq component
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2`ss+ 0τh 3`+ 0τh 2`ss+ 1τh

Output nodes (classes) 4 (tt̄H, tH, tt̄W, rest) 3 (tt̄H, tH, rest) 3 (tt̄H, tH, rest)
Hidden layers (nodes) 1 (32) + 10 (16) + 5 (8) 2 (16) + 1 (8) 3 (32) +2 (16)
Activation functions ReLu PReLu PReLu
Dropout rate 0.01 0.1 0.1
Epochs 300 45 45

Table 6.2: Hyperparameters of the multiclassifier DNNs used for signal extraction in
the 2`ss + 0τh, 3` + 0τh and 2`ss + 1τh categories (see text and Ref. [144] for the
definition of the hyperparameters).

is targeted: it has a higher cross section and it typically contains a higher multiplicity
of forward jets, making its topology more distinct and adequate for the training.
Besides, the tHW process presents similar kinematic properties as the tt̄H process, as
they interfere at leading order; hence, targeting such process would result in a loss of
discriminating power against the tHq process. The classes allocated to the backgrounds
differ in each category according to the most relevant contributions. Given the high
statistics of the 2`ss + 0τh channel, the DNN can classify the backgrounds as either
tt̄W or tt̄+jets, the latter being labelled as "rest", encompassing the fakes, the flips
and the conversions backgrounds. The main backgrounds in the 3` + 0τh category
result from the tt̄W, tt̄Z and tt̄+jets processes, which are grouped in one class named
"rest". As the 2`ss+1τh category presents comparable background contributions from
multiple processes, all the backgrounds are grouped in one class under the tag "rest".

Each networks takes ∼40 input variables, listed in Table 6.3; they are chosen
according to their separation power and the expected sensitivity in each category.
Typical observables are the kinematic properties of leptons, τh and jets, the angular
separations amongst them, the sum of charges of different combinations of leptons and
τh, the b-tagging properties of the jets and the linear discriminant LD. The outputs
of the HTT and Hj taggers are also included. To improve the separation between the
tt̄H and the tH signals, the multiplicity of forward jets and the kinematic properties
of the leading forward jet are considered, along with its distance ∆η to the closest jet.
The normalized distributions of some of the input variables are shown in Fig. 6.7 for
the 2`ss+ 0τh, 2`ss+ 1τh and 3`+ 0τh categories; the separation in shape between the
signals and the backgrounds is visible, as well as between the signals themselves.

The training of the DNNs is performed with simulated samples of the signal
processes (tt̄H, tHq, tHW) and the main background processes (tt̄W, tt̄Z), allocating
80% of the statistics to the training and the remaining 20% for testing purposes.
The DNN is trained with the TensorFlow algorithm [125] interfaced with Keras [144].
The objective of the training is to minimize the loss function, which represents the
inaccuracy of the predictions. The weights of the DNN during the training are updated
with the batch gradient descent algorithm, which looks for the minimum of such
function by averaging over all the training data. The hyperparameters of the network
are chosen so that the area under the ROC curve and the expected sensitivity are
maximized. The main DNN parameters are shown in Table 6.2; their definition can
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DNN input variable 2`ss+ 0τh 2`ss+ 1τh 3`+ 0τh

Number of electrons X X X
Leptons pT X X X
Leptons η X X X
Leptons φ X X X
Leptons transverse mass X X X
Leading lepton charge X

Hadronic τ pT X
Hadronic τ η X
Hadronic τ φ X

Transverse mass of leptons (+τh) system (X) X
Invariant mass of leptons+τh system X
Charge sum of leptons (+τh) (X) X
Maximum lepton η X
Minimum ∆R between leptons (+τh) (X) X
Minimum ∆R between leptons+jets X X X
Minimum ∆R between τh+jets X

Number of jets X X X
Jets pT X X X
Jets η X X X
Jets φ X X X
Average ∆R between jets X X X

Number of forward jets X X
Leading forward jet pT X X X
Leading forward jet η X X
Min. ∆η between leading forward jet + jets X X X

Number of loose b-jets X X X
Number of medium b-jets X X X
Invariant mass of loose b-jets X X
Invariant mass of medium b-jets X

Linear discriminator LD X X X

Hadronic top tagger score X X X
Hadronic top pT X X X
Higgs boson jet tagger score X

Number of variables 36 41 37

Table 6.3: List of input variables to the multiclassifier DNNs used for signal extraction
in the 2`ss + 0τh, 2`ss + 1τh and 3` + 0τh categories. The check mark (X) indicates
that the variable is used.
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Figure 6.7: Normalized distributions of the DNN input variables providing the largest
separation between the tt̄H signal, the tH signal and the backgrounds in the 2`ss+ 0τh
(top row), 3`+ 0τh (middle row) and 2`ss+ 1τh (bottom row) categories.

be found in Ref. [144].
The DNN provides a normalized output score associated to each node reflecting the

probability to belong to the corresponding class. Each event is then categorized under
the class presenting the highest probability. This defines four categories in 2`ss+ 0τh
and three in the other two. Events in the 2`ss + 0τh category are subcategorized
depending on the flavour of the leptons (ee, eµ, µµ); it is justified by the fact that
the electrons present lower identification efficiency than the muons, as well as higher
charge misidentification rates. In the 3` + 0τh category, events are subcategorized
according to the flavour of the leptons (eee, eeµ, eµµ, µµµ) and also according to the
number of jets that pass the medium working point of the b-tagging discriminant ("bl"
with < 2, or "bt" with ≥ 2); the splitting allows to separate the fake background. No
subcategorization is applied in the 2`ss + 1τh category due to the limited statistics.
For each node (and subcategory), the events are binned according to the DNN output
score so that the sensitivity is maximized.

The distributions of the DNN outputs for the 2`ss + 0τh category are found
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Figure 6.8: Distributions of the DNN output scores in the tt̄H (top left), tH (top
right), tt̄W (bottom left) and other background (bottom right) nodes of the 2`ss +
0τh category, obtained from the simulation. The uncertainty bands correspond to
systematic uncertainties. The distributions are presented before any fit is performed
to the data.

in Fig. 6.8. The tt̄H and the tH signals are well separated into their respective
nodes, where the ratio of the signal over the background gradually increases towards
the uppermost bins within each subcategory. Likewise, a noteworthy control of the
background is attained: the tt̄W node presents high purity and a significant fraction
of the total fake background is found in the background node. The distributions in the
3`+ 0τh and 2`ss+ 1τh categories are presented in Fig. 6.9; the tt̄H and tH signals are
visibly separated into their respective nodes and an increasing signal-over-background
ratio is found along the bins. These distributions are the ones included in the maximum
likelihood fit to extract the tt̄H and tH signals.

6.4 Boosted Decision Trees

The remaining signal regions either suffer from a large fake background or have
too small event yield to be adequate for a multiclassification approach. The signal
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Figure 6.9: Distributions of the DNN output scores in the tt̄H (top left), tH (top
right) and rest (bottom left) nodes of the 3` + 0τh category and in the tt̄H, tH and
other background nodes of the 2`ss + 1τh category (bottom right), obtained from
the simulation. The uncertainty bands correspond to systematic uncertainties. The
distributions are presented before any fit is performed to the data.

extraction is performed with BDTs for these regions. These are aimed to separate the
tt̄H signal from the sum of the backgrounds by providing a probability for each event
to originate from the signal process. The prediction is built upon iterative partition of
the data: the samples are broken down into subsequently smaller subsets in the form
of a tree structure, sketched in Fig. 6.10. The algorithm starts at the root node with
the complete dataset comprising events of the signal and the background. A division
of the sample is done based on a cut on one of the input variables providing the best
separation. The data are thus split into two separate nodes; the procedure is repeated
iteratively until a stopping criterion is met, either when the maximum depth is reached
or when the signal purity is maximized. The terminal nodes (leaves) hold a probability
to belong to the signal according to the purity of the dataset they contain. The global
BDT algorithm employs an ensemble (forest) of such trees, where a predefined number
of trees are trained sequentially. The events entering each tree are weighted according
to the degree of misclassification in the previous, so that the new tree can correct for
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Figure 18: Schematic view of a decision tree. Starting from the root node, a sequence of binary splits using
the discriminating variables xi is applied to the data. Each split uses the variable that at this node gives the
best separation between signal and background when being cut on. The same variable may thus be used at
several nodes, while others might not be used at all. The leaf nodes at the bottom end of the tree are labeled
“S” for signal and “B” for background depending on the majority of events that end up in the respective
nodes. For regression trees, the node splitting is performed on the variable that gives the maximum decrease
in the average squared error when attributing a constant value of the target variable as output of the node,
given by the average of the training events in the corresponding (leaf) node (see Sec. 8.12.3).

factory->BookMethod( Types::kBDT, "BDT", "<options>" );

Code Example 46: Booking of the BDT classifier: the first argument is a predefined enumerator, the second
argument is a user-defined string identifier, and the third argument is the configuration options string.
Individual options are separated by a ’:’. See Sec. 3.1.5 for more information on the booking.

Several configuration options are available to customize the BDT classifier. They are summarized
in Option Tables 21 and 22 and described in more detail in Sec. 8.12.2.

8.12.2 Description and implementation

Decision trees are well known classifiers that allow a straightforward interpretation as they can be
visualized by a simple two-dimensional tree structure. They are in this respect similar to rectangular
cuts. However, whereas a cut-based analysis is able to select only one hypercube as region of phase

Figure 6.10: Sketch of the structure of a decision tree to derive the probability of an
event to originate from the signal (S) or from the background (B). The training data in
the root node are subsequently split into subsamples according to cuts in the predefined
variables (xi,j,k) until a terminal leave with enough signal (blue) or background (red)
purity is reached [145].

Category Training signals / backgrounds Trees Depth Learning rate

4`+ 0τh

tt̄H, tH / tt̄W, tt̄Z, tt̄+jets

1000 2 0.07
2`os+ 1τh 1400 3 0.03
3`+ 1τh 300 4 0.02
1`+ 2τh 300 4 0.1
2`+ 2τh 600 3 0.1

1`+ 1τh tt̄H, tH / tt̄W, tt̄Z, tt̄+jets, DY
300 3 0.1

0`+ 2τh 1500 3 0.02

Table 6.4: Hyperparameters of the BDTs used for signal extraction in the 4` + 0τh,
2`os+ 1τh, 3`+ 1τh, 1`+ 2τh, 2`+ 2τh, 1`+ 1τh, and 0`+ 2τh categories (see text and
Ref. [124] for the definition of the hyperparameters).

the previous errors.
The BDTs employ from 7 to 18 input variables, listed in Table 6.5. Distributions

of some of these variables for the seven categories are found in Fig. 6.11. The variables
are chosen according to the area under the ROC curve and the sensitivity they bring.
Similarly to the DNN, such variables concern the kinematic properties of the objects,
the b-tagging properties of the jets, the LD discriminator and the HTT tagger. In the
1` + 2τh and 0` + 2τh categories, the jets which are not tagged in the first hadronic
tagger are used to reconstruct a second hadronic top whose properties are also used
in the BDT. In these same categories, the invariant mass of the ττ system is used;
it is reconstructed with the SVFit algorithm [146]. The algorithm is based on a
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BDT input variable 0`+ 2τh 1`+ 1τh 1`+ 2τh 2`os+ 1τh 2`+ 2τh 3`+ 1τh 4`+ 0τh

Lepton(s) pT X X (X) (X) (X)
Lepton(s) transv. mass X X (X)
τh(s) pT X X (X) X (X) X
τh(s) transverse mass (X) X
`+τh transverse mass X
τhτh (τh`) visible mass X (X) X (X) X (X)
τhτh (τh`) SVFit mass X (X)
Charge sum lepton+τh X
Lepton or τh max. |η| X X X X
∆R leptons X
∆R τh X X
∆R lepton and τh X
∆R OS lepton and τh X X
∆R SS lepton and τh X X
Min. ∆R leptons + τh X X
Min. ∆R lepton(s) + jets X X (X) (X)
Min. ∆R τh(s) + jets (X) X
cos*θ of τhτh (τh`) X (X) X X

Number of jets X
Average ∆R jets X X X X X

Number of loose b-jets X
Number of medium b-jets X
Loose b-jets inv. mass X X X X X

Linear discriminator LD X X X X X X X

Has SFOS loose leptons X X
Loose ` min. inv. mass X X

Hadronic top tagger X X X X
2nd hadronic top tagger X
Hadronic top pT X X X
2nd hadronic top pT X

Number of variables 15 16 17 18 9 9 7

Table 6.5: List of input variables to the BDTs used for signal extraction in the 0`+2τh,
1` + 1τh, 1` + 2τh, 2`os + 1τh, 2` + 2τh, 3` + 1τh and 4` + 0τh categories. The check
mark (X) indicates that the variable is used.

likelihood function that quantifies the compatibility of the Higgs boson mass with
the reconstructed visible momenta of the τ decays and the Emiss

T of the event. In the
1` + 1τh, 1` + 2τh, 2` + 2τh and 0` + 2τh categories, the decay angle of the two τ

leptons in the Higgs boson rest frame (cos θ∗) is considered. The training of BDT is
performed with simulated samples of the tt̄H signal process and the main background
processes pertinent to each category (tt̄W, tt̄Z, tt̄+jets and Z/γ∗+jets). The XGBoost
algorithm [124] is used with the hyperparameters shown in Table 6.4; their meaning
is detailed in Ref. [124]. They are chosen with the objective of maximizing the area
under the ROC curve.
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Figure 6.11: Normalized distributions of the BDT input variables providing the largest
separation between the tt̄H signal and the sum of the backgrounds in the 0` + 2τh,
1`+ 1τh, 1`+ 2τh, 2`os+ 1τh, 2`+ 2τh, 3`+ 1τh and 4`+ 0τh categories.

The distributions of BDT scores for each category are shown in Figs. 6.12 and
6.13; they are used as discriminating observables in the signal extraction, with no
subcategorization applied. The small tt̄H signal yield accumulates at the rightmost
bins in the 1`+ 1τh and 0`+ 2τh categories, under an overwhelming fake, tt̄+jets and
Drell-Yan background. The 1` + 2τh and 2`os + 1τh categories are dominated by the
fake background; however, the BDT manages to achieve a relatively pure last bin.
Given the low statistical power of the 2` + 2τh, 3` + 1τh and 4` + 0τh categories, the
BDT scores are rebinned to achieve a maximal separation between the signal and the
backgrounds.

6.5 Results

The results presented in this section are derived on the full dataset collected
with the CMS detector at a centre-of-mass energy of

√
s = 13 TeV during Run 2

(2016-2018), corresponding to a total integrated luminosity of 137 fb−1. The signal
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Figure 6.12: Distributions of the BDT output scores in the 1`+1τh, 0`+2τh, 1`+2τh and
2`os+1τh categories, obtained from the simulation. The uncertainty bands correspond
to systematic uncertainties. The distributions are presented before any fit is performed
to the data.

strength modifiers µtt̄H and µtH are extracted by performing a maximum likelihood
fit of the observed yields to the expected signal and background yields in the
discriminating observables chosen for each signal and control region, following the
statistical methods described in Section 5.7. These include the outputs of the DNNs
in the different nodes and subcategories of the 2`ss + 0τh, 3` + 0τh and 2`ss + 1τh
categories (Figs. 6.8 and 6.9), the BDT outputs in the 4` + 0τh, 1` + 1τh, 2`os + 1τh,
3` + 1τh, 1` + 2τh, 2` + 2τh and 0` + 2τh categories (Figs. 6.12 and 6.13) and the
observables of the 3`-CR and the 4`-CR (Fig. 5.17). The rate of the tt̄W(W) and tt̄Z

processes is left unconstrained in the fit. Two separate sets of results are derived: the
first interpretation assumes the top Yukawa coupling to be SM-like, while the second
one contemplates variations in the magnitude and sign of this coupling in the context
of the κt framework.
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Figure 6.13: Distributions of the BDT output scores in the 2` + 2τh, 3` + 1τh and
4` + 0τh categories, obtained from the simulation. The uncertainty bands correspond
to systematic uncertainties. The distributions are presented before any fit is performed
to the data.

6.5.1 Standard Model interpretation

The set of results presented in this section are derived assuming that the Higgs
coupling modifiers are consistent with the SM (κv = 1 and κt = 1). As a first step, the
statistical model and the nuisance parameters are validated by testing the impact of the
nuisance parameters on the measurement of the signal strengths, and by evaluating the
χ2 of the global fit. As no anomalous behaviours are seen, the observed data events are
compared to the yields predicted by the signal and the background simulated processes
in the SM scenario, separately for each of the 10 categories and their corresponding
subcategories. A global fit performed to all these distributions yields the measurement
of the signal strength of the tt̄H and the tH processes, and the subsequent estimation
of the statistical and systematic uncertainties on this value. As the normalization of
the tt̄W and the tt̄Z backgrounds is left as a free parameter in the fit, the correlation
between their corresponding measured scale factors and the tt̄H and tH signal strengths
is presented.
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Validation of the statistical model

The sources of systematic uncertainties described in Section 5.6 yield independent
nuisance parameters which can affect the shape and the normalization of the
distributions of the discriminating observables. Their impact on the measurement of
the tt̄H and tH signal strengths was assessed by evaluating the so-called impacts and
pulls. The impact of a nuisance parameter θ is defined as the shift ∆µ induced on
the value of signal strength by fixing θ to its postfit value θ̂ plus or minus 1σ, while
the other nuisance parameters are estimated as the minimum of a profiled likelihood;
the method provides an estimate of the correlation between θ and µ. The pulls
are defined as the difference between the best fit estimation θ̂ from the likelihood
maximization and the initial value of the nuisance parameter, normalized to the value
of the uncertainty. The impacts and pulls of the leading 30 nuisances are shown in
Fig. 6.14 for the tt̄H and tH signals. No parameter is significantly pulled away from
its nominal value or overconstrained by the fit procedure, indicating the quality of
the statistical model. The theoretical uncertainties and the uncertainties associated
to the fake background estimation impact the most the tt̄H and tH measurements,
as they affect all the final states and categories simultaneously. The experimental
uncertainties associated to the τh and b-tagging selection efficiencies and the jet
energy corrections have a smaller but still sizeable impact. The bin-by-bin statistical
uncertainties in the measurement of the tH signal have a non-negligible impact, as
expected from the limited statistics.

Further verification of the correct modelling of the data is provided by the
goodness-of-fit test with the saturated method [147]. It is defined as a generalization
of the χ2 method for data that are not normally distributed, as in the case of the
number of events in the binned distributions of the analysis. The test is built as
a likelihood ratio, but the alternative hypothesis is considered to be the one that
matches the data exactly. The distribution of this test statistics is obtained from
pseudo-experiments generated from the modelled processes and is compared to the
one computed with the observed data. The comparison is shown in Fig. 6.15, where
the observed value of the χ2 goodness of fit, with a p-value of 0.11, lies at the tail but
within the distribution of the 1000 generated pseudo-experiments, concluding that
the statistical model describes well the observations.

Data and simulated event yields

The expected and observed event yields for the signals and backgrounds in the
signal regions of the analysis are shown in Table 6.6. For the sake of visualization,
no subcategorization is applied. The signal and background yields in the table are
obtained after the maximum likelihood fit (they are the post-fit yields), meaning they
are computed for the best fit values of nuisance parameters and after applying the
scale factors on the tt̄W(W) and tt̄Z backgrounds obtained in the fit. The table shows
that the number of data events and the expected signal and background yields are
in good agreement within the associated uncertainties in all categories. The post-fit
distributions of the discriminating observables in each channel are shown in Figs. 6.16
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Figure 6.14: List of the 30 nuisances parameters with the highest impact on the
measurement of the tt̄H (top) and the tH (bottom) signal strengths. The first column
corresponds to the pulls of each nuisance parameter and the second column corresponds
to the +1σ and -1σ impacts on the measurement of the signal strength.

to 6.19. The plots confirm a good agreement in shape between the distributions of
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Figure 6.15: Distribution of the χ2 goodness of fit variable computed with the saturated
model on 1000 pseudo-experiments (black line) compared to the observed value (blue
arrow).

observed and expected events in all categories.

Measurement of the signal strengths

The measured signal rate modifiers under the hypothesis that the tt̄H and tH

processes are SM-like for the individual signal regions, and for the combination of all
of them, are found in Fig. 6.20. The tt̄H and tH signals are measured simultaneously
in the fit. The measurement of the tt̄H production rate is performed in all 10 channels,
while the measurement of the tH production rate is limited to the 2`ss+ 0τh, 3`+ 0τh
and 2`ss+ 1τh channels, which employ a multiclassifier DNN to separate tH from the
tt̄H signal. The measured signal strength modifiers amount to

µtt̄H = 0.92 +0.19
−0.19 (stat) +0.17

−0.13 (syst) ,

µtH = 5.67 +2.75
−2.68 (stat) +2.98

−2.95 (syst) .
(6.1)

The uncertainties on the measurement of the signal strengths are compatible with the
expected values obtained from an Asimov dataset, µexp.

tt̄H = 1.00+0.19
−0.18(stat)+0.18

−0.13(syst)

and µexp.
tH = 1.00+2.66

−2.61(stat)+2.67
−2.62(syst).

Figure 6.20 shows the measured signal strength modifiers of the tt̄H and tH

processes separately for each signal regions and for the combination of all of them
with the control regions. The sensitivity of each channel can be inferred from the
size of the corresponding uncertainty band on the measured signal strength. The
channel providing the highest sensitivity is 2`ss + 0τh, followed by 3` + 0τh and
2`ss + 1τh. The measured signal strengths are consistent with the SM prediction,
except in the 2` + 2τh category, where the best-fit value of the tt̄H signal rate was
found to be negative due to the deficit of observed events compared to the background
expectation. The value of the signal strength for this category shown in Fig. 6.20 is
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Process 2`ss+ 0τh 1`+ 1τh 0`+ 2τh

tt̄H 222.1± 51.1 183.1± 40.8 24.4± 6.0

tH 119.3± 85.4 64.6± 45.6 16.1± 11.7

tt̄Z + tt̄γ∗ 321.6± 24.8 203.0± 23.6 27.1± 3.8

tt̄W + tt̄WW 1153.2± 64.2 254.5± 34.3 3.8± 0.5

WZ 296.2± 31.0 198.1± 37.3 42.5± 8.7

ZZ 31.2± 3.3 98.5± 12.8 34.2± 4.8

Drell-Yan − 4477.2± 465.0 1433.0± 217.5

tt̄+jets − 40951.2± 1904.0 860.5± 98.1

Fakes 1217.3± 90.7 25336.7± 1885.4 3788.0± 221.7

Flips 121.1± 19.4 − −
Conversions 42.3± 11.9 − −
Rares 222.0± 47.8 1928.1± 424.0 60.3± 13.9

Other Higgs boson processes 35.3± 4.0 38.5± 3.6 26.7± 3.6

Total expected background 3517.4± 85.1 73550.4± 611.6 6292.3± 135.9

Data 3738 73736 6310

Process 3`+ 0τh 2`ss+ 1τh 2`os+ 1τh 1`+ 2τh

tt̄H 60.9± 14.7 28.9± 6.4 19.1± 4.3 19.3± 4.2

tH 20.1± 14.2 12.7± 9.0 4.8± 3.4 2.6± 1.9

tt̄Z + tt̄γ∗ 145.5± 10.9 29.6± 3.3 25.5± 2.9 20.3± 2.1

tt̄W + tt̄WW 171.1± 9.5 47.4± 6.5 17.4± 2.4 2.6± 0.4

WZ 89.7± 9.7 19.4± 2.9 8.4± 1.6 11.8± 2.2

ZZ 16.2± 1.6 1.6± 0.3 1.9± 0.3 1.8± 0.3

Fakes 140.3± 11.3 52.0± 9.6 518.9± 28.0 250.1± 15.9

Conversions 5.6± 1.6 − 0.5± 0.2 −
Rares 41.0± 8.9 13.3± 3.1 5.9± 1.3 5.6± 1.3

Other Higgs boson processes 3.4± 0.3 1.8± 0.3 0.8± 0.1 −
Total expected background 627.3± 19.6 178.7± 12.6 583.6± 27.4 295.0± 15.9

Data 744 201 603 307

Process 4`+ 0τh 3`+ 1τh 2`+ 2τh

tt̄H 2.0± 0.5 4.0± 0.9 2.2± 0.5

tH 0.2± 0.2 0.8± 0.6 0.3± 0.2

tt̄Z + tt̄γ∗ 5.9± 0.4 6.6± 0.7 2.5± 0.3

tt̄W + tt̄WW 0.2± 0.0 1.1± 0.2 −
ZZ 0.6± 0.2 0.3± 0.1 0.2± 0.0

Fakes − 1.5± 0.9 3.4± 0.9

Conversions − − −
Rares 0.6± 0.1 1.0± 0.3 0.3± 0.1

Total expected background 7.4± 0.5 11.5± 1.3 6.8± 1.0

Data 12 18 3

Table 6.6: Number of observed events in the 10 categories of the main analysis compared
to the event yields expected from the tt̄H and tH signals and from the main background
processes, computed for the values of nuisance parameters and of the parameters of
interest obtained from the maximum likelihood fit. The quoted uncertainties include
the statistical and systematic components.
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Figure 6.16: Post-fit distributions of the discriminating observables used in the four
DNN output nodes of the 2`ss + 0τh category (tt̄H, tH, tt̄W and rest) for data
and simulated events. The uncertainty bands include the statistical and systematic
components.

obtained after bounding the tt̄H production rate to positive values. The significance
of this category under the signal plus background hypothesis amounts to 1.9σ; hence,
the measured value is compatible with the SM expectation.



6.5 Results 221

0 1 2 3 4 5 6 7 80

20

40

60

80

100
E

ve
nt

s µH)=t(tµH node, t, thτ3l + 0
Data Fakes Rares
ZZ WZ W(W)tt

Ztt tH Htt
Uncertainty

CMS Preliminary  (13 TeV)-1137 fb

bl bt

0 1 2 3 4 5 6 7 8

Bin number

0.4−
0.2−

0
0.2
0.4

E
xp

ec
ta

tio
n

D
at

a 
- 

E
xp

ec
ta

tio
n

0 1 2 3 4 5 6 7 8 90

10

20

30

40

50

60

E
ve

nt
s µH)=t(tµ, tHq node, hτ3l + 0

Data Fakes Rares
ZZ WZ W(W)tt

Ztt HqVH + ggH + q tH
Htt Uncertainty

CMS Preliminary  (13 TeV)-1137 fb

bl bt

0 1 2 3 4 5 6 7 8 9

Bin number

1−
0.5−

0

0.5

1

E
xp

ec
ta

tio
n

D
at

a 
- 

E
xp

ec
ta

tio
n

0 2 4 6 8 10 12 140

10

20

30

40

50

60

70

80

90

E
ve

nt
s µH)=t(tµ, Bkg. node, hτ3l + 0

Data Fakes Rares
ZZ WZ W(W)tt

Ztt tH Htt
Uncertainty

CMS Preliminary  (13 TeV)-1137 fb

e
e
e

µee
bl 

µµe
bl 

µµµ
bl 

e
e
µ
bt

e
µ
µ
bt

µ
µ
µ
bt

0 2 4 6 8 10 12 14

Bin number

1−
0.5−

0

0.5

1

E
xp

ec
ta

tio
n

D
at

a 
- 

E
xp

ec
ta

tio
n

0 2 4 6 8 10 12 140

10

20

30

40

50

60

70

80

E
ve

nt
s µH)=t(tµ, hτ2l ss + 1

Data Fakes Flips
Rares ZZ WZ

W(W)tt Ztt tH
Htt Uncertainty

CMS Preliminary  (13 TeV)-1137 fb

Bkg. 
node 

tHq 
node

Htt 
node

0 2 4 6 8 10 12 14

Bin number

1−
0.5−

0

0.5

1

E
xp

ec
ta

tio
n

D
at

a 
- 

E
xp

ec
ta

tio
n

Figure 6.17: Post-fit distributions of the discriminating observables used in the three
DNN output nodes of the 3` + 0τh category (tt̄H, tH and rest) and the 2`ss + 1τh
category (tt̄H, tH and rest) for data and simulated events. The uncertainty bands
include the statistical and systematic components.

Assuming the tH production rate equivalent to that of the SM, the results
correspond to an observed (expected) significance of 4.7σ (5.2σ) over the
background-only hypothesis. The achieved sensitivity allows to the observation
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Figure 6.18: Post-fit distributions of the discriminating observables used in the 1`+1τh,
0` + 2τh, 1` + 2τh and 2`os + 1τh categories for data and simulated events. The
uncertainty bands include the statistical and systematic components.

of the tt̄H process in multilepton final states to be claimed. The observed (expected)
significance for the tH process amounts to 1.4σ (0.3σ), also assuming the tt̄H process
to have the SM production rate. The evidence for the presence of the tt̄H and tH

signals in the data is illustrated in Fig. 6.21, which shows the logarithm of the ratio



6.5 Results 223

0.4− 0.2− 0 0.2 0.4 0.6 0.8 1 1.2 1.40

2

4

6

8

10

12
E

ve
nt

s
µH)=t(tµ, hτ2l + 2

Data Rares ZZ

W(W)tt Ztt tH

Htt Fakes Uncertainty

CMS Preliminary  (13 TeV)-1137 fb

0.4− 0.2− 0 0.2 0.4 0.6 0.8 1 1.2 1.4

Bin number

1−
0.5−

0

0.5

1

E
xp

ec
ta

tio
n

D
at

a 
- 

E
xp

ec
ta

tio
n

0.5− 0 0.5 1 1.5 2 2.5 3 3.50

2

4

6

8

10

12

14

16

E
ve

nt
s µH)=t(tµ, hτ3l + 1

Data Fakes Rares
ZZ WZ W(W)tt

Ztt tH Htt
Uncertainty

CMS Preliminary  (13 TeV)-1137 fb

0.5− 0 0.5 1 1.5 2 2.5 3 3.5

Bin number

1−
0.5−

0

0.5

1

E
xp

ec
ta

tio
n

D
at

a 
- 

E
xp

ec
ta

tio
n

0.4− 0.2− 0 0.2 0.4 0.6 0.8 1 1.2 1.40

2

4

6

8

10

12

14

16

18

E
ve

nt
s

µH)=t(tµ, hτ4l + 0
Data Rares ZZ

W(W)tt Ztt tH

Htt Uncertainty

CMS Preliminary  (13 TeV)-1137 fb

0.4− 0.2− 0 0.2 0.4 0.6 0.8 1 1.2 1.4

Bin number

1−
0.5−

0

0.5

1

E
xp

ec
ta

tio
n

D
at

a 
- 

E
xp

ec
ta

tio
n

Figure 6.19: Post-fit distributions of the discriminating observables used in the 2`+2τh,
3`+ 1τh and 4`+ 0τh categories for data and simulated events. The uncertainty bands
include the statistical and systematic components.

of signal events over background events including all regions. A broad excess of
events with respect to the background hypothesis is visible in the rightmost bins; it is
consistent with the expectation for tt̄H and tH production in the SM.
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Figure 6.20: Measured signal strengths (µ = σ/σSM) of the tt̄H process (left) and the
tH process (right) under the hypothesis that they are SM-like, separately for each signal
region considered and for the combination of all including the control regions.
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Figure 6.21: Distribution in the decimal logarithm of the ratio between the expected
tt̄H and tH signals and the expected sum of background contributions, compared to
the observed data. A broad excess of events with respect to the background-only
expectation is visible.

The impact of the systematic uncertainties on the measurement of the tt̄H and tH

signal strengths is presented in Table 6.7, where the uncertainties have been grouped by
source. The main impacts on the measurement of the tt̄H and tH signal strengths are
caused by the uncertainty on the reducible background estimate, the normalization
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Uncertainty source ∆µtt̄H/µtt̄H [%] ∆µtH/µtH [%]

Trigger efficiency 2.3 7.3
Electron and muon selection efficiency 2.9 7.1
τh selection efficiency 4.6 9.1
b-tagging efficiency 3.6 13.6
Jet energy scale and resolution 3.4 8.3
Reducible background estimate 6.0 36.8
Normalization of MC estimation processes 13.3 12.3
Theoretical sources 4.6 18.2
Prefiring 0.4 3.5
Integrated luminosity 2.2 4.6
MC and sideband statistical uncertainty 7.1 27.2
Data statistical uncertainty 20.9 48.0

Table 6.7: Main sources of systematic uncertainty and their impact on the measurement
of the tt̄H and tH signal strengths. The quantity ∆µx/µx corresponds to the change
in uncertainty when fixing the nuisances associated to it in the fit.

of the processes estimated by the simulation, the theoretical uncertainties and the
statistical uncertainties on the simulation, the data and the control regions.

Signal and background correlations

The normalizations of the tt̄W and the tt̄Z backgrounds are left unconstrained in
the fit, so that they can be estimated making use of the data. The corresponding scale
factors are extracted from the fit, amounting to

θtt̄W(W) = 1.44 +0.23
−0.20 ,

θtt̄Z = 1.03 +0.15
−0.14 .

(6.2)

These scale factors are applied to the normalization of the tt̄W and tt̄Z backgrounds
in the signal regions. The measured tt̄Z production rate is in agreement with the
SM prediction, whereas an excess of the data over the SM prediction is observed in
the tt̄W(W) process. This tension between the data and the simulation has been
previously reported by both the CMS and ATLAS collaborations, either in dedicated
searches [148, 149] or in the context of the tt̄H multilepton searches [51, 150]. The
excess is observed despite the latest electroweak corrections in the modelling of the
tt̄W process [135] being used.

The correlations between the measured tt̄H and tH signal rates and the tt̄W and tt̄Z

production rates are illustrated in Fig. 6.22, depicting the two-dimensional contours
of the likelihood function corresponding to the 68% and 98% confidence levels. The
correlations are shown for the pairs of processes (tt̄H, tH), (tt̄H, tt̄W) and (tt̄H, tt̄Z).
The figures show the level of agreement with the SM expectation and the moderate
correlation amongst the processes, demonstrating the performance of the DNN in
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Figure 6.22: Two-dimensional contours of −2∆lnL as a function of the tt̄H and tH
(top), tt̄H and tt̄W (bottom left) and tt̄H and tt̄Z (bottom right) production rates.
For each case, the two production rates not shown on either the x or y axis are profiled.

disambiguating the signals and the backgrounds.

6.5.2 Beyond the Standard Model interpretation

The results presented in this section no longer assume the Higgs boson couplings
to the top quark and the W boson to be consistent with the SM. The simultaneous
measurement of the tt̄H and tH processes allows modified coupling scenarios to be
probed (see Section 1.2.2); they are explored in terms of κt and κv modifiers, which
encode the ratio between the measured value and the expectation. In the SM, κt =

κv = 1; the opposite configuration corresponds to the ITC scenario, with κt = −1

and κv = +1. Variations in κt and κv affect the cross section of the tt̄H and tH

processes, the Higgs boson branching ratios and the kinematics of the tH process. To
perform the interpretation, the statistical model used in the SM scenario is used, fixing
the signal strengths to the SM values. The likelihood function is evaluated profiling
all the nuisances for several hypothesis of κt and κv; the point with the maximum
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Figure 6.23: (a) Scan of −2∆lnL as a function of the κt coupling modifier, while
profiling over the κv coupling modifier. (b) Two-dimensional contours of −2∆lnL as a
function of the κt and κv coupling modifiers.

likelihood corresponds to the best fit for κt and κv.
Figure 6.23a shows the function −2∆ logL for different values of κt; it is compared

to the expected result obtained from an Asimov dataset. In the scan, the value of
κv is profiled. The value of κt is constrained to the intervals −0.9 < κt < −0.7 or
0.7 < κt < 1.1 at 95% confidence level. The two-dimensional 68% and 98% confidence
regions of −2∆ logL as a function of κt and κv are shown in Fig. 6.23b, fixing the rest
of the coupling modifiers to their SM value. The minimum of the likelihood ratio is
found at κt = 0.9 and κv = 1.5, meaning the data favour the SM.

6.6 Conclusions

The production of the Higgs boson in association with either one (tH) or two (tt̄H)
top quarks has been measured in events containing electrons, muons and hadronically
decaying τ leptons in the final state. The measurement targets the WW, ZZ and
ττ decay modes of the Higgs boson, and both hadronic and leptonic decays of the
top quark. Signal regions are built upon different combinations of lepton and τh
multiplicity, and selections are applied according to the targeted topology. The results
presented are derived with an unprecedented dataset of 137 fb−1, the largest integrated
luminosity collected up to date, recorded during the complete Run 2 of the LHC. It
constitutes the first analysis in which the cross sections of the tt̄H and the tH processes
are measured simultaneously. The study of these processes is well motivated, as they
provide unique insights on important SM parameters and are also sensitive to potential
deviations introduced by new physics manifestations. The complementarity between
both processes sets stringent constraints on the magnitude of the top Yukawa coupling
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and its relative sign with respect to the coupling of the Higgs boson to the massive
electroweak bosons. To overcome the challenges related to the complexity of the final
states and the rarity of the signals, regions enriched in the signal and the backgrounds
are defined with advance machine learning techniques (DNNs and BDTs); they are able
learn the features of the processes of interest in a complex high-dimensional phase space
and separate the signals from the backgrounds and also the signals themselves.

A first set of results has been presented assuming a SM-like coupling of the Higgs
boson to the top quark and to the vector bosons. The measured cross sections of the
tt̄H and tH processes remain consistent with the SM expectation, with signal strengths
of µtt̄H = 0.92+0.26

−0.23 and µtH = 5.67+4.05
−3.98. The observed (expected) significance of the tt̄H

process amounts to 4.7σ (5.2σ) over the background-only hypothesis; the measurement
is performed with enough sensitivity to claim the observation of the tt̄H process in
multilepton final states. The sensitivity is significantly increased with respect to the
previous tt̄H multileptons search by CMS with 77.4 fb−1 of data, where a significance
of 3.2σ was observed [51]. Likewise, the tH cross section is measured with the highest
sensitivity up to date; the previous upper limit set by CMS with an analyzed dataset of
35.9 fb−1 amounted to 25 times the SM expectation [46] upon combination with the bb̄

and γγ final states. To further validate these results, a complementary measurement of
the tt̄H signal rate is performed using a set of alternative observables in the maximum
likelihood fit, based on the Matrix Element Method and simple kinematic variables,
presented in Chapter 7. A more precise determination of the tt̄H and tH cross sections
will be achieved upon combination with other Higgs boson decay modes (H→ bb̄ and
H→ γγ) and with the 300 fb−1 of integrated luminosity foreseen to be collected during
Run 3.

The exploration of BSM scenarios is conducted in a second set of results. They
allow for deviations of the top Yukawa coupling from the value predicted by the SM
to be probed, to which both the tt̄H and the tH processes are sensitive. The value
of the coupling modifier κt has been constrained to the observed intervals of −0.9 <

κt < −0.7 or 0.7 < κt < 1.1 at 95% confidence level. The SM scenario is favoured
by the data, with the maximum likelihood point located at κt = 0.9. Such intervals
are significantly more stringent than the previous measurement performed by CMS
with a dataset of 35.9 fb−1, with constrained values of κt within the intervals −0.9 <

κt < −0.5 or 0.9 < κt < 2.1 at 95% confidence level; the data were favouring the
SM scenario as well [46]. Other explorations of modified top-Higgs coupling scenarios
include the measurement of CP-violation in the top Yukawa sector. The presence of
a CP-odd component in the coupling is highly disfavoured but still allowed with the
latest interpretation of the tt̄H analysis in the H→ γγ final state [23, 50]. Significant
sensitivity to CP-violation can be gained upon combination with the multileptons final
states.

6.7 Future prospects

Exhaustive projection studies, taking into account the upcoming detector upgrades
and state-of-the-art machine learning analysis techniques, have been conducted by the
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Scenario ∆tot/σSM ∆stat/σSM ∆exp/σSM ∆sig/σSM ∆bkg/σSM ∆µsig

S1 +0.27
−0.28

+0.07
−0.07

+0.23
−0.23

+0.09
−0.08

+0.12
−0.12

+0.11
−0.11

S2 +0.25
−0.25

+0.07
−0.07

+0.22
−0.22

+0.05
−0.05

+0.07
−0.07

+0.07
−0.07

Table 6.8: Contributions to the expected uncertainties on the measurement of the
tt̄H signal strength in multileptons final state for the two scenarios considered in the
HL-LHC with the ATLAS detector (see text) [113].

Scenario ±1σ (µtH = 1)

S1 +1.2
−1.2

S2 +0.9
−0.9

Table 6.9: Expected ±1σ uncertainties on the measurement of the tH signal strength
in multileptons final state for the two scenarios considered in the HL-LHC with the
CMS detector (see text) [113].

CMS and ATLAS collaborations to estimate the tt̄H and tH physics reach during the
HL-LHC era [113, 115]. The projections are based on the analyses with 36 fb−1 of
data collected in 2016 at

√
s = 13 TeV; they assume a total integrated luminosity

of 3000 fb−1 at
√
s = 14 TeV in the HL-LHC. They are evaluated for different

scenarios of the evolution of the systematic uncertainties with increased data samples
and improved theoretical predictions. In both cases, it is assumed that the CMS and
ATLAS upgrades will provide the same level of detector and trigger performance as
in Run 2. The first scenario (S1) assumes that the systematic uncertainties are kept
constant with the integrated luminosity, with the performance of the CMS and ATLAS
detector unchanged with respect to the reference analyses used for the projection.
The second scenario (S2) scales the theoretical uncertainties down by a factor 2,
while the experimental uncertainties are scaled down with

√
L until they reach a

defined minimum value based on the estimated achievable accuracy with the upgraded
detector.

Table 6.8 shows the breakdown of the contributions to the expected uncertainties
on the measurement of the tt̄H cross section in the multileptons final state with the
ATLAS experiment. Uncertainties of 11% and 7% are foreseen for the signal strength
µtt̄H with the S1 and S2 scenarios, respectively; they represent a ∼60% and ∼70%
improvement with respect to the measured value in this thesis. Figure 6.24 shows
the ranking of the 10 most significant systematic uncertainties under the S2 scenario,
listed according to their post-fit impact on the measurement of the tt̄H cross section.
The dominant experimental uncertainty originates from the τh identification, while the
main theoretical uncertainty is related to the modelling of the tt̄Z background. The
fake lepton uncertainties are moderately constrained as there is no reduction factor
contemplated for such uncertainties under any of the considered scenarios. For what
concerns the tH process, the evolution of the expected uncertainty on the measurement
of µtH at CMS assuming SM rate is given in Table 6.9 for the case where the tt̄H

process is left freely floating in the fit. Values of ±1.2 and ±0.9 are obtained for the
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Fig. 21: Ranking of the ten most significant systematic uncertainties under S2 in the ttH multi-lepton
(ML) final state with (a) and without (b) ⌧ leptons in the ATLAS analysis listed in accordance to their
post-fit impact on the ttH cross section.

fit. In the S1 scenario the expected median upper limit on µtH at 3000 fb�1 is determined to be 2.35.
The corresponding value in S2 is 1.51. With the 3000 fb�1 dataset and foreseen reduction in systematic
uncertainties in S2, the expected upper limit on µtH improves by about a factor of eight with respect to
the current exclusion.

The evolution of the expected uncertainty on the measurement of µtH, assuming the SM rate, is
given in Table 32. Values are given for two cases of background: one in which µttH is unconstrained in
the fit, and one in which it is fixed to the SM value of 1. In the latter case the uncertainties are reduced by
around 10% at 3000 fb�1, indicating that a precise simultaneous measurement of the ttH signal strength
will be needed to obtain the optimal sensitivity to the tH channel. In both cases it is found that the
reduced systematic uncertainties in S2 improve the precision by up to 30%.

2.5.2 Constraints from differential measurements21

Higgs boson couplings can be constrained by fitting theoretical predictions for pT
H [172, 173, 174]

to data, exploiting not only the overall normalisation (as is done in inclusive measurements [143, 144,
145]), but also the shape of the distribution. One of the first constraints on Higgs boson couplings
using differential Higgs boson production cross sections was made in Ref. [172]. The limits c 2
[�16, 18] at 95% CL were found, using data collected by the ATLAS Collaboration at

p
s = 8TeV [175],

corresponding to an integrated luminosity of 20.3 fb�1. More recently, the CMS Collaboration performed
a similar fit using data [158] collected at

p
s = 13TeV, corresponding to an integrated luminosity of

21 Contact: T. Klijnsma

55

Figure 6.24: Ranking of the 10 most significant systematic uncertainties on the
measurement of the tt̄H signal strength in multileptons final state under the S2 scenario
in the HL-LHC at the ATLAS experiment (see text). The uncertainties are listed
according to their post-fit impact [113].

−3 −2 −1 0 1 2 3

κt

0

5

10

15

20

25

30

35

40q

1σ
2σ

3σ

4σ

5σ

CMS Projection 3000 fb−1 (13 TeV)

pp→ tH + tt̄H
H→WW/ZZ/ττ/bb/γγ
κV = 1.0, resolved

w/ Run 2 syst. uncert. (S1)
w/ YR18 syst. uncert. (S2)

Figure 6.25: Likelihood scan as a function of κt extracted from the measurement of the
tH and tt̄H signal strengths under the S1 and S2 scenarios in the HL-LHC at the CMS
detector for the combination of the multileptons, b̄b and γγ final states (see text) [115].

S1 and S2 scenarios, respectively; the improvement in precision with respect to the
results included in this thesis scales similarly to the tt̄H measurement. The projected
constraints on the value of the coupling modifier κt obtained from the combination of
the tH and tt̄H processes in CMS at the HL-LHC is shown in Fig. 6.25. In this case,
the b̄b and γγ final states of the Higgs boson are included in the fit along with the
multileptons final states. A negative value of κt disfavoured in both scenarios with a
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significance larger than 5σ.





7 | Extraction of the tt̄H signal with
the Matrix Element Method

The measurement of the tt̄H and tH cross sections based on machine learning
techniques (DNNs, BDTs) has been described in Chapter 6. The measured tt̄H signal
strength following such approach is µtt̄H = 0.92+0.26

−0.23, with an observed significance of
4.7σ over the background-only hypothesis; the measured tH signal strength modifier
is µtH = 5.67+4.05

−3.98, with a significance of 1.4σ. The control analysis presented in this
chapter constitutes a complementary measurement of the tt̄H cross section using a set
of alternative observables in the maximum likelihood fit. The signal extraction relies on
the separation power of the Matrix Element Method (MEM) in the 2`ss+1τh category
and optimized single variables in the purely leptonic categories. As no machine learning
techniques are used, the goal of this alternative version of the analysis is to quantify the
gain achieved by the supervised methods of the main analysis, in particular concerning
the separation power of the signal and the backgrounds. It is designed to be a robust
cross check of the main analysis that serves to consolidate the measurement, validate
the estimation of the signal and backgrounds yields and probe the correctness of the
statistical model.

This chapter is mostly devoted to the description and performance of the MEM
in the 2`ss + 1τh category of the control analysis, which constitutes my personal
contribution to the analysis. The MEM was used for signal extraction in the tt̄H

multilepton analysis with the data collected in 2016 [151, 152]; the usage for Run 2
essentially follows the implementation performed then [152], with the necessary
updates in terms of object reconstruction and event selection. The MEM presents
many advantages and is highly suited for physics analysis, as it can be applied to a
wide range of processes as long as the matrix element can be computed. It profits
from a long history in high energy physics, leading to stringent measurements such
as the top quark mass at the D∅ collaboration [153]. The precision of the method is
the result of the collaboration between theorists and experimentalists: it inherently
connects the calculation of a theoretical differential cross section of a process to the
associated experimental resolution and detector effects. In contrast to supervised
machine learning algorithms, the ability of the MEM in separating the signal from
the backgrounds is purely physics-driven, making the physics underlying sensitivity
transparent. In addition, it does not require any training, which is beneficial
when no large simulated samples are available for the signals or backgrounds
considered. However, the numerical integration required for its computation is highly

233
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CPU time-consuming; the latest technological advances in parallel processing have
nonetheless made the application of the method significantly more practical.

This chapter is structured as follows. The signal extraction strategy of the control
analysis is described in Section 7.1. An overview of the MEM and its performance
is given in Section 7.2. The optimization of the single variable analysis in the
purely leptonic categories is summarized in Section 7.3. The measured results upon
combination of the MEM and the single variables together with the control regions
are presented in Section 7.4 and compared to the results of the main analysis.

7.1 Signal extraction strategy

The control analysis was developed in parallel to the main analysis and essentially
follows the same analysis strategy described in Chapter 5; the main differences are
summarized in this section. It is restricted to 4 of the 10 signal regions included in
the main analysis: the purely leptonic categories (2`ss + 0τh, 3` + 0τh and 4` + 0τh)
and the 2`ss + 1τh category. The choice is motivated by the high sensitivity of these
categories: they constitute a simplified but robust scrutiny of the main result for
an easier interpretation of the results. The discriminating observables included in
the maximum likelihood fit of the control analysis are outlined in Table 7.1. The
multivariate MEM is used for signal extraction in the 2`ss+ 1τh category, while single
variable distributions corresponding to the invariant of the leptonic system are used in
the leptonic categories. The discriminating power of these variables is enhanced with
a tuned subcategorization and binning of the distributions, inheriting the strategies of
the previous tt̄H searches in leptonic final states [51].

No dedicated measurement of the tH production rate is performed in the control
analysis; only the tt̄H signal strength is measured, while the tH process is considered
as background. Correspondingly, the jet multiplicity selections in the signal regions
are targeted to the tt̄H process (see Section 5.2) and no BSM interpretations of the
results are derived. The reasons to restrict the measurement to the tt̄H signal are
technical, as the extraction techniques are not optimized to measure the tH process,
but also instrumental, as the sensitivity of the SM-like analysis is largely driven by the
tt̄H process. Being the categories of the control analysis dominated by the irreducible
tt̄V and electroweak backgrounds, the 3`-CR and 4`-CR, enriched in the tt̄Z,WZ and
ZZ backgrounds, are included in the fit. Since the control analysis does not profit
from a dedicated tt̄W as in the main analysis, a tt̄W-enriched control region with two
same-sign leptons and three jets (see Section 5.5) is added to the fit to constrain this
background. Like in the main analysis, the tt̄W(W) and tt̄Z normalizations are left
floating freely in the fit so that they can be constrained from the data.

7.2 Overview of the Matrix Element Method

The Matrix Element Method is a powerful technique universally used in many
analyses, such as the measurement of the top quark mass at the D∅ collaboration [153]
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Control analysis
Region Category Observable

Signal regions

2`ss+ 1τh Matrix Element Method
2`ss+ 0τh

Invariant mass
of leptonic system

3`+ 0τh
4`+ 0τh

Control regions
2`ss+3j-CR

3`-CR
Object multiplicity

4`-CR

Table 7.1: List of signal and control regions and their respective observables used in
the maximum likelihood fit in the control analysis. The control regions are described
in Section 5.5.

and many searches in the top quark and the Higgs boson sector both at the Tevatron
and at the LHC [154–158]. The method consists in computing a probability that an
event arises from a given physical process (or hypothesis), modelled by a Feynman
diagram. The process can be a signal or a background, in which case the MEM is used
for signal-background discrimination, like is done in the search presented here. The
MEM can also be interpreted as a differential probability as a function of a varying
parameter, like in the case of the top quark mass, where the maximum probability
provides the best estimate of the parameter. The compatibility of an event with a
given hypothesis is based on the calculation of the cross section at a given phase space
point corresponding to the reconstructed kinematic configuration of the event. For
this purpose, a multidimensional integration is computed based on numerical Monte
Carlo techniques, taking into account the theoretical description of the physics process,
via their matrix element, together with the detector resolution effects, encoded in the
so-called transfer functions. These functions describe the reconstruction of the physics
objects in the CMS detector; they also account for the neutrinos produced in the
decays of the particles involved and the overall boost of the system.

The MEM is used in the 2`ss + 1τh final state, illustrated in the event display in
Fig. 7.1. The choice of this particular channel is driven by its several advantages. First,
the requirement of two leptons of the same sign significantly reduces the backgrounds
arising from various SM processes, yielding a higher signal purity. Second, as one
hadronic top is expected in this final state, this category has a larger branching ratio
than those which require higher lepton multiplicities, and therefore profits from a
larger event yield. Third, the main background contribution to this channel arises
from the well-modelled irreducible tt̄Z process, while the reducible backgrounds are
not as sizeable as in other categories. Finally, among all channels of the analysis, the
2`ss+ 1τh category is the most sensitive to the tt̄H process with H→ τ+τ−.

The discriminating power of the MEM is based on the Neyman-Pearson lemma
[160], which states that the optimal test statistics to compare two hypothesis H0 and
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Figure 7.1: An event candidate for the tt̄H production in the 2`ss + 1τh final state.
The Higgs boson decays into a τ+τ− pair. The former decays hadronically into a τh (in
blue) and a neutrino, while the latter decays into an electron (in blue) plus neutrinos
(undetected). The top quark decays into two light jets and one b-jet (in purple). The
top antiquark decays into a muon of the same sign as the electron and into an additional
b-jet (in red) [159].

H1 is given by the ratio of their likelihood functions,

Λ(y) =
L(H0|y)

L(H1|y)
, (7.1)

where L(H0|y) and L(H1|y) are the likelihoods for the hypothesis H0 and H1,
respectively, as a function of the data y. In the case of the MEM, the hypothesis H1

would be that an event arises from a signal process, while the hypothesis H0 would
be that it arises from a background process.

The aim of the MEM is to provide an estimate of the likelihood function associated
to the signal or background hypotheses with the so-called MEM weight wΩ(y). It
encodes the probability that an event reconstructed with the observables y arises from
a physics process Ω. It is expressed as

wΩ(y) =
1

σΩ

∑
p

∫
dx dxa dxb ·

fi(xa, Q) fj(xb, Q)

xaxbs

· δ4(xaPa + xbPb −
∑

pk) · |MΩ(x)|2 · W (y||x) .

(7.2)

The MEM weight represents the differential cross section of the process Ω with respect
to the observables y, while integrating over the unmeasured or poorly measured phase
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space of the final-state particles (x) and the momentum fractions of the incoming
partons (xa, xb). The normalization factor σΩ in Eq. 7.2 corresponds to the product
of the cross section of the process Ω times the detector acceptance and the efficiency
of the analysis, derived by imposing∫

dy wΩ(y) = 1 . (7.3)

The sum
∑

p extends over all the potential associations between the reconstructed
objects and the final-state particles (see Section 7.2.3). The functions fi(x,Q) are the
parton distribution functions (PDF) associated to the incoming partons of flavour i
carrying a fraction x of the proton energy in a process of scale Q; they are derived with
LHAPDF [44]. The variable s corresponds to the usual Mandelstam variable related to
the centre-of-mass energy, while Pa,b are the four-vectors of the colliding protons and
pk are the four-vectors of the final-state particles. The energy-momentum conservation
is imposed with the delta function δ. The symbolMΩ(x) corresponds to the matrix
element of the process Ω at leading order (see Section 7.2.1), which depends on a
set of variables describing the initial and final-state particles; it is derived using the
MadGraph5 Monte Carlo generator [44]. The squared matrix element is convolved
with the transfer function W (y||x) (see Section 7.2.2), which reflects the probability
of measuring the observables y given a point x in the phase space of the final-state
particles. It describes the decays of the final-state particles and takes into account
the resolution of the reconstruction techniques; it also encodes the possible boost of
the system in the transverse plane. Given the non-analytic parametrization of the
function to integrate, the MEM weight is computed numerically for each event using
the VEGAS algorithm [161] (see Section 7.2.4).

The weights obtained with Eq. 7.2 are derived for the signal hypothesis (wS) and
a relevant set of background hypotheses B (wB). They are combined into the MEM
likelihood ratio (LR), expressed as

LR(y) =
wS(y)

wS(y) +
∑
B

wB(y)
. (7.4)

With values ranging from 0 to 1, the LR is interpreted as the probability that a given
event with observables y originates from the signal process rather than from one of
the background processes.

7.2.1 Scattering amplitude

The scattering amplitude |MΩ(x)|2 in Eq. 7.2 corresponds to that of the process
of interest for which the MEM weight is obtained (signal or backgrounds). In QFT,
the scattering amplitude is most generally expressed as

|MΩ(x)|2 =
∑

flavour

f1(x1, Q) f2(x2, Q)
∑
spin

|M(p1p2 → X)|2 , (7.5)
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Figure 7.2: Fraction of genuine τh and fake τh from jets, electrons and muons in the
2`ss + 1τh category, obtained for tt̄H simulated events, split according to the Higgs
boson decay mode.

where p1 and p2 denote the incoming interacting partons (gluons, quarks) and X

denotes the final-state particles (leptons, neutrinos, quarks). The first sum extends
over the flavours of the incoming partons, weighted by their associated PDF. For the
signal and the background processes, both the gluon-gluon and the quark-antiquark
configurations are considered in the computation. The second sum extends over the
possible spins of the incoming and outgoing particles. In the current implementation,
the hard scattering amplitude |MΩ(x)|2 is evaluated in the centre-of-mass of the
incoming and outgoing particles at leading order using the MadGraph5 Monte-Carlo
generator [44].

The MEM weight wS associated to the signal hypothesis is derived from the
scattering amplitude of the tt̄H process. As shown in Fig. 5.6, with the event selection
applied in the 2`ss + 1τh signal region, ∼53% of the tt̄H signal yield arises from the
H→ τ+τ− decay, while the remaining ∼45% and ∼2% originate from the H→WW∗

and H→ ZZ∗ decays, respectively. Being the dominant Higgs boson decay, the matrix
element of the signal hypothesis encodes the H → τ+τ− decay configuration; the
corresponding Feynman diagram is shown in Fig. 7.3, with decay chain

gg / qq̄→ tt̄H

→ (b `+ν`) (b̄ qq̄) τ+τ−

→ (b `+ν`) (b̄ qq̄) (`+ν` ντ ) (τhντ ) .

(7.6)

The addition of the dedicated H→WW∗ matrix element is in principle possible, but
faces two main challenges. First, the contribution of this process to the signal region
originates equally from events where the reconstructed τh is genuine and events where
the reconstructed τh is a misidentified light jet, as seen in Fig. 7.2. As both cases result
in comparable yields, the inclusion of a matrix element for the WW∗ decay requires
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Figure 5.3: Sample of Feynman diagrams of the processes for which a dedicated MEM
weight is computed in the implementation presented here. The qq̄ initial states are consid-
ered as well in the computation of the MEM weights.

leptonic top decay and one to the Higgs decay and another ambiguity to assign one b-jet to
the leptonic top decay and one to the hadronic top decay. To take those ambiguities into
account, the computation of the MEM weights under each of the signal and background

Figure 7.3: Leading-order Feynman diagrams of the processes for which a dedicated
MEM weight is developed in the 2`ss + 1τh category: the tt̄H signal process (top
left), the tt̄Z irreducible background process (top right), the tt̄Z reducible background
process (bottom left) and the tt̄ reducible background process (bottom right). Both
the gg and qq̄ initial state configurations are considered in the MEM computation.

the design of separate weights reflecting each configuration. Second, the H → WW∗

decay is less constrained kinematically than the H → τ+τ− decay, as one of the W

bosons from the Higgs boson decay is off-shell. It means that two additional weights
would have to be derived for the on-shell and the off-shell configurations; this amounts
to a total of 4 independent tt̄H weights to be derived. The addition of the H → ZZ∗

decay would bring little benefit, since its yield is negligible in the 2`ss+ 1τh category.
Three background weights are developed and included in the LR of Eq. 7.4. They
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originate from the tt̄Z and tt̄ processes; the corresponding Feynman diagrams are
shown in Fig. 7.3. Two configurations are considered for the tt̄Z process, leading to
two independent weights. The first one is the irreducible component, where the Z

boson decays into two τ leptons via the decay chain

gg / qq̄→ tt̄Z

→ (b `+ν`) (b̄ qq̄) τ+τ−

→ (b `+ν`) (b̄ qq̄) (`+ν` ντ ) (τhντ ) .

(7.7)

The second tt̄Z contribution is the reducible component, where the Z boson decays
into two electrons or muons, one of them being misidentified as a τh, namely

gg / qq̄→ tt̄Z

→ (b `+ν`) (b̄ qq̄) `+(`− [; τh]) ,
(7.8)

where the symbol ; represents the misidentification. Both the irreducible and the
reducible components have a comparable contribution in the 2`ss + 1τh region. The
last source of background considered is the tt̄ process, in which a non-prompt lepton
from a semileptonic B hadron decay is misidentified as a prompt lepton via the decays

gg / qq̄→ tt̄

→ (b `+ν`) (b̄ [→ `+] τ ντ )

→ (b `+ν`) (b̄ [→ `+] τhντ ντ ) .

(7.9)

For the reducible tt̄Z and tt̄ backgrounds, besides the matrix element, the transfer
functions and the integration strategies are also modified as described later.

In the computation of the signal and background weights, the hard processes
are modelled with the LO matrix element, meaning a perfect energy balance in the
transverse plane is assumed. This is not the case in data, where there is energy
imbalance in the transverse plane due to the presence of initial- and final-state
radiation, as well as particles that might fall out the detector acceptance or are
possibly misreconstructed. The 4-dimensional δ function of the MEM, expressing the
total energy-momentum conservation, is thus replaced by a 2-dimensional δ function
enforcing the conservation of energy and of the longitudinal momentum component.
This way, the total transverse momentum of the system is not constrained in the
MEM computation. It is however not entirely free: the boost of the system translates
into a recoil that can be compared to the measured recoil through a dedicated transfer
function, as explained in Section 7.2.2. This recoil transfer function is crucial in the
computation of the MEM integral, as it regularizes the very boosted configurations.
Hence, most of the effects of the higher-order corrections not considered in the LO
matrix element are taken into account in the evaluation of the weights.
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They predominantly account for the emissions of neutrino(s) and therefore depend on the tau
decay channel.

wi(y) =
1
σi

∑

p

∫
dxdxadxb

f (xa,Q). f (xb,Q)
xaxbS

δ4(xaPa + xbPb − ΣPk) |Mi(x)|2 W(y||x) (1)

This probability wi(y) sums all possible contributions of the matrix element |Mi(x)|2 (eval-
uated in the rest frame of the outgoing particles) for a process i and is convolved by the Trans-
fer Function W(y||x), the probability to have the observed state described by the variables y,
given the kinematic variables x. A second ponderation f (xa,Q). f (xb,Q)

xa xbS gives the probability that
the two incoming proton particles or partons (proton quarks or gluons) interact, in which
f (xa,Q) is the Parton Density Function (or PDF) for the parton a. All the parton combi-
nations are described by the Σp term. Finally, the δ4(xaPa + xbPb − ΣPk) term corresponds
to the kinematic constraints between the p-p incoming partons and the outgoing particles
considered in the Matrix Element.

Figure 2. The final state considered in our analysis: bb̄, qq̄ pairs, τh, 2 same sign leptons and 3
undetectable neutrinos ν′s. The τ− decays in a hadronic system referred to as τh is constituted by
pions particles π±(π0)n, π±π∓π± . . . together with a ντ neutrino. The CMS reconstruction software,
CMSSW, reconstructs the jets, identifies the b and light quarks, the hadronic τh, leptons and the Missing
Transverse Energy (MET) collecting the transverse energy of undetectable neutrinos.

2.2 Background processes

The same final state can be obtained from several background processes and only the domi-
nant ones are considered for the matrix element computations. For the irreducible ttZ back-
ground where the H boson of the signal is simply replaced by a Z boson, the MEM computa-
tion is the same as with the signal, except for the matrix element component of the integral.
For the reducible backgrounds, (ttZ, Z → ll) and tt̄, where one of the objects is mis-identified,
the matrix element and the Transfer Functions as well as the integration strategies are modi-
fied.

3

EPJ Web of Conferences 214, 06028 (2019) https://doi.org/10.1051/epjconf/201921406028
CHEP 2018

Figure 7.4: Leading-order Feynman diagram of the tt̄H production in the 2`ss + 1τh
final state. The MEM weight wS is computed as the differential cross section of the
tt̄H process in a phase-space point given by the observables y, which are related to the
final-state particles via dedicated transfer functions.

7.2.2 Transfer functions

The transfer function W (y||x) in Eq. 7.2 encodes the probability of reconstructing
the set of observables y at detector level given the set of four-momenta x of the outgoing
partons, as illustrated in Fig. 7.4. These functions take into account the showering
and hadronization effects, as well as the experimental resolution and reconstruction.
The set of observables y considered in the MEM are

• the three-momenta of the charged leptons (~̀̂1),
• the three-momenta of the visible decay products from the hadronic τ decay (~̂π),
• the energy (Êj) and the direction (~̂ej) of the jets,
• the missing transverse energy (Êmiss

T ).
Given the excellent performance of the CMS object reconstruction (see Section 2.4), the
momenta of the charged leptons and the visible decay products of the τh are considered
perfectly measured, both in direction and in magnitude. Likewise, the direction of the
jets is assumed to be perfectly measured and aligned to the direction of the quark
from which it originates. Being the object reconstruction mostly uncorrelated, the
overall transfer function can be decomposed into the product of the transfer functions
associated to each individual object. Based on the assumptions made, the function is
written as

W (y||x) =
∏
`

δ(~̀̂− ~̀) T`(ˆ̀|τ`) ·
∏
π

δ(~̂π − ~π) Th(π̂|τh)

·
∏
q∈A

δ(~̂ej − ~eq) Tj(p̂Tj|pTq, ηq) ·
∏
q 6∈A

Aq(pTq, ηq) · TET
(~̂ρT|~PT) .

(7.10)

1Quantities with a hat represent measured quantities.
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Since the transfer function is interpreted as a conditional probability to measure the
observables y given the final-state particle phase space x, the normalization condition∫

dy W (y||x) = 1,∀x (7.11)

is imposed.
The functions T`(ˆ̀|τ`) and Th(π̂|τh) in Eq. 7.10 relate the momentum of the

leptonically and hadronically decaying τ leptons, respectively, to the momentum
of their visible decay products. The notation q ∈ A refers to quarks which are
associated to at least one of the jets, while the notation q 6∈ A refers to those which
are not associated to any jet. In the first case, the function Tj(p̂Tj|pTq, ηq) relates the
transverse momentum of the reconstructed jet to the one of the associated quark.
In the second case, Aq(pTq, ηq) expresses the probability that no jet is reconstructed
given the kinematics of the quark. Finally, TET

(~̂ρT|~PT) relates the opposite of the
measured recoil summed over the reconstructed objects (~̂ρT =

∑
`,τh,j

~pT + ~Emiss
T ) to

the recoil summed over the mother particles (~PT =
∑

t,H,Z ~pT).
In the computation of the reducible tt̄Z background weight, an additional transfer

function T`→τh(τ̂h|`) is used to relate the transverse momentum of the misreconstructed
τh to the one of the original lepton. Likewise, in the computation of the tt̄ background
weight, the transfer function Tb→`(ˆ̀|b) relating the transverse momentum of the
reconstructed non-prompt lepton to that of the original b-quark is included.

Jet transfer function

The jet transfer function Tj(p̂Tj|pTq, ηq) accounts for the jet energy response and
resolution. It encodes the conditional probability to measure a jet with transverse
momentum p̂Tj assuming a quark with transverse momentum pTq and pseudorapidity
ηq. The dependence with ηq is introduced to account for the different jet energy
resolution in the barrel and the endcaps. The probability is modelled with the weighted
sum of two Gaussian distributions,

Tj(p̂Tj|pTq, ηq) = f · G (p̂Tj|µ1(pTq, ηq), σ1(pTq, ηq))

+ (1− f) · G (p̂Tj|µ2(pTq, ηq), σ2(pTq, ηq)) ,
(7.12)

with

G(p̂Tj|µi, σi) =
1

σi
√

2π
exp

(
−1

2

(
p̂Tj − µi
σi

)2
)

. (7.13)

The procedure to derive the parameters of the transfer function consists in obtaining,
for different bins of generator-quark pT, the corresponding reconstructed jet pT

distributions, separately for the barrel and for the endcap; they are then fitted with
the double Gaussian to obtain the parameters. It is done in simulated tt̄+jets events,
separately for the jets matched to light quarks and the jets matched to b-quarks. The
distributions in the barrel region are shown in Fig. 7.5. The pT of the reconstructed
jets matched to b-quarks presents larger tails in the low-pT due to the neutrinos
produced in the semileptonic B hadron decays. The response (µi) and the resolution
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4.4.2 Jets
The transfer function for the jets corresponds to the conditional probability to measure a
jet with a transverse momentum pTj, given a quark with a transverse momentum pTq and
pseudo-rapidity ÷q. The ÷ dependence is introduced to better model the di�erent energy
resolutions of the jets in the barrel and the endcaps. This energy transfer function can be
very well modelled using a sum of two Gaussian distributions

Tj(pTj|pTq, ÷q) = fG
1
pTj|µ1(pTq, ÷q), ‡1(pTq, ÷q)

2
+ (1 ≠ f)G

1
pTj|µ2(pTq, ÷q), ‡2(pTq, ÷q)

2

(4.18)

G(pTj|µ, ‡) = 1
‡

Ô
2fi

exp
Q
a≠1

2

A
pTj ≠ µ

‡

B2
R
b (4.19)

with µi(pTq, ÷q) and ‡i(pTq, ÷q) the mean and the width of the Gaussian distributions. The
distribution of the jet transverse momentum matched to quarks in di�erent pT bins is
presented in Fig. 4.4, both for light quarks and for b quarks. The pT distribution for jets
from b quarks shows a larger tail towards low pT values due to the production of neutrinos
in semi-leptonic decays of B hadrons. The parametrization of the jet transfer functions
has been derived from a Monte-Carlo tt̄ sample in two ÷ bins (|÷| < 1.5, 1.5 < |÷| < 2.4).
The values of µi and ‡i are extracted from a fit of the pT distribution of the jets in bins of
pTq (requiring a geometrical matching of �R < 0.4) with a double Gaussian distribution.
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Figure 4.4: pT distribution for jets matched to light quarks (left) and to b quarks (right)
in di�erent bins of quark pT for jets with |÷| < 1.5 obtained in a tt̄ Monte-Carlo sample.
The solid line represents the result of a fit with a double Gaussian distribution.

The pTq dependence of µi is then obtained fitting a linear function through the values
obtained previously, while for ‡ it is obtained from the result of a fit with the sum in

Figure 7.5: Distributions of pT of the reconstructed jets matched to light quarks (left)
and to b-quarks (right), obtained from simulated tt̄+jets events, in different bins of
quark pT found in |η| < 1.5. The solid line represents the double Gaussian fit used in
the jet transfer function [152].

Flavour |ηq| (m1,m2) (n1, n2) (a1, a2) (b1, b2) (c1, c2) f

Light
quarks

[0.0,1.5] (0.99,0.94) (-2.33,9.39) (0.00,0.00) (1.53,0.78) (0.13,0.05) 0.81
[1.5,2.4] (0.94,0.82) (10.79,51.65) (4.26,2.56) (0.58,1.99) (0.00,0.00) 0.80

b-quarks
[0.0,1.5] (0.99,0.97) (-6.24,-8.12) (0.00,0.00) (1.07,0.00) (0.05,0.23) 0.66
[1.5,2.4] (0.98,0.94) (-6.24,-10.31) (0.00,3.86) (1.14,0.47) (0.00,0.21) 0.52

Table 7.2: Numerical values of the coefficients used to parametrize the jet transfer
functions, obtained in different regions of the η position of the quark, separately for
jets matched to light quarks and to b-quarks [152].

(σi) across all bins are fitted with the functions

µi(pTq, ηq) = mi(ηq) · pTq + ni(ηq) ,

σi(pTq, ηq) = ai(ηq)⊕ bi(ηq) · √pTq ⊕ ci(ηq) · pTq .
(7.14)

The numerical values of the coefficients and the weight applied to the Gaussians are
shown in Table 7.2.

Quark acceptance transfer function

The function Aq(pTq, ηq) expresses the probability that there is no reconstructed jet
given the kinematics of the final-state quark. The function depends on the kinematics
of the quark but also of the nearest lepton found due to the overlap removal applied
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in the analysis. It encodes four separate scenarios, expressed as

Aq(pTq, ηq) =


1 if |ηq| > ηcq
0 else if ∆R(q, `) < Rc

q,` and Eq

E`
> f c

1 else if minj′ ∆R(q, j′) < Rc
j∫ pcTj

0 dp̂′Tj Tj(p̂
′
Tj|pTq, ηq) else

. (7.15)

A uniform prior Aq = 1 is assigned to the quarks that fall out of the detector
acceptance, which extends up to ηcq = 2.4. On the contrary, if the quark overlaps
with a charged lepton within Rc

q,` = 0.4 and the quark-to-lepton energy ratio is larger
than the relative isolation value of f c = 0.4, such event would not pass the event
selection (see Section 5.1) and is therefore not considered in the MEM integration
(Aq = 0). Instead, if the quark direction is close to one of the jets by less than the jet
algorithm radius Rc

j = 0.4, it is assumed to be merged with another quark q′ into the
same jet. In this case, the acceptance function of the quark q is set to Aq = 1; the jet
transfer function Tj(p̂Tj|pTq′ , ηq′) is modified to use the pT of the qq′ pair instead of the
pT of the single quark q′. When none of the cases above hold, the acceptance function
is the cumulative distribution of the jet transfer function evaluated at the momentum
threshold pcTj = 25 GeV used in the baseline jet selection.

Recoil transfer function

The recoil transfer function does not have a direct correspondence with any
integration variable of the MEM. Nonetheless, it plays a crucial role, as it accounts
for the presence of initial or final-state radiation, not described by the matrix element
at LO, as well as the resolution of the reconstructed missing transverse energy. The
function expresses the compatibility between the predicted Emiss

T and the measured
one via the two-dimensional Gaussian [162]

TET
(~̂ρT|~PT) =

1√
2π|V|

exp

(
−1

2

(
~̂ρT − ~PT

)T
V−1

(
~̂ρT − ~PT

))
. (7.16)

The value ~̂ρT is the opposite of the recoil, defined as ~̂ρT =
∑

`,π,j ~̂pT + ~̂Emiss
T . It is the

vectorial sum of the transverse momenta of the particles that are not clustered in jets
or identified as leptons: it corresponds to the measured overall boost of the system.
The opposite of the recoil is compared to the transverse boost of the system, namely
~PT =

∑
t,H,Z ~pT. If the observables in the detector were measured perfectly, the vector

(~̂ρT− ~PT) would correspond to the difference between the measured ~Emiss
T and the ~pT of

the neutrinos. The matrix V is the ~Emiss
T covariance matrix, expressed in its diagonal

form as

U =

(
σ2
ET

0

0 E2
Tσ

2
φ

)
, (7.17)

where σET
is the resolution on the magnitude of ~Emiss

T and σφ is its resolution in the φ
direction. A non-diagonal (x, y) representation of this matrix is used in the MEM.
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Figure 4.5: Distribution of the invariant mass of the hadronic · visible decay products
(left) and of the variable z = Evis/E· (right) for di�erent ·h decay modes at generator
level in H æ ·· simulated events.
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Figure 4.6: Distribution of the variable z = Evis/E· for di�erent bins of mvis for 1-
prong+fi0’s (left) and 3-prong (right) ·h in H æ ·· simulated events. The lines correspond
to the analytic expression of the transfer function used.

Figure 7.6: Distributions of the invariant mass of the hadronic τ visible decay products
(left) and of the variable z = Êπ/Eτ (right), separately for the 1-prong, 1-prong+π0

and 3-prongs decay modes, obtained from simulated tt̄H events with H→ τ+τ− [152].

Hadronic τ transfer function

The τ leptons which decay into hadrons and neutrinos have an associated transfer
function Th(π̂|τh) that relates the momentum of the visible decay products to the
momentum of the τ lepton before decaying. The function is derived from an analytic
parametrization of the τ decay width, assuming the τ to be unpolarized, which is the
case for the H → τ+τ− decay. The simplest case corresponds to the 1-prong decay
(τ → πντ ), where the normalized transfer function is derived from the 2-body decay
width as [152,162]

Th,1−prong(Êπ|Eτ ) =
1(

1− m̂2
π

m2
τ

) · θ(m̂2
π

m2
τ

)
, (7.18)

where θ is the Heaviside function. The function translates into a flat distribution of
the variable z = Êπ/Eτ , illustrated in Fig. 7.6 (right), corresponding to the fraction
of the visible reconstructed energy over the τ energy.

As the 1-prong+π0’s and 3-prong decay modes imply intermediate resonances, a
simple analytical description is no longer possible. Unlike the 1-prong decay, the
invariant mass of the visible decay products cannot be assumed to be fixed, but defined
as m̂2

π = Ê2
π − |~̂π|2, as shown in Fig. 7.6 (left). However, for a fixed value of mπ,

one can assume a 2-body decay; in this case, a flat distribution of the variable z is
found between m2

π/m
2
τ and 1, illustrated in Fig. 7.7. Hence, a convolution between

Th,1−prong(Êπ|Eτ ) and the visible τ mass spectrum is performed to recover the inclusive
z distribution. The predicted distribution is compared to the one obtained from the
simulation in Fig. 7.8 for the 1-prong+π0 and 3-prong decays, showing an excellent
agreement.
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Figure 4.5: Distribution of the invariant mass of the hadronic · visible decay products
(left) and of the variable z = Evis/E· (right) for di�erent ·h decay modes at generator
level in H æ ·· simulated events.
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Figure 4.6: Distribution of the variable z = Evis/E· for di�erent bins of mvis for 1-
prong+fi0’s (left) and 3-prong (right) ·h in H æ ·· simulated events. The lines correspond
to the analytic expression of the transfer function used.

Figure 7.7: Distributions of the variable z = Êπ/Eτ obtained from simulated tt̄H events
with H → τ+τ− (points) and the corresponding transfer function (solid line), in bins
of the visible mass, for the 1-prong+π0 (left) and 3-prongs (right) decay modes [152].
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Figure 4.7: Distribution of the variable z = Evis/E· for 1-prong+fi0’s (left) and 3-prong
(right) ·h in H æ ·· simulated events. The black distribution correspond to the one
directly observed in Monte-Carlo while the red distribution is the one obtained with the
convolution of the analytic transfer function with the mvis distribution.

4.4.5 Leptonic · transfer function
In the case of a leptonic · decay, the transfer function is given by

Tl(¸|·) Ã d3�
d3˛̧

Ã 1
E·

⁄ 1
(2fi)32E¸

d3‹̨

(2fi)32E‹

d3˛̄‹

(2fi)32E‹̄

”4(·≠¸≠‹≠‹̄)|M�(· æ ¸‹‹̄)|2 (4.32)

with |M�(· æ ¸‹‹̄)|2 the matrix-element corresponding to the leptonic decay. The spin-
averaged matrix element is given by

1
2�̄|M(· æ ¸‹‹̄)|2 = 64G2

F (‹.¸)(‹̄.·) (4.33)

One gets then

Tl(¸|·) Ã 1
E·E¸

⁄ d3‹̨

2E‹

d3˛̄‹

2E‹̄

(‹.¸)(‹̄.·)”4(· ≠ ¸ ≠ ‹ ≠ ‹̄) (4.34)

One can show that2

Tl(¸|·) Ã 1
E·E¸

[(¸.·)(m2
· +m2

¸ ≠ 2l.·) + 2(l.· ≠ m2
¸)(m2

· ≠ ¸.·)] (4.35)

2The detailed computation is available in Appendix A.

Figure 7.8: Comparison between the variable z = Êπ/Eτ obtained with the convolution
of the hadronic τ transfer function with the visible τ mass spectrum (red line) compared
to the one obtained from simulated tt̄H events with H → τ+τ− (black line), for the
1-prong+π0 (left) and 3-prongs (right) decays [152].

Leptonic τ transfer function

For a τ lepton decaying into an electron or a muon and neutrinos, the transfer
function T`(ˆ̀|τ`) relates the momentum of the final-state lepton to the momentum of
the τ lepton before decay. Similarly to the hadronic τ , the function is derived with
an analytic computation of the decay width associated to the leptonic decay averaged
over the spin configurations. It expressed as [152,162]

T`(ˆ̀|τ) =
1

3Eτ
(1− z) (5 + 5z − 4z2) , (7.19)
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Figure 4.8: Angular distributions for the leptonic · decay in the electron (left) and muon
(right) decay channels. The distributions are obtained from generator level in a VBF
sample. cos ◊·¸min is defined by Eq. (4.36)
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Figure 4.9: Distribution of the variable z = E¸/E· for · decaying into neutrinos and an
electron (left) or a muon (right).

4.4.6 Fake ·h from leptons
As mentioned in section 2.3.6, some of the reconstructed ·h can actually originate from
electrons (or less often from muons), even after application of anti-lepton discriminants.
Moreover, depending on the analysis, it is not always beneficial in terms of sensitivity to

Figure 7.9: Comparison between the variable z = Ê`/Eτ obtained with the leptonic τ
transfer function (red line) compared to the one obtained from simulated tt̄H events
with H→ τ+τ− (black line) [152].

where z is the fraction of the τ energy carried by the lepton, z = Ê`/Eτ . An
excellent agreement between the predicted and the simulated distributions is observed,
as illustrated in Fig. 7.9 separately for electrons and muons.

Fake τh transfer function

The reducible background from tt̄Z with Z → `` implies the presence of a
reconstructed τh from a misidentified electron or muon. The τh misidentification
can happen with prompt isolated leptons originating from gauge bosons, easily
misidentified as 1-prong τh, or electrons which produce bremsstrahlung photons in
the tracker material, hence reconstructed as 1-prong+π0’s or even 3-prongs when
there is photon conversion. In this analysis, an antilepton discriminator is applied in
the τh selection (see Table 5.3), but very loose working points are used, as they are
found to be more beneficial to the sensitivity. Hence, residual contributions can enter
the signal regions. Since the τh reconstruction algorithm does not contemplate the
lepton misidentification, the mismatch between the pT of the reconstructed τh and
that of the lepton is taken into account via a dedicated transfer function T`→τh(τ̂h|`),
separately for electrons and muons. In the case of electrons, the function is modelled
by the Breit-Wigner distribution

Te→τ (τ̂h|e) =
1

1 +

(
p̂Tτ − µ

σ

)2 . (7.20)

In the case of misidentified muons, the pT spectra of the τh presents larger tails, mostly
due to accidental superimposed hadronic deposits from surrounding particles. Thus,
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use those anti-lepton discriminants if the signal has also some fraction of events with such
leptons faking ·h. As the reconstruction algorithm for ·h is not optimized for those objects,
the pT of the reconstructed ·h does not exactly match the one of the misreconstructed
lepton, as shown in Fig. 4.10. To take that e�ect into account, dedicated transfer functions
for fake ·h from leptons have been developed. In the case of electrons, that transfer function
can be described using a Breit-Wigner distribution, while in the case of muons a Crystal-
Ball distributions has been found to be more adapted.

Teæ· (·h|e) Ã 1
1 +

1
pT· ≠µ

‡

22 (4.43)

Tµæ· (·h|µ) Ã

Y
_____]
_____[

0 if
---pT· ≠µ

‡

--- > 5
exp

3
≠0.5

1
pT· ≠µ

‡

22
4

if pT· ≠µ
‡

< –
1
n
–

2n
exp(≠0.5–2)

1
n
–

≠ – + pT· ≠µ
‡

2≠n
else

(4.44)
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Figure 4.10: pT distribution for reconstructed ·h matched to generator level electrons (left)
and muons (right) in di�erent bins of lepton pT , obtained in a tt̄Z Monte-Carlo sample.
The solid line represents the result of a fit with a Breit-Wigner distribution for electrons
and Crystal-Ball distribution for muons.

The parameters µ, ‡, n and – depend on the pT of the lepton. This parametrization is
extracted from a fit of those parameters, with the following pT dependence

µ(pT ) = apT + b (4.45)
‡(pT ) = cpT + d (4.46)
n(pT ) = epT + f (4.47)

The numerical values of the di�erent parameters is presented in Table 4.3.

Figure 7.10: Distribution of pT of the reconstructed τh matched to generator-level
electrons (left) and muons (right) in bins of lepton pT, obtained from simulated tt̄Z
events. The solid lines represent the Breit-Wigner (left) and Crystal-Ball (right) fits
employed in the fake τ transfer function [152].

Lepton a b c d e f α

Electron 0.96 0.84 0.04 4.69 - - -
Muon 0.97 1.17 0.02 4.46 -0.015 2.29 1.2

Table 7.3: Numerical values of the coefficients used to parametrize the fake τh transfer
function [152].

it is better modelled with the Crystal-Ball distribution

Tµ→τ (τ̂h|µ) =



0 if

∣∣∣∣ p̂Tτ − µ
σ

∣∣∣∣ > 5

exp

(
− 0.5

( p̂Tτ − µ
σ

)2
)

if
p̂Tτ − µ

σ
< α(

n

α

)n
exp(−0.5α2)

(
n

α
− α +

p̂Tτ − µ
σ

)−n
else

. (7.21)

The parameters of the transfer functions are obtained from the pT distributions of the
reconstructed τh matched to generator-level leptons, derived in bins of lepton pT, as
shown in Fig. 7.10. They are fitted for a generic lepton pT, separately for electrons
and muons, with the linear functions

µ(pT,`) = a · pT,` + b , (7.22)
σ(pT,`) = c · pT,` + d , (7.23)
n(pT,`) = e · pT,` + f , (7.24)

while α is a constant. The numerical values of the coefficients in Eq. 7.24 are shown
in Table 7.3.
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Figure 4.11: pT distribution for reconstructed leptons matched to b quarks in di�erent bins
of b quark pT , obtained in a tt̄ Monte-Carlo sample. The solid line represents the result of
a fit with a Gaussian distribution.

This transfer function is obtained from the "Particle-Flow significance" algorithm, doc-
umented in [130] and summarized here. The particles reconstructed with the Particle-Flow
algorithm are grouped into exclusive collections of objects, depending on whether they are
clustered inside jets, are isolated (e.g. leptons) or unclustered. The measurement of the
transverse momentum Ęi

T of a given particle i is then associated to a covariance matrix

Ui =
A

‡2
ET i

0
0 ‡2

„i

B
(4.50)

evaluated in the reference frame with axes parallel and perpendicular to Ęi
T . The U00 and

U11 elements depend in general on the pT and ÷ of the object considered. The covariance
matrices are then summed together after a rotation into the global (x, y, z) CMS reference
frame to build the transverse energy covariance matrix

V =
ÿ

i

R(„i)≠1UiR(„i) (4.51)

This covariance matrix, evaluated on an event-by-event basis, is then used to compute the
recoil transfer function, defined as

TET (ˆ̨flT |P̨T ) = 1Ò
2fi|V|

exp
A

≠1
2

1 ˆ̨flT ≠ P̨T

2T
V≠1

1 ˆ̨flT ≠ P̨T

2B
(4.52)

Figure 7.11: Distribution of pT of the reconstructed leptons matched to generator-level
b-quarks in bins of pT of the b-quark, obtained from simulated tt̄+jets events. The solid
line represents the Gaussian fit used in the non-prompt lepton transfer function [152].

m n a b c

0.58 -10.74 6.26 0.0 0.14

Table 7.4: Numerical values of the coefficients used to parametrize the non-prompt
lepton transfer function [152].

Non-prompt lepton transfer function

Non-prompt leptons originating from the decays of B hadrons can possibly pass
the tight lepton selection criteria. In those cases, the overlapping b-jet is removed,
but its momentum can still be evaluated based on the lepton momentum. It is done
with a dedicated transfer function Tb→`(ˆ̀|b) that relates the momentum of the initial
b-quark to that of the resulting reconstructed lepton, assuming their direction is the
same, which is a good approximation given the usage of PF jets [89]. The function is
modelled by a Gaussian distribution, as seen in Fig. 7.11, where the distributions of
pT of the reconstructed leptons are shown in different bins of b-quark pT. The mean
and width of the Gaussian are fitted as a function of the pT of the b-quark as

µ(pT,b) = m · pT,b + n ,

σ(pT,b) = a⊕ b · √pT,b ⊕ c · pT,b ,
(7.25)

with the coefficients taking the numerical values listed in Table 7.4.

7.2.3 Object assignment and subcategorization

The tt̄H signal targeted in the MEM is characterized by the presence of two leptons
of the same charge sign and one τh, along with two b-jets from and two light jets.
Consequently, the event selection in the 2`ss + 1τh category requires the presence
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of exactly two leptons of the same sign and one τh; however, the jet multiplicity is
relaxed to require at least three jets, out of which at least two must pass the loose
working point of the b-tagging discriminator or at least one must pass the medium
working point. Nevertheless, the multiplicity of reconstructed jets in an event is often
higher, due to the next-to-leading order QCD contributions and the presence of pileup.
Evaluating the MEM weights for every possible combination of 4 jets would be very
CPU consuming, and thus an assignment algorithm is used to select the jet inputs.
The two jets with the highest b-tagging score are associated to the final-state b-quarks,
leading to a correct assignment in ∼62% of the tt̄H events [152]. From the remaining
jets, the pair with the invariant mass closest to the mass of the W boson is associated
to the quark pair from the W boson. This leads to an overall correct assignment of
35% when at least 4 jets are reconstructed [152].

An additional ambiguity arises in the assignment of the reconstructed leptons and
b-jets. For a tt̄H event, the two leptons cannot be unambiguously assigned to either
the leptonic decay of the τ or to the leptonic decay of the W boson. Similarly, the
reconstructed b-jet can be originating from the top quark decaying leptonically or
from the top quark decaying hadronically. These ambiguities in the object assignment
are solved by computing the MEM weights for each of the 4 possible lepton-bottom
permutations; their value is summed up to define a total MEM weight. In the case of
the weight associated to the tt̄ background, only two b-jets and no pair of W-tagged
jets are expected; the permutations are computed nonetheless to decide which of the
two b-jets are used.

Additionally, there are cases in which no jet is associated to one of the light quarks
expected from the W boson decay. The reasons are that either the hadronization
products fall out of the detector acceptance or the jet has been merged with another
jet during reconstruction. To tackle this situation, the MEM weights are computed
independently for the two scenarios:
• No-missing-jet: all 4 jets expected in the event are reconstructed,
• Missing-jet: one of the light jets from the W boson decay is not reconstructed.

These two exclusive subcategories of events are treated as independent in the maximum
likelihood fit used in the signal extractions. The missing jet hypothesis is used when
the invariant mass of the two jets associated to the W boson is not compatible with the
hadronic W boson decay, namely mjj < 60 GeV or mjj > 100 GeV. In this category,
only three jets are taken as inputs to the MEM computation, and the phase-space
integration is expanded by adding the two integration variables corresponding to the
direction of the missing jet. As it is not possible to know which jet comes from the
W decay, the MEM weight is computed for each light-jet permutation in the event; it
leads to 4× nlight jet MEM integrations.

Considering the lepton-bottom permutations and the light-jet permutations, the
MEM integrations to be performed can reach up to 4×4×nlight jet in missing-jet events,
which is very computation-intensive. In practice, to reduce the number of integrations,
certain kinematic filters are applied so that only the permutations which are physically
feasible are computed and the spurious combinatorial background is removed. These
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filters are based on a series of compatibility checks of the Higgs boson and top quark
masses; the integration is skipped in case the invariant masses of the decay products
are not within the expected windows. Detailed explanations of the dimensionality
reduction via the kinematic reconstruction of the Higgs boson and the top quark can
be found in Ref. [152].

7.2.4 Numerical integration

The MEM integration is performed over the phase space of the final-state
particles in the matrix element after applying the assumptions mentioned before. The
integration variables can be decomposed as the product of the variables related to
each particle, namely dx =

∏
dxk. Being the integrand non-analytic, the integration

is done numerically event-by-event making use of MC integration methods. The
dimensionality of the integral requires a large number of integration points to reach
the convergence; however, it is reduced with the assumptions made in the derivation
of the transfer functions (see Section 7.2.2) and assuming that the intermediate
particles (Higgs boson, top quark, W boson, Z boson and τ lepton) are on their mass
shell. Such approximation is valid, as the off-shell contributions would anyway be
strongly suppressed by a small value of the matrix element. In order to further speed
up the integration and to allow for weight for many processes to be computed, an
adaptive multidimensional MC integration method based on the VEGAS algorithm is
used [161]; it is described in the following.

Given an n-dimensional integral of the type

I =

∫
Ω

dnx f(x) , (7.26)

where Ω is the phase-space volume, the VEGAS algorithm performs an estimation of
I by averaging the values of the function f(x) obtained over a large number N of
integration points xi. The first estimation is derived as

S =
1

N

N∑
i=1

f(xi)

ρ(xi)
, (7.27)

where ρ(x) is the density with which the random points are distributed in Ω. The
uncertainty associated to this estimate is

σj =
1

N − 1

(
1

N

N∑
i=1

f(xi)
2

ρ(xi)
− S2

j

)
. (7.28)

Successive estimates of S ({Sj}mj=0) are used to build a cumulative estimate S̄,

I ≈ S̄ = σ̄2

m∑
j=1

Sj
σ2
j

, (7.29)
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with
1

σ̄2
=

m∑
j=1

1

σ2
j

. (7.30)

In order to quantify how consistent these estimations are with one another, the value
of χ2/dof is evaluated as

χ2/dof =
1

m− 1

m∑
j=1

(Sj − S̄)2

σ2
j

. (7.31)

It tests whether the distribution is Gaussian and expects values close to 1.
In the simplest form of the Monte Carlo integration, the N integration points

are uniformly distributed, i.e. ρ(x) = const. For the VEGAS algorithm, the density
function ρ(x) is modified in each successive estimate to minimize the associated
uncertainty σj in the estimation. Uniformly distributed points are employed in the
first iteration; in subsequent iterations the information about f(x) is used to define a
new density ρ′(x) which reduces the value of σ2

j ; it is minimized when

ρ(x) =
|f(x)|∫

Ω
|f(x)| dnx , (7.32)

i.e. when the sample points are concentrated where the integrand is largest in
magnitude. Assuming the convergence of the sampling, the uncertainty σ̄ decreases
as 1/

√
Nm.

Alongside the gain achieved with the VEGAS algorithm, significant improvements
in the calculation speed have resulted from the developments carried out in the analysis
software itself, which is now able to process multiple events in parallel using multi-core
graphics processing units (GPUs). The migration to the GPU platform was performed
for the tt̄H multileptons analysis with the data collected in 2016 [152]. It was found
to speed up the computational time by a factor 200 with respect to the classical
CPU platforms [163], significantly increasing the computational resources available for
the analysis. The results presented here were timely derived provided the impressive
computing power of the GPU platform in the IN2P3 Computing Centre in Lyon,
equipped with 10 nodes of 4 Nvidia Tesla K80 accelerators [163].

7.2.5 Performance

The MEM LR is defined as the ratio between the weight associated to the tt̄H signal
and the sum of the weights associated to the tt̄H signal and the weights associated
to the backgrounds; the latter are multiplied by individual κ coefficients. Considering
the three background hypotheses used in the MEM (tt̄Z Z → ττ , tt̄Z Z → `` and tt̄

dilepton), the LR is expressed as

LR =
wtt̄H

wtt̄H + κtt̄Z, Z→ττ · wtt̄Z, Z→ττ + κtt̄Z, Z→`` · wtt̄Z, Z→`` + κtt̄ · wtt̄

. (7.33)
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Category Likelihood ratio ktt̄Z,Z→ττ ktt̄Z,Z→`` ktt̄

No-missing-jet

Specific tt̄Z,Z→ ττ 0.5 - -
Specific tt̄Z,Z→ `` - 1.0 -

Specific tt̄ - - 10−15

Combined 0.1 0.2 10−18

Missing-jet

Specific tt̄Z,Z→ ττ 0.05 - -
Specific tt̄Z,Z→ `` - 0.1 -

Specific tt̄ - - 10−12

Combined 0.05 0.5 5 · 10−15

Table 7.5: Values of the k coefficients associated to each background used in the
specific and combined MEM likelihood ratios, separately for the no-missing-jet and
the missing-jet subcategories.

The closer the LR is to 1, the more signal-like the event is. The κ coefficients
associated to each background are optimized to achieve the maximum separation
between the signal and the sum of the backgrounds. The LR computed from Eq. 7.33
is denoted as the combined likelihood ratio, as it includes the weights associated to
all the relevant backgrounds. Alternatively, one can define a specific likelihood ratio
for a single background. In this case, the values k coefficients are equal to zero for
all backgrounds except for the one of interest, which does not necessarily take the
same value as in the combined likelihood ratio. The specific likelihood ratio is useful
to evaluate the discrimination power against an individual background; the combined
likelihood ratio is used for simultaneous discrimination against all backgrounds in the
maximum likelihood fit.

The numerical values derived for these coefficients in the combined and the
specific likelihood ratios are shown in Table 7.5 for the no-missing-jet and missing-jet
subcategories. The discriminating power obtained in each configuration is illustrated
in the ROC curves in Fig. 7.12. They are presented for the tt̄H signal against each
individual background, obtained from the simulation. Due to the limited statistics of
the tt̄ sample, the curves for this background are obtained with events where at least
one of the leptons fails the tight selection, reweighted by their fake rates obtained in
the data-driven estimation of the fake background of the analysis (see Section 5.3.3).
The figures show how, for each background, the corresponding specific likelihood ratio
provides the highest discrimination power. However, using a single specific likelihood
ratio results in a poor discrimination against the backgrounds for which it is not
optimized. The combined likelihood, despite providing slightly less discriminating
power against the individual backgrounds, shows an adequate performance in the
simultaneous discrimination against all of them.

The combined MEM likelihood ratio constitutes the signal extraction observable
used in the 2`ss + 1τh category of the control analysis, included in the maximum
likelihood fit via two separate categories (no-missing-jet and missing-jet). It represents
the probability of an event to originate from the tt̄H process and takes values from 0



254 7. Extraction of the tt̄H signal with the Matrix Element Method

0 0.2 0.4 0.6 0.8 1

Signal efficiency

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

B
ac

kg
ro

un
d 

ef
fic

ie
nc

y

ττ→Specif. LR ttZ Z
ll→Specif. LR ttZ Z

tSpecif. LR t
Combined LR

ττ→Background: ttZ Z
/WW/ZZττ→Signal: ttH H

, no-missing-jethτ2lss+1

Simulation PreliminaryCMS (13 TeV)

0 0.2 0.4 0.6 0.8 1

Signal efficiency

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

B
ac

kg
ro

un
d 

ef
fic

ie
nc

y

ττ→Specif. LR ttZ Z
ll→Specif. LR ttZ Z

tSpecif. LR t
Combined LR

ττ→Background: ttZ Z
/WW/ZZττ→Signal: ttH H

, missing-jethτ2lss+1

Simulation PreliminaryCMS (13 TeV)

0 0.2 0.4 0.6 0.8 1

Signal efficiency

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

B
ac

kg
ro

un
d 

ef
fic

ie
nc

y

ττ→Specif. LR ttZ Z
ll→Specif. LR ttZ Z

tSpecif. LR t
Combined LR

ll→Background: ttZ Z
/WW/ZZττ→Signal: ttH H

, no-missing-jethτ2lss+1

Simulation PreliminaryCMS (13 TeV)

0 0.2 0.4 0.6 0.8 1

Signal efficiency

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
B

ac
kg

ro
un

d 
ef

fic
ie

nc
y

ττ→Specif. LR ttZ Z
ll→Specif. LR ttZ Z

tSpecif. LR t
Combined LR

ll→Background: ttZ Z
/WW/ZZττ→Signal: ttH H

, missing-jethτ2lss+1

Simulation PreliminaryCMS (13 TeV)

0 0.2 0.4 0.6 0.8 1

Signal efficiency

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

B
ac

kg
ro

un
d 

ef
fic

ie
nc

y

ττ→Specif. LR ttZ Z
ll→Specif. LR ttZ Z

tSpecif. LR t
Combined LR

 dileptontBackground: t

/WW/ZZττ→Signal: ttH H

, no-missing-jethτ2lss+1

Simulation PreliminaryCMS (13 TeV)

0 0.2 0.4 0.6 0.8 1

Signal efficiency

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

B
ac

kg
ro

un
d 

ef
fic

ie
nc

y

ττ→Specif. LR ttZ Z
ll→Specif. LR ttZ Z

tSpecif. LR t
Combined LR

 dileptontBackground: t

/WW/ZZττ→Signal: ttH H

, missing-jethτ2lss+1

Simulation PreliminaryCMS (13 TeV)

Figure 7.12: Background efficiency as a function of the signal efficiency obtained with
the specific and combined MEM likelihood ratios in the no-missing-jet (left column) and
missing-jet (right column) subcategories of the 2`ss+1τh category. The discrimination
is presented for the tt̄H signal against the tt̄Z Z → ττ background (top row), the
tt̄Z Z → `` background (middle row) and the tt̄ dilepton background (bottom row),
obtained from simulated events.
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Figure 7.13: Distributions of the combined MEM likelihood ratio used in the
no-missing-jet (left) and missing-jet (right) subcategories of the 2`ss + 1τh category.
The uncertainty bands correspond to systematic uncertainties. The distributions are
presented before any fit is performed to the data.

to 1. The distributions used for signal extraction are binned in 10 uniform bins; this
configuration was found to give the best sensitivity. They are shown in Fig. 7.13
for the signal and all the background processes considered in the analysis. The
gradual increase of the signal-over-background ratio is clearly visible, demonstrating
the excellent performance achieved with the method. The observed data are fitted to
these distributions in the maximum likelihood fit, along with the single variables of
the purely leptonic categories and distributions of the control regions, to extract the
tt̄H signal rate.

7.3 Combination with the single-variable analysis

The discriminating observables used in the purely leptonic 2`ss + 0τh, 3` + 0τh
and 4` + 0τh categories are derived from optimized single variables to provide a
simple interpretation of the results. As the 2`ss + 0τh and 3` + 0τh categories
are statistically rich, they are split into subcategories of different sensitivity and
background composition, enhancing the discriminating power of the method following
the approach used in the previous iteration of the analysis [51]. The event selection
in these categories is essentially the same as in the main analysis; however, it tightens
some cuts to target the tt̄H signal alone.
• The 2`ss + 0τh category requires at least 4 reconstructed jets in order to

suppress the non-prompt and tt̄W backgrounds. It is classified in terms of the
flavour of the leptons (ee, eµ or µµ) to take advantage of the flavour asymmetry
of background processes such as charge flips and photon conversions. These
subcategories are further split according to the number of reconstructed jets into
a low-jet region (Njet < 6) or a high-jet region (Njet ≥ 6); it helps separating the
phase spaces dominated by the fake background from the irreducible tt̄W and
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Figure 7.14: Number of signal and backgrounds expected events in the subcategories of
the 2`ss+ 0τh (left) and 3`+ 0τh (right) categories, obtained from the simulation. The
label "lj" ("hj") refers to the low-jet (high-jet) region, and the labels "neg" ("pos")
refer to negative (positive) total charge. The distributions are presented before any fit
is performed to the data.

tt̄Z backgrounds. As the ee and eµ subcategories have enough statistical power,
they are further split according to the lepton charge (++ or −−) to profit from
the charge asymmetry of the tt̄W process. The signal and background yields
for the 10 subcategories of the 2`ss+ 0τh channel can be found in Fig. 7.14.
• In the 3` + 0τh category, at least two reconstructed jets are required. The

subcategorization follows the same motivations as the previous category; it is
done in terms of jet multiplicity, with a low-jet region (Njet < 4) and a high-jet
region defined (Njet ≥ 4), and in terms of the sum of the charge of the three
leptons (positive or negative). The signal and background yields for the 4
subcategories of the 3`+ 0τh final state can be found in Fig. 7.14.
• The 4`+ 0τh category is included in the fit but presents no subcategorization, as

it suffers from low statistics.
Several variables were studied as potential discriminating observables: the lepton

kinematics (pT, η, invariant mass, angular distances), the jet properties (total hadronic
energy, jet and b-jet multiplicities) and global event quantities (Emiss

T and angular
distances between any lepton-jet pair). The variable bringing the highest sensitivity
was found to be the invariant mass of the two-, three- and four-lepton system in the
2`ss+ 0τh, 3`+ 0τh and 4`+ 0τh categories, respectively. It show good discrimination
power against the tt̄W and tt̄Z background processes, thus complementing the
separation against the non-prompt background achieved with the subcategorization.
The binning is chosen so that the signal yield remains approximately constant across
the bins. The distributions of these variables for the simulated signal and backgrounds
processes can be found in Figs. 7.15 to 7.17. For the sake of visualization, no charge
subcategorization is applied in the 2`ss+ 0τh and 3`+ 0τh categories.
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Figure 7.15: Distributions of the invariant mass of the leptonic system used for the
signal extraction in the 2`ss+0τh category of the control analysis. No subcategorization
in terms of lepton charge is applied. The uncertainty bands correspond to the
systematic uncertainties. The distributions are presented before any fit is performed
to the data.

7.4 Standard Model results

A maximum likelihood fit of the discriminating observables is performed across the
four signal regions of the control analysis under the assumption that the Higgs boson
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Figure 7.16: Distributions of the invariant mass of the leptonic system used for the
signal extraction in the 3`+ 0τh category of the control analysis. No subcategorization
in terms of total charge is applied. The uncertainty bands correspond to the systematic
uncertainties. The distributions are presented before any fit is performed to the data.
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Figure 7.17: Distributions of the invariant mass of the leptonic system used for the
signal extraction in the 4`+0τh category of the control analysis. The uncertainty bands
correspond to the systematic uncertainties. The distributions are presented before any
fit is performed to the data.

coupling modifiers are consistent with the SM. The 3`-CR and 4`-CR, enriched in tt̄Z,
WZ and ZZ events, are included in the fit; additionally, the 2`ss+3j-CR is added to
constrain the tt̄W background (see Section 5.5), which is not the case in the main
analysis. The results are derived following the same strategy as the main analysis:
the statistical model is validated first, followed by the comparison of the observed and
expected event yields and the fit of the data to the expectation to obtain the tt̄H signal
rate. In the fit, the normalizations of the tt̄W(W) and tt̄Z processes are unconstrained;
their correlations with the tt̄H signal strength are likewise evaluated.
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Process 3`+ 0τh 2`ss+ 1τh 4`+ 0τh 2`ss+ 0τh

tt̄H 58.5± 14.4 35.9± 8.2 1.9± 0.5 213.0± 51.0

tH 3.3± 0.2 2.4± 0.4 − 16.0± 0.8

tt̄Z + tt̄γ∗ 121.5± 10.4 24.6± 4.3 5.4± 0.5 265.4± 24.4

tt̄W + tt̄WW 123.0± 13.8 41.3± 9.5 0.2± 0.0 814.6± 95.6

WZ 58.4± 7.8 11.0± 2.4 − 164.8± 18.8

ZZ 7.4± 2.1 1.9± 0.3 0.5± 0.1 15.2± 2.1

Fakes 130.5± 11.8 30.1± 3.9 − 1062.2± 80.6

Flips − 0.7± 0.1 − 82.0± 15.5

Conversions 5.1± 1.1 1.3± 0.5 − 41.0± 11.0

Rares 43.0± 9.7 15.8± 3.6 0.8± 0.2 210.4± 46.1

Other Higgs boson processes 4.0± 0.6 0.6± 0.1 − 24.7± 2.8

Total expected background 496.2± 14.8 129.7± 10.8 6.9± 0.6 2696.2± 80.4

Data 600 169 12 2869

Table 7.6: Number of observed events in the 4 categories of the control analysis
compared to the event yields expected from the tt̄H signal and from the main
background processes, computed for the values of nuisance parameters and of the
parameters of interest obtained from the maximum likelihood fit. The quoted
uncertainties include the statistical and systematic components.

Validation of the statistical model

The impact of the nuisance parameters in the measured tt̄H signal strength was
evaluated; the result for the 30 most relevant nuisances can be found in Fig. 7.18,
together with the associated pulls. The nuisance parameters with the highest impacts
correspond to the theoretical uncertainties, the fake background estimation, the τh and
lepton selection efficiency and the jet energy corrections. The fact that the leading
uncertainties are very similar to the ones in the main analysis constitutes a validation
of the statistical model. Further verification of the modelling of the data is provided
by the goodness-of-fit, shown in Fig. 7.19. The observed χ2, with a p-value of 0.32, lies
at the core of the distribution of the 1000 generated pseudo-experiments, concluding
that the statistical model describes well the observations.

Data and simulated event yields

The expected and observed event yields for the signals and backgrounds in
the signal regions of the analysis are listed in Table 7.6. For simplicity, no
subcategorization is applied in the table. The values of these yields are post-fit,
meaning they are computed for the best values of nuisance parameters and after
applying the scale factors on the tt̄W and tt̄Z normalizations. The table shows
an excellent agreement between the number of observed events and the sum of the
expected signal and background events in all signal regions. The post-fit distributions
of the discriminating observables in each channel can be found in Figs. 7.20 to 7.23; a
good agreement in shape is found in all categories.
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Figure 7.18: List of the 30 nuisances parameters with the highest impact on the
measurement of the tt̄H signal strength. The first column corresponds to the pulls
of each nuisance parameter and the second column corresponds to the +1σ and -1σ
impacts on the measurement of the signal strength.
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Figure 7.19: Distribution of the χ2 goodness of fit variable computed with the saturated
model on 1000 pseudo-experiments (black line) compared to the observed value (blue
arrow).

Measurement of the signal strength

The measured signal strength of the tt̄H process in the individual signal regions
and for the combination of all of them can be found in Figs. 7.24. The measured rate



7.4 Standard Model results 261

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
0

5

10

15

20

25

E
ve

nt
s µH)=t(tµ no missing jet, hτ2lss + 1

Data Fakes Flips
Conversions Rares ZZ
WZ ttW(W) ttZ
ttH Uncertainty

CMS Preliminary  (13 TeV)-1137 fb

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

MEM LR

2−
1−
0
1
2

E
xp

ec
ta

tio
n

D
at

a 
- 

E
xp

ec
ta

tio
n   

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
0

20

40

60

80

100

E
ve

nt
s µH)=t(tµ missing jet, hτ2lss + 1

Data Fakes Flips
Conversions Rares ZZ
WZ ttW(W) ttZ
ttH Uncertainty

CMS Preliminary  (13 TeV)-1137 fb

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

MEM LR

2−
1−
0
1
2

E
xp

ec
ta

tio
n

D
at

a 
- 

E
xp

ec
ta

tio
n   

Figure 7.20: Post-fit distributions of the MEM likelihood ratio used for signal extraction
in the 2`ss + 1τh category of the control analysis, for the no-missing-jet (left) and
missing-jet (right) subcategories. The uncertainty bands include the statistical and
systematic components.

of the tt̄H process amounts to

µtt̄H = 0.91± 0.21 (stat) +0.21
−0.15 (syst) . (7.34)

The associated uncertainty is compatible with the expected value obtained from an
Asimov dataset of µexp.

tt̄H = 1.00 +0.23
−0.22 (stat) +0.23

−0.17 (syst). An excess of events over
the background-only hypothesis is found, corresponding to an observed (expected)
significance of 3.8σ (4.0σ), well above the evidence threshold.

To allow for a fair comparison, the signal strength in the main analysis is derived
for the case where the tH signal strength is fixed to its SM value; it amounts to
µtt̄H = 0.99 +0.18

−0.18 (stat) +0.18
−0.13 (syst). Hence, both results are in agreement within

uncertainties. The control analysis has ∼20% less sensitivity than the main analysis,
as expected from the poorer separation power of the methods used and the limited
categories included in the fit. Upon comparison by categories, the sensitivity of the
2`ss + 0τh and 3` + 0τh categories is worse in the control analysis, as it does not
profit of the high performance of the DNNs in the signal extraction. In the 2`ss+ 1τh
category, where the MEM is used, the sensitivity is comparable to the main analysis.
Nonetheless, the current implementation of the MEM is less convenient in the context
of the global analysis, where the tH signal is also measured, since this would require
the development of a dedicated weight for the tH hypothesis. In the 4`+ 0τh category,
the sensitivities of the main and control analysis are comparable, with uncertainties
surpassing 100% in both cases due to the low statistical power of this channel.

The impact of the systematic uncertainties on the measurement of the tt̄H
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Figure 7.21: Post-fit distributions of the invariant mass of the leptonic system used
for the signal extraction in the 2`ss + 0τh category of the control analysis. The left
(right) column corresponds to the low-jet (high-jet) region. The first, second and third
rows correspond to µµ, eµ and ee subcategories, respectively. No subcategorization in
terms of lepton charge is applied. The uncertainty bands include the statistical and
systematic components.
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Figure 7.22: Post-fit distributions of the invariant mass of the leptonic system used for
the signal extraction in the 3` + 0τh category of the control analysis. The left (right)
column corresponds to the low-jet (high-jet) region. No subcategorization in terms of
total charge is applied. The uncertainty bands include the statistical and systematic
components.
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Figure 7.23: Post-fit distribution of the invariant mass of the leptonic system used for
the signal extraction in the 4`+ 0τh category of the control analysis. The uncertainty
bands include the statistical and systematic components.

signal strength is summarized in Table 7.7, where the uncertainties have been
grouped by source. Similarly to the main analysis, the largest impacts originate
from the uncertainty on the reducible background estimate, the normalization of the
processes estimated by the simulation, the theoretical uncertainties and the statistical
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Figure 7.24: Measured signal strength (µ = σ/σSM) of the tt̄H process under the SM
hypothesis, separately for each signal region considered in the control analysis and for
the combination of all of them together with the control regions.

Uncertainty source ∆µttH/µttH[%]

Trigger efficiency 1.0
Electron and muon selection efficiency 6.6
τh selection efficiency 0.3
b-tagging efficiency 4.8
Jet energy scale and resolution 4.6
Reducible background estimate 11.3
Normalization of MC estimation processes 13.0
Theoretical sources 9.1
Prefiring 1.2
Integrated luminosity 1.5
MC and sideband statistical uncertainty 4.3
Data statistical uncertainty 24.6

Table 7.7: Main sources of systematic uncertainty and their impact on the measurement
of the tt̄H signal strength. The quantity ∆µttH/µttH corresponds to the change in
uncertainty when fixing the nuisances associated to it in the fit.

uncertainty on the observed events. Being the leading uncertainties very similar to
the ones in the main analysis, the control analysis demonstrates again the validity of
the statistical model.
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Figure 7.25: Two-dimensional contours of −2∆lnL as a function of the tt̄H and tt̄W
production rates (left) and as a function of the tt̄H and tt̄Z production rates (right).
For each case, the two production rate not shown on either the x or y axis is profiled.

Signal and background correlations

As the normalizations of the tt̄W and tt̄Z backgrounds are left unconstrained, their
production rates have been measured simultaneously with the tt̄H signal strength in
the maximum likelihood fit. The obtained best fit values are

θtt̄W(W) = 1.08 +0.21
−0.18 ,

θtt̄Z = 0.89 +0.15
−0.13 .

(7.35)

The values obtained in the main analysis after fixing the tH rate to its SM expectation
amount to θtt̄W(W) = 1.45 +0.23

−0.21 and θtt̄Z = 1.02 +0.15
−0.14. Hence, the errors associated

to the estimation of these background rates are very comparable in the main analysis
and in the control analysis. The values of θtt̄Z are compatible within uncertainties
between the main and the control analysis. However, the excess observed for tt̄W in
the main analysis is softened out in the control analysis, where a ∼25% lower value of
θtt̄W(W) is found. The effect is ascribed to the lower separation power of the tt̄H and
tt̄W processes with the single variable approach compared to the DNN.

The correlations between the measured tt̄H signal rate and the tt̄W and tt̄Z

production rates are found in Fig. 7.25, where the two-dimensional contours of the
likelihood function corresponding to the 68% and 95% confidence levels are shown. The
signal strengths of the signal and the backgrounds are conform the SM expectation;
the correlations amongst them are moderate, demonstrating the performance of the
MEM and the single variables in their separation.
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7.5 Conclusions

An alternative measurement of the production of the Higgs boson in association
with two top quarks in multilepton final states is conducted in the context of the
control analysis. The results are derived following the same analysis strategy as in the
main analysis, making use of an integrated luminosity of 137 fb−1 at

√
s = 13 TeV,

corresponding to the full Run 2 dataset. Instead of the 10 categories considered in
the main analysis, the control analysis is reduced to 4: the purely leptonic categories
(2`ss + 0τh, 3` + 0τh and 4` + 0τh), where single variables are used for the signal
extraction, and the 2`ss + 1τh category, where the output of the Matrix Element
Method is used. Being these categories the most sensitive, the control analysis
constitutes a baseline analysis where the validity of the machine learning approaches,
the modelling of the processes and the statistical interpretations can be probed. The
results of the control analysis are derived in the context of the SM, focusing on the
measurement of the tt̄H signal alone, contrary to the main analysis, where the tH

signal is also measured and BSM interpretations are included.
As for the main analysis, the measured cross section of the tt̄H process in the control

analysis is consistent with the SM, with a signal strength of µtt̄H = 0.91+0.30
−0.26. The

observed (expected) significance of the tt̄H process with respect to the background-only
hypothesis is 3.8σ (4.0σ), well above the evidence threshold. The sensitivity of the
control analysis is ∼20% lower than in the main analysis, as expected from the poorer
separation power of the single variable analysis and the restricted number of categories
considered.

My personal contribution to the tt̄H multilepton analysis stands in the
implementation of the MEM-based signal extraction in the 2`ss + 1τh category.
I have optimized the framework, tested the performance and derived the full set
of results of the control analysis; besides, I contributed to the derivation of some
of the SM results of the main analysis. The 2`ss + 1τh final state profits from the
highest sensitivity in the measurement of the tt̄H cross section in the H → τ+τ−

decay final state, as it presents an optimal compromise between statistical power and
signal purity. Establishing a direct link between the theory and the experiment, the
MEM approach is physics-driven and constitutes a test of the theoretical model itself
(the matrix element, the mass of the resonances, the parton distribution functions,
etc.). The results derived in this thesis show how the MEM provides a comparable
sensitivity to the DNN approach used in the 2`ss+ 1τh category of the main analysis.
In addition, it does not require any training and it could be applied to other categories.

The results presented here serve as a benchmark of the potential of the method
for future tt̄H multilepton analyses featuring larger datasets. For that purpose, the
implementation of a tHq-specific signal hypothesis to measure the tH cross section
is convenient; the MEM weight could be derived as a differential probability as a
function of the varying κt modifier. The sensitivity of the analysis could potentially
be improved by using the output of the MEM to define subcategories with different
signal-over-background ratio, instead of fitting the MEM LR distributions directly.
Another possible usage of the MEM weights could be as input to a machine learning
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algorithm, provided enough statistics are available, possibly resulting in a more
enhanced signal-background separation with respect to the simpler LR. Alternatively,
one could use the output of machine learning algorithms to define signal-depleted and
signal-enriched regions where the MEM weights are computed separately, not only
improving the separation of the signal from the backgrounds but also the separation
of the backgrounds themselves.

A practical challenge associated with the use of the MEM is that the calculated
likelihood is just an approximation given the finite resolution of the detector, the
higher order corrections and the assumptions made in the kinematic reconstruction.
Were the technological advances in terms of computing to continue, the MEM could
profit from the inclusion of NLO corrections, information on the jet substructure or
the hadronization processes, for instance. Ultimately, the resolution effects could be
improved by deriving separate transfer functions for each subdetector component,
instead of using a single transfer function per physics object.





Conclusions

On the 3rd December 2018, the LHC’s second run came to an end after three
years of outstanding operation. The increasingly high collision rates delivered in
the core of CMS posed significant challenges to the detector, which performed with
excellent reliability, demonstrating its versatility through the changing experimental
conditions. Considerable efforts were put in place in the trigger system to deal with
the harsher data-taking conditions, notably the upgrade of its Level-1 system at the
beginning of the run, but also the increased level of sophistication and resilience of
the reconstruction algorithms throughout data-taking. The response capability of the
system had a beneficial impact on the sensitivity of a large variety of CMS analyses
based on the full Run 2 data, including the one presented in this thesis. After the
landmark Higgs boson discovery in Run 1, much more was learned about this unique
scalar in Run 2, notably how it couples to the heaviest, third generation of quarks and
leptons through the Yukawa interaction. The observation of the tt̄H process in 2018
was specially relevant, as it probed the interaction strength between the two most
massive particles of the SM. This milestone was not expected to be within the reach
of the CMS experiment until much more data have been gathered, testimony of the
great progress of the experiment in refining the object reconstructions and analysis
techniques.

The first part of this thesis work contributed to the success of the Run 2
operations via the optimisation of the Level-1 trigger algorithm for the reconstruction
of hadronically decaying τ leptons during 2017 and 2018 data-taking. After the
Level-1 upgrade in 2015, necessary changes to the algorithm were implemented
towards the end of the run to maintain the selection efficiencies and trigger rates
in a more complicated environment; the changes mainly concern the calibration
and the evaluation of the isolation of the L1 τh candidates. The results show the
stable triggering capabilities of the system throughout the whole detector and pileup
levels delivered, granted by an improved energy resolution and QCD-induced jet
background rejection. The trigger operations towards the subsequent Run 3 are
aimed at enhancing the selectivity of exotic and rare processes, whose selection is
limited by the current trigger configuration. New analysis-targeted τh triggers were
studied within this thesis: by reproducing the topologies of the Higgs boson decaying
to τ pairs in its single or double production at trigger level, looser thresholds can
be set to the triggers, enhancing the extraction of the signals. As illustration, an
acceptance increase of the tt̄H signal as high as 38% is achieved with the inclusion of
a new di-τh+jet trigger, complementary to the classic di-τh trigger used during Run 2

269
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data-taking. Additional optimisations of the algorithm have been identified and are
being implemented as this thesis comes to an end, such as the improvement of the τh
selection efficiency for decays with multiple pions or the development of custom L1
objects to target the pions resulting from W boson decays.

The ultimate L1 trigger upgrade is foreseen for the HL-LHC era; it will follow
the current LHC operations in 2027 and will deliver luminosities 4 times the nominal
LHC value. A record amount of data of 3000 fb−1 will be collected after its 10 years
of operation, elucidating many open questions on the SM and on its possible BSM
interpretations. To maximize the physics potential, a brand new detector (HGCAL)
based on highly granular calorimetry will replace the radiation-damaged ECAL and
HCAL detectors in the forward region, providing with fine transverse and longitudinal
segmentation. The enhanced calorimetric shower discrimination of the upgraded
detector, alongside the increased processing power of the L1 trigger, is a breeding
ground for the new L1 τh trigger concept developed in this thesis. The algorithm
is based on novel machine-learning techniques for calibration, pileup rejection and
even decay mode identification for the first time at trigger level. Though under
development, selection efficiencies comparable to Run 2 in a pileup environment
of up to 200 are observed, revealing the potential of high-granularity triggering
in the HL-LHC era. Additional improvements are planned for the algorithm, in
particular the implementation of QCD-induced jet identification techniques to reject
this overwhelming background so as to keep the rate under control.

Given the large integrated luminosity collected with the highly performing trigger
of Run 2, the analysis of rare processes such as the tH and tt̄H productions is
brought to unprecedented levels of precision. This thesis presented the most stringent
measurement to date of the cross sections of the tt̄H and tH processes in final states
containing multiple leptons (electrons or muons) and hadronically decaying τ leptons,
sensitive to the Higgs decays into τ , W and Z pairs. For the first time, the tt̄H

and tH processes are studied jointly to provide insight not only to the magnitude of
the top Yukawa coupling, but also to its relative sign with respect to the coupling
of the Higgs boson to electroweak bosons. The complexity of the several objects in
the final states, along with the significant background contributions from many SM
processes, calls for the use of multivariate methods to achieve an optimal separation
of the signals and the backgrounds. Two separate approaches were used for this
purpose, developed in parallel to achieve the maximal robustness of the results. The
first approach used dedicated BDTs and DNNs in ten mutually exclusive categories;
it is aimed at providing separation between the signals and the backgrounds, but
also between the tt̄H and tH signals themselves. The second approach, to which I
contributed the most, used four of the most sensitive categories to separate the tt̄H

signal from the backgrounds using the Matrix Element Method and optimized single
variables.

The results were found in agreement with the SM expectations: the ratio between
the measured cross section and the SM prediction was found to be 0.92+0.26

−0.23 for the tt̄H

process and 5.67+4.05
−3.98 for the tH process, as obtained from the first approach. In the

case of the tt̄H search, an excess of events over the background-only hypothesis of 4.7σ
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(5.2σ) is observed (expected): the first observation of the tt̄H process in multileptonic
final states is claimed. The compatibility of the results with the SM expectation
was further demonstrated with the complementary second approach. In this case, a
measured cross section for the tt̄H process of 0.91+0.30

−0.26 times the SM expectation was
found; the 20% loss of sensitivity compared to the first approach is a result of the
limited number of categories and the simpler methods used in the signal extraction.
Beyond the SM interpretations were extracted from the tt̄H and tH combined search
of the first approach. It was done in the context of the Inverted Top Coupling (ITC)
scenario, which allows the top Yukawa coupling to acquire an opposite sign with respect
to the Higgs coupling to the electroweak bosons. Assuming that the Higgs boson
couples to the τ lepton with the values expected in the SM, the top Yukawa coupling
was constrained to the intervals −0.9 < yt < −0.7 or 0.7 < yt < 1.1 times the SM
expectation for this coupling at 95% confidence level. Within this interpretation, both
the SM and the ITC scenario are compatible with the data; however, the data favour
the SM scenario.

In the era of high precision physics brought upon the HL-LHC, the tt̄H and tH

productions will continue to play a key role in the determination of the top Yukawa
coupling. Extrapolations of the current Run 2 results to the HL-LHC era estimate
improvements on the precision of the measurements of the tt̄H and tH cross sections
of from 55 to 70%, assuming an integrated luminosity of 3000 fb−1. Upon combination
with the H → bb̄ and H → γγ final states, negative values of κt are foreseen to be
excluded with a significance larger than 5σ, ruling out the ITC scenario. It remains to
be verified whether the SM will continue to pass the solid experimental tests, or if clear
indications of BSM physics will manifest. Come what may, the associated production
of the Higgs boson with top quarks constitutes the main path to the exploration of
the top Yukawa sector at the TeV scale, and could certainly open the way to unveiling
the hidden mysteries of the field.
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Résumé : Cette thèse présente une étude de la pro-
duction du boson de Higgs en association avec un
quark top (tH) ou deux quarks top (tt̄H) dans les
collisions de protons à 13 TeV, fournies par le LHC
au sein de l’expérience CMS du CERN (Genève).
Ces modes de production sont importants pour ca-
ractériser le couplage du boson de Higgs au quark top
(yt), directement accessible par la mesure de la sec-
tion efficace des processus. De plus, les processus
sont sensibles à l’existence de physique au-delà du
Modèle Standard, car des faibles variations par rap-
port aux valeurs des couplages prévus induisent un
changement mesurable des sections efficaces.
La production de ces processus est très rare; par
conséquent, maximiser l’efficacité de sélection des
signaux est essentiel. La première partie du travail
de thèse a été consacrée à l’optimisation des algo-
rithmes de sélection des leptons τ se désintégrant
en hadrons (τh) dans le premier niveau du système
de déclenchement de CMS, le Level-1 (L1) trigger.
Le travail est dedié à l’amélioration du trigger pen-
dant le Run 2 (2016-2018) et Run 3 (2022-2024)
du LHC et au développement d’un nouveau concept

de déclenchement dans le cadre du projet LHC à
haute luminosité (HL-LHC), prévu pour 2027. Les
données collectées par ces déclencheurs sont essen-
tielles pour agrandir la sensibilité aux processus tH et
tt̄H.
La suite du travail de thèse a été dédiée à l’analyse
des évènements tH et tt̄H avec les désintégrations
subséquentes H→ ττ , H→W∗W et H→ Z∗Z, avec
les données produites dans le Run 2, correspondant à
une luminosité intégrée de 137 fb−1. La présence de
plusieurs bruits de fond non négligeables rend cette
analyse relativement complexe. Pour cette raison, des
outils multivariés sont mis en place pour extraire les
signaux avec des algorithmes machine learning et la
Méthode des Eléments de Matrice (MEM). Les sec-
tions efficaces mesurées par rapport à la prédiction
théorique sont de 0.92+0.26

−0.23 pour le processus tt̄H et
de 5.67+4.05

−3.98 pour le processus tH, en accord avec le
Modèle Standard. La valeur de yt par rapport à la
prédiction du Modèle Standard a été limitée aux in-
tervalles −0.9 < yt < −0.7 ou 0.7 < yt < 1.1 à 95%
niveau de confiance.

Title : Development of τ selection techniques and search for the Higgs boson produced in association with
top quarks with the CMS detector at the LHC.

Keywords : Higgs boson, top Yukawa coupling, Matrix Element Method, trigger, tau leptons.

Abstract : This thesis presents a study of the Higgs
boson production in association with one top quark
(tH) or two top quarks (tt̄H) with the proton-proton
collisions at 13 TeV provided by the LHC at the CMS
detector at CERN (Geneva). These production modes
are important to characterize the coupling of the Higgs
boson to the top quark (yt), directly accessible upon
measurement of the cross sections of these pro-
cesses. Additionally, the processes are sensitive to
the existence of physics beyond the Standard Mo-
del, as variations of the predicted couplings result in a
measurable change of the value of the cross sections.
The production of these processes is very rare;
hence, maximizing the selection efficiency is essen-
tial. The first part of the thesis work has been devoted
to the optimization of the algorithm to select τ leptons
that decay into hadrons (τh) in the Level-1 (L1) trig-
ger of CMS. The work is focused on the improvement
of the trigger during Run 2 (2016-2018) and Run 3
(2022-2024) of the LHC and to the development of a

new trigger concept for the High-Luminosity LHC (HL-
LHC), foreseen to start in 2027. The data collected by
these triggers is pivotal to enlarge the sensitivity to the
tH and tt̄H processes.
The second part of the thesis work is dedicated to
the search of the tH and tt̄H processes with the sub-
sequent decays H→ ττ , H→W∗W et H→ Z∗Z, ma-
king use of the data produced in Run 2, corresponding
to an integrated luminosity of 137 fb−1. The presence
of multiple background processes makes this analy-
sis relatively complex. For this reason, multivariate
techniques are employed to extract the signal making
use of machine learning algorithms and the Matrix
Element Method (MEM). The measured cross sec-
tions normalized to the theoretical prediction amount
to 0.92+0.26

−0.23 for tt̄H and to 5.67+4.05
−3.98 for tH, in agree-

ment with the Standard Model. The value of yt norma-
lized to the theoretical prediction is contrained to the
intervals −0.9 < yt < −0.7 ou 0.7 < yt < 1.1 at 95%
confidence level.
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