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Abstract

In many countries, because of the limited financial budget, the growth of road infrastruc-

tures is low compared to the growth of population and the number of vehicles in urban

areas. Such a context does not make the task easy for authorities in charge of the man-

agement of transportation systems. The introduction of information and communication

technologies (ICT) allows to better address these issues. Vehicular traffic management at

intersections has an impact on the traffic jam observed in the whole city. In this thesis,

our goal is to propose a low-cost, lightweight and autonomous Wireless Sensors Network

(WSN) architecture for vehicular traffic monitoring, especially at an intersections. Vehicu-

lar traffic data collected can be used, for instance, for intelligent traffic lights management.

In the WSN architecture proposed in the literature for vehicular traffic monitoring, under-

ground sensors are used. In terms of network communication, these architectures are not

realistic. Nowadays, surface-mounted sensors are proposed by manufacturers.

The first contribution of this thesis is an experimental characterization of wireless links

in a WSN with sensors deployed at the ground level. We evaluate the impact of several

parameters like the proximity of the ground surface, the communication frequency and the

messages size on the link quality. Result show a poor link quality at ground level. Based

on the conclusions of the experiments, the second contribution of this thesis is Warim, a

new WSN architecture for vehicular traffic monitoring at an intersection. In Warim, the

sensors deployed on a lane form a multi-hop WSN with a linear topology (LWSN). In this

network, all the data are forwarded toward the sink. In a network with such properties,

the computation and communication requirements are highest in the neighborhood of the

sink. Thus, the third contribution of this thesis is a virtual nodes-based and energy efficient

sensors deployment strategy for LWSN. Compared to a uniform deployment, this deploy-

ment improves the network lifetime by 40%. In our intersection monitoring application, it

is important to correlate the messages generated by a sensor to its position with respect

to the intersection. Therefore,the fourth contribution of this thesis is, a centroid-based

algorithm for sensors ranking in a LWSN. We evaluate the performance of this algorithm

considering a realistic channel model, a uniform deployment, as well as the virtual nodes

based-deployment proposed in this thesis. Finally, putting all our contributions together,

simulations show that Warim can be used for reliable and real-time vehicular traffic mon-

itoring at an intersection.

Keywords: Intelligent Transportation System, Vehicular Traffic Monitoring, Linear Wire-

less Sensor Network, Sensors Deployment, Sensors Ranking, Experiment
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Résumé

Dans plusieurs pays à travers le monde, à cause des moyens financiers qui sont le plus souvent limités,

la croissance des infrastructures de transport est généralement faible comparée non seulement à celle

de la populations en zone urbaine, mais aussi à celle du parc automobile. Un tel contexte ne rend

pas la tâche facile aux autorités en charge de la gestion des systèmes de transport. L’introduction des

technologies de l’information et de la communication a permis à ces autorités de mieux adresser ce

problème. Dans les centres urbains, la gestion du trafic véhiculaire aux intersections à un impact sur

la congestion dans toute la ville. Dans cette thèse, notre objectif est de proposer une architecture de

réseau de capteurs sans fil pour mesurer le trafic véhiculaire aux intersections. L’architecture proposée

doit non seulement avoir un coût financier raisonnable, mais doit également être légère et autonome.

Les architectures proposées dans la littérature utilisent des capteurs déployés sous la chaussée. D’un

point de vu communication réseau, ces architectures sont irréalistes.

La première contribution de cette thèse est la caractérisation des liens radio dans un réseau avec des

capteurs déployés en surface du sol. Les résultats montrent un lien radio de mauvaise qualité au sol.

Partant des conclusions de ce premier travail, la seconde contribution de cette thèse est Warim, une

nouvelle architecture de réseau de capteurs sans fil pour le monitoring du trafic véhiculaire au niveau

des intersections. Dans Warim, les capteurs déployés sur une voie forment un réseaux de capteurs sans

fil, multi saut et ayant une topologie physique linéaire. Dans ce réseau, toutes les données sont relayées

en direction d’un mme point de collecte. Dans un tel réseau, les besoins en terme de traitement et de

communication sont plus élevés dans le voisinage du point de collecte. Ainsi, la troisième contribution

de cette thèse est, considérant un réseau de capteur linéaire, une stratégie de déploiement des capteurs

basée sur le concept de noeuds virtuelles. Comparée a‘ un déploiement uniforme, la solution que nous

proposons prolonge la durée de vie du réseau de l’ordre de 40%. Dans l’application de monitoring

du trafic véhiculaire considérée dans cette thèse, il est important de corréler les messages générés par

un capteur à sa position. La quatrième contribution de cette thèse est, considérant un réseau de

capteur linéaire, un algorithme de classement des capteurs basé sur la centroide. Nous évaluons les

performances de cet algorithme en considérant un modèle de communication réaliste, un déploiement

uniforme, et aussi le déploiement proposé dans cette thèse. Finalement, en mettant ensemble toutes

nos contributions, des simulations montrent que Warim, l’architecture que nous avons proposée dans

cette thèse, peut être utilisée pour une collecte fiable et en temps réel du trafic véhiculaire au niveau

d’une intersection.

Mots clés: Systèmes de Transports Intelligents, Monitoring du trafic véhiculaire, Réseaux de

capteurs sans fil linéaires, Déploiement des Capteurs, Classement des capteurs, Expérimentation
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Chapter 1

Introduction

1.1 Context

In the United Nations (UN) World Urbanization Prospect, the percentage of the population living

in the urban area (urban population) was 36% in 1970 [1]. This percentage has increased to reach

more than half of the World population in 2011 and will be more than 67% in 2050. The developing

countries are the most concerned with the increase of urban population, which went from 0.68 billion

(25% of the population) in 1970 to 2.67 billion (47% of the population) in 2011 and will be 5.12 billion

(64% of the population) in 2050.

At the same time, the number of vehicles has increased exponentially but, in many countries, the

capacities of roads and transportation systems have not increased in an equivalent way to efficiently

cope with the number of vehicles traveling on them. Due to this, road jamming and traffic correlated

pollution have increased with the associated adverse societal and financial effect on different markets

worldwide [1, 2]. Another consequence is the increase of the travel time and fuel consumption for the

same distances.

Since the early 1980s, with the evolution of the technology in various sectors, transport management

authorities have introduced Information and Communication Technologies (ICT) in transport issues

management: it is the beginning of the development of Intelligent Transport Systems (ITS) [3]. Traffic

control is at the heart of ITS. Using the data collected concerning the vehicular traffic allows to provide

various services that enable smoother, safer, and environmentally friendly transportation [4]. Examples

of such services are: vehicles counting, monitoring of road infrastructures (tunnels, bridges, etc),

messages diffusion (security alerts, prevention, etc), variable speed limits, route guidance, automatic

tolls and adaptive traffic lights management.

Advances in Micro-Electro-Mechanical Systems (MEMS) technology, wireless communications, and

digital electronics have enabled the development of low-cost, low-power, sensor nodes that are small in

size and communicate over short distances. These components, deployed in large numbers in an area,

communicating with each other to offer a given service, form a type of network called Wireless Sensor

Networks (WSN) [5, 6]. The applications of WSN are numerous. Among the most significant are those

related to the areas of health, home automation, smart cities (transport, pollution, electrical networks,

etc.), industrial applications and environmental monitoring. Thanks to their relatively low-cost, WSN

with sensors able to detect a stop or a moving vehicle are widely used in ITS.
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Energy and communication are the strongest constraints in WSN [5, 6]. Firstly, sensors are

equipped with batteries of reduced capacity, which limits their functioning time. Thus, sensors energy

must be efficiently used. Secondly, the wireless channel is negatively affected by the environment (ob-

stacles, interferences, etc). Moreover, because of the limited energy, sensors usually communicate at

low-power. Considering the environment constraints, the communication range of sensors is limited.

In order to allow two distant sensors to communicate, a multi-hop mechanism is required. These con-

straints are taken into account by researchers when they develop communication protocols or others

services for WSN.

1.2 The goal of the thesis

In cities, traffic jams are most of the time observed at intersections. Thus, intelligently managing

traffic in these areas may reduce the negative impact of traffic jams. In this thesis, our goal is to

propose a low-cost, lightweight and autonomous WSN architecture for vehicular traffic monitoring at

intersections. We are interested in a WSN architecture which may be adopted by many municipalities

worldwide, particularly those with limited financial budget. The proposed architecture must also be

implemented by operators without a technical training in WSN. The node energy must be efficiently

used in order to allow to the network to function as long as possible. Thus, an energy efficient and

simple deployment strategy must be proposed. To reduce the maintenance cost, self-configuration

and self-organization protocols must be developed. Finally, the limited energy of nodes and the

communication constraints in WSN must be taken into account by solutions proposed in this thesis.

In the WSN architectures proposed in the literature for vehicular traffic monitoring, underground

sensors are used [7, 8, 9, 10]. In terms of network communication, these architectures are not realistic.

Nowadays, surface-mounted sensors are proposed by manufacturers [11].

1. Our first contribution is, considering surface-mounted sensors, an experimental characterization

of wireless links in a WSN with physical nodes deployed at the ground level. We evaluate

the impact of several parameters, like the proximity of the ground surface, the

communication frequency and the messages size.

2. Based on the observations from the experiments, the second contribution of this thesis is a

new WSN architecture for vehicular traffic monitoring at an intersection. In this

architecture, several sensors are deployed on each lane. The distance between two nodes depends

on the deployment environment and the radio module properties.

3. The sensors deployed on a lane form a category of WSN named Linear WSN ( LWSN ). This is a

WSN in which nodes are deployed in order to form a linear physical topology. In this network, we

have a multi-hop and convergecast communication pattern. In a network with such properties,

the data traffic intensity is highest in the neighborhood of the sink. Thus, our third contribution

is a virtual nodes-based and energy efficient nodes deployment strategy for LWSN.

This deployment significantly improves the network lifetime compared to a uniform deployment.
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4. It is important to correlate the messages generated by a sensor to its position at the intersection.

Indeed, if a sensor reports a problem (e.g. an unauthorized stop), it is interesting for the

controller or the traffic management operator to know the location where the problem has been

detected. Finally, the fourth contribution of this thesis is a centroid-based algorithm for

sensors ranking in a LWSN. We evaluate the performance of this algorithm considering

a realistic channel model (taking into account the link properties at ground level), a uniform

deployment, as well as the virtual nodes based-deployment proposed in this thesis.

1.3 The organization of the thesis

This thesis is organized in 8 chapters. After the introduction in this chapter, Chapter 2 reviews the

related work and the technical background concerning ITS and WSN. In this chapter, we present

vehicle detector technologies and services offered by ITS. We also present existing WSN-based archi-

tectures for vehicular traffic monitoring at intersections. In Chapter 3, we characterize link properties

with nodes deployed at ground level as function of many parameters. Based on the experimental

observations, in Chapter 4, we propose Warim, a new realistic WSN architecture for vehicular traffic

monitoring at intersection. In this architecture, the number of nodes per lane and the distance between

two consecutive nodes are defined taking into account not only the application and environment con-

straints, but also the radio properties. The network formed by nodes deployed on a lane form a LWSN

with multi-hop and convergecast communication model. Thus, considering a LWSN, in Chapter 5, we

propose a virtual nodes-based deployment strategy, which prolongs the network lifetime compared to

a uniform deployment. Chapter 6 proposes an autonomous ranking algorithm for nodes in a LWSN.

With this ranking algorithm, nodes autonomously find their ranks without the need for a human

intervention. Chapter 7 validates Warim. Considering a 24 hours dataset of the vehicular traffic of

the city of Cologne in Germany, we propose an adaptive message generation strategy which reduces

the number of messages generated in the network. Considering a realistic physical layer (built from

empirical data), a simple opportunistic routing protocol, the deployment proposed in Chapter 5 and

the ranks obtained by the ranking algorithm proposed in Chapter 6 used as geographical coordinates,

we use a WSN simulator to evaluate the capability of Warim to collect vehicular traffic information

at an intersection. Finally, Chapter 8 concludes this thesis and presents several perspectives of our

work.
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Chapter 2

Intelligent Transportation Systems and
Wireless Sensor Networks

The number of vehicles in the cities around the world increases in the same rhythm with the urban

population. With such a high population density in urban areas, managing the transports or the

mobility (of humans or cars) in urban areas becomes a very complex problem.

Using vehicular traffic information (e.g. the number of vehicle passing on a road segment), ITS

offer many services like parking place management, access control to restricted area, route guidance,

automatic tolls and intelligent traffic lights management. Regardless the considered service, vehicular

traffic monitoring is the main component of ITS. This component is realized by vehicular detectors,

which can be considered as the lowest level of an ITS architecture. Thus, this chapter reviews existing

vehicle detection technologies proposed in the literature. Since our focus is on intersection manage-

ment, the second goal of this chapter is to present some existing traffic lights management systems. We

also investigate existing WSN-based architectures for vehicular traffic monitoring at an intersection.

The remainder of this chapter is organized as follow. In Section 2.1, we define ITS, their main com-

ponents and the services offered. Concerning these services, Section 2.2 focues on some adaptive traffic

lights management systems. Section 2.3 introduces WSN, a low-cost technology for vehicular traffic

monitoring. In Section 2.4, we present available WSN-architectures for vehicular traffic monitoring at

an intersection, Finally, Section 2.5 concludes this chapter.

2.1 Intelligent Transportation System

The two main concerns with the increasing number of vehicles on the roads are congestion and safety.

In the USA, congestion accounts for 160 billion dollars in wasted time and fuel costs [1, 2], with similar

figures in other developed countries. We did not find such data for Cameroon or other developing

countries. But, given the traffic jams observed in the main cities of these countries, it is clear that

this situation has a significant impact on their economy, environment and population. To address this

problem, a possible solution is to increase highway and arterial capacity by increasing the number of

lanes or by building new ones. But, due to limited budget, it is difficult to implement such a solution,

particularly in developing countries. A second solution is to develop alternatives that increase capacity

by improving the efficiency of existing transportation systems. One option for this second solution may

be to integrate ICT in the transport management issues. This can be done by investing in ITS while
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reasonably increasing the highways and arterials capacity, taking into account the available financial

budget.

2.1.1 Definition

ITS designate the introduction of ICT in the transport sector [3, 13]. In this context, ITS aim at

enhancing transportation efficiency and safety through the use of advanced information processing,

communications, control, as well as new electronic technologies. The goals of ITS are to [2]:

• enhance public safety;

• reduce congestion;

• improve access to travel and transit information;

• generate cost saving to motor carriers, transit operators, toll authorities, and government agen-

cies;

• reduce environmental impact.

ITS include automatic vehicles detection, communication, and traffic control technologies. These

technologies are assisting states, cities, and towns worldwide to meet the increasing demand of trans-

portation system. Vehicle detection and surveillance technologies are at the heart of ITS and can be

considered as being their lowest level. These technologies have been improved to provide enhanced

speed monitoring, traffic counting, presence detection, vehicles classification and weight-in-motion

data. Some of them are presented in the following section.

2.1.2 Vehicle detection technologies

2.1.2.1 Presentation

Detection technologies can be classified as in-roadway detectors and over-roadway detectors [12].

An in-roadway detector is one that is either embedded in the pavement of the roadway, embedded

in the subgrade of the roadway, or taped or otherwise attached to the surface of the roadway [12].

Examples of in-roadway detectors include:

• inductive loop detectors, which require sawcuts in the pavement;

• weigh-in-motion detectors, which are embedded in the pavement;

• magnetometers, which may be embedded or placed underneath a paved roadway or bridge struc-

ture;

• tape switches, microloops, pneumatic road tubes, and piezoelectric cables, which are mounted

on the roadway surface.

The operation of most of these detectors is well understood as they generally represent applications

of mature technologies to traffic surveillance.
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An over-roadway sensor is one that is mounted above the surface of the roadway, either above the

roadway itself, or alongside the roadway, offset from the nearest traffic lane by some distance [12].

Some over-roadway sensors include:

• video-image processors that utilize cameras mounted on poles adjacent to the roadway, on struc-

tures that span the roadway, or on traffic signal mast arms over the roadway;

• microwave radar sensors mounted adjacent to the roadway or over the lanes to be monitored;

• ultrasonic, passive infrared, and laser radar sensors normally mounted over the lanes to be

monitored;

• passive acoustic sensors mounted adjacent to the roadway.

Most over-roadway sensors are compact and not roadway invasive, making installation and mainte-

nance relatively easy. However, some installation and maintenance operations may still require the

closing of the roadway to normal traffic to ensure the safety of the installer and motorist. All the sen-

sors discussed operate under day and night conditions, although video-image processors may require

street lighting at night [12, 14].

2.1.2.2 Some examples of vehicle detectors

Inductive loop, magnetometer and video-image processors are the most used vehicle detectors (See

Figure 2.1). Inductive-loop detectors sense the presence of a conductive metal object ( like a vehicle)

by inducing electrical currents in the object. The induced current decreases the loop inductance,

which is sensed by the inductive-loop electronics unit. The electronic unit interprets the decreased

inductance as a vehicle detection. Inductive loops can be used to count the number of vehicles. They

can also be used to determine a vehicle speed, length, weight, and the distance between two vehicles.

This system can be used for very slow or stationary vehicles (like in a parking), as well as for vehicles

traveling at high speed (like on a highway). With video-image processor, video-data recorded by a

camera is transmitted to a specialized processor, which analyzes changes in image characteristics as a

vehicle passes through motion detection and image processing algorithms. This technology requires an

initial configuration of the processor, and among the parameters set, we can mention: the background

image, lane separation lines, or the distance between different lanes. The main difficulty with this

technology is the size of the collected data (video), that is very large.

Magnetic sensors are passive devices that indicate the presence of a metallic object (like a vehicle)

by detecting the perturbation (known as a magnetic anomaly) in the Earth magnetic field created

by the object. Two types of magnetic sensors are used for traffic flow parameter measurement. The

first type, two- and three-axis fluxgate magnetometers, detects changes in the vertical and horizontal

components of the Earth magnetic field produced by a ferrous metal. The second type of magnetic field

sensor is the magnetic detector, more properly referred to as an induction or search coil magnetometer.

It detects the vehicle signature by measuring the distortion in the magnetic flux lines induced by the

change in the Earth magnetic field produced by a moving ferrous metal. Magnetometers are capable

of detecting large objects, such as cars, at tens of meters [16]. The closer the object is, the higher
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are the distortions. Thus, magnetometers are usually calibrated to detect only vehicles which pass

over them. These sensors identify stopped or moving vehicles. As output data, the magnetometer

produces the magnetic signature of each detected vehicle. This data is used for vehicle classification

and re-identification [17].

(a) Inductive Loop (b) Camera

(c) Magnetometer, under-ground (d) Magnetometer, surface-ground

Figure 2.1: Some examples of vehicle detector technologies [12]

Table 2.1 compares the strengths and weaknesses of these three detection technologies, while Table

2.2 presents, for each detector, its output data. More details (technical, cost, etc) concerning the other

detectors can be found in [12, 14, 15]. Table 2.2 shows that the video-image processor can be used to

monitor many lanes, while the inductive loop and magnetometer are used only for a single lane. The

analysis in [15] shows that, considering an intersection with two magnetometers or inductive loops

per lane and a video-image processor per approach, the lowest cost is obtained with magnetometer

sensors. It is important to note that this cost concerns not only the hardware, but also installation
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and maintenance.
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Technologies Strengths Weaknesses

Inductive Loop

• Mature, well understood technology

• Insensitive to inclement weather

• Provides better accuracy for count data as compared
with other commonly used techniques.

• Installation requires pavement cut.

• Detection accuracy may decrease when design requires de-
tection of a large variety of vehicle classes.

• Installation and maintenance require lane closure.

Magnetometer

• Less susceptible than loops to stresses of traffic.

• Insensitive to inclement weather.

• Some models transmit data over wireless RF link.

• Installation requires pavement cut.

• Models with small detection zones require multiple units for
full lane detection.

Video Image Pro-
cessor • Monitors multiple lanes and multiple detection

zones/lane.

• Easy to add and modify detection zones.

• Provides wide-area detection when information gath-
ered at one camera location can be linked to another.

• Performance affected by inclement weather and day-tonight
transition.

• Requires 9- to 15-m camera mounting height for optimum
presence detection and speed measurement.

• Reliable nighttime signal actuation requires street lighting.

Table 2.1: Strengths and weaknesses of the three most used detector technologies.
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Inductive Loop Magnetometer Video Image
Processor

Count X X X
Presence X X X
Speed X X X
Occupancy X X X
Classification X X X
Multiple Lanes
Detection

X

Table 2.2: Output data of the three most used detector technologies.

Detectors presented in this section are used to monitor the vehicular traffic. Using the data

provided by detectors, ITS offer many services. Some of these services are presented in the next

section.

2.1.3 Services offered by ITS

Electronic payment, emergency management, traffic safety, traffic law enforcement and smart parking

are some examples of applications [4]. Electronic payment allows users to electronically pay for fuel,

tolls or parking spots. Such services may allow to save users time, to secure payments and optimize

the usage of the current infrastructure.

ITS are very useful in the case of accidents because, in such a situation, informations are required

in real time. Indeed, in case of accidents, the main challenges are the intervention delay, the prevention

of accident chains and especially the restoration of the vehicular traffic. A real-time reception of the in-

formation concerning the accident makes it possible to better organize and manage accident situations.

Traffic safety applications deal with accidents prevention. In order to fulfill this purpose, they make

detector devices work pro-actively. They warn drivers about potentially dangerous situations. These

situations may be the presence of obstacles, animals, adverse road conditions (ice, water, oil) and

vehicles either stopped or driving in the opposite direction (overtaking assistance, wrong-way driving

warning). The collaboration among these devices enables to notify drivers of events beyond line-of-

sight, thus increasing the available time of response. Some systems for traffic safety are presented in

[18, 19].

Traffic law enforcement applications can be considered as a special case of traffic safety applications,

since one of the final goals of traffic laws is to increase safety. Currently, traffic law violations are

usually detected and put into effect when a police officer or a traffic enforcement vehicle is nearby. ITS

though offer permanent monitoring of the locations where they are deployed, enabling to automate

the process of reporting infractions. Some laws which can be supervised are speeding, illegal parking,

traffic lights violation, unauthorized use of bus lanes or access to restricted areas. Applications such

as [20, 21] are able to detect speed limit violations and illegal parking with high precision through the

collaboration between adjacent nodes.

The lack of parking spaces in cities is a concern which leads to illegal parking, congestion due to

low speed driving and long searching times suffered by drivers. In order to minimize inconvenience to

drivers, numerous smart parking systems [22, 23] have been developed, which guide drivers to vacant
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parking spots and enable smart payment and reservation options. In these systems, a vehicle detector

is installed at each parking spot. It thus tells if the parking spot is used (occupied by a vehicle) or

free.

Traffic control involves applications directing vehicles within a road network. Their main objective

is to smooth traffic on the roads. Detectors deployed along roads are used to measure the traffic flow,

obtaining information such as vehicle density, speed, formation of platoons or distribution of vehicles

according to different categories. Traffic guidance and intelligent traffic lights management are two

examples of applications that may be offered by collected data.

In this thesis, our goal is to propose a simple and low-cost solution to monitor the vehicular

traffic at intersections. Traffic information, collected in real time, may be used as input by the traffic

lights management system to adapt the light plans to the vehicular traffic state on each road of

the intersection. In the next section, we present some traffic lights management systems deployed

worldwide.

2.2 Traffic lights management systems

The first ITS to be deployed worldwide (particularly in developed countries) were for traffic man-

agement purpose, and particularly for traffic lights management. Three approaches can be used to

manage traffic lights in a city [24].

2.2.1 Static management

This is the oldest method in this area. There are no vehicles counting or detection involved. The

traffic light plans are fixed. For different periods of the day, light plans are predefined and configured

in the light controller. Therefore, it is possible to have a green light for lanes without vehicles, while

there are other lanes with high congestion.

2.2.2 Semi-adaptive management

With this approach, vehicles passing on each entry of a given intersection at different times of the day

are counted. Vehicles counting can be done manually or using a vehicle detector (See Section 2.1.2).

Collected data are: lanes occupancy, vehicles queue length and the average waiting time. These data

are then given as input to a software which produces the light plans for all intersections. These light

plans are then implemented at each intersection. This can be done manually or automatically using

a remote computer. This process can be repeated some years later (2 or 3 years) to take into account

changes in road infrastructure and the volume of vehicular traffic, which continuously increases.

2.2.3 Adaptive management

This approach uses real time data provided by detectors to adapt the traffic light plans to the changes

in vehicular traffic. Many Adaptive Traffic Light Management Systems (ATLMS) have been proposed

and deployed in many cities of developed countries. The goal of any ATLMS is to reduce travel and

waiting time, and also to reduce stops at intersections. Split, Cycle and Offset Optimization Technique

(SCOOT) [25, 26], Sydney Coordinated Adaptive Traffic System (SCATS) [27, 28], Optimized Policies
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for Adaptive Control (OPAC) [29, 30], InSync [31], Adaptive Control Software Lite (ACSLite) [32]

are some examples of ATLMS deployed worldwide.

Since our goal is to collect vehicular traffic data that can be used for real-time traffic lights

management, we are interested by adaptive traffic lights management. In this section, our goal is

not to give an exhaustive description of these ATLMS, but to focus on their hardware architecture.

These very costly ATLMS are classified into two categories: centralized [25, 27, 28] and decentralized

[29, 30, 31, 32] systems.

2.2.4 Centralized traffic lights management

tr l cent
De�nes light plans 

for all intersections of the 

area taking into account

received data 

(vehicles queue length, 

waiting time, etc.

Local tion

Communication line

Local n ersection

Local Intersection Local Int r tion

Figure 2.2: Centralized traffic lights management architecture.

2.2.4.1 SCOOT

In SCOOT, each intersection is equipped with a light controller and an inductive loop (one per lane)

as vehicle detectors. In this system (See Figure 2.2), all the information collected at the intersection

is transmitted through telephone lines to a computer located at the traffic lights management center.

This computer processes received data and sends indications concerning the changes to be applied to

the light plans to all the traffic light controllers. In SCOOT, the period at which the light plans are

updated is calculated taking into account some parameters like the vehicles average waiting time, the

vehicles queue length or vehicles stops on lanes.

SCOOT is one of the most used ATLMS in the world. It is currently deployed in 200 cities across

14 countries worldwide. The study presented in [33] shows that its cost per intersection is estimated at

50 000$. This study also shows that SCOOT can reduce the travel time by 8 %, the average waiting

time by 22% and the number of stops at intersections by 17%. But, because of its high cost, its

deployment until now is limited only to some cities in developed countries.

2.2.4.2 SCATS

As SCOOT, SCATS is a centralized ATLMS. It divides the monitored area into regions. Each region

is controlled by a Regional Computer and is composed of a set of intersections. At each intersection,

there is a Light Controller and an inductive loop installed on each lane as vehicle detector. The light

controller processes the data received from the inductive loop and sends to its Regional Computer
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only the information needed (vehicles queue length and waiting time) to calculate light plans. All

the information concerning the vehicular traffic in the monitored area are centralized in a Supervisor

Computer.

With SCATS, a region can control 250 intersections and SCATS can manage 64 regions. The study

presented in [27, 33] shows that its cost per intersection is estimated to 60 000$. Compared to static

traffic lights management, SCATS could reduce the driving time by more than 15.5%, the accidents

by 20%, fuel consumption by 7%, and carbon monoxide (CO) emission by 18%. The study presented

in [33] shows that SCATS reduces the travel time by 8%, the delay by 28% and the number of stops

at intersections by 42%.

2.2.5 Decentralized traffic lights management

With the two ATLMS presented in the previous section, light plans are calculated on a central com-

puter using data from detectors. The device deployed at the intersection is responsible only for the

collection of data (like the vehicles queue length or the average vehicles waiting time) used by the

central computer to calculate light plans. The evolution of the technology gives the possibility to

manufacture small devices able to execute complex programs. Such devices, deployed at road inter-

sections, have allowed the development of decentralized ATLMS. In these ATLMS, the light plans

are calculated at the intersections level by the light controller. Special technologies are then used

to establish communications between controllers deployed at neighboring intersections. Communica-

tions between intersections allow for example, to create green light tunnels, or to facilitate traffic flow

between several intersections. OPAC [29, 30] , InSync [31], and ACSLite [32] are some examples of

decentralized ATLMS. In this section, we present InSync, one of the most recent and most deployed

decentralized ATLMS. The most important hardware components of InSync are:

Mainly installed in some cities in the USA, InSync is one of the latest traffic lights control systems.

The most important hardware components of InSync are:

• vehicles detector: a vehicle detector which periodically evaluates, for each lane, the vehicles

presence, the queue length and the waiting time. Three options are proposed for vehicles detec-

tion: video-image processor proposed as standard detector, an interface to use existing detectors

(inductive loop, magnetometer, etc), and a third option which is the fusion of the standard

detector (video-image processor) and the existing detectors if any;

• processor: the vehicle detectors transmit, through Ethernet, data concerning the queue length

on each lane and the vehicle waiting time to the Processor;

• light controller: the light plans are calculated and transmitted by the Processor to the Light

Controller. To do this, it takes into account the vehicular traffic at the local intersection and

the informations received from neighboring intersections.

InSync takes advantage of progress in the field of communications to improve its performances. Indeed,

at the intersection, the camera is connected to the processor via an Ethernet connection. And, adjacent

intersections can be connected using optical fiber, cables or by using a wireless channel.
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The financial cost of InSync is estimated to 30000$ [33], almost two times less than SCATS and

SCOOT. Compared to these ATLMS, InSync gives better performance. Indeed, it can reduce the

travel time by 25%, the delay by 60% and the number of stops at intersections (due to red lights)

between the source and the final destination by 70%.

2.2.6 Thesis scope
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Figure 2.3: Traffic Light Management System Architecture

In the traffic lights management systems presented in the previous section, the controller or the

central computer takes as input the number of vehicles on each lane of the intersection and their re-

spective waiting time. It then produces as output the light plans for each direction. The collected data

can also be used to offer other services, like vehicular traffic monitoring in the whole city or drivers

guidance. Figure 2.3 presents a simplified architecture of the traffic lights management system. It can

be divided into two main components. The first component (Intersection Monitoring) is responsi-

ble of the monitoring of vehicular traffic at the intersection and provides data (allowing to determine

vehicles queue length and waiting time) to the second component (Traffic Light Controller), which

implements the traffic light management algorithm. Numerous algorithms for traffic light manage-

ment have been proposed in the literature [7, 8, 9, 34]. In this thesis, we are only interested by the

vehicular traffic monitoring at the intersection: i.e., how to measure vehicles traffic at intersection

using a lightweight architecture, in order to provide relevant input to the traffic light controller. The

goal of the traffic light controller being to reduce driving time and waiting time at each intersection by

scheduling the different green lights, the quality of the input (measured as the closeness of the input

to the ground truth) impacts the scheduling performance. Communication technologies and protocols

play an important role because they define mechanisms that are used to report messages to the light

controller. Important research questions are then: how to reliably and accurately monitor road traffic
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at an intersection? What autonomous and low financial cost solution can be used to reliably measure

the vehicles queue length at an intersection? That is the problem addressed in this thesis. The solution

must also be simple in terms of the installation duration or complexity.

2.2.7 Discussions

Even if, compared to SCOOT and SCATS, InSync presents the lowest financial cost, the cost of all

the ATLMS presented in this section remains too high. The high cost of the ATLMS is due not only

to the hardware purchase, but also to the system deployment and maintenance. Indeed, [27, 33] show

that the time required to install one intersection is 24h for SCOOT, 13h for SCATS, and 18h for

InSync. Moreover, all these systems require not only many hours of training to understand how the

system function, but also a weekly maintenance.

In this thesis, we target vehicular traffic monitoring solutions which can be implemented in any

cities worldwide, particularly in developing countries. Such a solution must present the following

properties:

1. low-cost: the solution must be able to be adopted by most municipalities worldwide, even by

those with limited budget;

2. easy to implement: the solution proposed must be implemented by an operator without a

particular complex training;

3. autonomous: the solution must also be able to self-organize and self-configure, in order to

reduce the maintenance efforts;

4. long lifetime: the new solution will function as long as possible.

Compared to the solutions proposed in this section, we present in the next section a more recent

technology. This technology is widely integrated in ITS.

2.2.8 Vehicular traffic data collection technologies

With the evolution of the technology in various domains, many solutions have been proposed for

vehicular traffic monitoring. These solutions include Floating Car Data (FCD) and WSN with mag-

netometer as vehicle detector.

2.2.8.1 Floating Car Data

FCD is a more recent technology for vehicular traffic monitoring [35, 36, 37, 38]. The idea behind

this technology is to use mobile phones or GPS modules that might be available in a moving car for

localization. The principle of FCD is, by locating the vehicles via mobile phones or GPS over the

entire road network, to collect real-time traffic data. This technology assumes that some vehicles are

equipped with mobile phone or GPS which acts as a sensor for the road network. Data such as car

location, speed and direction of travel are sent anonymously to a central processing center. When old

mobile phones (without GPS) are used, the location of the vehicle is determined using triangulation

or the hand-over data stored by the network operator. Based on these data, traffic congestion can be
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identified, travel times can be calculated, and traffic reports can be rapidly generated. In contrast to

vehicle detector technologies presented in the previous sections, no additional hardware on the road

network is necessary. But, this technology cannot be used to measure the vehicular traffic at lane

level, since the location precision it offers is very low.

2.2.8.2 Other technologies

By combining one of the vehicle detector solution presented in Section 2.1.2.2 to a micro-controller and

a wireless communication module, it is possible to deploy a solution to collect data on vehicular traffic

at a particular road segment. IEEE 802.11 [39], IEEE 802.15.4 [40], LoRa [41] and SIGFOX [42] are

some examples of wireless communication technologies operating in the Industry Sciences Medicine

(ISM) band that may be used. A permanent energy source might not be available in the deployment

environment to power vehicle detection modules. Thus, given the huge energy requirement of IEEE

802.11 [39] module, this technology is not appropriated to the use case considered in this thesis. LoRa

[41], SIGFOX [42] and IEEE 802.15.4 [40] are low power technologies. The long range of LoRa [41] and

SIGFOX [42] made them privileged communication technologies for a wide application range. But the

limited number of messages that can be transmitted with this technology and its high transmission

latency are not factors encouraging its deployment, particularly in the scenario considered in this

thesis. Finally, IEEE 802.15.4 [40] is nowadays a mature, low power and low cost communication

technology. The deployment of a large number of IEEE 802.15.4 [40] communicating modules in an

area forms a WSN.

2.3 Wireless Sensor Networks

2.3.1 Definition

Advances in wireless communications and electronics have enabled the development of low-cost, low-

power, multi-functional sensor nodes that are small in size and communicate over short distances.

These tiny sensor nodes, which consist of sensing, data processing, and communicating components,

leverage the idea of WSN [5, 6]. Adding a micro-controller and a wireless transceiver to a magnetic

detector (Section 2.1.2.2) allows to build a conventional wireless sensor network. The architecture of

a single sensor node is shown in Figure 2.4.

Processing unit

Power Module

Wireless 

Communication

Module

Sensing

Module

Figure 2.4: Sensor architecture
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2.3.2 Applications

Sensor networks may consist of many different types of detectors such as seismic, magnetic (like the

one described in Section 2.1.2.2), thermal, visual, infrared, acoustic and radar [5, 6]. These sensors

are able to monitor a wide variety of ambient conditions that include the following: temperature,

humidity, vehicular movement, lighting condition, pressure, noise levels, the presence or absence of

certain kinds of objects or mechanical stress levels on attached objects.

WSN have been adopted in a large number of diverse application domains. It is envisioned that,

in the future, everyday objects will be embedded with sensors to make them smart. Smart objects

can explore their environment, communicate with other smart objects, and interact with humans. In

general, WSN applications can be of two types: monitoring and tracking. The leading application do-

mains of WSNs include military and crime prevention, environment, health, industry and agriculture,

and urbanization and infrastructure.

Concerning ITS, WSN can be used as technology to deliver many services [4, 43, 44, 45, 46]. These

services include vehicular traffic monitoring, parking spots management, access control to restricted

area, automatic tolls management, traffic lights management, and so on. Since, in this thesis, we

are interested by the problem of vehicular traffic monitoring at an intersection, Section 2.4 presents

existing WSN architectures which address this particular problem.

2.3.3 WSN features

Intended large scale deployments will be made possible by the small price of WSN devices. Wireless

sensors are embedded systems with limited resources: a low-power (up to 10 mW ), a low-range (less

than 100 m for IEEE802.15.4 [47] radio widely used in WSN), the low-bandwidth communication

(250kbit/s for IEEE802.15.4 standard [47]), a small memory (few MB), and finally, a small battery

(few thousand mAh). Since radio communication consumes most of the power [48], the communication

protocols must incorporate energy-efficient communication techniques. Obviously, the characteristic

of WSN radio chips are far inferior compared to a concurrent WiFi technology. The original idea to

deploy nodes over a large area, combined with a small radio range, lead to multi-hop functioning of

WSN.

WSN represent a collection of sensor nodes, with no fixed infrastructure support. Self-organization

is thus a real challenge for WSN. It allows to a set of individual sensors to independently create a fully

autonomous network, without needing an human intervention.

Similarly to the plug-and-play concept from personal computers, WSN should offer a deploy and-

forget experience to the final users. Self-organization over the long operational periods should be

taken into account for the link breakage, appearance of new nodes, and dying out of nodes due to the

battery exhaustion or malfunctioning. Therefore, WSN should be self-healing.

Low-cost, ease of deployment and nodes self-organization capabilities are some properties that

have widely motivated the integration of WSN in the domain of ITS. Indeed, the installation time of a

sensor is about 10 minutes, and WSN deployed to monitor a typical intersection can operate for about

10 years [49, 11]. Concerning the vehicular traffic monitoring at an intersection, existing WSN-based

architectures are presented in the next section.
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2.4 WSN architectures for vehicular traffic monitoring at an inter-
section

We classify these solutions into two categories: detector-based architectures and link-quality-based

architectures. In detector-based architectures, dedicated types of sensors, e.g. magnetic sensors (Sec-

tion 2.1.2.2), are used to detect vehicles at a given location of the intersection [7, 9, 10]. In the second

approach [50, 51], only radio units are deployed, and traffic flows at the intersection are estimated

based on the properties of the radio link between these devices.

2.4.1 Detector-based solutions

Most of the proposed solutions for intersection monitoring are based on vehicle detection. Detection

technologies can be classified as in-roadway sensors and over-roadway sensors [12]. The main and most

visible difference between in-roadway and over-roadway sensors is that the latter can be deployed with-

out disturbing traffic for a long period. However, regarding the sensor financial cost, the most deployed

over-roadway sensors, video cameras, are much more expensive compared to magnetic sensors, which

are the most popular in-roadway solution [12]. Apart from the cost, the specific placement required

alongside the roadway, usually on lampposts, is another strong constraint of over-roadway detectors.

Our analysis focuses on solutions using in-roadway detection technologies, and particularly magnetic

sensors. Detector-based architectures can be further classified into two categories : infrastructure-free

and infrastructure-based.

2.4.1.1 Infrastructure-free architectures

In most of the architectures proposed in the literature [7, 9, 10], magnetic sensors are the main

detection technology used for traffic light control applications. With this solution, nodes equipped

with 2 or 3-axis magnetometers are deployed on the road to detect the presence or passing of vehicles.

Based on the IEEE802.15.4 standard, which theoretically provides a communication range in the

order of 70-100m, this kind of architecture is adopted by most of the researchers (see Fig. 2.5). In this

architecture, two sensors are used per lane : Arrival Detector (AD) sensor, which is used to detect the

arrival of a vehicle at the intersection, and Departure Detector (DD) sensor, which is used to detect

vehicles exiting the intersection. When AD sensor detects a vehicle, it sends a message to DD sensor.

Then DD sensor uses arrival and departure information to compute the number of vehicles per lane.

If Nvi denotes the number of vehicles on the lane at time slot i, Ai and Di, the number of vehicles

detected during time slot i by AD and DD sensors respectively, Nvi is expressed by Equation2.1.

Nvi = Nvi−1 +Ai −Di (2.1)

This architecture has several drawbacks which directly impact the performance of the traffic light

controller. The first drawback is the low precision on the number of vehicle reports per lane. Indeed,

once a vehicle has been detected by the AD sensor, nothing prevents it to change lanes, especially given

the large distance (up to 100 m) between the two sensors. A second drawback with this architecture is

represented by the unauthorized stops at the intersection. Indeed, if after passing above the AD sensor,

a vehicle stops for technical or human reasons, it is not possible with this architecture to automatically
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Figure 2.5: Infrastructure-free WSN architecture for traffic light control.

and quickly detect or localize this situation. The last but most important drawback with this kind

of architecture is to guarantee a reliable wireless communication using the IEEE 802.15.4 standard

between two sensors placed over or under the roadway and at a distance of 100 m. We will investigate

link properties with sensor nodes deployed at ground level in Chapter 3.

2.4.1.2 Infrastructure-based architectures

To deal with these communication issues, the use of an infrastructure deployed along the road was

proposed [52]. In this example, in order to allow line-of-sight conditions favorable to radio commu-

nication, at least one wireless node is not located at the road level but higher above the ground to

collect data: reliability is improved and a longer radio range is achieved. Therefore, in such solutions,

repeaters are installed along the road, at a given height, to relay messages coming from the monitoring

sensors. AD and DD sensors, located at ground level, report messages to the repeaters, which relay

received packets to the controller. This is currently the approach adopted by most industrial solutions

[49, 11, 53]. Even if the radio communication issue is well-addressed by this kind of architecture, all the

other problems mentioned for infrastructure-free architectures remain. Note that such an architecture
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also leads to an increased financial cost, as additional infrastructure has to be purchased, deployed

and maintained, which can significantly increase the cost of the system. Moreover, these repeaters are

sources of obstruction of the trotory.

2.4.2 Link-Quality based solution

In the previously discussed approaches, vehicles are detected using either in-roadway or over-roadway

sensors, and repeaters along the roadside can be used to improve the reliability of the data collection

to the controller. In [50, 51], authors proposed a WSN architecture for traffic estimation based on the

monitoring of the quality of radio links, where no dedicated monitoring sensors are used (see Fig. 2.6).

The main idea of this solution is that vehicle flow influences the radio link quality between transmitter

(TX) and its associated receiver (RX). Both are installed on the two sides of the road at a height

of 0.5m. Received Signal Strength Indicator (RSSI) measured between TX and RX node is used to

classify traffic condition as free flow or congested based on a threshold.

Unfortunately, this architecture allows only to give a general view of the traffic conditions on each

Wireless 

Communication

Leaving Vehicles

Arriving VehiclesController TX node

RX node

Figure 2.6: Link-Quality based architecture for traffic light control

road of the intersection, without any detail of the number of vehicles per lane. This implies that the

system cannot be used in a situation where a high accuracy on the number of vehicles is required or

when intersection monitoring is integrated in a global traffic management at a city scale. Moreover,

both arriving and leaving vehicles impact the radio link quality; this leads to overestimate the traffic

condition because both arriving and leaving vehicles are counted together, while only arriving vehicles

should be taken into account in traffic light management. If this solution does not disrupt traffic flow

during deployment, the installation of transmitter and receiver nodes increases significantly not only

the financial cost, but also the obstruction of the trotory.

2.5 Conclusion

The goal of this thesis is to propose a simple solution for vehicular traffic monitoring at an intersection.

The principal target of the collected data is the adaptive traffic lights management system at a local

intersection. These data may also be used at a higher level to offer other services.

Thus, we started this chapter by presenting ITS. Firstly, this presentation concerns the vehicles

detection technologies and services offered by ITS. Secondly, we presented some traffic light man-
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agement systems. Indeed, traffic light management systems are the principal target of the vehicular

traffic data collected at an intersection. The high cost of these solutions limits their deployment only

to some cities in developed countries. Thus, we also presented WSN, a low-cost technology widely

used in the literature and by industrials for ITS. We also presented existing WSN-based architectures

for vehicular traffic monitoring at the intersections. In these solutions, nodes are deployed on road

surface or under the road surface. In this thesis, we are driven by three main requirements:

1. the realism: all our contributions must take into account the deployment environment con-

straints. In other words, our solution must be able to be implemented in the real world;

2. the cost: 2.compared to existing adaptive traffic light management systems, the cost of the

proposed solution must be low in order to be implemented by many municipalities. This cost

include the hardware, the deployment and the maintenance cost;

3. the easy implementation and maintenance: the solution must be simple, i.e., easy to

implement and maintain. Any operator, without a specific training (contrary to the traffic

light management systems presented in this chapter), must be able to implement the proposed

solution, and within a reasonable time. The maintenance of the solution must also be simplified.

Thus, the network will autonomously organize in order to solve any link failure. The limited

energy of nodes must also be efficiently used in order to allow the solution to function as long

as possible.

Related work presented in this chapter shows that a sensor can be installed in 10 minutes ( i.e., an

intersection of 30 sensors can be installed in less than 6 hours, compared to 24 hours installation

required for old intersection control systems), and a typical WSN deployed for vehicular traffic mon-

itoring at intersections can operate during 10 years. For these reasons, WSN, with magnetometer as

vehicle detector, without additional infrastructures, can satisfy the previous requirements.

Most infrastructure-free WSN-based solutions presented in this chapter are evaluated through

simulations, but may give poor performances in a real deployment, due to communication constraints.

Our goal in this thesis is to propose, considering the three previous requirements ( the realism, the cost,

and the easy implementation and maintenance), an infrastructure-free and autonomous WSN-based

solution for vehicular traffic monitoring at an intersection.

Concerning the realism requirement, the next chapter presents the first contribution of this thesis:

through extensive experiments, we try to understand and to characterize the constraints of wireless

links deployed at ground level. The goal being to integrate these constraints when designing a WSN ar-

chitecture for vehicular traffic monitoring, or when designing communication protocols or mechanisms

in a WSN with nodes deployed in such conditions.
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Chapter 3

Ground Level Deployment of Wireless
Sensor Networks: Experiments,
Evaluation and Engineering Insight

In this thesis, our goal is to propose an infrastructure-free, realistic (in terms of network communi-

cation), autonomous, low-cost and lightweight WSN architecture for vehicular traffic monitoring at

a road intersection. We define an infrastructure-free architecture as an architecture which uses only

sensors deployed on the road, i.e. an architecture without pre-existing communication infrastructures

deployed along the road. We focus on architectures that can be adopted by many municipalities

worldwide, particularly in those with limited financial budget. For an architecture to satisfy all these

properties, many challenges must be addressed. Energy-efficient and simple deployment (easy to im-

plement) solutions must be proposed, as well as self-configuration/self-organization and reliable data

collection mechanisms. We define self-configuration/self-organization as the capability of a sensor to

autonomously discover its neighbors, to configure some parameters like the output power or the com-

munication frequency or to communicate with other sensors in order to find its relative position related

to the light controller. In the previous chapter, we reviewed existing WSN architectures for vehicular

traffic monitoring at intersections. In the infrastructure-free architectures proposed in the literature,

two sensors supporting the IEEE 802.15.4 standard are deployed per lane (under the road surface).

These solutions consider, as defined in the IEEE 802.15.4 standard, that the separation distance be-

tween the two sensors deployed per lane is 70−100 m. Our hypothesis at the beginning of this chapter

is that it is more difficult to establish reliable communication links between sensors deployed at the

road surface, separated with such distances, and using the IEEE 802.15.4 communication standard.

The performance of any WSN architecture, communication protocols, or network mechanisms

depends mainly (but not only) on the link quality. Thus, in this chapter, we evaluate and analyze

the quality of links with sensors deployed at ground level. Our goal is to highlight the impact of the

ground proximity on the links, as well as the impact of network parameters like the communication

frequency, the transmission power, the packet size and the deployment environment. We also want

to investigate if an infrastructure-free, lightweight and low-cost WSN architecture for vehicular traffic

monitoring at an intersection is achievable.

The remainder of this chapter is organized as follows. In Section 3.1, the problem statement

and motivations of this chapter are presented. In Section 3.2, we present relevant literature results
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concerning the analysis of radio link properties in WSN. Theoretical radio channel models and their

application in the case of a ground level deployment are discussed in Section 3.3. In Section 3.4, we

present our experiment methodology and setup, and we also describe the platform used. Section 3.5

contains the results of our experimental evaluation and a thorough analysis of the impact of different

parameters on the link quality. In Section 3.6, measured data are statistically compared to theoretical

ones. In Section 3.7, we summarize our recommendations for WSN deployment and protocols design.

Finally, Section 3.8 concludes this chapter.

3.1 Problem statement

The main particularity of WSNs is their limited resources: these networks are constrained in energy,

storage, processing and communication capability. Energy is the strongest constraint because sensors

are usually equipped with batteries of limited capacity [5, 6]. In addition to the energy constraint,

because of the environment constraints (obstacles, variable meteorological conditions, etc), the in-

stability of the radio link is another factor which significantly influences the performance of these

networks [74, 75]. Topology construction and maintenance, localization, data aggregation and routing

are some key operations in WSN which need to exploit reliable wireless links. Link quality has an

important impact on these upper-layer protocols. Then, understanding the link properties in order to

integrate them in the design of communication protocols is a real challenge in WSN.

Like the application considered in this thesis, several other applications require sensors to be

deployed at the ground level. Bridge and tunnel monitoring [59], or dam monitoring [60] are some

examples among others. By using off-the-shelf WSN platforms, our objective is to reduce the financial

cost required to deploy a WSN architecture for vehicular traffic monitoring at an intersection. As we

will show in the following, a sensor deployment at ground level has a significant negative impact on the

properties of the wireless links that form the WSN. Our main goal in this chapter is to assess whether

off-the-shelf WSN platforms, not designed specifically for this use case, can be used in a ground level

deployment. To reach this goal, we answer many questions: i) what are the key differences between a

road surface radio link and a radio link with sensors deployed at a given height? ii) What are the radio

link properties between two sensors deployed at the ground level? iii) What is the impact (in terms

of packet reception ratio (PRR) or received signal strength indicator (RSSI)) of parameters such as

transmission power, packet size or communication channel frequency? iv) What is the impact of the

topography of the deployment environment on the link properties? A very important parameter that

can have an impact on the link properties is the antenna position or orientation. Unfortunately, we

did not studied this aspect in this thesis.

Another important parameter that could impact the radio link properties is the antenna position

or orientation.

However, to our knowledge, none of the previous experimental studies considers the case where

sensors are deployed at the ground level. Our main motivation in this chapter is to highlight the

significant differences that exist between a wireless link at the ground level and one situated at height.

To understand the properties of radio links in a WSN with sensors deployed in such conditions, we

have conducted an extensive experimental campaign in which we evaluate the impact of different
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parameters. Considering the PRR and the RSSI as metrics, our observations and recommendations

are presented in this chapter.

3.2 Literature review

Numerous studies on the evaluation of radio links in WSN are proposed in the literature. Some

authors propose theoretical models [71, 72, 73] of the wireless channel, while others adopt experimental

approaches [79].

In [73], the authors propose a coexistence model of two standards (IEEE 802.15.4 and IEEE

802.11b/g), which exposes the interactions between these technologies. They analyze the vulnerabil-

ity of low power IEEE 802.15.4 technology face to technologies like 802.11b/g, which use a higher

transmission power and work in the same frequency band. Their results show that, when IEEE

802.11b/g interference occurs, the throughput of IEEE 802.15.4 decreases drastically. Our experimen-

tal results presented later in this chapter also highlight that the link quality in IEEE 802.15.4 standard

is influenced by interference from other technologies.

Experimental studies have demonstrated that there is a large transitional region (a geographical

area) in the communication area of a wireless node, characterized by a significant level of unreliability

and asymmetry. Therefore, in [71, 72], the authors derive the analytical expression of the packet

reception rate distribution as a function of distance, as well as the location and extent of the transitional

region. Their results show that the environment (path-loss exponent, noise floor) and the hardware

(hardware variance, output power) have an impact on the size of the transitional region. In this thesis,

we use a single (and homogeneous) hardware platform. Nevertheless, our results show that, from one

deployment area to another, the link quality can drastically change, due to the local environment and

the sensor location.

Because of the complexity of wireless sensor networks, the designers of communication protocols

generally use simplifying assumptions when building their protocols. Thus, in most medium access

control (MAC) or routing protocols, a common approach is to assume that the area covered by a

signal emitted by a sensor Si is a circle of radius R, where R is the maximum communication range

of sensor Si. This implies that a message transmitted by Si is received by all sensors located at a

distance less than or equal to R from Si. This implicitly assumes an isotropic communication area and

symmetrical link between a couple of sensors. However, it is established that such assumptions are

far from the reality [80]. Our experimental results show that asymmetric links are even more common

when sensors are deployed at the ground level.

In a comprehensive experimental study [74], the authors measure the quality of the radio link

in two indoor and one outdoor environments. They test the validity of several assumptions usually

made in conceptual models used to theoretically evaluate communication protocols. These include the

stability assumption (i.e. the link quality in terms of packet reception ratio changes slowly compared

to data rate), the channel assumption (i.e. the link quality is the same on all frequency channels), the

spatial assumption (i.e. losses on different links are independent) and the acknowledgment assumption

(i.e. acknowledgment and packet delivery ratios are the same). Their results show that none of these

assumptions holds.
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Focusing on outdoor deployments [75], the authors evaluate the link quality in three different

environments: two tunnels (one with vehicular traffic and another without vehicular traffic) and a

vineyard. Their study shows that the link quality in the tunnels is significantly different from other

classical WSNs. Indeed, the authors observed that, in tunnels, links are generally stable and long-range

compared to the vineyard deployment, the tunnel behaving like a waveguide. While the experiments

described in [74, 75] do not consider the scenario of ground level deployment, an important conclusion,

that we observe in our experiments as well, is the high dependence of the link quality on the deployment

environment.

Moreover, not only the spatial properties of links have been observed, but also seasonal properties

[76, 77, 78]. In [77, 78], the authors evaluate the impact of the weather on the link quality in a WSN.

Their results show a daily and seasonal fluctuation of link quality. In [76], the authors measured over

a period of six months the effects of weather on IEEE 802.15.4 links. By measuring the correlation

between the variations in the PRR and the RSSI with four selected meteorological factors (temper-

ature, absolute humidity, precipitation and sunlight), the authors show that the PRR and the RSSI

correlate the most with the temperature (better link quality when the temperature is lower). In [77],

the authors design a low-cost experimental infrastructure to vary the on-board temperature of sensors

and their results also show a correlation between link quality and temperature. In [76], the authors

propose a new platform and use it to estimate the parameters of an over-water radio link, through

two experiments: one conducted in the morning and another in the afternoon. From the morning to

the afternoon experiment, the temperature and the relative humidity have reduced by about 2◦C and

25% respectively. Their results shown an increasing of the radio range from 40 m in the morning to

70 m in the afternoon. Results presented in [76, 77, 78] show a poor link quality in presence of high

temperature. In our case, since temperature is higher at ground level, this brings a negative impact

on link quality compared to links placed higher above ground.

Experimenting at large scale requires a lot of hardware and is a fastidious and time-consuming

task. Therefore, several testbed platforms have been deployed all around the world to allow faster

experimentations, with various sizes, hardware, topologies, and degrees of flexibility [81, 82, 83, 84].

These testbeds are usually deployed in indoor environments, but allow to conduct complex and easily

reproducible experiments. In these testbeds, a user usually selects and configures the set and type

of sensors wanted for the experiment. For some testbeds, it might be possible to select sensors in

order to guarantee the main radio link property considered in this thesis: radio link at ground level.

However, in our work, we preferred conducting experiments in a real environment, which allowed us

to evaluate, for example, the impact of the topography.

To summarize, previous results show that link properties in WSN usually depend on hardware

properties, radio communication parameters, meteorological conditions and deployment environment.

This should be taken into account when designing communication protocols or mechanisms for WSN.

In most experimental setups, the deployment choices usually depend on the desired objectives and

the platform used: sensors are usually attached on some support, the sensors may be configured with

an internal or external antenna. In our study, we consider an off-the-shelf WSN platform [55], with

sensors configured with internal antennas and deployed outdoor on the ground surface. Our goal is to

characterize the wireless links in such settings, taking into account radio parameters such as the packet
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size or the communication channel frequency, as well as environment properties like its topography.

Another parameter which may has an impact on the radio link properties, but not investigated in this

thesis is the transmission power [85].

3.3 Communication at ground level: Radio channel modeling

As discussed above, a number of applications require sensors to be deployed at ground level. However,

the existing WSN platforms were never evaluated in such conditions.

Different metrics can be used to measure the quality of a communication link. Taking a networking

point of view, we adopt the PRR as the main metric in our study, as this allows a straightforward

derivation of application layer metrics; however we also provide extensive RSSI results in the following,

as a complementary metric. As well established metrics, the PRR and RSSI can also be computed

theoretically, using standard communication models. Therefore, before detailing our experimental

results, we use a similar reasoning to [71, 72] and we derive analytically the PRR and RSSI, to allow

a fair comparison between experimental and theoretical results in Section 3.6.

3.3.1 Received power

When an electromagnetic signal propagates, its strength decreases not only because of the distance

between the transmitter and the receiver, but also because of other physical phenomena, such as

diffraction, reflection or scattering [86]. The signal attenuation, or path-loss, is related to the envi-

ronment characteristics. Its value depends on the distance between the transmitter and the receiver.

It also depends on the position, the shape and the dielectric properties of objects on the signal path.

One of the most common radio propagation models, widely used in WSN, is the log-normal path-loss

model [72, 86] which is given by Eq. 3.1:

PL(d) = PL(d0) + 10ψlog10

(
d

d0

)
+Xφ (3.1)

In Eq. 3.1, PL(d) represents the path-lost at a distance d between the transmitter and the receiver.

On the right side of Eq. 3.1, the first two terms (PL(d0) + 10αlog10

(
d
d0

)
) represent the signal path

loss produced by the distance d between the transmitter and the receiver (ideal path-loss), while Xφ

is a Gaussian random variable with mean 0 and variance φ (standard deviation due to multipath

effect), which represents the path loss due to shadowing effects. The parameters ψ (also known as the

path loss exponent) and φ depend on the propagation environment and they are generally obtained

from field tests in different scenarios. However, from our knowledge, suitable values have never been

determined for these parameters in a ground level deployment scenario. Instead, for propagation

that approximately follows a free-space or two-ray model, ψ can be set to 2 or 4, respectively [86].

Furthermore, in [86, 87], the authors propose an approach to calculate the value of ψ in a given

environment, given measured data. This approach is used to estimate the value of ψ and φ in Section

3.6.

The parameter PL(d0) is the path loss at a reference distance (distance at which the communi-

cation area can be assumed to be a perfect disc) d0; its value can be obtained empirically or analyti-

cally using the free-space propagation model at distance d0. Using an analytical approach,PL(d0) =
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20log10(4πd0
δ ), where δ is the wave-length of the transmitted signal. Finally, when a signal is trans-

mitted with a power Pt, the received powerPr(d) at a distance d from the transmitter is given by

Eq. 3.2:

Pr(d) = Pt − PL(d) (3.2)
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(b) Height deployment: ψ = 2.75, φ = 3.71

Figure 3.1: Theoretical received signal strength over a WSN link at ground level (3.1a) and on at a
height of 57 cm (3.1b): Pt = 0 dBm, d0 = 1 m

Figure 3.1 shows theoretical values of the received power Pr (see Eq. 3.2) as a function of distance,

using a transmission power of 0 dBm and a reference distance d0 of 1 m. PL(d0) is evaluated using

the free space propagation model [86] and is equal to 40.33 dB. Results are shown considering sensors

deployed at ground level and then at a given height. The values of ψ and φ (3.56 and 6.06 respectively

at ground, and 2.75 and 3.71 at height) are computed from our empirical data, as discussed in Section

3.6. To demonstrate the impact of the multi-path fading effect, this figure also depicts the received

power in an ideal scenario, with no multi-path fading (i.e. Xφ = 0 in Eq. 3.1). In this simple

ideal channel, the path-loss is a logarithmic function of the distance between the transmitter and the

receiver. This theoretical result shows a poor link quality at ground compared to a height deployment.

3.3.2 Packet reception rate

The probability of successfully receiving a packet over a wireless link depends on the packet length and

the probability of successfully receiving each bit of the packet. The number of bits transmitted at the

physical layer depends on the encoding scheme. The probability of successfully receiving a bit, or its

complementary, the bit error rate (BER), depends on the used modulation and on the signal-to-noise

ratio (SNR) at the receiver side.

For a received power Pr(d) at distance d, the SNR γd is given by Eq. 3.3:

γd =
Pr(d)

Pn
(3.3)

where Pn is the noise floor (the total sum of noise in area and frequency range). In interference-

free environments, Pn is given only by the thermal noise and it is constant. Nevertheless, in most

environments, Pn varies with time, either because of interference or because of changes in temperature.
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Similar to [133], we consider this realistic hypothesis (variable Pn) and model Pn as a Gaussian random

process of mean 0 and standard deviation Xφ.

For a quadrature phase-shift keying (QPSK) modulation, such as the one used by platforms used

in our experiments, described in Section 3.4, the BER at distance d, P de is given by Eq. 3.4 [72]:

P de =
1

2
erfc

(√
γd
BN
R

)
(3.4)

where R is the bit data rate, BN is the bandwidth of the additive white Gaussian noise, and erfc(x)

is the complementary error function1.

Then, the probability pd of successfully receiving a packet of size f bits at distance d is given in

Eq. 3.5:

pd ' (1− P de )f (3.5)

For several encoding schemes and modulations, the BER and the PRR are given in [72].
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Figure 3.2: Theoretical packet reception ratio over a WSN link: non-coherent QPSK modulation,
NRZ encoding, packet size 100 Bytes, ψ = 3.56, φ = 6.06, Pt = 0dBm

Figure 3.2a shows the theoretical PRR values for links of different distances. For the log-normal

shadowing model, we used the same parameters values used for Figure 3.1. We consider a QPSK

modulation, NRZ encoding and a packet sized of 100 Bytes. For each distance, we generate many

PRR values. As in [71, 72], we distinguish three different areas in this figure: a connected area

in which links are almost perfect (PRR ≈ 1), a transitional area in which the links are unstable

and a disconnected area in which we have very poor or no links. Figure 3.2b shows the cumulative

distribution function (CDF) of link PRR for several distances. It highlights the distances of 3 m, 10 m

and 27 m, located in connected, transitional and not connected areas respectively. Results presented

in Figure 3.2b show that most of the links in the network are expected to be either of poor quality

(PRR less than 10%) or of good quality (PRR superior to 90%), with very few links in the transitional

category.

1The complementary error function of x is defined as ercf(x) = 2√
π

∫ ∞
x

e−t
2

dt
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3.4 Experiment overview

In order to understand whether off-the-shelf hardware [55] behaves as predicted by theoretical models,

we conduct an extensive evaluation campaign. This section discusses the deployment scenarios, the

experimentation material and methodology, as well as the selected evaluation metrics.

3.4.1 Sensors characteristics and deployment

654321
d

(a) Ground level deployment

TelosB mote on the chair
(b) Deployment on a support

Figure 3.3: Sensors deployment.

For all the experiments discussed in this chapter, we used the TelosB platform [55]. This platform

is equipped with a 8 MHz microprocessor, a 10 KB RAM, a 1 MB external flash memory and a set

of sensors (temperature, humidity and light). In all our experiments, the collected data are stored in

the external memory.

For communication, TelosB uses the CC2420 radio module. This module is IEEE 802.15.4 [47]

compatible and it is widely used for industry and research in the field of low power wireless sensor

networks. The CC2420 radio shares with other technologies, e.g. IEEE 802.11 (WiFi), Bluetooth,

the unprotected ISM frequency band (2400-2483.5 MHz). In other words, if a WSN is deployed in

an area covered by equipments using these different technologies, the communication of sensors in

the network will interfere with these other devices. Following the IEEE 802.15.4 protocol [47], the

spectrum is divided into 16 channels of 2 MHz bandwidth and 5 MHz spacing between consecutive

channels. The CC2420 module also offers 32 different output power levels, ranging from -25 dBm to

0 dBm. The transmission power and the communication channel can be programmed by changing the

value of particular CC2420 registers.

In our experiments, a set of sensors is linearly deployed with a fixed distance d between two

consecutive sensors. In each experiment, the same communication protocol, avoiding in-network in-

terferences, is executed by all sensors. To assess the impact of ground level deployment on the quality

of wireless links, we also study a scenario where sensors follow a similar linear deployment, but placed

on a support, tens of centimeters above ground. We do not control the human movement in the

deployment area, nor the external radio interference. Figure 3.3 shows the sensors deployment in the

two context: ground level and on a support.

3.4.2 Communication protocol

In all our experiments, each sensor executes the same protocol, which we implemented in Contiki OS

2.7 [57]. For a deployment using N sensors, all sensors are initialized with identifiers ranging from 1

to N . In order to avoid internal interferences, sensors communicate using a round-robin algorithm.

When a sensor gets its turn to send messages, it broadcasts M messages at a frequency of one message
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per 500 ms. This upper layer synchronization allows us to disable the carrier sense mechanism and

practically use a transparent MAC protocol.

The transmitted messages contain the identifier of the sender, a sequence number, the transmission

power used by the message sender and a dummy application payload. Upon message reception,

a sensor stores in its external flash memory all the information found in the message, as well as

information on the RSSI and the link quality indicator (LQI) provided by the receiver radio module.

This communication protocol is described by Algorithms 3.1, 3.2 and 3.3. Algorithm 3.1 is executed by

each sensor at initialization while Algorithms 3.2 and 3.3 are callbacks called for messages transmission

and reception respectively.

Algorithm 3.1 Sensor initialization //Called at sensor initialization

Input: N : number of sensors, F : communication frequency, Pt: transmission power, ϕ: transmission
period, i: sensor rank

1: ConfigureCommunicationFrequency(F )
2: ConfigureTransmissionPower(Pt)
3: TxStartDate ← GetTxStartDate(i,N, ϕ)
4: SetTimer(TxStartDate, TxCallBack)

Algorithm 3.2 TxCallBack //Called when a sensor want to send messages

Input: PayLoadSizeList: the list of different payload sizes, Pt: transmission power
1: sequenceNumber ← 0
2: for plsize in PayLoadSizeList do
3: SendBroadCastMessage(plsize, sequenceNumber, Pt)
4: SetTimer(Now + ϕ, TxCallBack)
5: sequenceNumber ← sequenceNumber + 1
6: end for

Algorithm 3.3 RxCallBack //Called each time a message is received

Input: RcvMessage: the new message received
1: RSSI ← GetRSSI(RcvMessage)
2: LQI ← GetLQI(RcvMessage)
3: SenderID ← GetSender(RcvMessage)
4: sequenceNumber ← GetSequenceNumber(RcvMessage)
5: PayLoadSize ← GetPayLoadSize(RcvMessage)
6: Pt ← GetTransmissionPower(RcvMessage)
7: SaveDataToExternalMemory(RSSI, LQI, SenderID, sequenceNumber, PayLoadSize, Pt)

3.4.3 Evaluation criteria

As explained, for each received message, the CC2420 module allows logging the RSSI and LQI values.

The RSSI is an estimation of the signal power at the receiver. In the TelosB data-sheet [55], the

received signal power in dBm, Pr is defined by:

Pr = RSSI V AL−RSSI OFFSET (3.6)

where RSSI OFFSET , empirically found in the data-sheet [55], is equal to -45 dBm.

30
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2020LYSEI050/these.pdf 
© [R. Domga Komguem], [2020], INSA Lyon, tous droits réservés



In addition to the RSSI, the LQI is also a widely used metric to characterize the quality of the

radio link in low power wireless sensor networks. However, in this study, we prefer to consider the

PRR instead of LQI as a link quality metric, as the PRR is more meaningful at the network layer, and

it is calculated over a longer time interval (i.e. several message receptions). Practically, we use the

sequence number of the received messages to calculate the PRR value over batches of 20 messages.

Figure 3.4 shows how the link is defined as a function of the measured PRR, following guidelines

similar to those in [74]: if no packet is received between two sensors, there is No Link between this

pair of sensors. A link on which less than 10% of packets are received is considered as Poor. If 10

90% of packets are received, the link is considered as Intermediate. A link on which more than 90%

of packets are received is considered as Good, and when 100% of packets are received we consider the

link as Perfect.

0% 10% 90% 100%

Poor Intermediate Good

No Link Perfect

Packet Reception Ratio

Figure 3.4: Link Definition

Another important property is the link symmetry: between two sensors A and B, we have the

oriented link A→ B that materializes the messages transmitted by A, and B→ A for messages where

B is the sender. Depending on the quality of links A→ B and B→ A, we have a symmetrical (the two

links exist) or asymmetrical (only one of the two links exists, either A → B or B → A) link between

sensors A and B. In order to measure the asymmetry of a link, we use both the PRR and RSSI, by

designing two metrics, asmPRR
AB and asmRSSI

AB , as follows:

asmPRR
AB = (|PRRAB − PRRBA|) (3.7)

where PRRAB is the PRR measured from A to B, and

asmRSSI
AB =

(
|RSSIAB −RSSIBA|

)
(3.8)

where RSSIAB is the average RSSI measured for messages transmitted from A to B for each PRR

measured by B. Please note that the latter metric is only meaningful if at least one message is

received in both directions. Otherwise, the link is considered unidirectional. Finally, the percentage

of unidirectional links, Ul, is also an indicator we use to measure the symmetry of the links in the

network.

3.4.4 Experiment methodology

Our methodology, for each experiment, can be summarized by the following steps:

1. a set of N TelosB sensors is used, with all the sensors configured to use one of the 16 communi-

cation channels defined by the IEEE 802.15.4 standard;
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2. the sensors are linearly deployed, at ground level or on a support at a height of 57 cm above

ground, with a fixed distance d between two consecutive sensors;

3. in order to evaluate the impact of the message size, each sensor sends M messages for each

application payload from 2 bytes to 100 bytes;

4. all messages are sent in broadcast mode, at a frequency of 2 messages per second;;

5. all sensors used the communication protocol described in Section 3.4.2;

6. when a sensor receives a message, it stores in its external flash memory the message sequence

number and the RSSI. The message sequence number is used to calculate the PRR;

7. the experiment ends when every sensor in the deployment has sent all its messages.

In the following sections, we will give, for each experiment we discuss, the number of sensors N , the

number of messages M and the distance d between two consecutive sensors.

3.5 Experimental Results

Having discussed the experiment set-up, our goal in this section is to characterize the radio links in

a WSN with sensors deployed on the ground surface, taking into account some parameters like the

deployment environment, the communication channel frequency and the packet size. We start by

comparing the wireless link properties at ground level and in an above-ground deployment, followed

by an analysis of the different parameters with an impact on link quality, and we finish by integrating

these experimental results with theoretical values obtained using the model described in Section 3.3.

3.5.1 Comparative study of ground-level and above-ground deployment

As noticed in Section 3.2, to our knowledge, none of the experimental results presented in the literature

considers the case where sensors are deployed at ground level. For this evaluation, we conducted two

sets of experiments. In the first set of experiments, 6 sensors are linearly deployed on the ground with

a fixed distance of 3 m between them. In the second set of experiments, sensors are linearly deployed

but, in this case, each sensor is deployed on a support of height 57 cm. In both experiments, channel 26

(which does not interfere with communications from other technology like IEEE 802.11) of the IEEE

802.15.4 standard is used by sensors for communication. However, note that Section 3.5.3 evaluates

in detail the impact of the communication channel in a WSN with sensors deployed on the ground

surface. Sensors are configured to use 0 dBm as transmission power and an application payload of

82 bytes is added as user data for each packet transmitted in the network. In Section 3.5.2, we further

evaluate the impact of the packet size on the link quality. Figure 3.5 presents the PRR and RSSI

values on forward and backward links of pairs of sensors (1,2) and (3,4) as a function of time, when

sensors are deployed at ground level and at height. From sensor 1 point of view, related to sensor 2,

the forward link is the link 1→ 2 and the backward link is the link 1← 2. We consider sensors located

at different positions in the network, but with the same separation distance of 3 m. This allows to

analyze and compare not only the temporal properties of the links in the two deployments, but also

some spatial properties.
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Figure 3.5: Variation of PRR and RSSI values over time on wireless links 1–2 and 3–4, with the
same distance of 3 m, in two different deployments: one with sensors deployed at ground level (labeled
“Ground”) and another with sensors deployed on a support of height 57 cm ( labeled “Height”)

3.5.1.1 PRR and RSSI values

As mentioned in Section 3.4, we consider, in this work, the RSSI and PRR values to characterize the

radio communication links. These metrics can be influenced not only by hardware properties, but also

by deployment area characteristics. The values of PRR and RSSI presented in Figure 3.5 show that,

in our experiments, the links are most affected when sensors are deployed at ground level. Indeed, the

values of measured RSSI or PRR at ground level are always smaller compared to the values measured

for a deployment at height. This is particularly true in the case of RSSI, where the difference can

reach 10-20 dBm. Since the same hardware is used for both deployments, this significant difference

in the value of RSSI and PRR measured in the two experiments is mainly due to the environment

properties. These properties are time and linkposition dependent. In the following, we compare, for

the two deployments, the temporal and spatial properties.

An important observation can be made in Figure 3.5: the two metrics, RSSI and PRR, have

different behaviors. While the difference in terms of RSSI between ground level and above-ground

scenarios is always significant, this is not the case for PRR, meaning that a similar PRR can be

obtained at highly different RSSI levels. Moreover, the opposite is true as well and, at similar RSSI

levels, the PRR can be quite different, as shown for the two directions of link 3–4. The results

presented in this section show that the PRR is the best metric to use at network layer to select the
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link which guarantees the relevant metric transmission reliability.

3.5.1.2 Temporal properties

As observed, the RSSI or the PRR values are better at height compared to a ground level deployment.

Figure 3.5 also shows that the temporal properties of links are different in the two deployments, with

an opposite behavior when considering PRR and RSSI values. At ground level, while we have a stable

radio link, but poor quality, in terms of RSSI values, we observe a relatively high fluctuation of the

measured PRR values. A different behavior can be noticed for the deployment at height, where we

have stable PRR values and a high fluctuation of RSSI values.

We also note that the relatively high RSSI values obtained at height result in better PRR results

than the stable RSSI values measured at ground level. As hinted by Figure 3.5b and further discussed

in Section 3.5.1.4, the ground level deployment also results in a significant number of unidirectional

links. Indeed, despite very similar RSSI values, link 3–4 shows highly different PRR values on the

two directions, sensor 4 receiving many more messages than sensor 3.

An explanation for the low RSSI values in the ground level deployment might come from the

increased number of signal reflections, hence result in multi path [86]. As both the transmitter and

the receiver are close to the ground, this phenomenon is to be expected. On the other hand, in the

case of a deployment at height, the propagation environment is more open space (compared to a

deployment at ground level), but also more sensitive to different sources of reflexions (e.g. a person

moving around the deployment area). We guess that the fluctuations of the RSSI values in the case

of a deployment at height is due to this property of the environment.

3.5.1.3 Spatial properties

In practice, the reliability of many hardware-based localization algorithms [93, 94] depends on the

correlation of the RSSI with the distance. However, this correlation is questioned by our experimental

results, as well as by other previous field tests [80]. For example, links (1-2) and (3-4) presented

in Figure 3.5 cover the same distance (3 m), but they are located at different positions. However,

as Figure 3.5 highlights, the properties of these two links are different, especially in the case of the

ground level deployment. Indeed, the shape of the road around each sensor may be different from one

sensor to another, which leads to different link properties at different points in the network. We argue

that such spatial considerations, as well as temporal variations, must be taken into account by WSN

designers.

3.5.1.4 Link asymmetry

Link asymmetry is another property that must be taken into account when designing WSN protocols.

Looking at the RSSI or PRR measured on forward and backward links of pairs of sensors (1,2) and

(3,4), we notice a significant difference: for a ground surface deployment, Figure 3.5b shows a much

higher PRR on the forward link 3 ← 4 than on the backward link 4 ← 3.

Beyond this illustrative example, Table 3.1 presents statistics concerning the difference of PRR

and RSSI values measured on forward and backward links on all sensors, as well as the number of

unidirectional links. These results show that the asymmetry problem is general in WSN, and not
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restricted to ground level deployments. Indeed, Table 3.1 shows that, while the average difference

of measured PRR on forward and backward links is higher at ground level, the maximum difference

of the measured PRR and the maximum or the average difference of measured RSSI on forward and

backward links are even higher for a deployment at height. However, we also note that, while there

are no unidirectional links when the sensors are deployed at height, we have 8% of unidirectional links

in the case of ground surface deployment. This means that, for a deployment at height, even if there

might temporarily exist a significant difference in values measured between two sensors, the forward

and backward links are most of the time available in the two communication directions.

Ground Height

AV G|PRRAB−PRRBA| 0.0505 0.04375

MAX|PRRAB−PRRBA| 0.55 0.6

AV G|RSSIAB−RSSIBA| 1.67 2.67

MAX|RSSIAB−RSSIBA| 4.7 14.001

%Unidirectional 8 0

Table 3.1: Link asymmetry for deployments at height and at ground level.

3.5.1.5 PRR and RSSI distribution
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Figure 3.6: CDF of PRR and RSSI for sensors for distance 3 m, 6 m and for all links in the network
in two different deployments: sensors deployed at ground level and another with sensors deployed on
a support of height 57 cm.

Figure 3.6 shows the CDF of the PRR (Figure 3.6a-3.6c) and RSSI (Figure 3.6d-3.6f) values

measured for the two deployments. These results are shown for sensors from 3 m and 6 m apart,

and for all existing links between sensors in the network. As in the case of Figure 3.5, these results
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also confirm the degraded quality of a link in a ground surface deployment compared to a height

deployment.

For example, in Figure 3.6f, nearly 80% of the messages are received with a RSSI less than -65 dBm

at ground level, while in a deployment at height, more than 80% of the messages are received with

RSSI higher than this value. The differences are even more visible when one considers just links of

distance 6 m, where the ranges of the measured RSSI values in the two deployments are actually

disjoint.

Figure 3.7 gives the distribution of the PRR of radio links in the network according to their

quality (see Figure 3.4) and deployment, taking into account all the network links. Regardless the

deployment conditions, these results show that most of the radio links in the network are good with

very few intermediate links (see Figure 3.4). These results are consistent with the theoretical ones

presented in [72] and in Section 3.3, and with other experimental results [74]. We note, however, that

almost 10% links at ground level are poor, while all links in the case of a deployment at height are

either intermediate or good (with almost 95% of good links).

Ground Height
Deployment

0

20

40

60

80

100

Li
n
ks
 (
%
)

Link quality
Poor

Intermediate

Good

Figure 3.7: Link quality classification for a deployment at ground level and at height.

3.5.1.6 Discussion

Considering the temporal and spatial properties of radio links, as well as the link asymmetry, our

results conclude to a deteriorated radio link quality when sensors are deployed at ground level. The

relatively poor quality of wireless links in such deployment is due to the proximity of the ground,

which creates multiple signal reflections and can even act as an obstacle to radio wave propagation.

Since reflected and original signals are summed at the receiver, this can produce distortion in the

resulting signal and then negatively impact link quality [86].

The temperature at ground level can also be an explanation for this result. Indeed, several studies

[76, 77, 78] show that the higher is the temperature, the lower the quality of the link, because of the

thermal noise. In our case, with sensors deployed on a road, often in full sunlight, the temperature at

ground level is significantly higher than the temperature for the deployment at height.

It is well known [74, 75, 76, 77, 78, 80] that the radio link in low-power WSN is very unstable because

of many factors like the radio properties or the propagation environment. The results presented in
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this section show that, at the ground level, the radio links quality (measured by the PRR and RSSI

values) are more severely affected by the environment. This must be taken into account, not only

during the deployment of such networks, but also for designing communication protocols.

On the good side, our results demonstrate that communication between off-the-shelf sensor is

possible at ground level. Thus, by using relaying capability of sensors, the door is opened to the

numerous applicative use-cases discussed in Section 3.1. However, results presented in this section only

consider one transmission power (0 dBm), one application payload size (82 bytes), one communication

channel (number 26), and one deployment area (a relatively flat area). All these parameters may have

an impact on the link quality. Therefore, in the following, except the transmission power which is

kept to 0 dBm, we analyze the impact of these parameters on the link properties.

3.5.2 The impact of packet size

The maximum size of an IEEE 802.15.4 frame is 127 bytes. In this section, many experiments are

conducted with different packet sizes. Our goal is to evaluate the impact of this parameter on the radio

link when sensors are deployed at ground level. We consider five sensors linearly placed on the ground

with a distance of 3 m between two consecutive sensors. The sensors are configured to use channel 26

for communications and 0 dBm as transmission power. We vary the application payload from 2 bytes

to 102 bytes. Figure 3.8 shows the PRR and RSSI CDF for radio links between 2 sensors separated
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Figure 3.8: CDF of PRR and RSSI for distances 3 m, 6 m and for all links in the network for different
packet sizes.

by a distance of length 3 m (Figure 3.8a and 3.8d), 6 m (Figure 3.8b and 3.8e), and for all links in the

network (Figure 3.8c and 3.8f). For presentation purpose, only three application payloads are shown

in this figure. The results do not show a significant difference concerning the RSSI distribution,

regardless the application payload. Nevertheless, Figures 3.8a - 3.8c present a clear difference between
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Figure 3.9: Link quality classification for different packet sizes.

the PRR distribution for a very small application payload (2 bytes; i.e. only the sequence number as

payload in the packet) and larger ones (42 and 82 bytes). Figure 3.9 shows that, with an application

payload of 2 bytes, there are more intermediate radio links in the network, while for other message

sizes more good radio links are present in the network. Similar remarks can be made concerning the

radio link asymmetry. Indeed, data presented in Table 3.2 shows that, when the application payload

is 2 bytes, the average difference of the measured RSSI or PRR on forward and backward radio links

is the highest. The percentage of unidirectional wireless links is also larger for such a small message

size. We could not explain the poor quality of links when the packet payload is only 2 bytes, which

2 bytes 42 bytes 82 bytes

AV G|PRRAB−PRRBA| 0.21 0.05 0.05

MAX|PRRAB−PRRBA| 0.9 0.50 0.55

AV G|RSSIAB−RSSIBA| 1.94 1.68 1.67

MAX|RSSIAB−RSSIBA| 4.47 5 4.70

%Unidirectional 18 6 8

Table 3.2: Link asymmetry for different packet sizes.

might be even due to some operating system bug. However, we can confirm that this phenomenon

manifested in all the different settings we tested, and it disappears for applicative payloads larger than

10 bytes.

3.5.3 The impact of communication channel

Because the ISM band used in IEEE 802.15.4 is shared by other technologies like IEEE 802.11 and

Bluetooth [88, 89], interference from other networks influence the link properties in a WSN. In order to

test the impact of the communication frequency on the link quality, we conducted a set of experiments

using 5 of the 16 channels (numbered from 11 to 26) defined by the IEEE 802.15.4 standard. For

these experiments, 4 sensors were linearly deployed on the ground surface with a distance of 3 m

between two consecutive sensors. Sensors are configured to use a transmission power of 0 dBm. For

each channel, experiments were conducted for various application payloads, but results presented in
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this section consider an application payload of 82 bytes (since, in the previous section, we obtained

better link quality with this application payload).
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Figure 3.10: CDF of PRR and RSSI for distances 3 m, 6 m and for all links in the network, for different
communication channels.
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Figure 3.11: Link quality classification for different communication channels.

Figure 3.10 presents the distribution of the PRR and RSSI on communication channels 11, 18 and

26. In this figure, we consider the cases of links of distance 3 m only, 6 m only, as well as aggregated

results for all the links in the network.

These results show that the quality of links is better on channels 18 and 26 compared to channel

11. Figure 3.11 also shows that, on channel 11, we observe more poor quality links, while more good

quality links are observed on other channels. The poor performance of links on channel 11 can also

be observed in Table 3.3, which presents the impact of communication channel on links asymmetry.

Even if the PRR measured on forward and backward links are almost equal on channels 11 and 18,
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the values of measured RSSI are very different in both links. This table shows that almost half of the

links in the network are unidirectional when communication channel 11 is used. This lower quality

of the links on channel 11 can be related to interference caused by IEEE 802.11 [88, 131, 132, 133]

networks deployed on the university campus.

We also observe that the links are better on channel 26 compared to other channels. This is

because channel 26 is the only one that does not overlap with the spectrum used by IEEE 802.11

networks [88]. In this section, it is important to note that, for each experiment, all sensors in the

network communicate on the same channel. Better performance can be obtained if more advanced

MAC layer techniques, such as Time-Slotted Channel Hopping, are used [90, 91].

#Channel 11 14 18 22 26

AV G|PRRAB−PRRBA| 0.0900 0.01625 0.0925 0.0780 0.0505

MAX|PRRAB−PRRBA| 0.90 0.10 1 0.75 0.55

AV G|RSSIAB−RSSIBA| 2.35 1.65 1.3 1.81 1.67

MAX|RSSIAB−RSSIBA| 11.67 5 3.90 10.43 4.70

%Unidirectional 40.83 13.33 9.11 9 8

Table 3.3: Link asymmetry for different communication channels.

3.5.4 The correlation between link quality and distance

To show the correlation between the link quality and the distance separating communicating sensors,

we linearly deployed a set of 5 sensors at ground level. By varying the distance between two consecutive

sensors, we performed several experiments. In all experiments, sensors are configured to use channel

number 26 and 0 dBm as transmission power. Figure 3.12 shows the PRR and RSSI as a function of

the distance. The red points show the mean PRR (Figure 3.12a) or RSSI (Figure 3.12b). The red line

in the box represents the median, the bottom edge of the box represents the 25th percentile, and the

top edge represents the 75th percentile.

Intuitively, one might think that, the lower the distance between two sensors, the better the

radio link quality between those sensors. The theoretical model described in Section 3.3, as well as

many others available in the literature [86], implicitly assume this theoretical result, particularly for

the received power level. Also, many hardware-free distance estimation solutions proposed in the

literature consider this theoretical result [125, 134, 135]. Simulation tools for WSN also widely use

similar models to measure the received power between two sensors.

However, results presented in Figure 3.12a for PRR, and particularly those presented in Figure

3.12b for RSSI, show that such assumptions do not hold in practice. Indeed, Figure 3.12a shows that

the measured PRR is better at 12 m than for shorter distances. This may be due to the road shape or

other environment factor. Also, Figure 3.12b shows that the RSSI is not a strictly decreasing function

of the distance. Therefore, such considerations must be taken into account by protocols designers

during theoretical or experimental performance evaluation.
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Figure 3.12: Correlation between the PRR/RSSI and the distance (please not that the x-axis is not
linear).

3.5.5 The impact of topography

The deployment environment can have an important impact on a radio link. In our case, the shape

of the road, networks nearby and the weather are some environment factors that may influence the

wireless link properties. We therefore performed experiments in another environment in addition to

the relatively flat area used so far. In this second environment, the sensors are deployed on a hill with

a steep slope. In this deployment, the sensors are configured to use channel number 26 and 0 dBm as

output power for transmissions. The results presented in this section are for an application payload

of 82 bytes.
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Figure 3.13: CDF of PRR and RSSI for links with distances 3 m, 6 m, as well as for all the links in
the network in the case of a hill and a flat area deployment.
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Flat Hill

AV G|PRRAB−PRRBA| 0.0505 0.1

MAX|PRRAB−PRRBA| 0.55 0.4

AV G|RSSIAB−RSSIBA| 1.67 4.3

MAX|RSSIAB−RSSIBA| 4.7 14.75

%Unidirectional 8 45.83

Table 3.4: Link asymmetry for flat and hill environments

Figure 3.13 shows the CDF of PRR and RSSI for both deployment areas. Based on these results,

we observe links with very poor quality for the hill deployment (labeled “Hill”) compared to links on

a flat area (labeled “Flat”), whether we consider the PRR or the RSSI metrics.

The results presented in Figure 3.14 complement these findings. Indeed, while we observe 81.5% of

good links on a flat area, we observe 70% of poor links on the hill deployment. As in previous sections,

the majority of links in the network are either good or bad, with few intermediate links. Table 3.4

presents the link asymmetry metrics for the two different environments: the link asymmetry is also

much more pronounced on the hill than on the flat area, with more than 45% unidirectional links.

Our tests did not show a significant difference between the PRR and the RSSI values of uphill and

downhill links, meaning that the radiation pattern of the CC2420 module antenna is not the reason

for these results. We believe that the shape of the deployment environment is the main cause for this

poor link quality, resulting in more signal reflections.
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Figure 3.14: Link quality classification for different deployment environments.

3.6 Comparison to theoretical results

To strengthen the experimental results presented in this thesis, we compare the results obtained in

our experiments with those produced by the theoretical model described in Section 3.3. In order to

compare the empirical and theoretical results, we begin by estimating the path-loss exponent (ψ) and

the shadowing standard deviation (φ) from the empirical data [86]. The idea is to find the values of ψ

and φ that minimize the MSE (Mean Square Error) between the simplified model and the empirical

power measurements. Using the methodology described in [86], we obtained the values shown in Table

3.5 in the case of the flat and hill deployments.
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To strengthen the experimental results presented in this paper, we compare the results obtained

in our experiments with those produced by the theoretical model described in Section 3.3. In order to

compare the empirical and theoretical results, we begin by estimating the path-loss exponent (α) and

the shadowing standard deviation (σ) from the empirical data [86]. The obtained values are shown in

Table 3.5 in the case of the flat and hill deployments.

ψ φ

Flat deployment 3.56 6.08

Hill deployment 5.05 9.7

Table 3.5: Path-loss exponent and shadowing standard deviation for flat and hill deployment.

We use these values of ψ and φ as an input for the theoretical model described in Section 3.3, and

then we generate theoretical values for the PRR and RSSI metrics. To check whether the empirical

and theoretical distributions are comparable, we use the Mann-Whitney-Wilcoxon (MWW) test [136],

a non-parametric test which does not make any assumption on the shape of the distributions. This test

allow to check if two distinct sets of data come from the same distribution. The MWW test allows us to

verify the null-hypothesis H0: ‘values from two independent sample sets (i.e. empirical and theoretical

data in this case) come from the same distribution. In the case of the PRR metric, the MWW test
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Figure 3.15: PRR Validation : Empirical and Theoretical CDF

validates H0 in the case of the flat area deployment, but rejected it for the hill deployment. Meaning,

if we consider a flat environment, the theoretical model is close to the experimentation, while in the

hill environment there is no correlation between theory and practise. This can also be observed in

Figure 3.15, which shows the empirical and theoretical CDF for the flat and the hill deployments. This

indicates that the poor radio link quality on the hill deployment is the consequence of a phenomenon

that is not taken into account in the theoretical model. We also tested H0 for the PRR distribution

on every individual link in our deployment: the null-hypothesis was rejected for 15% of links in the

flat area deployment and for 37% of the links in the hill deployment.

Regarding the RSSI metric, the MWW test rejected the null-hypothesis H0 for both deployment

topographies (flat and hill) (See Figure 3.16). Meaning, there is no correlation between theory and

practise results, whatever the considered environment is. This result is in line with the one presented

in [95], where the authors conducted multiple statistical tests in order to check whether the empirical
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Figure 3.16: RSSI Validation: Empirical and Theoretical CDF.

RSSI measured on a link can be approximated by a known probability distribution function. For all

the probability distribution functions verified in their paper, the null-hypothesis was rejected. This

can be explained by the fact that the theoretical model for RSSI considers the received power strength

decreases with distance, a property we already showed not to be true in Section 3.5.4. In the per-link

analysis, H0 was rejected for 98% of the links in the flat area deployment and for 68% of the links in

the hill deployment.

3.7 Recommendations for WSN designers

Because WSN at ground level have a lot of applications, including traffic monitoring, smart parking

or bridges monitoring, we believe that engineering recommendations can be drawn from this study.

Leading this experimental campaign allowed us to gain a significant insight regarding the deployment

of wireless sensors at ground level, as well as regarding the properties of WSN links in general. Based

on this experience, we formulate six recommendations for researchers and engineers interested in

similar deployments.

Recommendation #1: Account for asymmetric links.

A classical and simple assumption when evaluating the communication protocols in WSN is that the

links are symmetric: if sensor S1 hears sensor S2, S2 also hears S1. However, our results indicate

that this property is not always true, especially when sensors are deployed at ground level. Indeed,

depending on the settings, up to 40% of the links in the network are unidirectional. This raises several

important protocol problems. First of all, this means that solutions based on acknowledgment (ACK)

messages might be inefficient, since the ACKs would be lost despite a successful message reception.

Second, routing protocols need to take into account that ingress and egress routes might have very

different properties.

Recommendation #2: Remember that the correlation between link quality and distance is

weak.
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The physics of radio wave propagation predict a monotonic decrease of the received power strength

with the distance. This is also a common assumption in analytical models and simulation tools.

Nevertheless, our results confirm the findings of previous experimental campaigns, which demonstrate

that this property is not true in practice. Moreover, the deviations from this predicted behavior

seem to be exacerbated by a deployment at ground level. This also indicates the need for a denser

deployment, which would allow to cope with the poor quality of certain links. At a protocol level,

opportunistic links are not uncommon and could be exploited.

Recommendation #3: The communication channel 26 must be preferable and frequency

hopping is better.

Many studies on WSN do not consider the communication channel as a parameter, assuming the

same quality on all transmission frequencies. In most field tests, designers evaluate their protocols

on their testbed using only one channel. The results presented in Figures 3.10 and 3.11 show that

communication performance varies depending on the channel used by the sensors for communication.

In the particular case of IEEE 802.15.4, our results indicate that communication on channel 26, which

is not shared with other technologies, is probably a good idea. However, the WSN performance

should be tested on several communication channels in order to find the one with the most reduced

interference. To be robust, frequency hopping on several channels will lead to a better robustness.

Recommendation #4: At ground level, high density or redundant deployment will be prefer-

able.

The results presented in this chapter, and particularly those presented Section 3.5.1, show that the

link quality is worse at ground level when compared to a more classical deployment at height. Thus,

in a WSN with sensors deployed at ground level, special measures must be taken not only during the

design of the communication protocols, but also during the network deployment. If we assume that a

link is usable only when its PRR is greater than or equal to 90% (a good link in Figure 3.4), for all

pairs of sensors separated with a distance of 6 m, only 70% of the links will be valid in a WSN with

sensors deployed at the ground level, compared to 100% for a deployment at height (Figure 3.6b).

During network deployment at ground level, a higher sensor density should be therefore preferred, in

order to achieve a higher redundancy in the network and reduce the distance between the sensors, thus

ensuring a certain reliability of the network. Results presented in this work suggest that the sensors

density will depend on particular properties of the deployment area. Indeed, Figure 3.13 shows that,

with sensors deployed at ground level, the link quality is even worse when the sensors are deployed on

a hill compared to a flat area. However, increasing the sensor density in the network will also increase

the contention and the collision at the medium access control layer. To deal with this issue, one will

have to choose appropriate MAC layer protocols.

Recommendation #5: Very small messages should be avoided.
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In several WSN applications, the data captured by a sensor is encoded by just few bits, e.g. a

temperature value or a vehicle detection information. It might be tempting to transmit this data

directly to a sink, in small packets with a payload of just a few bytes. Our experiments showed that

the link quality is poor at ground level, no matter the packet size. However, results presented in

Figure 3.8 show that messages with a very small application payload are more exposed. While we do

not understand this phenomenon, aggregating multiple values in a single larger message not only will

increase the packet reception probability, but will also reduce the contention and then the collision

probability.

Recommendation #6: During the sensors deployment, the environment constraints must

be taken into account.

The topography of the area where sensors are deployed, the networks and objects nearby, and the

weather are some environment constraints that might have a negative impact on the radio link prop-

erties. In this work, we evaluate the impact of the topography of the environment by comparing the

radio link properties considering a flat and a hill area. On the hill area, we do not measure the slope

of the area. Nevertheless, Figure 3.13 shows a very poor radio link properties on the hill. Moreover,

results presented in Section 3.5.1.3 show that, in the same network, the link properties also depend on

the location of the sensor. Thus, to guarantee a reliable communication, during the sensors deploy-

ment or during communication protocols design, the environment characteristics must be taken into

account.

3.8 Conclusion

Thanks to their potential applications, WSN with sensors deployed at ground level will play a bigger

role in the future. In this chapter, we studied the properties of the radio link in a WSN with sensors

deployed in such conditions. Our goal was not only to study the impact of the ground surface prox-

imity on the radio link, but also to understand the impact of parameters, such as the message size,

the communication channel frequency or the topography of the environment, on the quality of links

between sensors deployed in such conditions.

For this, we conducted an extensive experimental campaign, comparing radio links at ground level

with radio links in a network deployed above the ground. Our results indicate the feasibility of a WSN

with sensors deployed at the ground level using off-the-shelf hardware. However, the link quality in

this network is relatively poor compared with a deployment at height when considering the absolute

values of the measured parameters (RSSI and PRR), the temporal behavior of the links, the spatial

or asymmetrical properties of links.

We evaluated the impact of several parameters, such as the message size, the communication chan-

nel frequency, or the topography of the deployment area in the case of the ground level deployment.

Our results showed a deteriorated link quality when the message size is too small, when the commu-

nication channels shared by other technologies, e.g. WiFi, are used, or when sensors are deployed on

a hill.
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Finally, we summarized our results as recommendations for WSN designers who might be inter-

ested in deploying ground level networks, for example in the case of large infrastructure monitoring.

Some intriguing results obtained in our experiments, such as the poor PRR for packets with a very

small application payload, or the poor link quality in the case of a hill deployment, open interest-

ing research perspectives. Source codes and experiment data are available online through the link

”https://github.com/rdomga/WirelessLinkCharacterization“.

Existing infrastructure-free WSN architectures for vehicular traffic monitoring at intersection con-

sider a separation distance of 100 m between two sensors deployed per lane. While these architectures

consider underground sensors, we considered in our experiment surface-mounted sensors, a more op-

timistic solution from a radio propagation point of view. Results presented in this chapter show a

communication distance of 10-15 m, very far from the 100 m considered by the existing solutions.

Based on this observation, we proposed in the next chapter Warim, a reliable (in terms of network

communications) WSN-based architecture for vehicular traffic monitoring at intersections. The com-

munication protocols, as well as network mechanisms proposed for Warim, must take into account

the link properties highlighted in this chapter.
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Chapter 4

WARIM: A Wireless sensor network
Architecture for a Reliable Intersection
Monitoring

As view in the previous chapters, WSN is a very promising candidate for ITS application because of its

low-cost, network capacity, and connectivity properties. On one hand, existing infrastructure-based

WSN architectures for vehicular traffic monitoring at an intersection present one main drawback: they

need a road-side support to deploy the gateway, which increases the total cost of the architecture. On

the other hand, existing infrastructure-free WSN architectures deploy two sensors per lane with a

separation distance of 70-100 m between the two sensors. Experimental results presented in Chapter

3 show that it is not possible for nodes deployed in such conditions to communicate. Based on

these experimental results, we propose, in this chapter, an infrastructure-free WSN-based architecture

for vehicular traffic monitoring at an intersection. Our goal is to propose an architecture in which

nodes can self-organize and can reliably communicate to report to the light controller data concerning

vehicular traffic on each lane of the intersection.

This chapter is organized as follow. It starts by describing the problem statement in Section 4.1.

Motivations for proposing a new WSN architecture for vehicular traffic monitoring at an intersection

are presented in Section 4.2. Then, we present Warim, the new WSN architecture in Section 4.3.

The topology of the WSN formed by sensors deployed on a given lane is presented in Section 4.4.

Challenges concerning the new architecture are discussed in Section 4.5, before the conclusion of this

chapter in Section 4.6.

4.1 Problem statement

An ATLMS requires vehicular flow information, collected at the intersection level. The main drawback

that can negatively impact the target application is the unreliable nature of the radio links of the net-

work, which implies unreliable data gathering from the monitoring sensors. Indeed, results presented

in Chapter 3 show an unreliable link at ground level. This may cause the loss of a higher number

of packets transmitted by sensors to the intersection controller. Direct consequences of this may be

the low accuracy of vehicle queue length estimation at a lane level and the incapacity to detect and

localize unauthorized stops around the intersection. Taking into account the poor radio link properties
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at ground level, our main goal in this chapter is to propose a reliable WSN architecture for vehicular

traffic monitoring at an intersection.

A direct consequence of unreliable radio links is that the ATLMS may have a vision of the vehicular

traffic far from the reality, and it can then produce suboptimal light plans. Thus, these factors must

be considered when designing a WSN for vehicular traffic monitoring at an intersection. Moreover, the

financial cost of the solution (hardware purchasing, deployment and maintenance) and the network

lifetime must be taken into account. Indeed, if the financial cost of the solution is acceptable, this

will encourage its implementation in many municipalities worldwide, and particularly in cities with

reduced budget. The monitoring solution will also function as long as possible in order to reduce the

frequency of maintenance and thus, vehicular traffic interruption.

Guided by the experimental results presented in Chapter 3, we propose Warim (Wireless sensor

network Architecture for a Reliable Intersection Monitoring), a lightweight WSN architecture for

intersection monitoring. Our initial motivation is to provide a solution with a reasonable financial

cost, in order to be accessible to most municipalities, especially in emerging countries. This leads us to

consider low cost technologies and open standard communication protocols (e.g. IEEE 802.15.4). The

hardware used in Chapter 3 for experimentations implements these technologies. Moreover, to reduce

deployment and maintenance costs, we have to limit the human intervention, thus self-configuration

and self-organization mechanisms must be developed. Warim should also exhibit a long lifetime, thus

the energy is a main concern, especially because nodes are equipped with batteries of limited capacity.

Finally, to reduce deployment/maintenance time/cost and road deterioration, surface-mounted sensors

must be used [11]. All this raises an important challenge from the networking point of view, since

as shown in Chapter 3, communication between devices at ground level is characterized by a high

degree of unreliability. Before presenting our solution, the next section summarizes our motivations

to proposing a new WSN architecture for vehicular traffic monitoring at an intersection.

4.2 Motivations

A new WSN architecture for vehicular traffic monitoring at an intersection is proposed in this chapter.

Our choice to propose a new WSN-based architecture is motivated among others by the low financial

cost and flexibility of sensors, the drawbacks of existing results presented in Section 2.4 and the

experimental results obtained in Chapter 3. These motivations are summarized in the current section.

4.2.1 The low-cost and flexibility of WSN

In Chapter 2, we presented different vehicles detection technologies used in ITS. Results presented

in this chapter show that the magnetometer detector and video-image processor are the two mature

vehicles detection technologies which allow to measure a high quantity of data ( vehicle count, length,

speed, classification). Thanks to their low-cost, we chose in this thesis to use sensor nodes with

magnetometer as vehicles detector and a radio module implementing IEEE 802.15.4 standard. This

allows to keep reasonable the total financial cost of the hardware per intersection, particularly when

many sensors must be deployed at each intersection.
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Another advantage to use WSN is that the surface-mounted sensors are now available [11]. Com-

pared to inductive loop or underground sensors, surface-mounted sensors are easy to install and signif-

icantly limit the road surface deterioration. The ease of installation property reduces the deployment

time, and thus the financial cost of a WSN architecture based on this type of sensors. Moreover, by

reducing the time required for sensors deployment, the vehicular traffic interruption duration is also

reduced. Thus, surface-mounted sensors is an interesting choice when ease of deployment and the

financial cost of the solution are criteria of a WSN architecture for vehicular traffic monitoring.

A multipurpose WSN can be developed by adding sensing modalities to the existing WSN [58].

Temperature sensors can be added to measure the road temperature, humidity sensors can be added

to measure rain and accelerometer can be added to monitor structure of bridges and pavement. Gas

sensor can also be added to measure the pollution in the city. This multifunction sensor nodes further

extends the possibility of a more advanced ITS usage. By collecting all these data, this might allow

to better organize or anticipate maintenance operations on the road infrastructure. It is difficult to

provide such services when video-image processors are used.

The final advantage of the WSN is that the data collected can be easily made available on a central

server for city-scale services. The primary purpose of data collection at an intersection is for intelligent

traffic lights management. If data collected at all intersections at the whole city are stored on a central

server, they can be used to deliver other more interesting services. For instance, the central server can

interact with neighboring intersections in order to reduce the waiting time of vehicles at intersections.

The data collected at the central server can also be used to offer services like routes guidance or

vehicles tracking.

4.2.2 Existing solutions are not satisfactory

In Chapter 2, we presented existing infrastructure-free WSN-based architectures for vehicular traffic

monitoring at intersections. In this thesis, we are interested in infrastructure-free architecture, i.e

architecture which requires only surface-mounted sensors and not some other repeaters deployed along

the roadway that can be used for data relay or data aggregation. Concerning infrastructure-free

architectures discussed in the literature, [7, 9, 10] propose to deploy two sensors using the IEEE

802.15.4 standard per lane, separated by a distance of around 70-100 m. Experimental results presented

in Chapter 3 show that, at ground level, it is not possible to establish a communication link between

nodes separated by such a distance.

To solve this problem, a LPWAN technology, such as LoRa [41] or SigFox [42], can be used. These

technologies allow low power and long range wireless communications. Thus, by deploying such tech-

nologies at intersections, a one-hop network in which each sensor deployed on the road may be form.

For at least two reasons, we chose to use the IEEE 802.15.4 standard rather than a LPWAN technol-

ogy. Firstly, the IEEE 802.15.4 standard is nowadays a mature and low-cost technology compared to

LPWAN. Secondly, the data rate is generally low (from 0.3 kbps to 27 kbps) with the LPWAN tech-

nologies, compared to 250 kbps of the IEEE 802.15.4 standard. Thus in case of dense network or high

vehicular traffic or multipurpose WSN, the network capacity of LPWAN technologies may rapidly be

exceed, which may cause low Packet Delivery Ratio (PDR) of LPWAN compared to IEEE 802.15.4.

The non-guaranteed delay because of the low data rate of LPWAN is also an important drawback

50
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2020LYSEI050/these.pdf 
© [R. Domga Komguem], [2020], INSA Lyon, tous droits réservés



for the real-time vehicular traffic monitoring considering in this thesis. To address the problem of

short range communication of the IEEE 802.15.4 standard, some authors [11, 49, 53] proposed to use

gateways deployed along the road (infrastructure-based architectures). The problem of these gateways

is that not only they obstruct the road, but they also increase the financial cost of the final solution.

4.2.3 Communications are possible at ground level

Results presented in Chapter 3 show that, when nodes are deployed at ground level, the ground has

a negative impact on link quality. This limits the maximum sensors communication range in such a

deployment. However, results also presented in Chapter 3 show that, at short distances in the order

of 10-15 m, stable communication links can be established. In WSN, a sensor can sense and transmit

data. A sensor can also forward a message coming from a neighbor node. The forwarding capability

of nodes in a network allows nodes very far away to communicate using a multi-hop paradigm. By

exploiting the forwarding capability of nodes in WSN, we propose in this chapter Warim, a new

WSN architecture for vehicular traffic monitoring at an intersection. Because of the low radio link

quality, a dense deployment will help the network robustness, since redundancy offers several radio

links opportunities.

4.3 A multi-hop, new WSN architecture for vehicular traffic moni-
toring at an Intersection

Motivated by the elements presented in the previous section, and considering the recommendations we

made in Chapter 3, we propose, a new WSN architecture for vehicle count and queue length estimation

for traffic light control at an intersection.

4.3.1 Proposed architecture

Based on the experimental results presented in the Chapter 3, we propose an architecture where

sensors are deployed on the road surface, and they are able to communicate through a multi-hop

WSN to report vehicle detection to the controller. In our proposition, Warim (Fig. 4.1), several

types of nodes are deployed at the intersection:

• sensor: deployed at ground level. It uses a magnetometer to detect vehicles and uses its radio

module implementing the IEEE 802.15.4 standard to transmit this information to the sink;

• sink: collects the messages coming from sensors deployed on a given direction. Based on the

collected data, the sink extracts and sends to the intersection controller information like the

number of vehicles per lane and their waiting time;

• intersection controller: implements the traffic light management algorithm. Based on the

data received from the sinks, the implemented algorithm produces the light plans for each di-

rection.

The distance between two sensors and the number of sensors on a given lane is defined taking into

account the communication technology, the radio link properties and the application requirements.
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For instance, if nodes communicate with radios implementing the IEEE 802.15.4 standard, the results

presented in Chapter 3 show that the distance between two consecutive nodes will be in the order of

5 − 15 m, which is much smaller than the one proposed in related works. This short distance allows

us to achieve two important goals. Firstly, communication between nodes is now reliable, even in the

presence of vehicular traffic. Secondly, the dense deployment proposed in Warim achieves a more

accurate per-lane estimation. By using a small distance between sensors, Warim provides an accurate

measure of the vehicle queue length at lane-level, optimizing the functioning of the traffic light control

algorithm.

Surface mounted 

node
Sink

Intersection

Controller

Wireless

Communication

Figure 4.1: Warim: Wireless sensor network Architecture for a Reliable Intersection Monitoring.

The number of sensors deployed on each lane depends on the desired accuracy and the node com-

munication capabilities. The higher the number of deployed sensors, the better the accuracy, but a

dense deployment also increases the WSN congestion, the collisions, the interferences and the finan-

cial cost of the monitoring system. This trade-off needs to be well understood before the deployment

phase. The only requirement imposed by Warim is that the deployment of the sensor nodes results

in a connected network, considering a given level of accuracy in mind. If higher accuracy is required,

a denser deployment should be used. Warim uses only surface-mounted sensors without extra in-

frastructure, therefore highly reducing the deployment and maintenance costs, and also the vehicular

traffic interruption during the deployment.

In Section 4.1, we highlighted the unreliability of the radio link as the main drawback of existing

infrastructure-free WSN-based architectures for vehicular traffic monitoring at intersections. As con-

sequences of this drawback, we cited the low accuracy of vehicle queue length at lane level and the

incapacity to detect and to localize unauthorized vehicles stop that can have a negative impact on an

ATLMS. Deploying several sensors per lane allows Warim to deal with these drawbacks:

• Warim defines the distance between consecutive sensors in order to guarantee link reliability;

• Warim is able to detect when a vehicle changes lanes, and then improve the accuracy of the

vehicle queue length estimation at lane level;
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• Warim is able to manage multiple lanes, but the Chapters 5, 6 and 7 focus on a single lane;

• finally, if sensors positions are known, many sensors per lane not only increase the chance to

detect unauthorized stops, but also to localize them.

4.3.2 Discussions

The sensors we propose to use can be installed on the road surface with minor impact on the existing

road infrastructure (i.e without civil works), therefore highly reducing the deployment and maintenance

costs per sensor. But, one could argue deploying many nodes on a lane could significantly increase

the financial cost of the solution proposed in this thesis compared to other detection technologies.

On one hand, one camera can be used to simultaneously measure the vehicle queue length on four

to eight lanes of an intersection [66]. On the other hand, we propose in our architecture to install

many (depending on the application requirements) sensors on each lane. When two or three sensors are

deployed per lane, the magnetic sensors still present a low price compared to video-image processing

technology [66]. But, by increasing the number of sensors on each lane, this increases the cost of our

architecture and then might reduces the advantage cost of magnetic sensors. Nevertheless, for two

reasons, we argue that, compared to camera, WSN using magnetometer as vehicles detectors is the

best solution for vehicular traffic monitoring at an intersection.

1. Firstly, while a camera is limited by the maximum distance at which vehicles can be counted,

with Warim, the vehicles queue length that can be measured is limited by the number of sensors

available, or the financial budget allocated for sensors purchasing, and the sensors communication

capabilities. Indeed, the maximum distance at which two vehicles can be distinguished (and

then counted) by a camera depends on the camera mounting height, the vehicle height and the

separation distance between two consecutive vehicles. Note that, this distance is proportional

to the separation distance and the mounting height, and is inversely proportional to the vehicle

height [14]. For instance, if we considered a camera mounted at a height of 10 m, an average

vehicle height of 1.5 m and a separation distance (between two consecutive vehicles) of 4.5 m,

the maximum distance at which the camera will be able to count vehicles on a lane is 27 m. Note

that, by reducing the separation distance between two consecutive vehicles like in high congestion

situation, this maximum distance is also reduced. Thus, the flexibility of WSN technology allows

it to be implemented in different environments, taking into account the financial budget for

sensors purchasing and their communication capabilities.

2. Secondly, even if ATLMS is the principal target application, the data collected at an intersection

can have many other uses, including vehicular traffic monitoring in the whole city or vehicu-

lar tracking. The goal of traffic monitoring in the city is to have an idea on the traffic in the

main points of the city at each time. Such information can then be used for road construc-

tion/maintenance planning and for car trip planning in the city. Vehicle tracking, classification,

identification and re-identification are other services which may interest authorities. Concerning

these services, for at least two reasons, we argue that magnetometer is the best choice compared

to camera:
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• since each vehicle has a magnetic signature [17, 58], this information, which can be gathered

by low cost sensors and processed by simple algorithms, is more suitable for vehicle tracking

than other technologies like camera;

• providing other services at the city scale requires the transmission of data from the inter-

section to the control center. With magnetometer, the only information transmitted to the

control center is the vehicle magnetic signature. This information, encoded in some bytes,

can be transmitted by a low-power, low-data rate and long-range technology like LoRa [41].

It might not be possible with camera which might require the transmission of large images

size.

Moreover, as explained in Section 4.2.1, multi-purpose nodes can be used by Warim. Thus, by

equipping nodes not only with magnetometer to detect vehicles, but also by temperature, humidity

or gas sensors, Warim can be used to monitor the road state condition and the pollution in the city.

Such parameters can be useful for road maintenance. For all these reasons, WSN is a good vehicles

detection technology choice for vehicular traffic monitoring at an intersection.

4.4 From vehicular traffic monitoring to Linear Wireless Sensor
Networks

In Fig 4.1, a set of nodes are deployed on different lanes of an intersection. The topology and

architecture of WSN generally depend on the target application and the geographical area where

nodes are deployed. If we consider nodes deployed on a particular lane of an intersection, they will

form a WSN with a linear topology, or a LWSN.

The applications of LWSN are diverse, e.g. monitoring of large infrastructure such as bridges [59]

and dams [60], and border control [61]. Thus, solutions proposed in this thesis can be applied not

only to our use-case (vehicular traffic monitoring at an intersection), but also to all these applications.

In the following section, we present some challenges of Warim, the new infrastructure-free WSN

architecture proposed in this chapter for vehicular traffic monitoring at an intersection.

4.5 Challenges

As mentioned above, Warim is designed with the characteristic of ground level wireless links in mind,

but it still has to tackle some important challenges in order to optimize networking operations. It

is essential to propose a low cost solution that can be adopted by municipalities limited by financial

budget. So, it would be interesting to develop an autonomous system both in terms of energy re-

quirements and communication protocols, minimizing human intervention, which dominates the costs

related to the deployment and maintenance of WSN. Since nodes are limited in their battery capac-

ity, they are limited in their operation time. Thus, it would be interesting to take this into account

by nodes deployment and communication protocols. Some challenges related to Warim concern the

network lifetime, self-organization and self-configuration, and data collection.
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4.5.1 Network lifetime

In standard WSN, sensor nodes typically operate on a small capacity battery and are thus limited in

their active lifetime [5, 6]. It may be infeasible or expensive to change batteries in sensor nodes once

a wireless sensor network is deployed. One characteristic of a multi-hop WSN with single sink is the

convergecast traffic, i.e. the traffic in the network is oriented toward the sink. In such a network, we

have a high traffic intensity in the area close to the sink. Thus, sensors closest to the sink have a

higher transmission/reception activity and tend to die early, causing network failure. Indeed, it is well

known in the literature that the radio consumes most of the node energy for messages transmission

and reception [111]. An exciting problem in WSN is to equally distribute traffic between nodes in

the network in order to balance their energy consumption. This problem can be addressed through

suitable deployment (the number of nodes deployed in each area should be proportional to the traffic

in that area) or by designing energy-efficient communication protocols. In Warim, this problem must

be considered, particularly in the case of a WSN with linear topology.

4.5.2 Self-Organization/Self-Configuration

Network deployment and configuration are activities that increase the cost of WSN. In order to re-

duce deployment and configuration time, self-configuration protocols for different WSN applications

are proposed in the literature [62]. One of the desired properties of WSN is the self-organization of

nodes and protocols in the network. Indeed, using the wireless communication channel, nodes can

communicate to discover their neighborhood and to build a partial view of the network topology.

Because of the instability of the wireless channel, the neighborhood of a node or the network topology

is time-variant. This must be taken into account when building and maintaining the network topol-

ogy. Developing self-configuration protocols is another important challenge in WSN. A configuration

parameter of a sensor node for traffic monitoring can be its location: in Warim, the location can be

defined as the lane on which the node is deployed and its relative position with respect to the light

controller. By allowing nodes in the network to run self-configuration protocols, this reduces the de-

ployment time and subsequently the financial cost of Warim. Self-configuration protocols also reduce

the configuration error since the protocols ran by nodes can be validated before implementation in the

physical network.

4.5.3 Data collection

Due to energy constraints and due to the environment, the communication range of wireless sensor

nodes is generally limited. As shown by the results presented in Chapter 3, this is particularly true in

vehicular traffic monitoring and for Warim, where nodes are deployed at ground level. To send data

to the controller, a multi-hop approach is required, which makes routing a key service for each node

in the network. Numerous routing protocols have been proposed in the literature for WSN [65]. For

energy-efficient routing protocols, battery level of nodes and topology control are generally used for

routing decisions.

Developing an energy-efficient and reliable channel access mechanism is an important challenge in

WSN, and particularly in Warim. Indeed, nodes in Warim use an open standard like IEEE 802.15.4.
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This standard uses frequencies in the non protected ISM bands which is shared by other technologies

like Bluetooth or ZigBee. Thus, the channel access is a real challenge since communications by nodes in

Warim may be disrupted by communications in other networks deployed in the neighborhood. As we

previously mentioned, many sensors must be deployed in the area close to the light controller in order

to balance the traffic between nodes in the network. Deploying many nodes in this area makes the

communications more complex, since this increases the collision probability. Nevertheless, we believe

that the relative position of each node to the controller and the physical topology of the network could

be combined and exploited to develop energy-efficient and reliable channel access solution for nodes

in Warim.

4.6 Conclusion

In this chapter, we deal with infrastructure-free vehicular traffic monitoring at road intersections using

WSN technology. Existing infrastructure-free summarized in Section 2.4 are inaccurate in terms of

the vehicles queue length estimation, and the proposed deployments are not suitable for network

communications. In this chapter, first, we present our motivations for proposing a new infrastructure-

free WSN-based architecture for vehicular traffic monitoring at an intersection. These motivations

concern the flexibility and low-cost of WSN technology, the drawbacks of the existing architecture and

the experimental results presented in Chapter 3.

We then propose a multi-hop WSN architecture, Warim, to accurately measure the vehicles queue

length on lanes of an intersection. It is an architecture in which several nodes are deployed on each

lane, and where the maximum distance between two consecutive nodes on a lane is defined taking into

account the communication technology and the deployment environment. In the proposed architecture,

the maximum vehicle queue length that can be measured depends on the application, the environment

and the financial budget available. The data collected at the intersection by Warim can be used to

offer other services at the city level. Some examples of these services are vehicular traffic monitoring

at the city scale, vehicle classification, vehicular tracking and communications between neighboring

intersections. Finally, we discuss some challenges that can be addressed to allow Warim to satisfy

its autonomous, energy-efficient, low-cost and lightweight properties. These challenges include: i)

the network lifetime, ii) the self-organization and self-configuration of nodes and iii) data collection

mechanisms.
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Chapter 5

Sensor Deployment in Wireless Sensor
Networks with Linear Topology using
Virtual Node concept

The topology and architecture of WSN generally depend on the target application and the geographical

area where sensors are deployed. A LWSN is a special case, where the physical topology of the network

is a line. Considering Warim, the infrastructure-free and WSN-based architecture proposed in Chapter

4 for vehicular traffic monitoring at an intersection, nodes deployed on a lane of an intersection form

a LWSN.

In this chapter, we consider a LWSN in which a message generated by a sensor is forwarded in

multi-hop until the sink. In WSN in general, sensor nodes typically operate on a small capacity battery

and are thus limited in their active lifetime. It may be infeasible or expensive to change batteries in

sensor nodes once a wireless sensor network is deployed. It is therefore important to design energy-

efficient communication protocols and to optimize deployment strategies. In this chapter, we are

interested in a simple, energy-efficient and realistic deployment strategy, which can allow a network

to operate for a long time.

In a multi-hop wireless sensor network with a convergecast traffic, we observe a high traffic accu-

mulation in the neighborhood of the sink. This area constitutes the bottleneck of the network, since

the sensors deployed within it rapidly exhaust their battery. This problem can be addressed through

suitable deployment, by designing energy-efficient protocols or by considering heterogeneous energy

distribution. In this chapter, we are interested in simple, smart and realistic deployment strategies,

which can allow a network to achieve the maximum operation time. Our goal is to propose for LWSN

a deployment strategy that, while allowing the network to function as long as possible, guarantees a

communication path between each node and the sink. The deployment strategy will also take into

account messages received due to the overhearing phenomenon. We look for designing a solution that

can be implemented in a relatively short time and by an operator who has not received any complex

training.

In the remainder of this chapter, we start by presenting, in Section 5.1, the problem statement of

this chapter. In Section 5.2, we present some related work on the problem of nodes deployment in

a LWSN. In Section 5.3, we formalize the virtual node approach and Section 5.4 describes a greedy

algorithm for sensor deployment. The objective function of our greedy algorithm is to minimize the
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maximum number of operations (transmission or reception) per sensor. Section 5.5 presents analytical

performance results. In Section 5.6, we discuss how our approach can be compared to the related

work, while in Section 5.7 we consider networks in which physical sensors are heterogeneous in terms

of battery capacity. Finally, Section 5.8 concludes this chapter.

5.1 Problem statement

S2 S3 S4 S5S1 Sink

Figure 5.1: A LWSN of five sensors and one sink with convergecast traffic.

In a multi-hop LWSN with convergecast traffic (see Fig. 5.1), the amount of traffic that a sensor

has to forward significantly increases as the distance to the sink becomes smaller [97, 98]. Moreover,

sensors are more exposed to the overhearing phenomenon: a sensor can receive a message addressed

to another one. Thus, sensors closest to the sink, because of their high traffic load and their high

overhearing probability, tend to exhaust their battery early, causing network failure. This problem can

be addressed through suitable deployment, by designing energy-efficient protocols or by considering

non homogeneous energy distribution. This chapter deals with simple and energy-efficient sensors

deployment in LWSN.

One efficient solution to the previous mentioned problem is to relocate sinks [100, 101, 102]. The

idea behind these solutions is to regularly change the sink position in order to equilibrate the sensors’

energy consumption. Usually, authors find the best way to relocate sinks by determining their optimal

locations and the duration of their sojourn time. In this thesis, we are interested by a LWSN with

static sensors and sink.

Many sensors deployment solutions are proposed in the literature [103, 104, 105, 110]. In these

solutions, message receptions are not always taken into account, although transmission and reception

consume more or less the same energy. Moreover, deployment recommendations are usually expressed

in terms of distances between consecutive sensors. For a LWSN with a large number of sensors,

a solution demanding such an accuracy on the inter-node distances may be costly and difficult to

manage.

In a LWSN, an event that occurs in an area can be detected by many sensors deployed in that

area. We propose a new deployment approach in which the LWSN is divided into virtual nodes and

where consecutive virtual nodes should be wirelessly connected. An event happening within the area

covered by the virtual node can be detected by any sensor, no matter its position in the virtual node.

We then propose a greedy algorithm for calculating the number of physical sensors to deploy for a

virtual node, with as objective function to minimize the maximum traffic per sensor. In our work, we

assume that a transmission power which guarantees connectivity between consecutive virtual nodes is

used.
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The concept of virtual node or virtual sensor is not new in the field of WSN. It is particularly

used in the context of WSN programming [106, 107, 108]. In ,[107], every component represents a

processing task applied to a stream of data originated from physical sensors which are modeled as

a virtual node. In [106], a virtual node corresponds either to a data stream received directly from

sensors or to a data stream derived from other virtual sensors. In this thesis, the concept of virtual

node is used in the context of sensors deployment to reduce the complexity of the deployment.

Our solution is different from the existing ones on at least two points. First, there is no need to keep

a precise distance between sensors. Indeed, after dividing the network into virtual nodes (the number

of virtual nodes is smaller than the number of physical nodes), the position of sensors within a virtual

node is not predefined. Second, contrarily to our solution, which considers also message receptions,

the related work only account for message transmissions. This is not realistic because it is well known

that most radio modules consume almost the same energy for receptions and transmissions [48]. It is

important to note that message receptions mentioned here include receptions due to the overhearing

phenomenon. Results presented in this chapter show that, by properly selecting the number of sensors,

a simple greedy deployment can improve the network lifetime by up to 40%, when compared to the

uniform deployment.

We also propose an alternative solution, which uses heterogeneous sensors. More precisely, we

consider a network in which the battery capacities of sensors are not uniform, i.e the battery of a

sensor is proportional to its traffic load. Results show that this solution significantly improves the

network lifetime.

5.2 Related work

In a multi-hop WSN with a convergecast communication model, the sensors close to the sink have

a high transmission activity. Thus, they constitute the bottleneck of the network, since sensors are

constrained in terms of battery (limited capacity), memory (limited buffer size) and communication

capabilities (high contention). Many energy-efficient solutions have been proposed at all layers of the

communication stack, ranging from hardware design, MAC and routing protocols, and data aggrega-

tion [99]. In this thesis, we are interested in a sensor deployment strategy which could prolong the

network lifetime.

Sensor deployment strategies can be designed with different objectives in mind. For example, the

objective of the deployment can be to guarantee a balanced energy consumption of sensors in the

network. To address this problem, one can deploy more sensors close to the sink and make them

transmit at lower power levels [103, 104, 105]. In this way, sensors close to the sink transmit more

messages, but consume less energy per message. When all sensors use the same transmission power

and sensor density is high close to the sink, a message can be forwarded by a significant number of

sensors. Load-balancing can then be achieved by adopting duty-cycle scheduling [109].

The problem of sensors deployment is widely addressed in the literature [116, 117, 118, 119, 120,

121]. In [121], authors propose a hybrid differential evolution and simulated annealing (DESA) algo-

rithm for clustering and choice of cluster heads. They prolong the network lifetime by appropriately

selecting the cluster head and affecting sensors to clusters. [116] addresses the optimal deployment
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problem defined as the determination of the minimum possible number of sensors aiming to achieve

the targeted partial connected coverage, the lowest financial cost and the highest lifetime. In [120],

authors propose a novel node deployment strategy based on quasi-random method of low-discrepancy

sequences to increase the lifetime and the coverage of the network. While most of the previous work

consider 2-D or 3-D topologies, this paper focuses on LWSN, i.e. a WSN with 1-D topology. Rather

than considering a hierarchical network (like in clustered networks), we are interested by flat WSN

in which all the messages generated by sensors are forwarded in a multi-hop manner toward the sink

deployed at a network edge.

In [98], authors propose an analytic description of the traffic over a linear, randomly deployed

WSN. They evaluate the effect of the number of sensors and their distribution on network traffic.

They propose a non uniform deployment obtained through an increased network density closer to

the sink. Their results show that, given a number N of sensors, such a deployment can significantly

reduce the maximum traffic load per node compared to a uniform deployment, and hence improve

the network lifetime. However, the authors do not propose a deployment strategy or some concrete

recommendations for sensors deployment.

In [110], the problem of sensor deployment is addressed when all sensors have the same transmission

power level. Given the required lifetime of a sensor network, the energy constraint of sensors, and the

area to be covered, authors study the problem of finding the minimum number of sensors needed to

build such a network and the corresponding deployment scheme. In [103] , the authors assume that

a sensor can select the transmission power among a set of power levels. Given the energy constraint

of sensors, the problem of sensors deployment is addressed with the goal of maximizing the covered

area and the network lifetime. They formalize the deployment problem as a Mixed-Integer Linear

Programming (MILP) problem. Their results show that, by properly selecting the number of sensors,

the distance between them, and the corresponding transmission power, the WSN lifetime can be

improved by up to 30%.

Despite their performance in terms of network lifetime, a drawback of the solutions proposed

by [103, 110] is the complexity of their implementation, particularly in large LWSN. Indeed, the

deployment recommendations are expressed in terms of distances between consecutive sensors in the

network. This is not practical if the deployment must be done by a human considering a network

with a large number of sensors. In this chapter, we focus on a solution that is simple to implement,

i.e. it requires reduced deployment effort, and can at the same time improve significantly the network

lifetime compared to a uniform deployment. Another important contribution with respect to the state

of the art is that, because of the broadcast nature of the wireless communication channel, the proposed

solution takes into account messages received due to the overhearing phenomenon.

5.3 Problem description

Given a set of homogeneous sensors in terms of battery capacity, our goal is to design a simple,

energy-efficient and realistic sensor deployment that maximizes the network lifetime. In Section 5.7,

we investigate the case where sensors are heterogeneous.
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Parameter Description

N Number of sensors

Si Sensor deployed at position i, 1 ≤ i ≤ N
K Number of virtual nodes

Bk The Kth virtual node, 1 ≤ k ≤ K
λ Avg. number of messages generated per virtual node per time slot

∆ Time slot duration

p Probability for the virtual node Bi to receive messages from virtual node Bi−2 or
Bi+2

α Probability for a sensor to receive messages destined to another sensor

Esensor The sensor battery capacity

P The average transmission power

Ei Energy consumed per sensor per time slot in the virtual node Bi
τ The time required to transmit one packet

Ti The total number of transmissions from a virtual node Bi: generated and relayed
messages

ni Number of sensors in the virtual node Bi
R
ns
i Avg. number of receptions per sensor in virtual node Bi when the radio of nodes

is always on

R
os
i Avg. number of receptions per sensor in virtual node Bi when there is no over-

hearing (perfect scheduling)

R
ps
i Avg. number of receptions per sensor in virtual node Bi when the overhearing is

partial (practical scheduling)

Oi Avg. number of operations per sensor per time slot in the virtual node Bi

Table 5.1: Model Notations.

In many WSNs applications, the same event can be detected by several sensors if the network is

dense. For instance, if a WSN is deployed to monitor the vehicular traffic on a highway or on lanes

of an intersection, a vehicle might be detected at the same time by different sensors. This depends

on the average vehicle length and the distance between two consecutive nodes. Another example is

the monitoring of the status of an infrastructure like a bridge. In such application, a damage on an

area of the bridge could be detected by many sensors. Thus, rather than considering a flat network

like in related work [103, 110], we consider a network divided into virtual nodes wirelessly connected.

A virtual node represents the set of sensors deployed in a given area which can measure the same

physical phenomenon. In the related work, the deployment recommendations are expressed in terms

of distance between consecutive sensors. In our approach, once the virtual nodes are defined, the

positions of sensors in a virtual nodes are not predefined. In the next section, our hypothesis are

further detailed. Tab. 5.1 presents the list of important notations used in our model.

5.3.1 Assumptions

B1

p

......
p

BK-1
...... SinkB2 Bi-2 Bi-1 Bi Bi+1Bi+2 BK

1 1

Figure 5.2: Network Model.
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We consider a set of N sensors {S1, · · · , SN} deployed in a 1D space to monitor a phenomenon.

We assume that the area to be monitored is covered by K virtual nodes {B1, · · · , BK}, as presented in

Fig. 5.2. We also assume that the sink is a single node which corresponds to the virtual node BK+1.

In our work, we assume that consecutive virtual nodes are connected, in order to guarantee that a

message generated in a virtual node can be received by the sink. However, note that this assumption

does not imply that physical nodes use homogeneous power levels, since the physical distance between

nodes is not necessarily uniform, and several physical nodes can form a virtual node.

An event happening in an area can be detected by many sensors. We consider that, for each event

detected by a virtual node, only one message will be generated, as a result of a cooperation algorithm

executed by sensors of the same virtual node. This cooperation algorithm also equally distributes to

the nodes in Bi the traffic coming from Bj , j < i. We also assume that sensors can run a ranking

algorithm (see Chapter 6) to determine the relative position of each sensor to the sink. Such an

algorithm allows sensors to compute the virtual node index in which they are deployed.

5.3.2 Connectivity model and traffic pattern

We assume a multi-hop LWSN with a convergecast communication model, i.e data from all sensors

are forwarded toward the sink located at position K + 1. Unlike a distributed peer-to-peer wireless

network, the traffic load is highly asymmetric, i.e. sensors closer to the sink have a heavier relay load.

We assume a wireless connectivity between consecutive virtual nodes, Bi and Bi+1. We also assume

that a sensor in the virtual node Bi can communicate with sensors in Bi+2 or Bi−2 with probability p

(see Fig. 5.2). We consider a shortest path routing protocol [112]. Thus, a packet transmitted by Bi

and received by Bi+1 and Bi+2 is forwarded by Bi+2. We denote by λ the average number of messages

generated from a virtual node per time unit (∆). Typically, λ is application dependent and represents

the average number of events detected by a virtual node during a time slot. We denote by Ti the total

number of transmissions (messages generated or relayed) of virtual node Bi per time unit. This traffic

(Ti) comes from three different sources:

• λ: messages generated by the virtual node Bi itself

• (1− p) · Ti−1: messages relayed by Bi from Bi−1

• p · Ti−2: messages relayed by Bi from Bi−2.

Thus, the traffic load of virtual node Bi is given by Eq. 5.1.

Ti =


λ, if i = 1
(2− p) · λ, if i = 2
p · Ti−2 + (1− p) · Ti−1 + λ, if 2 < i ≤ K

(5.1)

Eq. 5.1 is a recurrence equation whose solution is given by Eq. 5.2.

Ti = β + γ · (−p)i +
λ · i
p+ 1

,∀i, 1 ≤ i ≤ K (5.2)

In Eq. 5.2, β and γ are constants calculated from T1 and T2 (see Eq. 5.1). Thus, β = p·λ
(p+1)2

and

γ = − p·λ
(p+1)2

. The traffic load in the virtual node Bi,1≤i≤K is thus given by Eq. 5.3.

Ti =
λ

p+ 1
·
[

p

p+ 1
+

(−p)i+1

p+ 1
+ i

]
,∀i, 1 ≤ i ≤ K (5.3)
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Thanks to the scheduling algorithm used, we assume a uniform distribution of traffic between sensors

in a given virtual node. The average number of transmissions per sensor in the virtual node Bi, which

contains ni sensors, is:

T i =
Ti
ni
,∀i, 1 ≤ i ≤ K (5.4)

5.3.3 Number of operations per sensor

In a WSN, a sensor consumes energy during data sensing and processing, and through its radio for data

transmission and reception. It is well known that the radio generally consumes most of the energy of

the sensor [111]. In this chapter, we denote as energy-consuming operations only the transmission and

the reception of a packet. Thus, the number of operations executed by a sensor is the total number of

messages sent and received by that sensor. The total number of operations per virtual node is equal

to the number of operations of all the sensors which form the virtual node. But, since our goal is to

maximize the sensor lifetime, in this section, we focus on the number of operations per sensor. We

have already seen that the average number of transmissions per sensor deployed in a virtual node is

given by Eq. 5.4.

A sensor may receive a message destined to another sensor: it is the overhearing phenomenon

[113]. Therefore, the number of receptions observed by a sensor depends on the scheduling algorithm

used. We assume in this chapter that the goal of the scheduling algorithm is to determine the time at

which a sensor must switch its radio on or off. Thus, a perfect scheduling is when a sensor switches its

radio on only when it has a message to send or to receive. In order to model the number of receptions

per sensor per time period, different cases are considered in the following:

• No scheduling, where sensors keep their radio always on and ready to transmit/receive

• Optimal Scheduling, where the overhearing is eliminated by a perfect scheduling.

• Practical Scheduling, where the overhearing is partially, but not totally, eliminated.

5.3.3.1 Case 1: No scheduling

We assume here that each sensor maintains its radio on all the time. In such a situation, a sensor will

receive all transmissions in its communication range. This includes transmissions from neighboring

virtual nodes and from the virtual node to which the sensor belongs. For a virtual node Bi, 1 ≤ i ≤ K,

there are two sources of messages:

We assume here that each sensor maintains its radio on all the time. In such a situation, a sensor

will receive all transmissions in its communication range. This includes transmissions from neighboring

virtual nodes and from the virtual node to which the sensor belongs. For a virtual node Bi, 1 ≤ i ≤ K,

there are two sources of messages:

• Receptions from neighboring virtual nodes: this concerns transmissions from virtual nodes

Bi−2, Bi−1, Bi+1 and Bi+2. This quantity is equal to p · Ti−2 + Ti−1 + Ti+1 + p · Ti+2, since

we assume that a sensor in a virtual node Bi can always receive transmissions from virtual

nodes Bi1 and Bi+1, and it can communicate with virtual nodes Bi2 and Bi+2 with a probability

p. We define Ti = 0 for i < 1 and i > K
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• Messages transmitted by other sensors in the same virtual node: Ti − Ti
ni

. Indeed, for a traffic

load Ti in virtual node Bi, the average number of transmissions for a given sensor Sj is given by

Eq.5.4. Then, the remaining messages
(
Ti − Ti

ni

)
will be transmitted by other sensors. Sensor

Sj will also receive these messages, since we assume each sensor continuously maintains its radio

on.

The total number of receptions is then given by Eq. 5.5.

R
ns
i = p · Ti−2 + Ti−1 + Ti+1 + p · Ti+2 + Ti −

Ti
ni

(5.5)

Under the assumption of the radio always on, the average number of operations per sensor per

time unit in a virtual node Bi is the sum of transmissions (Eq. 5.4) and receptions (Eq. 5.5) per

sensor and is expressed by Eq. 5.6.

Oi = T i +R
ns
i =

Ti
ni

+ p · Ti−2 + Ti−1 + Ti+1 + p · Ti+2 + Ti −
Ti
ni

= p · Ti−2 + Ti−1 + Ti+1 + p · Ti+2 + Ti

(5.6)

From Eq. 5.6, an interesting property appears: the average number of operations per sensor per

time unit is independent of the number of sensors deployed in the virtual node. Thus, a simple solution

is to consider the same number of sensors per virtual node; this corresponds to a uniform deployment.

Under the assumption of the radio always on, the optimal solution is to deploy one sensor in each

virtual node, since it is useless to deploy more sensors in a virtual node.

5.3.3.2 Case 2: Optimal scheduling

We assume in this section an optimal scheduling algorithm where a sensor is able to switch its radio

on only when there is a message to forward, or only when it has a new message to transmit. If such a

scheduling algorithm is used, there will be no overhearing and the messages received by a sensor will

be only those it needs to relay for the previous virtual nodes. The traffic relayed by sensors in the

virtual node Bi is Ti − λ. Since we assume a uniform distribution of this traffic among sensors in the

virtual node Bi, the average number of receptions per sensor is given by Eq. 5.7.

R
os
i =

Ti − λ
ni

(5.7)

Thus, the average number of operations per sensor per time unit is the sum of transmissions (Eq.

5.4) and receptions (Eq. 5.7) and is given by Eq. 5.8.

Oi = T i +R
os
i =

Ti
ni

+
Ti − λ
ni

=
2 · Ti − λ

ni
(5.8)

From Eq. 5.8, we observe that, when the number of sensors ni increases, Oi decreases. Thus by

increasing the number of sensors deployed in a virtual node, the network functioning time increases

too.

From Eq. 5.8, we observe that, when the number of sensors ni increases, Oi decreases. Thus by

increasing the number of sensors deployed in a virtual node, the network functioning time increases

too.
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5.3.3.3 Case 3: Practical scheduling

In a wireless network, because of multiple constraints (environment, hardware, communication tech-

nology, etc), scheduling algorithms [113, 114, 115] are not perfect. A sensor may receive a message

addressed to another one: this is the overhearing phenomenon. Thus, if we consider a particular

sensorSj deployed in the virtual node Bi, in addition to the messages transmitted by previous virtual

nodes and relayed by Sj , Sj may receive other transmissions in its communication range. We model

this effect by a parameter α. This parameter represents the ratio of messages transmitted in the

communication area of a sensor Sj , not addressed to Sj , but received by Sj . In the following, α will

be denoted as the overhearing ratio. To calculate the total number of messages that Sj can receive

due to the overhearing phenomenon, the following components must be considered:

In a wireless network, because of multiple constraints (environment, hardware, communication

technology, etc), scheduling algorithms [113, 114, 115] cannot be perfect. A sensor may receive a

message addressed to another one: this is the overhearing phenomenon. Thus, if we consider a

particular sensor Sj deployed in the virtual node Bi, in addition to the messages transmitted by

previous virtual nodes and relayed by Sj , Sj may receive other transmissions in its communication

range. We model this effect by a parameter α. This parameter represents the ratio of messages

transmitted in the communication area of a sensor Sj , not addressed to Sj , but received by Sj . In the

following, α will be called the overhearing ratio. To calculate the total number of messages that Sj

can receive due to the overhearing phenomenon, the following components must be considered:

• Messages transmitted (generated or relayed) by sensors in the virtual node Bi−1, but relayed by

sensors in the virtual node Bi+1

R
rsnr
i = p · Ti−1 (5.9)

• Messages transmitted (generated or relayed) by previous virtual nodes, relayed by sensors in the

virtual node Bi, but a different node from Sj

R
rsr
i = (Ti − λ)− Ti − λ

ni
=

(Ti − λ) · (ni − 1)

ni
(5.10)

• Messages transmitted by other sensors in the virtual node Bi:

R
rsc
i = Ti −

Ti
ni

= Ti ·
ni − 1

ni
(5.11)

• Messages transmitted by sensors in virtual nodes Bi+1 and Bi+2:

R
rsf
i = Ti+1 + p · Ti+2 (5.12)

Thus, the number of messages received by sensor Sj due to overhearing is defined by Eq. 5.13.

R
o
i = α · (Rrsri +R

rsnr
i +R

rsf
i +R

rsc
i )

= α ·
[

(Ti − λ) · (ni − 1)

ni
+ p · Ti−1 + Ti+1 + p · Ti+2 + Ti ·

ni − 1

ni

]
= α ·

[
(2 · Ti − λ) · (ni − 1)

ni
+ p · Ti−1 + Ti+1 + p · Ti+2

] (5.13)
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To obtain the total number of receptions of Sj , we also consider the messages transmitted from

previous virtual nodes and relayed by Sj (see Eq. 5.7). Eq. 5.14 gives the average number of receptions

per sensor deployed in a virtual node Bi.

R
ps
i = R

os
i +R

o
i

=
Ti − λ
ni

+ α ·
[

(2 · Ti − λ) · (ni − 1)

ni
+ p · Ti−1 + Ti+1 + p · Ti+2

]
(5.14)

The average number of operations per sensor per time unit is then given by the Eq. 5.15.

Oi = T i +R
ps
i

=
Ti
ni

+
Ti − λ
ni

+ α ·
[

(2 · Ti − λ) · (ni − 1)

ni
+ p · Ti−1 + Ti+1 + p · Ti+2

]
=

(2 · Ti − λ)

ni
+ α ·

[
(2 · Ti − λ) · (ni − 1)

ni
+ p · Ti−1 + Ti+1 + p · Ti+2

] (5.15)

Note that, the optimal scheduling corresponds to the case α = 0, whereas no scheduling scenario

corresponds to the case α = 1. It is also important to note that Oi decreases when ni increases. But

when ni is very large: Oi ≈ O
∗
i = α · (2 ·Ti−λ+ p ·Ti−1 +Ti+1 + p ·Ti+2). Thus, if ni = n∗i (Oi ≈ O

∗
i )

then, it is useless to deploy more than n∗i sensors in the virtual node Bi, since this will not improve

the lifetime of sensors in Bi.

5.3.4 Problem formulation

Given N sensors that form K virtual nodes, our goal is to find the number ni of sensors in virtual node

Bi, 1 ≤ i ≤ K, such that
∑K

i=1 ni = N , and which minimizes the maximum number of operations

executed by a sensor. Formally, the problem can be formulated as:

minimize max
1≤i≤K

Oi (5.16)

subject to the following constraints:

K∑
i=1

ni = N (5.17)

ni ≥ 1, i = 1, · · · , N (5.18)

Eq. 5.16-5.18 define a mixed-integer nonlinear programming problem. In the following section, given

the number N of sensors, we propose a greedy algorithm to calculate, for each virtual node Bi, the

value of ni.

5.4 Deployment algorithm

We assume in this work that a sensor is declared dead when it exhausts its battery. We assume a

uniform load distribution within a virtual node. This means that all sensors in the same virtual node

will die approximately at the same time. Thus, we define the network lifetime as the time until all

sensors in a virtual node die (or, equivalently, until the first sensor dies). The network lifetime is

maximized by reducing as much as possible the traffic load per sensor. The problem addressed in this

chapter can be formulated as follows: given N sensors forming K virtual nodes, how many sensors

66
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2020LYSEI050/these.pdf 
© [R. Domga Komguem], [2020], INSA Lyon, tous droits réservés



should be deployed in each virtual node in order to maximize the network lifetime? Hereafter, the

average number of operations per sensor per time unit in the virtual node Bi is denoted Oi (see Eq.

5.15). We propose in Algorithm 5.1 a greedy approach to compute the number of sensors to deploy in

each virtual node. Recall that, in each virtual node, we will have at least one sensor, for connectivity

Algorithm 5.1 Deployment algorithm

Input: N,K, λ, α, p,N ≥ K
Output: ni, 1 ≤ i ≤ K,ni ≥ 1,

∑K
i=1 ni = N

1: for Each virtual node Bi do
2: calculate Ti using Eq. 5.3
3: end for
4: ni ← 1, 1 ≤ i ≤ K
5: remaining sensors← N −K
6: while remaining sensors 6= 0 do
7: for Each virtual node Bi do
8: calculate Oi using Eq. 5.15
9: end for

10: I ← {i|Oi = maxj Oj}
11: i← max{I}
12: ni ← ni + 1
13: remaining sensors← remaining sensors− 1
14: end while

and sensing purposes. That is why the number N of sensors is greater than or equal to the number

K of virtual nodes. Initially, one sensor is assigned to each virtual node (Line 4) and the remaining

sensors are iteratively deployed. At each iteration, one sensor is added to the virtual node which has

the highest Oi. If more than one virtual node have the maximum number of operations per sensor

per time unit, the one with the highest index is selected (Lines 10-11): it is the one which is closest

to the sink. Indeed, the traffic is highest as the virtual node is closer to the sink. The consequence of

adding a sensor to a virtual node Bi is the reduction of the average number of operations per sensor

per time unit in that virtual node. Since our objective is to propose a deployment which minimizes

the maximum number of operations per sensor, the problem can be decomposed in a series of sub-

problems, which are optimally solved iteratively by the greedy Algorithm 5.1, resulting in an optimal

general solution.

At the beginning of this algorithm, the traffic of each virtual nodes is calculated. We assume

that, for a virtual node Bi, Ti is calculated in O(K) basic CPU operations (addition, subtraction,

etc.). Thus, calculating this value for all virtual nodes is done in O(K2). In the iterative part of the

algorithm, at each iteration, the average number of operations per sensor per virtual node is calculated.

This processing can be done in O(K). Since the goal of the iterative part of the deployment algorithm

is to find the virtual node in which each of the NK (since initially one sensor is deployed per virtual

node) virtual nodes will be deployed, the iterative part of our algorithm can be executed in O(N ·K).

Thus, the result of the deployment is computed in O(K2 + N ·K). Even for a large network with a

high number of sensors, it is possible to rapidly obtain the number of sensors which forms each virtual

node, since this algorithm can be executed on a computer with good performance, and not on the

nodes themselves.
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5.5 Analytical results

In this section, we present analytical results concerning the virtual node-based approach proposed in

this thesis. These results concern the greedy deployment described by Algorithm 5.1 and a simple

uniform deployment. In the latter one, the same number of sensors are deployed in all virtual nodes.

Firstly (see Section 5.5.2), we compare the two deployments in terms of sensors distribution for different

parameters. Secondly (see Section 5.5.3), the two deployments are compared in terms of network

lifetime. In this thesis, we define the network lifetime as the time until the first sensor exhausts its

energy. The next section describes the evaluation parameters.

5.5.1 Evaluation parameters

Without loss of generality, we assume that the average output power is Pt = 61.9 mW , which is the

maximum transmission power of the radio used by Tmote Sky [103]. We also assume that each sensor

has the same battery capacity of Enode = 5 Ah. If we assume a packet size of 128 Bytes and a data

rate of 250 kbps, the time τ to transmit one packet is equal to 4.096 ms. Thus, Ei, the average energy

consumed by a sensor in the virtual node Bi per time unit is defined by Eq. 5.19.

Ei = Oi · τ · P (5.19)

Tab. 5.2 summarizes the values of parameters we use to obtain numerical results.

Parameter Description Value

Enode The sensor battery capacity 5 Ah

Pt Average transmission power 61.9 mW

τ Time to transmit one message 4.096 ms

∆ Time slot duration 5 s

λ Avg. number of messages generated per virtual
node per time slot

1 message

Table 5.2: Evaluation parameters.

5.5.2 Spatial nodes distribution

Fig. 5.3 presents the sensors distribution obtained by a uniform deployment and the greedy Algorithm

5.1. It gives the number of sensors forming each virtual node as a function of the virtual node position

and the overhearing ratio (α) when we consider N = 30 sensors to deploy in a network of K = 10

virtual nodes. Note that, when the number of virtual nodes is 10, the sink is deployed alone in a

particular virtual node (not represented in Fig. 5.3) at the position K + 1. Fig. 5.3a and 5.3b are for

p = 0 and p = 0.5 respectively (p being the probability of a sensor in the virtual node Bi to receive

messages from Bi−2 or Bi+2).

With the greedy deployment proposed by Algorithm 5.1, we observe that there is always a virtual

node Bi∗ which receives the highest number of sensors. The position of this virtual node depends on

p and is independent of α. When p = 0.0, B9 is the bottleneck of the network (highest traffic) and

receives the maximum number of sensors (Figure 5.3a). Indeed, unlike sensors in B10 which receive

messages only from the left side, sensors in B9 receive messages from both the left and the right side.
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Figure 5.3: Number of nodes deployed in each virtual node: N = 30,K = 10.

When p = 0.5 (Fig. 5.3b), the virtual node B8, which receives messages from “two-hop” virtual nodes,

becomes the bottleneck of the network and is assigned the maximum number of sensors. For other

virtual nodes which are farther from the sink than Bi∗, the number of sensors deployed in a virtual

node increases linearly as a function of the virtual node index.

When only transmissions are considered, like in most of the related work, the last virtual node of

the network will always receive the maximum number of sensors. Since we consider transmissions and

receptions of messages, our results show a different trend. In Fig. 5.3, we also observe that, when the

overhearing ratio (α) increases, the number of sensors deployed in the virtual node Bi∗ increases too.

Indeed, the traffic is highest in this virtual node and a high value of α results in a high number of

receptions.

In summary, when the overhearing ratio is not taken into account (α = 0), the number of sensors

per virtual node is almost a linear increasing function of the virtual node index. When the overhearing

is taken into account (α > 0), the number of sensors deployed per virtual node increases until a virtual

node Bi∗ which receives the highest number of sensors, and then drastically decreases. The position

of Bi∗ depends on p. If p = 0, Bi∗ = BK−1 and when p > 0, Bi∗ = BK−2.

5.5.3 Lifetime: Comparison with uniform deployment

In a uniform deployment, the same number of sensors is deployed in all virtual nodes. We consider as

our baseline the network lifetime LT (uniform) obtained with such a deployment. Since we assume that

the traffic is balanced between sensors in a virtual node, the lifetime of a virtual node is equal to the

average lifetime of sensors deployed in that virtual node. We denote by Emax = max {Ei|i = 1, · · · ,K}
the maximum energy consumed by a sensor per time unit in the network. Recall that Ei is the energy

consumption rate per sensor in the virtual node Bi (see Eq. 5.19). If Enode is the initial energy of a

sensor, for a given deployment, the lifetime of the network will be equal to Enode
Emax

·∆.

5.5.3.1 The lifetime of the greedy and uniform deployment

Fig. 5.4 presents the lifetime of the greedy and the uniform deployment when p = 0 and α = 0 (Fig.

5.4a), p = 0.5 and α = 0 (Fig. 5.4b), p = 0 and α = 0.1 (Fig. 5.4c) and p = 0.5 and α = 0.1 (Fig.

69
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2020LYSEI050/these.pdf 
© [R. Domga Komguem], [2020], INSA Lyon, tous droits réservés



10 30 50 70 90 110 130 150 170 190
Number of deployed nodes

5.00

10.00

15.00

20.00
Li
fe
ti
m
e
 (
Y
e
a
r)

Lifetime in Years: K = 10, p = 0.0, and α = 0.0

Greedy

Uniform

(a) p = 0, α = 0

10 30 50 70 90 110 130 150 170 190
Number of deployed nodes

5.00

10.00

15.00

20.00

Li
fe
ti
m
e
 (
Y
e
a
r)

Lifetime in Years: K = 10, p = 0.5, and α = 0.0

Greedy

Uniform

(b) p = 0.5, α = 0

10 30 50 70 90 110 130 150 170 190
Number of deployed nodes

0.50

1.00

1.50

2.00

2.50

3.00

3.50

Li
fe
ti
m
e
 (
Y
e
a
r)

Lifetime in Years: K = 10, p = 0.0, and α = 0.1

Greedy

Uniform

(c) p = 0, α = 0.1

10 30 50 70 90 110 130 150 170 190
Number of deployed nodes

1.00

1.50

2.00

2.50

3.00

3.50

Li
fe
ti
m
e
 (
Y
e
a
r)

Lifetime in Years: K = 10, p = 0.5, and α = 0.1

Greedy

Uniform

(d) p = 0.5, α = 0.1

Figure 5.4: Impact of the number of nodes on the lifetime for different values of α and p.

5.4d). The results presented in this figure show that the greedy deployment, in terms of lifetime,

outperforms the uniform one. Indeed, in the greedy deployment, more sensors are deployed in virtual

nodes with higher load while, in the uniform deployment, the same number of sensors are deployed in

all virtual nodes, no matter their relative position to the sink.

When overhearing is not taken into account (Fig. 5.4a and 5.4b), we observe a significant increase

in lifetime (more than 20 years) compared to a network with an overhearing ratio of 0.1 (about

3.5 years). This means that, if we are able to use a perfect activity scheduling which reduces the

overhearing, the network lifetime can increase significantly. Of course, this perfect scheduling would

most likely require some supplementary control traffic which is not considered in our study.

In Fig. 5.4, the lifetime increases with the number of sensors. Increasing the total number of

sensors in the network means to increase the number of sensors deployed per virtual node, both for

the greedy and the uniform deployment. A direct consequence of increasing the number of sensors per

virtual node is the reduction of the average number of transmissions per sensor, and thus prolonging

the network lifetime. When the value of p increases, the lifetime increases too. Indeed, since we

assume a shortest-path routing, a high value of p means a high probability for sensors in virtual node

Bi to relay traffic from Bi−2. Thus, by increasing the value of p, the amount of traffic relayed by Bi

from Bi−1 is reduced (See Eq. 5.1).

When α = 0, the average number of operations per sensor per time unit tends to 0 (see Eq. 5.15)
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when the number of sensors deployed in the virtual node is very large. That is why, in Fig. 5.4a-5.4b,

the lifetime is a strictly increasing linear function of the number of sensors. On the other hand, when

overhearing is taken into account (α > 0), the number of operations per node per time unit ∆ in the

virtual node Bi when the number of sensors is very large tends to α ·(2 ·Ti−λ+p ·Ti−1 +Ti+1 +p ·Ti+2).

Thus, when this limit is reached, it is useless to deploy more sensors. That is why, in Fig. 5.4c-5.4d, we

observe a threshold which is asymptotically reached starting from a given number of sensors. We can

also notice in this figure that the gap between the lifetime of the greedy and the uniform deployment is

reduced when more sensors are deployed. Indeed, the greedy deployment rapidly reaches the maximum

lifetime compared to the uniform deployment.

5.5.3.2 The lifetime gain of the greedy deployment
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Figure 5.5: Normalized lifetime, impact of the number of sensors

To illustrate how much the network lifetime could be extended when using the greedy Algorithm

5.1 rather than a simple uniform deployment, we normalize the lifetime of the greedy deployment by

that of the uniform one. Thus, we use as metric the ratio r expressed by Eq. 5.20.

r =
LT (greedy)

LT (uniform)
(5.20)

Fig. 5.5 shows, for different values of α, the normalized lifetime of the network as a function of the

number of sensors when the number of virtual nodes (K) is equal to 10. We consider the cases p = 0

and p = 0.5 in Fig 5.5a and 5.5b, respectively.

The normalized lifetime decreases when α increases. When there is no overhearing (α = 0), the

normalized lifetime increases continuously and when N ≥ 70, we observe an improvement of the

lifetime greater than 80% compared to a uniform deployment. When there is no scheduling (α = 1),

i.e. all sensors always keep their radio on, the solution obtained with the greedy algorithm is equivalent

to that given by a uniform deployment. This observation is consistent with our model and hypothesis,

since Eq. 5.6, which expresses the average number of operations per node per time unit in a virtual

node, shows that, when α = 1, Oi is independent of the number of sensors deployed in the virtual

node Bi.
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When 0 < α < 1, we observe, in Fig. 5.5, a significant decrease of the performance compared to

the case α = 0. Nevertheless, the lifetime of the uniform deployment can be improved by up to 40%

(Fig. 5.5a, p = 0) or 30% (Fig. 5.5b, p = 0.5), depending on the overhearing ratio. As expected,

increasing the overhearing ratio (α) also increases the number of receptions and internal interferences

in the network, and then reduces the lifetime of the network. We highlight that, from a given number

of sensors, the performance of the greedy deployment compared to the uniform deployment starts

decreasing. Indeed, as presented in the Fig. 5.4, from a given number of sensors, our greedy deployment

reaches its maximum lifetime, while the lifetime of the uniform deployment still increases, and thus,

the gap between the greedy and the uniform deployment is reduced.
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Figure 5.6: Impact of α: K = 10 and p = 0.5

Fig. 5.6 presents the normalized network lifetime as a function of α and the number of deployed

sensors. When the overhearing phenomenon is taken into account (i.e. α > 0), the gain (compared a

deployment with α = 0) is reduced. Thus, when designing a deployment strategy or when evaluating

the performance of communication protocols, it is important to take into account all messages that

can be received by sensors. For values of α close to 1, the greedy deployment is equivalent (or close)

to a uniform deployment in terms of network lifetime.

5.5.3.3 Impact of the network length
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Figure 5.7: Impact of the network length (K) for a network of N = 200 sensors.
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Fig. 5.7 shows the impact of the network length, in terms of the number of virtual nodes. For a

given number of sensors (N = 200), this figure shows the impact of the network length (K) and the

overhearing ratio (α) on the deployment proposed in this paper. It is important to note in this figure

that we consider only values of K less than N and multiple of N (K < N). For K = N , we will have

1 sensor per virtual node and a normalized lifetime of 1. Results presented in this figure show that

the gap between the greedy deployment and the uniform one increases with K (K < N). Indeed, by

increasing the K value, the overall network traffic in the network increases too, and particularly in

virtual nodes close to the sink. However, considering a uniform deployment, increasing the network

length while keeping a constant number of sensors (as it is the case here) reduces the number of sensors

to form each virtual node. A direct consequence is a negative impact on the network lifetime of the

uniform deployment. It is not the case for the greedy deployment, since this algorithm deploys sensors

in virtual nodes taking into account network traffic in each area.

5.5.4 Residual energy
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Figure 5.8: Residual energy per sensor as function of the virtual node: K = 10, N = 30.

Considering a LWSN organized in K = 10 virtual nodes, we present in this section the residual

energy of sensors per virtual nodes at the end of the network functioning. In Fig. 5.8, results are

given for N = 30, p = 0 (Fig. 5.8a), p = 0.5 (Fig. 5.8b) and for different values of α. As in the

previous results, note in this figure that the sink is deployed at position K+1 ( i.e. virtual node index

11). An important observation concerning the results presented in this figure is the highest residual

energy of sensors for the uniform deployment. While the same number of sensors are deployed in each

virtual nodes with the uniform deployment, our greedy deployment deploys more sensors in the area

close to the sink. Thus, for virtual nodes far from the sink, the traffic per sensor is lower for the

uniform deployment, since it deployed more sensors compared to the greedy deployment proposed in

this chapter. This results in lower energy consumption for these sensors in the case of the uniform

deployment compared to the greedy one.
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5.5.5 Impact of the sink position

So far, we assumed that the sink is deployed at position K+1. In this section, we evaluate the impact

of the sink position on the network lifetime considering the uniform deployment as well as the greedy

one proposed in this paper. We vary the sink position from 0 to K + 1.
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Figure 5.9: Lifetime of the uniform and greedy deployments as function of the sink position: K =
10, α = 0.1, N = 30.

Figure 5.9 shows the lifetime of the network considering the uniform and greedy deployments as

function of the sink position. We consider a network formed of 10 virtual nodes, 30 sensors and

α = 0.1. Results are shown for p = 0 (Fig. 5.9a) and p = 0.5 (Fig. 5.9b). From the network traffic

point a view, the sink deployed at position 0 or K + 1 corresponds to the configuration considered in

the previous section and gives the same network lifetime. But, by deploying the sink at a different

position than the network edges, the among of traffic forwarded by the closest neighbors of the sink

is reduced. And, as shown in Fig. 5.9, the optimal position is the middle of the network.

5.6 Comparison to related work

In this section, we compare the deployment strategy proposed in this thesis to the one proposed in

[103]. In the following, the solution proposed in this thesis will be denoted as virtual node-based

and the one proposed in [103] as distance-based. Since these two approaches are quite different, it is

not easy to provide a fair comparison. In the following section, we start by describing the solution

proposed by [103]. We assume in this section that the sink is in the virtual node BK+1.

5.6.1 Distance-based deployment

In [103], the deployment is formulated as a Mixed-Integer Linear Programming (MILP) problem. In

their formulation, the authors denote by di the distance between sensors Si and Si+1, and Rj the

communication range when the transmission power Pj is used. For each sensor Si, m binary variables

(xi1, xi2, · · · , xij , · · · , xim) are defined to denote the assignment of power level for Si. Thus :

m∑
j=1

xij = 1 (5.21)
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di =
m∑
j=1

xij ·Rj (5.22)

The authors assume that Si relays all the messages from Si−1. If µ is the number of messages generated

by a sensor per time unit, the number of operations (transmissions only, since in [103] receptions are

not taken into account) per sensor per time unit is defined by Eq. 5.23.

O
(r)
i = µ · i (5.23)

If we consider receptions and the overhearing phenomenon, as in this chapter, the number of operations

per sensor per time unit is now equal to:

O
(r)
i = µ · (i− 1 + i+ α · (i+ 1)) = µ · (2 · i+ α · (i+ 1)− 1) (5.24)

The energy consumed by Si per time slot is then equal to:

Ei = O
(r)
i · τ ·

 m∑
j=1

xij · Pj

 (5.25)

The objective function in [103] is given by:

minimize max{Ei|i = 1, · · · , N} (5.26)

subject to the following constraint:

N∑
i=1

xij · di ≥ L (5.27)

where L is the initial network length, a parameter defined in [103]. We use the CPLEX software

package to find the optimal solution to this problem. It is important to note here that, in the solution

provided by the solver, the total area covered by sensors is larger than L (see Eq. 5.27). In the

following, we denote by Lsimulated the (final) length of the network provided by the solver.

In our work, we form a network of virtual nodes and we propose a greedy algorithm which calculates

the number of sensors to deploy in each virtual node. The MILP problem proposed by [103] and

described in this section (Eq. 5.26-5.27) considers a flat network and expresses the deployment results

in terms of distance between consecutive nodes.

5.6.2 Comparison framework

To provide a fair comparison, we use the same parameter values as the ones used in [103] to solve

the problem described by Eq. 5.26 and 5.27. In our virtual node-based approach, we assume as the

average transmission power Pt, the maximum power level used in the distance-based approach. Thus,

the area covered by a virtual node is of length Rmax, the transmission range when the maximum

transmission power is used. Since [103] assumes that Si relays all traffic from Si−1, we set p = 0, i.e

communications are not allowed between virtual nodes Bi and Bi+2.

In the virtual node-based and the distance-based approaches, traffic models are different. In our

evaluation, we guarantee the same average messages generation per sensor in both approaches. If,
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Parameter Distance-based Virtual node-based

Communication range Rmin to Rmax Rmax
Number of virtual nodes – K = dLsimulateRmax

e
Messages generation rate µ per node µ ·N · Rmax

Lsimulated
per virtual node

Table 5.3: Virtual node-based and distance-based comparison parameters.

for the distance-based approach, µ is the average number of messages generated per sensor per time

slot, the total number of messages generated in the network of length Lsimulate per time slot is µ ·N ,

where N is the total number of sensors. Thus, in our virtual node-based approach, we assume that λ,

the average number of messages generated per virtual node per time slot is equal to µ ·N · Rmax
Lsimulated

.

Comparison parameters are summarized in Table 5.3.

5.6.3 Comparison results
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Figure 5.10: Network lifetime of Distance-Based and Virtual node-Based deployment: L = 5 km.

Fig. 5.10 presents the lifetime of the network for distance-based and virtual node-based deploy-

ments. In Fig. 5.10a, only transmissions are considered, while Fig. 5.10b also takes into account

receptions with and overhearing ratio of 0.2 and 0.8. In the evaluations, we assume that ∆ = 1 minute

and µ = 1/∆. As it might be expected, considering messages reception (Fig. 5.10b), the lifetime is

divided by more than two compared to the model in which only transmissions are taken into account

(Fig. 5.10a). When receptions are not considered ( Fig 5.10a), the virtual node-based approach gives

better performance compared to the distance-based one. This advantage of the virtual node-based

approach is also noticed for low and medium overhearing (α = 0.2 in Fig. 5.10b). In the virtual

node-based approach, all sensors use the maximum power level. Thus, sensors are more exposed to

the overhearing phenomenon. That is why, in Fig 5.10b, the distance-based approach gives better

performance when α = 0.8.

When the number of sensors in the network increases, the lifetime of the two approaches decreases.

Indeed, deploying more sensors in the network has an impact on the two approaches. For the distance-

based solution, this increases the traffic in the network (since each node generates messages) and the

network length. When the network length increases, the number of virtual nodes increases too.
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Moreover, increasing the sensors density allows more sensors in the distance-based approach to use

lower power level. That is why we observe a reduction of the gap between the two approaches in Fig.

5.10.

In Fig. 5.10, we observe a significant increase of the performance of our virtual node-based approach

at some particular values of N . This is an artifact of the discrete power level model used in [103],

where 6 power levels are possible. By increasing the number of sensors, smaller power levels are used

with the distance-based approach. Thus, when a sufficient number of sensors is deployed, all sensors

use the next lowest power level [103]. At these points, the resulting network length Lsimulated is almost

equal to L, which reduces the number of virtual nodes and favors our solution.

5.7 Investigating the case of heterogeneous sensors

In the previous sections, we assumed we have a large number of homogeneous sensors. We divided

the network into virtual nodes and then we proposed a greedy algorithm to compute the number of

sensors to deploy in each virtual node in order to extend the network lifetime. In this section, the

network is still divided into virtual nodes, but only one sensor is deployed into each virtual node.

We assume that sensors are heterogeneous in terms of battery capacity, and our goal is to find the

battery capacity to assign to a given virtual node, taking into account its traffic, in order to extend

the network lifetime.

5.7.1 Problem formulation

We assume that we have an energy budget Enet, and our goal is to distribute this energy to all sensors,

in order to maximize the network lifetime. We assume in this section that one sensor is deployed in

each virtual node (i.e. K = N). If we replace ni = 1 in Eq. 5.15, we will have a new model of the

average number of operations per sensor per time unit, defined by the Eq. 5.28:

Oi = (2 · Ti − λ) + α ·
[
p · Ti−1 + Ti+1 + p · Ti+2

]
(5.28)

We denote by ξi the energy assigned to virtual node Bi. Since Ei (Eq.5.19) is the energy con-

sumption rate of the virtual node Bi, the lifetime of this virtual node, LT
(energy)
i , is defined by Eq.

5.29:

LT
(energy)
i =

ξi
Ei

(5.29)

If we define the network lifetime (LT ) as the time until the first virtual node exhausts its energy, it

will be defined by Eq. 5.30:

LT (energy) = min {LT (energy)
i |i = 1, · · · ,K} (5.30)

Our goal is to find ξi,1≤i≤K which maximizes LT (energy). Formally, the problem can be presented as:

maximize LT (energy) (5.31)
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subject to the following constraints:

i=K∑
i=1

ξi = Enet (5.32)

ξi > 0 (5.33)

Eq. 5.31-5.33 define a linear optimization problem. We find the optimal solution to this problem using

the CPLEX software package.

Intuitively, the energy budget Enet could be distributed among virtual nodes proportionally to

their traffic. Thus, alternatively, we propose Eq. 5.34 to model the energy assigned to virtual node

Bi.

ξi =
Oi∑j=K
j=1 Oj

· Enet (5.34)

In Eq. 5.34, Oi is the average number of operations per sensor per time unit in the virtual node Bi.

Fig. 5.11 presents the optimal solution (provided by CPLEX software) to the problem described by

Eq. 5.31-5.33 and the solution given by Eq. 5.34. This figure shows that the two solutions are almost

identical.
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Figure 5.11: Optimal and proportional energy distribution per virtual node for an energy budget
Enet = 408240 J.

Recall that Ei = Oi · τ · P . Thus, LT
(energy)
i is defined by Eq. 5.35:

LT
(energy)
i =

ξi
Ei

=
Oi∑j=K
j=1 Oj

· Enet ·
1

Oi · τ · P
=

Enet

(
∑j=K

j=1 Oj) · τ · P
(5.35)

Note in Eq. 5.35 that all sensors have the same lifetime and thus, will exhaust their battery at the

same moment.

5.7.2 Uniform vs proportional energy distribution

For a uniform energy distribution, the same amount of energy is assigned to each virtual node. We

define ξ
(u)
i , the energy assigned to each node, given by Eq. 5.36.

ξ
(u)
i =

Enet
K

(5.36)
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And LT
(uniform)
i , the lifetime of the virtual node Bi for a uniform energy distribution, is defined by

Eq. 5.37.

LT
(uniform)
i =

ξ
(u)
i

Ei
=
Enet
K
· 1

Oi · τ · P
=

Enet

K ·Oi · τ · P
(5.37)

If the lifetime of the optimal energy distribution is normalized by the lifetime given by the uniform

energy distribution, we obtain:

LT
(energy)
i

LT
(uniform)
i

=
Enet

(
∑j=K

j=1 Oj) · τ · P
· K ·Oi · τ · P

Enet
=

Oi ·K∑j=K
j=1 Oj

(5.38)

Thus, if different energy capacities can be assigned to sensors, the optimal capacity assignment (Eq.

5.34) can improve the lifetime of the virtual node Bi by a factor of Oi·K∑j=K
j=1 Oj

compared to a uniform

energy distribution. If we denote by Omax = max {Oi|i = 1, · · · ,K}, the maximum number of

operations per sensor per time unit in the network, we obtain: Omax ·K >
∑j=K

j=1 Oj and Omax·K∑j=K
j=1 Oj

> 1.

5.7.3 Deployments based on heterogeneous and homogeneous sensors
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Figure 5.12: Energy distribution vs Virtual nodes-based: Impact of the energy budget when K =
10, p = 0.5.

Our goal here is to compare the deployment based on energy distribution solution proposed in this

section to the one based on virtual nodes described by Algorithm 5.1. Recall that, given N sensors,

this greedy algorithm finds the number of sensors to deploy in each virtual node. To allow a fair

comparison, we assume that the energy unit is equal to Enode, and an energy budget of Enet can be

discretized to have N = Enet
Enode

homogeneous sensors. Thus, given the energy budget, we can fairly

compare the energy distribution deployment to the sensors distribution one by discretizing the energy

budget and implementing the two solutions.

Fig. 5.12 presents LT (energy)

LT (greedy) as a function of Enet
Enode

(recall that LT (greedy) is the network lifetime

obtained by Algorithm 5.1). This figure shows that the energy distribution solution outperforms the

sensor distribution one and the gap increases with the ratio Enet
Enode

. It is also important to note that, by

deploying a single sensor in each virtual node, the routing problem is simplified and there is no load

balancing problem of the traffic per virtual node as in the case of the solution proposed in the previous
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sections. However, it may not be economically or practically feasible for industrials to produce sensors

with different battery capacities. Moreover, a sensor failure might conduct to a network partition

since a single sensor is deployed per virtual node.

5.8 Conclusion

In a multi-hop wireless network with a convergecast communication model, we observe a high traffic

intensity in the area close to the sink. In Warim, the WSN architecture proposed in this thesis for

vehicular traffic monitoring at an intersection, the network formed by nodes deployed on each lane

has this characteristic.

In this chapter, we studied the problem of sensors deployment to maximize the lifetime of WSN

with linear topology. InWarim, nodes deployed on a lane form a network with such a topology.

To simplify the deployment, we divided the network into virtual nodes. By considering messages

transmission and/or reception as energy operations consuming, we proposed an analytical model of

the number of operations per virtual node. Unlike existing works, our model considers the message

reception cost. It also takes into account messages received due to the overhearing phenomenon.

Considering homogeneous sensors in terms of battery capacity, we proposed a greedy algorithm

to compute the number of sensors to deploy in each virtual node. Performance evaluation shows

that, depending on the number of sensors, the simple virtual node-based deployment proposed can

improve the network lifetime by up to 40%, when compared to the uniform deployment. Moreover, it

outperforms the distance-based approach proposed in the literature [103] when a scheduling algorithm

which reduces the overhearing phenomenon is used.

Finally, we studied an alternative solution. We considered a network in which the batteries of

sensors are nonuniform, i.e. the battery of a sensor is proportional to its traffic. Results show that,

by properly selecting the battery to assign to each sensor, such an approach significantly improves the

network lifetime.
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Chapter 6

Sensor Ranking in Wireless Sensor
Networks with Linear Topology

In Warim, the new WSN architecture proposed in this thesis for vehicular traffic monitoring at an

intersection, sensors deployed on the lane surface collect data concerning vehicular traffic at lane level.

These sensors then relay the collected data in a multi-hop manner toward the traffic light controller.

The vehicles queue length on each lane and their average waiting time are some parameters taken as

input by the TLMS. The closeness of the values of these parameters to the ground truth may have an

impact on the performance of the TLMS. To determine the values of these parameters, it is important

to know the position of each sensor related to the light controller. Indeed, if each sensor inserts its

position in each message it generates, the traffic light controller will be able to determine the values of

these parameters. Moreover, knowing the sensors position at the intersection, the controller will also

be able to detect unauthorized stop. Using such sensors location, a geographic or a gradient-based

routing protocol can also be designed to collect efficiently vehicular traffic data.

To obtain the location of each sensor at the intersection, a simple solution is to equip each of

them with a GPS. But this solution, not only increases the cost of Warim, but is also a huge energy

consumption source. In this chapter, considering sensors deployed on a lane to form a LWSN, our goal

is to propose a mechanism allowing to get the position of each sensor relative to the lights controller.

Since one of the goals of Warim is to be as autonomous as possible, the mechanism proposed in this

chapter must limit the human intervention, i.e. must function without important manually configured

parameters.

In the remainder of this chapter, we start by motivating, describing and formulating the sensor

ranking problem in LWSN in Section 6.1. We continue with a discussion of the related work in Section

6.2. In Section 6.3, we discuss the usage of a single anchor to rank sensors, an idea used in our iterative

algorithm, presented in Section 6.4. Using a simulator developed during this thesis (see Appendix A),

we evaluate, in Section 6.5, the performance of the ranking algorithm proposed in this chapter. This

evaluation considers different channel models (an unit disk graph model in which some links are missing

and a channel model built from empirical data) and sensors deployment strategies (uniform, random

and the virtual nodes-based deployment proposed in Chapter 5). Finally, we conclude this chapter in

Section 6.6.
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6.1 Problem statement

6.1.1 Context

Sensor location is needed in LWSN not only for network operations (e.g. geographic routing and data

collection mechanisms), but also at the application layer. For instance, in Warim, when a vehicle

sends a message, it is important to insert its location in the message in order to allow to the lights

controller to identify the area where this message comes from. This allows to estimate the vehicle

queue length and to localize incidents. Another example is when a problem is detected by one of

the large set of sensors monitoring a 10 km long bridge, sensor location information is required for

an intervention. While precise coordinates (in the range of cm) might be required in some scenarios,

a relative ranking information is often enough for most LWSN applications. Considering a deployed

LWSN, a relative sensor’s rank or position (the terms rank and position are interchangeably used in

this chapter) is defined as the number of sensors closer to the traffic light controller compared with

that sensor. In this chapter, we are interested by a distributed algorithm for sensor ranking in LWSN.

Indeed, manually assigning coordinates, or ranks, during the sensor deployment phase is an error

prone, time consuming operation, also requiring qualified workforce. We define the sensors ranking as

the process of finding the relative (to the sink) rank of each sensor.

Theoretically, the RSSI is a decreasing function of the distance, an assumption largely used in

WSN, especially for sensor ranking in a LWSN [127, 128, 129, 132, 131, 133]. Nevertheless, multiple

studies show that, because of the hardware quality or constraints related to the environment (e.g.

obstacles and climate conditions), the RSSI by itself does not provide enough information for correct

range estimation. Rather than using information provided by the hardware, [135] uses neighborhood

information to rank sensors in a LWSN thanks to two anchors. Inspired by this work, we show in this

thesis that it is possible to rank sensors in a LWSN knowing only the first sensor of the network as

anchor, relaxing the two-anchors constraint. Based on this result, we propose an iterative algorithm

for sensor ranking in a LWSN where, in each iteration, a virtual anchor is selected, allowing to correctly

rank more and more sensors in the network.

6.1.2 Notations

We consider a network consisting of N sensors, S1, S2, . . . , SN , deployed along a line in this order, i.e

Si is the ith sensor of the network. We denote by G = (S,L) the directed graph associated to the

network. The vertices S of this graph correspond to the sensor and there is an edge (Si, Sj) ∈ L
whenever Sj can receive messages from Si. We denote by Γ(Sj) the one-hop neighbors of a sensor Sj ,

i.e all the sensors Si such that (Si, Sj) ∈ L, while h(Si, Sj) is the number of hops between sensors

Si and Sj . We denote by xi ∈ R the estimated one-dimensional coordinate of Si. We assume that

sensor S1 is manually configured by an operator with the coordinate x1 = 0. As in Chapter 5, SN is

the sensor closest to the light controller. Tab. 6.1 presents the list of important notations used in our

algorithm.
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Parameter Description

N The number of sensors

Si The sensor deployed at position i

S(i) The sensor deployed at position i from the point of view of the ranking algorithm

Γ(Si) The set of one-hop neighbors of Si
G The directed graph associated to the network

L The vertices of G
S The edges of G
h(Si, Sj) The number of hops between Si and Sj
xi The estimated one-dimensional coordinate of Si
R The sensor communication range

r The ratio of correctly ranked pairs of sensors

C The total number of pairs of sensors

Cok The number of well ranked pair of sensors

Table 6.1: Ranking model notations.

6.1.3 Problem

The inputs of our problem are the network connectivity graph G and S1. Given these inputs and

a sensor Si, i ∈ [2, N ], we define the rank (or the position) of Si as the number of sensors deployed

between S1 and Si, including S1 and Si. The question is whether we can correctly rank each sensor

in the network with minimum pre-configured parameters. Therefore, the output of the problem is a

sequence of sensors, S(2), . . . , S(i), . . . , S(N). S(i), i ∈ [2, N ] being, from the point of view of the ranking

algorithm, the ith sensor of the network. An ideal algorithm for this problem would produce a sensor

sequence which corresponds to the ground-truth, i.e. S(2) = S2, . . . , S(i) = Si, . . . , S(N) = SN

6.1.4 Evaluation metric

In general, the evaluation metric for localization algorithms is the localization error, i.e. the distance

between the real coordinates and the estimated ones. However, our focus is on sensor ranking, a less

precise, but usually sufficient localization information. For performance evaluation, we use the ratio

of correctly ranked pairs of sensors. For any pair of sensors (Si, Sj), the sensors are deployed in a

given order in the network: either Si is located (relatively to the light controller) before Sj , in which

case i > j, or the opposite. In the output sequence, the pair (Si, Sj) is well ranked if the order of the

two sensors is the same as in the real deployment. Therefore, the ratio of correctly ranked pairs of

sensors, r, is defined by Eq. 6.1:

r =
Cok
C

(6.1)

In Eq. 6.1, Cok is the number of well ranked pair of sensors and C is the total number of pairs of

sensors in the network. A high value of r means an output sequence of good quality, with r = 1 for a

perfect order. Because of the unpredictable and unstable nature of links in WSN, two problems can

appear: the ranking of two sensors can be reversed, or a sensor might be entirely absent from the

output sequence. The proposed metric is interesting since it takes into account these two problems.
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6.2 Related work

Sensor localization is a widely studied subject in the field of WSN. Most localization solutions use

ranging techniques based on measurements provided by the hardware. As measured metrics, we can

have the angle of arrival (AoA), the time difference of arrival (TDOA), the time of flight (ToF) and

the RSSI [122] as well as the phase difference between transmitter and receiver [123]. A second class

of localization approaches uses network topology [125] or neighborhood correlation [126] information

to estimate the distance between sensors.

6.2.1 RSSI-based solution

Regarding sensor ranking in LWSN, most of the existing solutions make the assumption that the

strength of a radio signal decreases with the distance between the two communicating sensors. This

implies that the closest neighbor should always receives messages with the highest RSSI value. The-

oretically, as shown in Chapter 3 (see Figure 3.1) and in the related work [86], this assumption is

true.

In all the RSSI-based solutions, each sensor ranks its neighbors in the decreasing order of the

measured RSSI. The basic algorithm is, starting from an initial sensor, to build a sequence containing

all sensors. In [127, 128], the number of sensors are known and the authors assume that no information

is available concerning the first and the last sensor in the network. Thus in [127], a centralized solution

is proposed in which many permutations are checked. A permutation is valid only if, starting from

the first or the last sensor of the permutation, the same sequence is obtained, but in the reverse order.

The worst-case running time of this algorithm is Ω(n!), making it impractical even in medium-sized

sensor networks. But in [128], some mechanisms are integrated in the algorithm in order to reduce

the number of permutations checked. In [129], the first sensor is known and authors also propose

mechanisms to handle exceptions. An exception occurs when the output sequence does not contain

all the sensors.

These simple RSSI-based approaches do not work very well in practice, where the radio signal

between two sensors propagates over multiple paths, either constructive or destructive. Therefore,

the idea of frequency diversity is exploited in [133], where sensors transmit and measure the RSSI on

16 different frequency channels. The authors propose to build a probability tree using the maximum

RSSI measured on all these frequencies, the sensor ranking being given by the path with the maximum

joint probability. However, the evaluation of this solution on a testbed, during a working day, shows

that surrounding WiFi networks have a significant negative impact on its performance.

6.2.2 Neighborhood-based solution

Instead of using a metric provided by the hardware and based on the physical layer, a neighborhood-

based solution is proposed in [135]. In this solution, the position of a sensor is estimated as the centroid

relative to its neighbors, the idea being to bring physically connected neighbor sensors closer to one

another in terms of virtual coordinates. The same idea, illustrated in Figure 6.1, is also exploited in

[137], for the case of 2-dimensional networks. Assuming a simple 1-dimensional topology with only

five sensors, as in Figure 6.1, the authors consider that the positions and the coordinates of sensors

84
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2020LYSEI050/these.pdf 
© [R. Domga Komguem], [2020], INSA Lyon, tous droits réservés



S1 and S5 are known: x1 = 0 and x5 = d, d > 0(N = 5). The coordinates of sensors S2, S3 and S4

are initially unknown, and set to 0. Sensors begin by discovering their neighbors (and their respective

coordinates), building a connectivity graph, as in Figure 6.1a. Once the neighbors are known, each

of the sensors S2, S3 and S4 sets its coordinate to the average of its neighbors coordinates. We thus

have x2 = 0, x3 = d/4 and x4 = d/3, as shown in Figure 6.1b. These new coordinates are announced

to the neighbors and, after a second computation, we obtain x1 < x2 < x3 < x4 < x5, as shown in

Figure 6.1c, which gives the correct rank of sensors in the network. In [137], sensors initialize their

coordinates with random values instead of 0. Using fixed or random initial coordinates does not affect

the ranking performance of the centroid algorithm, but only its convergence time.

S1 S2 S3 S4 S5

S1 S2 S3 S4 S5

S1 S2 S3 S4 S5

(a)

(b)

(c)

Figure 6.1: The centroid-based algorithm proposed in [135]: (a) After neighbors discovery: the coor-
dinates of sensors S2 − S4 are unknown (b) Sensors S3 and S4 calculate their coordinates (c) Sensor
S2 calculates its coordinate.

As explained, in [135], sensors S1 (the first sensor) and SN (the last sensor) of the network have

well-known coordinates and they are used as anchors. Moreover, all sensors are synchronized by

a global clock, used to compute the beginning of each iteration. In each iteration, all the sensors

broadcast their coordinates to their neighbors. The two anchors check whether all their neighbors

have non-null coordinates and, when this is true, they broadcast a STOP message, which will be

forwarded over the whole network in the following iterations. When a sensor Si receives a STOP

message from both anchors, it stops updating its coordinate. The coordinate of sensor Si at iteration

t, is given by:

xti =

∑
Sk∈Γ(Si)

xt−1
k

|Γ(Si)|
(6.2)

Considering a unit disk graph (UDG) model for sensor connectivity, [135] proves that, after

h(S1, SN ) + 1 iterations, their solution produces the correct ranking. Two important observations

can be made. First of all, this solution only produces the correct ranking; converging to stable values

for the virtual coordinates might require extra iterations. Second, this result is only true for LWSN

having a network diameter greater than one. Indeed, if the network diameter is equal to one, all

sensors will have the same neighborhood under the UDG assumption, and the algorithm will produce

the same coordinate for all sensors, as we show in the next section.
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6.3 From two to one anchor solution

We are interested in an energy-efficient, lightweight and self-configured protocol for sensor ranking in

a LWSN, where the number of parameters manually configured during network deployment is low.

Therefore, we begin by investigating the consequences of an incorrectly configured second anchor in

the solution proposed by [135]. We consider S1 and Sk, k ≤ N , the two anchors. However, we slightly

modify the stopping condition, as described by Algorithm 6.1. In this modified algorithm, an anchor

sends a STOP message when the coordinates of its neighbors converge to a stable value. As the

coordinates of all non-anchor sensors are initialized to 0, it is easy to prove, by induction on t, that

∀j, 1 < j < k, xt+1
j ≥ xtj and xtj < xk, where Sk is the second anchor. This condition is sufficient to

guarantee that this algorithm will converge and the anchors will send the STOP messages.

Algorithm 6.1 Modified ranking algorithm for anchor Sa

1: Transmit the Sa coordinate (xa)
2: if For All Si ∈ Γ(Sa), x

t
i − x

t−1
i < ε then

3: Transmit STOPa
4: end if

Using a dedicated linear network simulator detailed in Appendix ??, we evaluate the performance

of the centroid-based approach when the second anchor is incorrectly defined and under varying

communication range conditions. In a first step, we consider an UDG model, i.e two sensors are able

to communicate if the distance between them is less than the communication range R. With this

model, links between sensors are then symmetric. We consider a network of 20 sensors linearly and

uniformly deployed with a fixed distance of 5 m between two consecutive sensors. Thus, sensors are

deployed in the order S1, S2, . . . , S20. To take into account the sensor degree, we vary R from 10 m to

95 m (or |Γ(S1)| from 2 to 19). This allows us to have a network diameter range from 10 to 1 hop(s).

For all simulations, S1 is considered as the first anchor. The results are shown in Figure 6.2.

Figure 6.2a corresponds to a communication range of 20 m (i.e. |Γ(S1)| = 4). In this configuration,

sensors from S2 to S20, one after another, are setup as the second anchor. On this figure, the x-axis

corresponds to the position of the second anchor, e.g. position 3 means that sensor S3 is configured as

the second anchor. The main message highlighted by this figure is that, when the sensor at the position

k (sensor Sk) is configured as the second anchor, the estimated ranks of sensors S2, S3, . . . , Sk−1 are

always correct, and when the second anchor is located at the opposite position of the sink, all the

sensors positions are correctly estimated.

In Figure 6.2b, to investigate the impact of sensor degree, we vary |Γ(S1)| from 2 (R = 10 m) to 19

(R = 95 m) sensors, as indicated by the x-axis. In this configuration, S1 and S20 are the two anchors.

When |Γ(S1)| is less than 10 sensors, any two sensors have a different one-hop neighborhood, and the

centroid-based approach gives perfect ranking results. By increasing |Γ(S1)| (i.e the communication

range), sensors at the network center start having all the other sensors in their neighborhood. When

|Γ(S1)| = 19, the network becomes a clique and all the sensors have the same neighborhood. In such

a situation, these sensors have the same coordinates, and then the same rank. These sensors are the

ones with a wrong estimated rank in Figure 6.2b.
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Figure 6.2: Sensor ordering in a LWSN. The y-axis corresponds to the real sensor positions and a
black point means that the estimated rank of the sensor is correct, while an unfilled triangle means a
wrong estimated rank. (a) Impact of the position of the second anchor (|Γ(S1)| = 4 or R = 20 m) (b)
Impact of sensor degree (sensor S20 is configured as the second anchor).

The results presented in this section show that, in the case of a uniform sensors deployment,

considering an UDG connectivity model and a network of size N ≥ 2 · |Γ(S1)| + 1, regardless the

sensor Sk designated as the second anchor, the estimated ranks of sensors S2, S3, . . . , Sk−1 are always

correct. In the next section, we describe a solution in which the sensors in the whole network can

be iteratively ranked, without a pre-configured (precise knowledge of the) second anchor. However,

the results also indicate that the proposed solution only functions in networks with a diameter of at

least 3 hops. Nevertheless, we argue that LWSN generally respect this constraint in practice, and we

evaluate the performance of the proposed algorithm in realistic scenarios in Section 6.5.

6.4 Iterative sensor ranking algorithm

In our quest of reducing the number of manually configured parameters in the network, we notice that,

even when the second anchor is not perfectly chosen, a part of the sensors are still correctly ranked.

Based on this observation, we propose, in this section, an iterative algorithm for sensor ranking in

a LWSN with the objective to rank correctly all the sensors. This algorithm runs in two steps: in

the first step, each sensor discovers its neighborhood, while the second step, executed only by some

well-selected sensors, finds the ranks of all the sensors in the network. S1 is the first sensor to execute

the second step of the ranking algorithm, following by its farthest 1-hop neighbor (determined by the

ranking algorithm) and so on.

6.4.1 Neighborhood discovery

In this first step of our solution, sensors discover their 1-hop and 2-hop neighbors. Basic hello messages

can be broadcasted for 1-hop neighbor discovery. For 2-hop neighbors discovery, sensors exchange their

list of one-hop neighbors. Considering a network of 10 sensors, uniformly deployed under an UDG
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S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

S1 S2 S3 S4 S5 S6 S7

S4 S5 S6 S7 S8 S9 S10

(a)

(b)

(c)

S4 S5 S6 S7 S8 S9 S10

(d)

S1 S2 S3

S1 S2 S3

Figure 6.3: An example of a 10-sensors LWSN, |Γ(S1)| = 3. (a) Sensor deployment; (b) Local view of
the topology from S1; (c) Local view of the topology from S4; (d) Local view of the topology from S7.
Dotted lines are for two-hop neighbors and red rectangles are for anchor sensors.

channel model with |Γ(S1)| = 3, as shown in Figure 6.3a, each sensor in the network builds a local view

of the network. This local view is shown for S1, S4 and S7 in Figures 6.3b, 6.3c and 6.3d, respectively.

Using this approach, each sensor in the network has a complete view of the connectivity between its

1-hop neighbors. Concerning the 2-hop neighbors, connectivity information is only partially available:

the identity of the 2-hop neighbors is known, as well as their relations with one-hop neighbors; however,

connectivity information between 2-hop neighbors is not known.

6.4.2 Node ranking

These local views of the topology, available at each sensor, are used for sensor ranking. As shown in

Section 6.3, the sensors between two selected anchors are well ranked, as long as the distance between

the two anchors is sufficient. Therefore, we propose to start with the first sensor, S1, and rank the

sensors in its 1-hop neighborhood. The two anchors are then iteratively modified, by selecting at each

iteration sensors placed farther away, until ranks are computed for the entire network. Practically,

S1 chooses (based on a similarity metric defined in Section 6.5.2.2) one of its 2-hop neighbors as the

second anchor, and it uses Algorithm 6.1 to rank all the sensors it has information on. Sensor S1 then

selects its farthest 1-hop neighbor to repeat this second step of our ranking algorithm, until reaching

the end of the LWSN (all its 1-hop and 2-hop neighbors already have a rank). This iterative solution

is detailed in Algorithm 6.2. This algorithm is executed by some selected sensors in the network,

the sensor S1 being the first one (Line 1). At each iteration, the currently selected sensor S builds

a local view of the topology containing its 1-hop and 2-hop neighbors (Line 4). Examples of such

topologies are presented in Figure 6.3. Sensor S then defines two sensors in its local topology as

anchors (Lines 5 - 12), and it applies the centroid-based ranking algorithm on its local topology (Line

13). We note that, with the exception of the first iteration, sensor S is not one of the two anchors used

in Algorithm 6.1. Running the algorithm on its local view of the topology, S updates the ranks of
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Algorithm 6.2 Iterative algorithm

Input: G = (S,L), S1

Output: Sensor ordering
1: S ← S1

2: stop← 0
3: while stop = 0 do
4: G′ ← Get-Local-Topology(G, Si)
5: Sfrst ← Sj , a ranked node in G′ with minimum rank
6: if There are unranked two-hop neighbors then
7: Ssnd ← Select one as the second anchor
8: else
9: Ssnd ← Sj ∈ Γ(S) with minimum one-hop neighbors

10: stop← 1
11: end if
12: Define-Anchors(G′ , Sfrst, Ssnd)
13: Run-Centroid(G′)
14: Compute-Nodes-Rank(Γ(Si))
15: Transmit Γ(S)
16: S ← Node-With-Max-Coordinate(Γ(S))
17: if S does not have unranked neighbors then
18: stop← 1
19: end if
20: end while

its 1-hop neighbors (Line 14) and shares this information with them (Line 15). Finally, after ranking

all its 1-hop neighbors, S selects the one with the highest rank (i.e. the sensor situated the farthest

away) to execute the next iteration (Line 16). We note that, in an iteration, sensor S essentially does

processing, sending only one message. This message allows the 1-hop neighbors of S to update their

ranks, and to implicitly select which sensor will execute the next iteration. It is also important to note

that the second step of our ranking algorithm ends with the sensor S which does not have neighbors

(Lines 17-19).

The only question that remains to be answered regarding Algorithm 6.2 is the choice of the two

anchors. At the beginning of the iteration, sensors in the 2-hop neighborhood of S can be divided

into two groups: a group R, containing sensors with ranks that are already defined (although not

necessarily correct), and a second group U , for sensors with undefined ranks. For the first anchor, S

uses the sensor in R with the minimum rank, which allows updating the coordinates of all the 1-hop

neighbors of Si. At the beginning of the ranking algorithm, R is empty. In this situation, S1 is setup

as the first anchor. Regarding the second anchor, this sensor needs to be placed as far as possible from

the first one. Therefore, a 2-hop neighbor in U is defined as the second anchor and, in Section 6.5, we

propose a metric to guide this choice in order to obtain good ranking. Of course, when the ranking

computation approaches the network edge, the choice of a two-hop neighbor might not be possible,

and the set U might even be empty. In this situation, S selects, among its one-hop neighbors, the one

with the minimum neighborhood size, which, in a uniform deployment, is the most likely to be the

last sensor in the network.
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6.4.3 Complexity analysis of the iterative ranking algorithm

In this section, we analyze the communication cost for each sensor. This cost is expressed in terms of

the number of messages sent and received by a sensor. To simplify our analysis, we assume a UDG

channel model and sensors uniformly deployed.

At the beginning of our ranking algorithm, each sensor discovers its 1-hop and 2-hop neighbors. A

hello message, containing the sender ID, is used for 1-hop neighbors discovery. For 2- hop neighbors

discovery, a particular message containing the ID list of the 1-hop neighbors is sent by each sensor.

Thus, for this first step of our ranking algorithm, the average number of messages sent and received

by each sensor is 2 and 2 · |Γ(S1)| respectively.

The second step of our ranking algorithm is ran by some selected sensors (named S in Algorithm

6.2), S1 being the first one. In this step, the sensor S runs Algorithm 6.2. Thus, after executing

the centroid Algorithm 6.1, it has to inform all its neighbors of their ranks, and also the next sensor

selected to run the ranking algorithm. S can send this information in unicast or in broadcast mode. If

the broadcast mode is chosen, S can send a message containing all its 1-hop neighbors and their ranks.

This message will also allow to select the next sensor (denoted by S0, the farthest 1-hop neighbor of

S) to run the centroid algorithm. Thus, the number of messages received by each 1-hop neighbor is

2 (and 1 if the unicast mode where chosen). Indeed, the 1-hop neighbors on the right side of S will

receive this message from S and also from S0. Thus, in addition to the messages sent or received for

1-hop and 2-hop neighbors discovery, S experiences 1 transmission and all its neighbors 2 receptions.

We denote by |Γ(S1)| the average number of neighbors per sensors. Thus, considering an individual

sensor, the average communication cost (transmissions and receptions of messages) for neighborhood

discovery and for the iterative ranking algorithm is 3 + 2 · |Γ(S1)| for S and 4 + 2 · |Γ(S1)| for other

sensors. Moreover, the ranking algorithm is executed once just after the network deployment. Thus, we

argue that it is worth paying the energy consumption cost induced by using this algorithm for sensors

ranking in a LWSN. The overall communication cost for the ranking algorithm depends on the number

of iterations of Algorithm 6.2, which depends on some network properties like the network diameter

or the average sensor degree. These network properties depend, in turn, on the deployment scenario

and environment. If we assume I iterations, the average number of transmissions and receptions in

the whole network fro sensors ranking will be (4 + 2 · |Γ(S1)|) · I.

6.5 Performance evaluation

6.5.1 Evaluation overview

In this section, we evaluate the performance of the ranking algorithm proposed in this chapter. This

algorithm is evaluated taking into account network and topological parameters. Concerning the topo-

logical parameters, we evaluate the ranking algorithm for different deployments: uniform, random and

the virtual nodes-based deployment proposed in Chapter 5.

Considering the network parameters, so far we showed results for an UDG model, i.e. a network

with stable, symmetric and uniform links. However, as it is shown in Chapter 3, in a real WSN

deployment, the communication area of a sensor is never a perfect disk. We evaluate the performance
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of the proposed algorithm under more realistic network conditions. Thus, two channel models are

considered in our evaluation. In the first model, we consider that a percentage of links are missing in

the UDG model. The missing links are randomly selected. The second channel model is built from the

empirical data collected during the experiments conducted during this thesis. These data correspond

to the ones presented in Chapter 3. In this channel model, the link between two sensors is labeled

by a weight representing the packet reception rate on that link. More details are given in the next

sections concerning these two channel models. Nevertheless, we separately evaluate the performance

of our ranking algorithm for the two channel models

The ranking algorithm is evaluated in terms of ratio of correctly ranked pairs of sensors (see

Section 6.1 for more details) and ranking error. We define the ranking error as the shift of a sensor

from its real position. We express the ranking error in terms of hops or/and distance, depending on

the deployment. While for a uniform and random deployments we express the ranking error in number

of hops, for the virtual nodes-based deployment proposed in Chapter 5, it is expressed in hops and

distance. Expressing the ranking error in distance for the virtual nodes-based deployment also allows

to understand the ranking error in terms of virtual sensors shift.

For each scenario, 1000 or 2000 topologies are generated. Thus, the ratio of correctly ranked pairs

of sensors is an average of the results obtained for all the generated topologies. These results are

shown with 95% confidence intervals.

6.5.2 The case of UDG-based channel model

In this section, our goal is to evaluate our ranking algorithm with only one fixed anchor considering a

channel model built using the UDG assumption. We start by describing in the following section our

evaluation methodology, and particularly the channel model.

6.5.2.1 Evaluation methodology

We consider networks with asymmetric links, i.e, between sensors Si and Sj , we have two independent

links Si → Sj and Sj → Si. Sensors are linearly deployed (uniformly, randomly or using the virtual

nodes-deployment proposed in Chapter 5) in a LWSN. We define a missing link as a link that exists

in a UDG scenario, but not in the studied network. We evaluate the performance of our algorithm

when a given percentage of links are missing. However, to ensure connectivity, we assume that the

sensor deployment guarantees a stable and symmetric link between two consecutive sensors Si and

Si+1. Such a condition can be satisfied during network deployment, by selecting the appropriate

hardware or by adapting given parameters (i.e. transmission power) to the environment. Considering

a given network size and a given missing link probability (the same for all the links, except direct

physical neighbors, which are always connected), we simulate several topologies. For each topology,

we apply our iterative algorithm, and finally we calculate the ratio of correctly ranked pairs of sensors,

as described in Section 6.1.
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6.5.2.2 Preliminary observations

For our first results, 2000 topologies are considered. For each topology, we consider 13 sensors uni-

formly deployed to form a LWSN, a distance of 5 m between consecutive sensors and |Γ(S1)| = 6 (or

R = 30 m). Recall that |Γ(S1)| is the number of neighbors of S1.

S1 coverage area

Figure 6.4: The coverage area of S1, presented as the identifier of the farthest one-hop neighbor, for
different missing link probabilities.

The fact that we consider missing links creates new challenges compared with the theoretical UDG

scenario. In the UDG case, the 1-hop neighborhood of sensor S1 would be formed by sensors S2−S7,

the sensor S7 being the farthest neighbor. However, this is no longer the case when missing links are

allowed. Considering 2000 topologies, Figure 6.4 shows, for this scenario, the farthest 1-hop neighbor

of the sensor S1 as a function of the missing link probability. This Figure shows that, when some

links are missing, the sensor coverage area, and implicitly the neighborhood size, evolve contrary to

the assumption of the UDG model. A direct consequence is that, when the missing link probability

increases, the number of iterations required by our sensor ranking algorithm increases, as less sensors

are ranked in each iteration.

How to select the second anchor?

Another consequence to consider a network with missing links can be noticed in the selection of the

second anchor for each iteration, as described in Section 6.2. As explained, sensor S executing an

iteration of the sensor ranking algorithm should ideally select as a second anchor the most distant un-

ranked 2-hop neighbor. However, no information concerning the distance between sensors is available.

Moreover, in realistic settings, with asymmetric links, even the definition of the 2-hop neighborhood

needs to be clarified, as one sensor might hear another, but not the other way around.

Therefore, considering 2-hop neighbors Si and Sj , we define a metric to guide the choice of the

second anchor among the 2-hop neighbors: C(Si, Sj), the similarity of sensors Sj related to Si, defined

as the number of sensors receiving messages from Sj and, at the same time, able to send messages to
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Figure 6.5: Sensors pair ranking ratio in the 1-hop neighborhood of sensor S1, depending on the
similarity between S1 and its 2-hop neighbors selected as the second anchor, and the percentage of
missing links in the UDG model.

Si. It can also be defined as the number of sensors having Sj in their 1- hop neighborhood, and at

the same time being a 1-hop neighbor of Si. Formally:

C(Si, Sj) = |{Sk ∈ Γ(Si)\Sj ∈ Γ(Sk)}| (6.3)

Figure 6.5 presents the ratio of correctly ranked pairs of sensors in the 1-hop neighborhood of

the sensor S1, depending on the choice of the second anchor in terms of similarity. This practically

corresponds to the first iteration of the sensor ranking algorithm. The results show that the 2-hop

neighbor with the lowest similarity gives the best ranking ratio. We use this insight in the following,

to evaluate the overall performance of the iterative ranking algorithm.

6.5.2.3 Ranking performance

In this section, we evaluate the performance of our ranking algorithm for different deployments. For

each deployment, 1000 different topologies are generated.

Uniform deployment

We consider a network of 20 sensors uniformly deployed with a distance of 5 m between consecutive

sensors. We vary the transmission range from 15 m to 30 m, i.e. |Γ(S1)| varies from 3 to 6. Figure

6.6a presents the performance of our ranking algorithm as a function of the percentage of missing links

and the transmission range. Note that, since we assume there is always a symmetric link between two

physically consecutive sensors, these links are not considered among the possible missing links. This

means that, deleting all the other links in the network (i.e. 100% missing links) results in a backbone

topology, in which each sensor has exactly two neighbors: its successor and predecessor in the physical

deployment. That is why, in such a situation, 100% of pairs of sensors are well ordered, regardless the

transmission range.
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Figure 6.6: Ratio of the correctly ranked pairs of sensors as a function of the percentage of missing
links for different transmission ranges (6.6a) and Ranking error for a transmission range of 20 m (6.6b):
UDG-based channel model, uniform deployment.
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Figure 6.7: Number of iterations as a function of the percentage of missing links, for different trans-
mission ranges: UDG-based channel model.

This figure also highlights the good performance of the proposed algorithm: a correct ranking

ratio of more than 0.95 is obtained for a transmission range of 15 m (|Γ(S1)| = 3). We observe that,

as the 1-hop neighborhood size increases (i.e. higher transmission range), the ranking performance

decreases. However, in practice, a sensor with many 1-hop neighbors can prune some of them and use

in the ranking algorithm only high quality links (based on the radio link PRR or RSSI). The trade-off

of reducing the neighborhood size is an increase in the number of iterations required by the ranking

algorithm (and thus the energy consumption), as it can be noticed in Figure 6.7. A direct consequence

is therefore the increase of the overall energy cost required by the ranking algorithm; we note however

that this algorithm is only executed after sensor deployment or re-deployment. Thus, we argue that it

is worth paying the cost induced by link pruning in order to guarantee a good ranking performance.

For a transmission range of 20 m (∆ = 4), Figure 6.6b presents the CDF of the ranking error for

different percentage of missing links. This figure shows that, even when an error exists, the probability

to observe a ranking error of only one hop is very high (80%). Thus, even with 30% of missing links,

the ranking algorithm proposed in this chapter gives good performance in terms of ranking ratio and
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ranking error. Indeed, as shown by the Figure 6.6, when there are 30% of missing links, the ranking

algorithm proposed in this thesis obtains a sensor pairs ranking ratio greater than 95% and a sensor

position shift of one hop in case of ranking error.

Random deployment

0 10 20 30 40 50 60 70 80 90 100
Missing links (%)

0.5

0.6

0.7

0.8

0.9

1.0

N
o
d
e
s 
p
a
ir
 r
a
n
ki
n
g
 r
a
ti
o

TX Range (m)
15

20

30

(a) Ranking ratio

1 2 4 5 7
Error (Hop count)

0.00

0.20

0.40

0.60

0.80

1.00

C
D
F

Missing links(%)
9%

30%

59%

(b) Ranking error, Transmission range = 20 m

Figure 6.8: UDG-based channel model, random deployment: (6.8a) Ratio of the correctly ranked
pairs of sensors as a function of the percentage of missing links, for different transmission range (6.8b)
Ranking error for a transmission range of 20 m.

We consider 20 sensors randomly deployed to form a LWSN. The sensors are deployed following a

Poisson process with 0.2, the average number of sensors per unit length (m). Thus, the distance

between two consecutive sensors follows an exponential distribution and 5 m is the average distance

between two consecutive sensors. We vary the transmission range from 15 m to 30 m.

Figure 6.8a presents the sensors pair ranking ratio as a function of the missing links and the radio

transmission range. As in the case of uniform sensors deployment, the sensors pair ranking ratio

decreases as the transmission range increases. Even when one link over two is missing (50% of missing

links), Figure 6.8a shows a ranking ratio greater than 95%, for a transmission range lower than 20 m.

Figure 6.8b presents, for a transmission range of 20 m, the CDF of the ranking error in hop count

for different percentage of missing links. This figure shows that, as for the uniform deployment, when

a ranking error exists, there is a high probability to have a sensor position shift of only one hop from

its real position. Nevertheless, this probability is smaller compared to a uniform deployment. This is

due to the non uniform sensors degree that can be observed in a network when a random deployment

is considered.

Results presented in Figure 6.8 show that, even in case of a random deployment, the ranking

algorithm proposed in this chapter leads to good results. The random deployment considered in this

section produces network topologies in which sensors degree are not uniform. Non-uniform sensors

density in all areas of the network, unreliable and asymmetric links are some properties of real WSN.

These properties are generally observed in real networks because of the sensors deployment, or the

spatio-temporal variation of links between sensors.
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Virtual nodes-based deployment

In this section, we evaluate the performance of our ranking algorithm considering the virtual nodes-

based deployment proposed in Chapter 5. If the previous results showed that our ranking algorithm

is good enough to rank physical sensors, what about the use of such algorithm applied to a network in

which these physical sensors are deployed using the concept of virtual nodes as defined in Chapter 5.

This deployment assumes that sensors of the virtual node Bi are able to communicate with those of

virtual nodes Bi−1 and Bi+1. It also assumes that sensors of Bi can communicate with those of Bi−2 or

Bi+2 with a probability p. Thus, it is important to evaluate our ranking algorithm considering topolo-

gies satisfying these assumptions. In this section, we build topologies which guarantee communication

between sensors of the same virtual node, and also between sensors of virtual node Bi and those of

virtual nodes Bi−1 and Bi+1. The topologies built also guarantee a communication between sensors of

Bi and those of Bi−2 and Bi+2 with probability p. In case of communication between sensors of Bi and

those of Bi−2 and Bi+2, for a given sensor Sk of Bi, the number of sensors of Bi−2 or Bi+2 connected

with Sk is randomly selected. Considering a LWSN organized in 10 virtual nodes (K = 10) covering

10 m each and α = 0.2 (the probability for a sensor to overhear a message addressed to another one),

we evaluate the performance of the ranking algorithm proposed in this chapter as a function of p and

N (the number of deployed sensors).
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Figure 6.9: Sensor pairs ranking ratio as a function of p and N : UDG-based channel model, virtual
nodes-based deployment, 10 virtual nodes, virtual node length 10 m, α = 0.2.

Figure 6.9 shows the sensors pairs ranking ratio as a function of N (the number of sensors) and

p (the probability of communication between sensors of the virtual node Bi and those of Bi−2 and

Bi+2). Considering different network sizes allows to evaluate the impact of sensors density on our

ranking algorithm. But, the sensor density is not uniform in all the area of the network. Indeed, as

shown in Chapter 5, increasing the number of sensors in the network particularly increases the sensor

density in the virtual nodes close to the sink. Results presented in Figure 6.9 show that, no matter

the value of p, as for uniform (see Figure 6.6a) and random (see Figure 6.8a) sensors deployments,

we obtain a sensors pairs ranking ratio greater than 95% when we consider the virtual nodes-based

deployment proposed in Chapter 5. The ranking algorithm gives a perfect results for N = 10 (i.e. one
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Figure 6.10: CDF of the ranking error in hop count (6.10a) and in meter (6.10b) for some values of
N : UDG-based channel model, virtual nodes-based deployment, 10 virtual nodes, virtual node length
10 m, α = 0.2, p = 0.5.

sensor per virtual node since we assume K = 10 virtual nodes). By increasing the total number of

sensors (or sensor density), the sensors degree decreases as for the uniform and random deployments.

The good performance of our ranking algorithm is also highlighted by the ranking error presented

in Figure 6.10. Indeed, this figure shows that, even in the case of a ranking error, we have good chance

that the shifted sensors remain in their same virtual node. For N = 20, 30 or 40, even if we observe a

ranking error of 3 or 5 hops (Figure 6.10a), we observe in Figure 6.10b that, we have 90% of chance to

observe an error less than 10 m, the length of a virtual node. For N = 10, we have a perfect ranking

as shown in Figure 6.9. This result is confirmed by the Figure 6.10a which shows the ranking error in

hops. It is important to note that, event in the case of a perfect raking, due to the centroid algorithm,

a sensor coordinate might shift from its real position. That is why in Figure 6.10b we observe a high

probability to obtain a ranking error greater than 10 m.

In summary, results presented in this section show that, even by considering the virtual nodes-

based deployment proposed in Chapter 5, the ranking algorithm proposed in this chapter gives very

good results. And in case of ranking error, the chance that the falsely ranked sensors remain in the

same virtual node is high. This is interesting since it reduces the impact of the ranking error on the

communication protocols or network mechanisms working at virtual nodes level.

6.5.3 The case of a channel model from empirical data

In this thesis, we propose Warim (see Chapter 4), a new realistic WSN architecture for vehicular

traffic monitoring at an intersection. It is an architecture in which sensors are deployed at ground

level and establish multi-hop communication paths to transmit vehicular traffic data collected at lane

level to the sink. Warim is proposed based on the results obtained after the extensive experimentation

campaigns conducted in Chapter 3 with sensors deployed at ground level. In this section, using data

on links quality collected during this experimentation campaign, we build an empirical channel model.

Our goal is to evaluate the ranking algorithm proposed in this thesis considering a more realistic

channel model representing the wireless connectivity at ground level.
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6.5.3.1 Evaluation methodology

From a networking point of view, the link quality can be defined by the PRR. Considering links

between the pairs of sensors separated by a distance d, we have a set of PRR values SPRR(d) collected

during our experimentation campaigns. Our goal is to design a model allowing to define, for each link

of distance d, an empirical PRR value. From the set SPRR(d) of PRR collected for the distance d,

we calculate µd and σd, which are respectively, the average and standard deviation of PRR values in

SPRR(d). Thus, for each link of length d, the PRR value is generated from a normal distribution of

mean µd and standard deviation σd. The ranking algorithm proposed in this thesis is based on the
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Figure 6.11: Some example of topologies for different values of MIN PRR.

sensors neighborhood. As for the theoretical channel model, we consider a network with asymmetric

links, i.e, between sensors Si and Sj , we have two independent links Si → Sj and Sj → Si. The PRR

values of these two links are randomly selected from the normal distribution previously defined. For

each link, the PRR is a value less than or equal to 1 and greater than 0. The question now is: how

does a sensor Si define its neighbors? We define MIN PRR, a threshold allowing to select valid links.

A link is valid if its PRR is greater than MIN PRR. For instance, when MIN PRR = 0, all links

in the network are valid and when MIN PRR = 0.5 (or 50%), a link is valid if and only if its PRR is

greater than 0.5. Figure 6.11 illustrates some topologies considering different values of the threshold

(MIN PRR). In this section, we evaluate the performance of our ranking algorithm as a function of

this threshold.

As for the theoretical channel model, we evaluate the performance of our ranking algorithm con-

sidering three different sensor deployments: uniform, random and the virtual nodes-based deployment

proposed in Chapter 5, but considering the channel model based on the experiments of the Chapter

3. Considering a given deployment, we generate 1000 topologies. Results presented in this section are

an average obtained from the results of each of the 1000 topologies. In this section, the connectivity

metric defined by Eq. 6.3 is also used to select the second anchor.

6.5.3.2 Ranking performance

Considering the empirical channel model described in the previous section, we evaluate the ranking

algorithm proposed in this thesis. For each of the three deployments considered in this chapter, we
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evaluate our ranking algorithm in terms of the sensors pair ranking ratio and ranking error.

Uniform deployment
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Figure 6.12: Ratio of the correctly ranked pairs of sensors as a function of the distance between two
consecutive sensors (6.12a) and CDF of the ranking error when the distance between two consecutive
sensors is 5 m (6.12b): Empirical channel model, uniform deployment.

This section presents the results of our ranking algorithm for a uniform sensors deployment. We

consider 20 sensors uniformly deployed with a maximum transmission range of 30 m. Figure 6.12 shows

the sensors pair ranking ratio as a function of the distance (in meters) between consecutive sensors and

MIN PRR. Considering different separation distances (in meters) between two consecutive sensors

allows to evaluate the impact of the sensors density, sensors degree and network diameter on our

ranking algorithm. Recall that MIN PRR is a threshold used by sensors to choose their neighbors.

This parameter also allows to evaluate the impact of the sensors degree on our ranking algorithm.

Indeed, by increasing the value of this parameter, this decreases the neighborhood size of sensors.

By observing this figure, the main conclusion is that, even with the empirical channel model,

the ranking algorithm proposed in this thesis gives a good ranking ratio greater than 0.9. It is also

important to note in this figure that, by increasing the distance between sensors, the ranking ratio

increases too. Indeed, increasing the distance between sensors in a uniform sensors deployment reduces

the sensors degree. Thus, this reduces the probability of ranking error. Also, our results highlight

that week links, i.e. links with low PRR are useful.

In order to improve the data transmission reliability in a WSN, a sensor will always select the

link with the highest PRR values to forward a message. For the ranking algorithm, we observe an

intriguing result in the Figure 6.12a: the best ranking is obtained when all links are considered. Since

the goal of the centroid approach is to bring close physically connected neighbors, the higher is the

number of neighbors identified, the better will be the calculated position.

For a distance of 5 m between consecutive sensors, Figure 6.12b presents the CDF of the ranking

error for three values of MIN PRR. This figure shows that, in case of ranking error, no matter the

MIN PRR values, almost 70% of the sensors are shifted by one position only.
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Figure 6.13: Ratio of the correctly ranked pairs of sensors as a function of the average distance between
two consecutive sensors (6.13a) and CDF of the ranking error when the average distance between two
consecutive sensors is 5 m (6.13b): Empirical channel model, random deployment.

Random deployment

Figure 6.13 shows, for a random deployment, the sensors pair ranking ratio (Figure 6.13a) as a function

of the average distance between two consecutive sensors. As for a uniform deployment, we consider 20

sensors. This figure also shows the ranking error (Figure 6.13b) when the average distance between

sensors is 5 m. Results are presented for three different values of MIN PRR: 0%, 20% and 30%. Even

for a random deployment, we observe good performances with a sensors pair ranking ratio greater than

95%. This observation is valid for a dense deployment (average distance between consecutive sensors

is equal to 3 m) and for a sparse deployment (average distance between consecutive sensors 10 m). As

for the uniform deployment, we obtain the best performance when MIN PRR = 0, i.e., each sensor

considers all other sensors identified in its neighborhood, no matter the PRR value. Moreover, Figure

6.13 shows that, even in the case of ranking error, we have a high probability to observe a sensor

position shift of at most 2 hops. It is difficult to guarantee a strictly uniform sensors deployment in

a WSN. The results presented in this section show that, even in a random deployment guaranteeing

network connectivity, the ranking algorithm proposed in this thesis shows not only its efficiency in

terms of sensors ranking in a LWSN, but also its robustness to deployment errors.

Virtual nodes-based deployment

In this section, we evaluate the performance of our ranking algorithm considering the virtual nodes-

based deployment proposed in Chapter 5 under a channel model coming from our experimental study

in Chapter 3. We consider a network divided into 10 virtual nodes covering 10 m each. To satisfy

the connectivity assumptions of the virtual nodes-based deployment, all links between sensors in the

same virtual node or between sensors of virtual nodes Bi and Bi+1 or Bi−1 are maintained. Thus, the

PRR threshold (MIN PRR) concerns only links between the virtual nodes Bi and Bi+2 (and Bi−2).

In our virtual nodes-based deployment proposed in Chapter 5, we defined by p the communication

probability between sensors in virtual node Bi and those in virtual nodes Bi+2 and Bi−2. Thus, in
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our simulations, the MIN PRR values which gives the connection probability between Bi and Bi+2

(or Bi−2) the closest to p is chosen.

0.0 0.2 0.4 0.6 0.8 1.0
p

0.0

0.2

0.4

0.6

0.8

1.0

N
o
d
e
s 
p
a
ir
 r
a
n
ki
n
g
 r
a
ti
o

K = 10 AND α = 0.2

N
10

20

30

40

Figure 6.14: Sensor pairs ranking ratio as a function of p and N : Empirical channel model, virtual
nodes-based deployment, 10 virtual nodes, virtual node length 10 m, α = 0.2.
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Figure 6.15: CDF of the ranking error in hop count (6.10a) and in meter (6.10b) for some values of
N : Empirical channel model, virtual nodes-based deployment, 10 virtual nodes, virtual node length
10 m, α = 0.2, p = 0.5.

Figure 6.14 shows the performance of the ranking algorithm proposed in this thesis as a function

of N and p for α = 0.2. As for the previous deployments, our centroid-based algorithm gives a sensors

pairs ranking ratio greater than 95% no matter the values of p or N . Figure 6.15 shows the CDF of the

ranking error in hop count (Figure 6.15a) and in meters (Figure 6.15b) when p = 0.5. As for previous

deployments, Figure 6.15a shows that, in the case of a ranking error, the probability to have a sensor

position shift of at most 2 hops is very high (0.9). Recall that in the virtual nodes-based deployment

proposed in Chapter 5 and considered in this section, the network is divided into virtual nodes, and a

given number of sensors is deployed in each virtual node. Figure 6.15b shows that, most of the time

(probability 0.9), the sensor position shift is at most of 3 m (except for N = 10, i.e. one sensor per

virtual node). Thus, even in the case of ranking error, the probability that the sensor remains in the

same virtual node (since the virtual node length is equal to 10 m) is greater than 95%.
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6.5.4 Comparison to related work

In Section 6.2, we presented related work concerning the nodes ranking in LWSN. These works can be

classified into two groups: those which use data provided by the hardware to determine the physical

proximity between nodes, and those which exploit the neighborhood correlation. In the later group,

we presented a centroid-based solution. Based on this solution, we propose in this thesis (see Section

6.2) a new ranking algorithm for nodes deployed to form a LWSN. In our new algorithm, the only

parameter manually configured is the first node. Our goal in this section is to compare our ranking

algorithm to another one that can be considered as belonging to this second group.

6.5.4.1 A common neighbors based solution

The number of common neighbors is a metric usually used in the literature to determine the physical

proximity between sensors in WSN [125, 126, 138]. Typically, more two sensors have common neigh-

bors, more they are physically close. Let Si be a ranked sensors running the ranking algorithm and

Sj , a neighbor of Si, not yet ranked. The proximity calculated by Si related to Sj is defined as follows:

common(Si, Sj) = |Γ(Si) ∩ Γ(Sj)| (6.4)

We implemented a new version of our iterative ranking algorithm. At each iteration, the current

sensor, Si, computes the objective function (see Eq. 6.4) for all its neighbors. The one with the

maximum number of common neighbors is considered as the physically closest one and is selected to

execute the next iteration of the algorithm.

6.5.4.2 Comparison results

Figures 6.16 and 6.17 compare our centroid-based algorithm to the common neighbors-based one

presented in the previous section in terms of sensors pairs ranking and ranking error respectively. For

this comparison, we consider a network of 20 sensors and a channel model built from the empirical

data. We also consider the three different deployments considered in the previous sections: uniform,

random and virtual nodes-based deployment proposed in Chapter 5. For the virtual nodes-based

sensors deployment, we consider a LWSN organized to form 10 virtual nodes of length 10 m each and

α = 0.2.

3 4 5 6 7 8 9 10
Distance between consecutive nodes (M)

0.00

0.20

0.40

0.60

0.80

1.00

N
o
d
e
s 
p
a
ir
 r
a
n
ki
n
g
 r
a
ti
o

Centroid

Common neighbors

(a) Uniform deployment

3 4 5 6 7 8 9 10
Avg. distance between consecutive nodes (M)

0.00

0.20

0.40

0.60

0.80

1.00

N
o
d
e
s 
p
a
ir
 r
a
n
ki
n
g
 r
a
ti
o

Centroid

Common neighbors

(b) Random deployment

0.0 0.2 0.4 0.6 0.8 1.0
p

0.0

0.2

0.4

0.6

0.8

1.0

N
o
d
e
s 
p
a
ir
 r
a
n
ki
n
g
 r
a
ti
o

Greedy deployment

Centroid

Common neighbors

(c) Greedy deployment

Figure 6.16: Sensors pair ranking ratio of the centroid-based and common neighbors-based algorithm
for uniform, random and virtual nodes-based deployment for N = 20. In the case of the virtual
nodes-based deployment, K = 10 and α = 0.2 and the virtual node length is 10 m.
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Figure 6.17: Ranking error of the centroid-based and common neighbors-based algorithm for uniform,
random and virtual nodes-based deployment for N = 20. In the case of the virtual nodes-based
deployment, K = 10, α = 0.2 and p = 0.5 and the virtual node length is 10 m.

No matter the deployment considered, the centroid-based ranking algorithm outperforms the com-

mon neighbors-based algorithm in terms of sensors pairs ranking ratio (see Figure 6.16a-6.16c) or

ranking error (see Figure 6.17a-6.17f). Considering the virtual nodes-based deployment, while we ob-

serve a ranking ratio of 60% with the common neighbors-based approach, our centroid-based approach

gives a sensors pair ranking ratio more than 95%. And in case of ranking error (still considering the

virtual nodes-based deployment), while the probability to have an error of one hop is almost 90% for

the centroid-based algorithm, this probability is only 15% for the common neighbors-based approach.

These results highlight the robustness of the centroid-based approach in presence of unreliable and

asymmetric links, compared to a simple common neighbors-based one.

6.6 Conclusion

In this chapter, we proposed an iterative and distributed centroid-based algorithm for sensor ranking

in a WSN with linear topology. Our algorithm takes as input local information regarding sensor

connectivity and the single manually configured parameter is the first sensor of the network. The

proposed algorithm iteratively selects two sensors as anchors and correctly ranks more and more

sensors in the network. At each iteration, all the processing done by the selected sensor depends on

its neighborhood size and not on the number of sensors in the entire network. Thus, our solution is

scalable and lightweight considering the deployment and maintenance of a large network.

Using a simulator developed during this thesis, we evaluated through extensive simulations the

performance of our ranking algorithm. We consider various sensor degrees, realistic channel models

(a model build from the simple UDG model and another one build from empirical PRR values) and
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different deployments (uniform, random and the virtual nodes-based deployment proposed in Chapter

5). In most of our simulation scenarios, we observed a sensors pair ranking ratio greater than 95%.

In case of ranking error, results show a high probability to have an error of one hop only.

104
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2020LYSEI050/these.pdf 
© [R. Domga Komguem], [2020], INSA Lyon, tous droits réservés



Chapter 7

Data collection in a WSN with linear
topology

This chapter puts together all our contributions and evaluates the capability of Warim to collect

vehicular traffic at an intersection in as realistic conditions as possible. Thus, this chapter does

not gives a new contribution of the thesis, but validates Warim, the new infrastructure-free WSN

architecture proposed in this thesis for vehicular traffic monitoring at intersections. Since in Warim

nodes are deployed on road lanes, similarly to the previous chapters, this one focuses on LWSN.

In WSN, sensors are limited by their radio transmission power and thus their coverage area. In such

conditions, a source sensor may not be able to directly communicate with the sink. Thus, we design a

routing protocol in our evaluation. In WSN, the poor quality and instability of links are constraints

widely studied and highlighted in the literature through theoretical analysis or experiments on physical

sensors. Experimental results presented in Chapter 3 considering nodes deployed at ground level, as

in Warim, confirm these observations. Moreover, these results highlight the negative impact of the

ground proximity on link quality.

For a realistic evaluation of Warim, the vehicular traffic at the intersection and the link properties

at ground level must be taken into account. These two elements are considered in the evaluation

conducted in this chapter. Concerning the topological aspect, we consider in this chapter a WSN

deployed using the greedy deployment strategy proposed in Chapter 5. Given the poor and unstable

nature of links at ground level, as shown in Chapter 3, we use a gradient-based opportunistic routing

protocol to collect the messages generated by car detectors. In our simulations, we use the sensor rank

as the gradient.

The content of this chapter is organized as follow. Section 7.1 describes the problem statement

addressed in this chapter. We focus on vehicular traffic in Section 7.2. In this section, by analyzing

a dataset of the city of Koln (Germany), we study messages generation strategies which reduce the

total number of messages generated by sensors in the network. By reducing the number of messages

circulating in the network, we also reduce the energy consumption of sensors. In Section 7.3, we

present the main idea and some advantages of the opportunistic routing protocols, a category of

routing techniques adapted for WSN given their properties and constraints. We also propose a simple

gradient-based opportunistic routing protocol used in our simulations. Using a WSN simulator which

takes into account various aspects of wireless communication (propagation model, encoding, collision,

interferences, etc), considering the greedy deployment and the ranking mechanism proposed in Chapter
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5 and 6 respectively, we evaluate in Section 7.4 the performance of Warim in terms of packet delivery

ratio, traffic load per sensor and sink reception cycle. Finally, we conclude this chapter in Section 7.5.

7.1 Problem Statement

In this chapter, our goal is to evaluate the data collection or the monitoring capability of Warim.

Using a dedicated routing protocol, this evaluation takes into account the vehicular traffic model and

the links properties at ground level. It also considers the greedy deployment proposed in Chapter 5,

as well as the sensors ranks (used as gradient for the gradient-based opportunistic routing protocol)

provided by the centroid-based ranking algorithm proposed in Chapter 6.

Because of the radio quality/characteristics and the environment constraints, the coverage area of

a sensor is time and space dependent. During this thesis, we conducted extensive experiments with

physical sensors deployed at ground level. Experimental results presented in Chapter 3 show that

the ground proximity has a negative impact on the link quality, compared to a link between nodes

deployed at a given height. Even if the available WSN simulators propose more or less realistic models

for wireless communication channels, the particular properties of the link at ground level must be

taken into account in our simulations.

In a multi-hop WSN, a sensor may build and maintain a routing path to forward messages to the

sink [112]. With such a routing protocol, when a sensor has a message to send, it just selects, in its

local routing table, the next hop to which the message will be relayed. Sensors may also decide to not

maintain any neighbors or routing table since links are unstable by nature in WSN. In such a routing

protocol, when a sensor has a message to forward, it just sends it in broadcast mode. Some of its

neighbors which receive the message organize themselves to select the next hop: it is the opportunistic

routing [143]. These neighbors must be those closer to the sink than the previous sensor. Warim is

designed with a multi-hop perspective. Moreover, considering the results presented in Chapter 3, such

a routing protocol must be implemented in our simulator for a realistic evaluation of Warim.

It is well known that generally the radio is the component of a sensor that consumes the most

energy, for messages transmission and reception [48]. Thus, reducing the radio activity or the number

of messages sent or received is a real challenge in WSN. In WSN, a sensor can generate a message

each time it detects an event (event-based messages generation). With such a strategy, the number of

messages generated by the sensors will depend on the number of events or the application. A sensor can

also divide its time into slots and generate a single message in each slot (this is the periodic message

generation approach). For this message generation strategy, the number of messages generated by

sensors depends on the slot duration.

Considering the case of a vehicular traffic monitoring application, the number of vehicles passing

at an intersection may depend not only on the geographical position of the intersection, but also on

the time of day. Thus, it is interesting to design a message generation strategy that will be used by

sensors with the goal to reduce the number of messages in the network in order to prolong the sensors

functioning time.

An energy efficient greedy deployment and a centroid-based ranking algorithm for LWSN are

proposed in Chapter 5 and 6 respectively. In this chapter, we evaluate the capability of Warim
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to collect vehicular traffic data at road intersection considering this deployment. The gradient-based

opportunistic routing protocol used to collect messages uses nodes ranks as gradient in order to forward

the messages generated by sensors toward the sink. The main objective of this chapter is to highlight

if, by putting all our contributions together, Warim is able to collect vehicular traffic data at an

intersection. Moreover, even if the results presented in Chapter 6 show good ranking performance,

it is interesting to evaluate the impact of using a suboptimal sensor rank as gradient on the packet

delivery rate (PDR).

7.2 Messages generation strategies

7.2.1 Event-based and periodic messages generation

Our goal in this section is to present the relationship between the message generation approach and

the total number of messages effectively transmitted in the network.

7.2.1.1 System model

We consider sensors deployed linearly on a lane leading to an intersection. Two approaches can

be used by sensors to generate messages: the event-based approach and the periodic approach. In

the event-based approach, the sensor generates a message once it detects a vehicle. In the periodic

approach, each sensor generates one message after a given period. For the periodic message generation

approach, we denote by ϕ the period. Vehicles arriving on a lane can be modeled as a Poisson process

of parameter γ [139]. γ is the average number of vehicles passing on the corresponding lane during

a unit of time. Then, if the system is observed during a time window T , the number of messages

generated in the network by a given sensor using an event-driven approach is defined as: Mevt = γ ·T .

For a periodic approach, the number of messages generated by a sensor during a time window T is

defined as: Mpec = T
ϕ

7.2.1.2 Number of messages generated
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Figure 7.1: Periodic: Number of messages as a function of ϕ and γ.

For T = 100 minutes, Figure 7.1 and 7.2 show the number of messages generated in the network as

a function of the period (Figure 7.1) and the average number of vehicles passing through a given lane

per minute (Figure 7.2). As it can be observed, the performance of the two approaches depends on
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Figure 7.2: Event-based: Number of messages as a function of ϕ and γ.

the intensity of the vehicular traffic. Indeed, for an average arrival rate of γ = 3 vehicles per minute,

less messages are generated by a periodic approach when the period ϕ is greater than 20 s. Given the

dynamic nature of vehicular traffic, neither a periodic nor an event-driven approach can be optimal

regarding the overall number of messages generated in the network.

7.2.1.3 An application example : Koln vehicular data traffic analysis

Considering a real vehicular traffic data, we analyze in this section the number of messages generated

in the network using the two messages generation approach described in the previous section. We

have analyzed the vehicular traffic at intersections in the city of Koln (Germany) using a 24h dataset

[140, 141] indicating, at each second, the coordinates and the speed of each vehicle. We divided this

data into blocks of 15 min., and for each block, we calculate for each lane of an intersection the

number of vehicles passing through it. The number of messages generated by the two approaches is

then compared. For the periodic approach, we consider a period of 30 s, a reasonable delay for traffic

light management. Figure 7.3 shows, for two different intersections (a dense one (named Intersection 1

in Figure 7.3) and a sparse one (named Intersection 2 in Figure 7.2)), the number of messages generated

as a function of the block number (x-axis), the generation approach and the lane. Intersection 1 has

8 entrance lanes, while intersection 2 has 4. For presentation purpose, Figure 7.3 shows, for each

intersection, only results for three lanes. In these figures, each point on the x-axis represents an

interval of 15 min.

Results presented in Figure 7.3 show that the vehicular traffic is space and time dependent. Indeed,

from an intersection to another, or from one lane to another, vehicular traffic may be different. And

on a given lane, the vehicular traffic varies depending on the time of day. For instance, Figure 7.3a

shows that, during the morning or the evening, when there is a peak in the vehicular traffic, it is

better to use a periodic approach to reduce message generation.

7.2.2 Adaptive messages generation

Results presented in the previous section highlight the dynamic nature of vehicular traffic, and show

that neither periodic nor event-driven approach is better in a realistic context. In this section, we

108
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2020LYSEI050/these.pdf 
© [R. Domga Komguem], [2020], INSA Lyon, tous droits réservés



0H15 3H 6H 9H 11H 14H 17H 20H
Time (Each point is 15 min)

0

22

44

66

88

110

N
u
m
b
e
r 
o
f 
m
e
ss
a
g
e
s

Event (Lane 1)

Event (Lane 3)

Event (Lane 5)

Periodic (p=30s)

(a) Intersection 1: 15790 VEHICLES/DAY

0H15 3H 6H 9H 11H 14H 17H 20H
Time (Each point is 15 min)

0

22

44

66

88

110

N
u
m
b
e
r 
o
f 
m
e
ss
a
g
e
s

Event (Lane 1)

Event (Lane 2)

Event (Lane 3)

Periodic (p=30s)

(b) Intersection 2: 908 VEHICLES/DAY

Figure 7.3: Impact of vehicular traffic on the number of messages.

propose a new adaptive message generation approach using only the local vehicular traffic, as detected

by the sensors.

7.2.2.1 Adaptive algorithm

We assume that time is divided into w fixed-size windows W0,W1,W2, .....,Ww−1 of duration W and

that, at startup, all nodes use an event-driven approach. We define by Vi the number of vehicles

that passed on a sensor deployed on a lane during the window Wi. We also define by θ a threshold

allowing a sensor to decide if it should change the message generation strategy or not, based on the

vehicular traffic it sensed in the previous window. The Algorithm 7.1 is executed by each sensor at the

beginning of window Wi, i > 0. This algorithm takes as input the number of vehicles (Vi1) detected

during the previous windows (Wi1) and the threshold (θ).

Algorithm 7.1 Adaptive messages generation

Input: Vi−1, θ
1: if Current Approach = Event Based then
2: if Vi−1 > θ then
3: Current Approach← Periodic
4: end if
5: else
6: if Vi−1 < θ then
7: Current Approach← Event Based
8: end if
9: end if

A sensor using the event-based approach (Line 1) will switch to the periodic one if the number of

vehicles detected during the previous windows is greater than the threshold (Line 2-4). And a sensor

using the periodic approach (Line 5) will switch to the event-based one if the number of vehicles

detected during the previous windows is less than the threshold (Line 6-9).

7.2.2.2 Adaptive approach versus event-based and periodic approaches

In this section, we compare our adaptive approach to periodic and event-driven ones. In this evaluation,

we set θ = W
ϕ , which corresponds to the number of messages generated by a sensor in a window Wi
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using a periodic approach with period ϕ. As in Section 7.2.1.3, we set the period ϕ to 30 seconds.

Figure 7.4 presents the total number of messages generated in the network per lane only for Intersection

1, which observes more vehicular traffic. The optimal approach in this figure corresponds to the

situation where each sensor knows, for each Wi, the value of Vi+1 and sets the message generation

strategy accordingly. In Figure 7.4a, we set W = 900 s (15 minutes) and present results for each

lane of the corresponding intersection, while in Figure 7.4b, we evaluate the impact of W on the

performance of our adaptive strategy. Figure 7.4a shows that our approach significantly reduces the
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Figure 7.4: Impact of adaptive message generation. For periodic messages generation, ϕ = 30 s.

number of messages generated compared to the two static approaches. The difference is largest in

case of lanes with dense vehicular traffic. For instance, on lane 5 (Figure 7.4a), compared to an

event-driven approach, our adaptive approach reduces by 40% the number of generated messages.

Compared to the optimal approach, our adaptive solution needs one W period before switching to

the best message generation approach, resulting in a certain number of unnecessary messages. This

difference with respect to the optimal can be observed in 7.4b. We can notice that, for very small

values of W , our solution shows a degraded performance, as for such a short time scale, the correlation

between Vi and Vi+1 is weak. A degraded performance can also be noticed for large W values, as in

these cases, selecting the wrong strategy has a more important cost, as the system is allowed to

change strategies less often. However, even in these situations of degraded performance, our solution

still performs better than a fixed approach, either periodic or event-driven. By using the adaptive

message generation proposed in this section, sensors will reduce their energy consumption and may thus

prolong the Warim lifetime. Our adaptive message generation is also interesting from a networking

perspective. Indeed, less message generation means also less contention and less collision.

Once a message is generated, it must be relayed through a multi-hop communication mechanism

from the source to the sink (the light controller). Thus, in the next section, we describe the routing

protocol designed to be used with the Warim architecture and the related contributions.

7.3 Routing of a message from the sensor to the light controller

In the previous section, we proposed an adaptive messages generation strategy which reduces the

number of messages generated in the network. Our goal in this section is to design the mechanism
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used by nodes to transmit a message from the source node to the sink.

7.3.1 An overview of routing

Two layers are particularly concerned by the transmission and forwarding of a message from the source

device to the destination device: the MAC and the routing layers. The goal of the MAC layer is to

provide mechanisms which not only allow to sensors to share the wireless medium, but also to solve

the collision problem. Some communications protocols for LWSN are proposed in [143, 144, 145, 146].

In these papers, authors exploit the linear structure of the network to improve the performance (in

terms of network throughput) of the communication protocol. In the remaining of this section, we

focus on routing protocols.

In WSN, because of the limited communication range of sensors, a sensor might not be able to

establish a direct communication link with the sink. Thus, it uses relay sensors to forward its messages

in multi-hop to the sink, as proposed in Warim. In such a network, the routing is then a critical task

executed by nodes. The routing can be defined as the mechanism through which paths are built in a

network to carry the data from its source to the sink.

The selection of the link to a neighbor Sj to forward a message might be done based on metrics

like the number of hops from Sj to the sink, the distance between Sj and the sink, the remaining

energy of Sj or the transmission delay on the link Si → Sj [142]. Because of the environment, the

limited energy of nodes or the interference from the surrounding networks, the wireless links in low

power WSN are by nature unstable [74, 75]. So, at a given time, some links may be available, and

become unavailable a few moments later: they are said to be opportunistic. In traditional routing

protocols (i.e. routing protocols in which sensors construct and maintain routing tables), if a link of

better quality than the one predefined in the routing table appears, the predefined link will still be

used, even if it is unavailable (because of the environment, the neighbor has failed or is not active). If

a new message is sent on that (predefined) link, there might be unnecessary energy consumption and

moreover, the message might not be delivered to the final destination. The wireless channel used in

WSN is by nature a broadcast one. Thus, when a node sends a message, all the active sensors within

its communication range receive it: it is the overhearing phenomenon. A class of routing protocols,

named opportunistic routing [143], which takes advantage of the broadcasting nature of the wireless

channel and which exploits opportunistic links, has been proposed for WSN.

By using opportunistic routing, each packet is allowed to dynamically build the route toward the

destination. This is done according to the condition of the wireless links at the moment when the

packet is being transmitted. In opportunistic routing, the nodes do not select a next-hop before the

transmission starts. The neighbors that receive the transmitted packet use a predefined mechanism

to decide which of them must forward the packet and which must discard it. This process is usually

called candidate coordination [143]. In other words, a sender broadcasts the packet first, and one

of its neighbors that has received the packet will continue the forwarding process. Therefore, the

opportunity of delivering the packet to the destination is increased.

Another benefit of the opportunistic routing is the preservation of network resources. Consider

the network of Figure 7.5, in which the link weight represents the delivery probability. If a traditional

routing protocol is applied on this network, the best path from source S to destination D is S → A→
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Figure 7.5: An example of opportunistic routing.

B → D. In this case, when the source sends a packet, even though node B correctly receives the packet

transmitted from the source, it cannot forward it. This packet has to be resent until it reaches the

predefined next-hop A. Therefore, as we can see, in this kind of routing scheme, many retransmissions

and wasted network resources may occur. Another situation that might occur is that the packet may

be received by both nodes A and B. Because the distance of B to the destination is less than the one of

node A, the packet might be delivered to the destination with a smaller number of transmissions if node

B forwards it. Because source S has not selected node B as its next-hop forwarder to destination D,

node B is not allowed to forward the received packet. By contrast, opportunistic routing can increase

the progress of a packet toward the destination by taking advantage of these situations.

In this section, we give a simplified view of traditional and opportunistic routing protocols for

WSN. More information can be found in [143] which reviews opportunistic routing protocols proposed

for WSN. In the next section, we describe a simple gradient-based opportunistic routing protocol

implemented in our simulator to evaluate Warim.

7.3.2 A gradient-based opportunistic routing protocol for Warim

Gradient-based routing approach [147] is inspired from position-based routing but did not use sensor

location, but the concept of gradient. The gradient of a sensor can be defined as the number of hop

from the destination (sink). In this section, we use the sensor rank as gradient.

When a sensor has a message to transmit to the sink, it broadcasts a message containing its rank

(r rank) and a sequence number. These two informations contained in the message header allow

to uniquely identify the message in the network. The message header also contains the rank of the

previous relay sensor (rp). When a sensor Si with rank ri receives a message, if Si is closer to the sink

than the previous relay sensor (ri < rp), it calculates the value shift = rp − ri. This value represents

the number of sensors between the relay sensor and Si, Si included. If shift is less than the constant

max shift, Si initializes a timer to (max shift − shift) × slot duration. The sensor Si listens the

channel until the end of its timer or when it hears the forwarding of the message by an other sensor.

Si forwards the message only if it does not hear the forwarding of this message by one of its neighbors.

If Si is the sink (S0), just after the reception of the message from the previous relay sensor, it sends

an acknowledgement in broadcast to inform the previous relay sensor and other candidates that it has

received the message. If after (max shift+ 1)× slot duration the previous relay sensor does not hear

the retransmission of the message by one of its neighbors, nor the acknowledgement from the sink, it
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considers that no neighbors have received the message and retransmits it. We assume that, at each

hop, the current relay sensor can do max rtx retransmissions. The routing process ends when the last

relay receives the acknowledgement from the final destination or when, after max rtx transmissions,

none of the candidate forwarders succeeds to forward the message. The parameters of this routing

strategy are summarized in Table 7.1.

max shift The maximum number of hops between the relay node and a forwarding
candidate.

max rtx The maximum number of retransmissions at each hop.

slot duration The slot duration, its value will be defined taking into account applications
and network constraints.

Table 7.1: The parameters of the implemented gradient-based opportunistic routing protocol.

7.4 Performance evaluation

Using a network simulator for WSN [148], we evaluate the capability of Warim to collect vehicular

traffic at an intersection. In the following section, we describe our simulation methodology.

7.4.1 Simulation methodology

For our simulations, we use the WSNet simulator [148]. It is an event-driven network simulator for

large scale WSN. It already integrates many modules at the physical, MAC, routing and application

layers. Its modular architecture allows to easily develop and add new modules. Thus, we developed

for this simulator a module implementing the routing protocol described in Section 7.3.2. However,

for application, MAC and physical layers, we used modules already integrated in the simulator.

7.4.1.1 Application layer

In the previous section, we proposed an adaptive message generation strategy which reduces the

total number of messages in the network. Initially, an event-based messages generation strategy is

used by sensors: i.e., a node generates one message each time it detects a vehicle. But, when the

vehicular traffic increases and becomes greater than a threshold, sensors periodically generate and

send a message containing the number of vehicles detected. Thus, the periodic approach corresponds

to the situation of high vehicular traffic, high contention and probably high collision. Therefore, in

the application layer used for this evaluation, a periodic message generation approach is used. We

varied the period (ϕ) of messages generation from 2 s to 60 s.

7.4.1.2 Routing and MAC layers

At the routing layer, we implemented the routing protocol described in Section 7.3.2. In our simulation,

we set max shift, the maximum number of nodes between a forwarding candidate and the message

sender, to 5. Results presented in this chapter is for a slot duration of 50 ms. Simulations are

conducted for different values of max rtx (the maximum number of retransmission at each hop).

For the MAC layer, we used the CSMA/CA protocol proposed in the IEEE 802.15.4 standard [47].

This protocol is already integrated in the WSNet simulator. We used the default parameters values
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proposed in the standard. Since all messages are sent in broadcast mode, there is no retransmission at

the MAC layer. But, the max rtx parameter used by our routing protocol improves the transmission

reliability at each hop.

7.4.1.3 Physical layer

For the physical layer, we still consider the IEEE 802.15.4 standard. We consider an Offset Quadrature

Phase-Shift Keying (OQPSK) modulation scheme, an orthogonal interference model and the commu-

nication frequency 2400 Mhz. Many signal propagation models proposed for wireless network are

implemented in WSNet. We consider the log-normal shadowing model widely used in the evaluation

of WSN protocols [86]. The main parameters of this model is the path-lost exponent (ψ) and the

standard deviation (φ). For links at ground level, like in Warim, we estimated the values of these

parameters by simulations. The idea is to estimate using simulations (we used a python program wrote

during this thesis), the values of φ and φ which allow to have links with PRR close to the empirical

PRR collected during our experiments. Simulation results give ψ = 5 and φ = 15. Combining the

log-normal shadowing propagation model with the orthogonal interference model and the OQPSK

modulation, we configure the physical layer in our simulation.

7.4.1.4 Deployment and nodes coordinates

Recall that our goal in this chapter is to put together all our contributions and evaluate the performance

of Warim in terms of data collection. We take into account the link properties at ground level (See

Chapter 3), the deployment proposed in Chapter 5 and the sensors ranks obtained by the centroid-

based algorithm proposed in Chapter 6. We consider a linear network of length 100m. We assume

that the network is organized to form 10 virtual nodes. We also assume that p = 0.5 (50% of messages

generated by virtual node Bi are relayed by Bi+2 and the others 50% by Bi+1) and α = 0.2 (each

sensor overhears 20% of communications addressed to a different sensor in its neighborhood). Using

the greedy algorithm proposed in Chapter 5, we deploy 20 sensors in the network. The routing

protocol described in Section 7.3.2, implemented and integrated in the simulator, uses sensors ranks

(obtained by the algorithm proposed in Chapter 6) as gradient. Results are shown for real sensors

ranks and also for the sensors ranks obtained by our ranking algorithm. Two sets of simulations are

then conducted. In the first set, the real ranks of sensors are used as gradient while in the second set,

the ranks obtained by our ranking algorithm are used. In the remaining of this chapter, the ranks

obtained by our centroid-based algorithm are named estimated ranks. Figure 7.6 shows the sensors

deployment.

B1B2B3B4B5B6B7B8B9B10

S1S0
S2S6S7S8S12S13S19 S17

S1S0
S3S7S6S8S13S12S19 S17

Real rank

Estimated rank

Figure 7.6: Sensors deployment: physical topology (with real rank) and virtual topology (estimated
rank). Sensors colored in red are those at bad positions.
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7.4.1.5 Evaluation metrics

In our evaluation, we consider three metrics: the PDR (Packet Delivery Ratio), the average traffic

(transmissions and receptions) per node and the sink reception cycle. The PDR is the ratio of the

number of messages received by the sink to the total number of messages generated by all nodes in

the network. It is the main evaluation metric, since it allows to measure the capability of Warim to

effectively collect data at the sink level. The traffic of a node is the number of messages transmitted

and received. It is obvious that, when the distance to the sink is reduced, the traffic load of nodes is

higher. In the results presented in the next section, we present the average traffic load per node in the

network. This gives an indication on the energy consumption of nodes since radio is the component

which consumes the most sensor energy for messages transmission and reception. The traffic light

controller uses the information provided by Warim to periodically change the light plans in order to

take into account the changes in vehicular traffic at the intersection. Thus, the final metric used in

our evaluation, the sink reception cycle, can be considered as an application metric: it is the delay

between two receptions at the sink from a given source. This allows to know the period of messages

update at the light controller and the possible impacts on the intelligent traffic light management

system. Results presented in Section 7.4.2 are the average over 1000 executions. A summary of the

simulation configuration is presented in Table 7.2.

Parameter Description Value

Application layer (periodic messages generation)

ϕ Messages transmission period 2s− 60s

M Number of messages sent by each sensor 100

N Number of sensors 20

Routing layer (opportunistic routing)

max shift The maximum number of hops between the relay node node
a forwarding candidate

5

max rtx The maximum number of retransmission at each hop 2, 3 and 4

slot duration The slot duration, its value will be defined taking into account
applications and network constraints

50ms

MAC layer (CSMA/CA)

IEEE 802.15.4 MAC
layer

Parameters values are the default values defined in the stan-
dard

–

Physical layer (802.15.4)

Modulation The modulation scheme OPQSK

Interference The interference model Orthogonal

Propagation The signal propagation model, Log-Normal Shadowing ψ = 5 and φ = 15

Table 7.2: Simulation parameters.

7.4.2 Simulation results

7.4.2.1 Message delivery ratio

Figure 7.7 presents the PDR as a function of the message transmission period. The PDR is given

when the real ranks of sensors are used as gradient (Figure 7.7a) and when the estimated ranks (ranks

obtained by the centroid-based algorithm proposed in Chapter 6) are used (Figure 7.7b). This figure
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shows that, when the messages transmission period (the duration between two packet generations)

increases, the PDR increases too. As function of the number of retransmissions at each hop, the

PDR is between 88% and 92% when real ranks are used, and between 77% and 80% when estimated

ranks are used. When the message transmission period is low, we observe the lowest PDR. Indeed,

by reducing the duration between two message generations, the number of messages generated in the

network per time unit increases. A direct consequence is an increase of the contention at the MAC

layer, which increases the probability of collisions and packets loss. But when the transmission period

increases, the PDR increases too, and from a period of 15 s, it remains more or less constant. Indeed,

all the mechanisms implemented at the MAC layer and the retransmission mechanism implemented

by the opportunistic routing protocol introduce a maximum message transmission delay at each hop.

A transmission period greater than this delay does not have an impact on the PDR.

(a) Real nodes rank (b) Estimated nodes rank

Figure 7.7: Packet delivery ratio.

A particular observation in this figure is the better PDR obtained with real ranks compared to the

PDR obtained with estimated ranks. Indeed, while we can obtain a PDR of 92% with real ranks, the

maximum PDR obtained with the estimated ranks is 80%. We guess that this is due to the ranking

error introduced by our ranking algorithm. Indeed, because of a ranking error, a node physically far

from the sink can be selected as a forwarder candidate. Moreover, a node closer to the light controller

can receive and ignore a message because its estimated rank places it far than the current relay. These

ranking errors may conduct to message loss or may introduce delay in the transmission as we will show

in Section 7.4.2.3. But we think that the PDR can be improved by using network mechanisms. A

solution is to increase the value of max rtx. As shown in Figure 7.7, the PDR increases with the value

of max rtx. Human intervention for sensors ranking might give perfect ranks. But, this operation is

costly and time consuming.

By adding reliability at the application layer, information contained in the lost messages can be

received by the controller, but with a delay. Indeed, the information contained in a message is usually

an integer which may be coded on ω bytes (for many applications, may be 2 or 4 bytes). We can

assume that each time a node transmits a message, the data inserted in the message corresponds not

only to the data measured during the current period (event), but to the data measured for the last

periods (events). Thus, the size of the data contained in the message will be κ bytes if we assume that

is the size of the data generated in one period (or for an event). In this case, an interesting metric to
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investigate will be the data latency as the elapsed time between a data generation and its reception

by the sink.

7.4.2.2 PDR and traffic load per node
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(a) Real nodes rank
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(b) Estimated nodes rank

Figure 7.8: Average traffic load per node.

A high value of max rtx increases the traffic in the network as shown in Figure 7.8. Thus,

increasing the maximum number of retransmissions at each hop increases the PDR, while consuming

the energy of sensors (since radio consumes the most energy of sensors for messages transmission and

reception). How to guarantee a good PDR while minimizing the sensor energy consumption? This

is a trade-off widely studied in the field of WSN. For this purpose, energy-efficient physical, MAC,

routing and transport layer have been designed for WSN [99]. But in this chapter, our goal is not to

study all these solutions or to propose new ones. As we previously claimed, the goal of this chapter is

to evaluate the capability of Warim to collect vehicular traffic data at an intersection.

Figure 7.8 also shows that, when estimated ranks are used as gradient, the average traffic load per

sensor is relatively smaller compared to the case where real ranks are used. This result is coherent

with the one presented by Figure 7.7, which shows that the PDR is smaller when the estimated ranks

are used. Indeed, each lost message reduces the total number of messages circulating in the network

and then the traffic per nodes.

7.4.2.3 Sink messages reception cycle

The goal of Warim is to collect data concerning the vehicular traffic at the intersection. This data

allows the light controller to periodically (using a predefined period) update the light plans. Thus,

it is important to study or to show the period at which Warim will provide up to date information

concerning a particular area of the intersection. In this section, we present in Figure 7.9 the CDF of

the sink reception cycle for some sources: S3 of virtual node B2, S13 of virtual node B5 and S19 of

virtual node B10 (B10 being the last virtual node since, as we explained in Section 7.4.1.4, we consider

10 virtual nodes). As in the previous sections, we assume slot duration = 50 ms and we consider the

maximum number of retransmissions at each hop which gives the best PDR (max rtx = 4). Results
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(a) Real sensors rank (b) Estimated sensors rank

Figure 7.9: CDF of the duration between two message receptions of the sink from the source S3 (in
the virtual node B2) S13 (in virtual node B5) and S19 (in the virtual node B10).

are shown for real ranks (Figure 7.9a) and for estimated ranks (Figure 7.9b). In each case, results are

shown for messages transmission period of 30 s and 60 s.

An important observation in these figures is that the sink reception cycle is higher when the

estimated ranks are used compared to the case where reals ones are used. Indeed, considering sensor

S19 as source and ϕ = 30 s, we have a probability of 70% to have a sink reception cycle less than 60 s

when real sensors rank are used and 60% when estimated ranks are used. This observation is coherent

with the results presented in the previous sections (Figure 7.7). Indeed, the lower PDR observed,

when considering estimated ranks, is a sign that there are more retransmissions at each hop, compared

to the case where real ranks are used. These retransmissions, more numerous in the case of estimated

ranks, which may vary from one message to another, is a source of the variations of the sink messages

reception cycle from the same source.

For source node S3 of the virtual node B2, we observe that the sink reception cycle is almost equal

to the message transmission period when real ranks are used (see Figure 7.9a). In the case of the

estimated ranks, we observe a probability greater than 90% to obtain a sink messages reception cycle

equal to the messages transmission period (see Figure 7.9b). This is expected since sensors in the first

virtual nodes have a high probability to communicate directly with the sink (S1). Thus, messages from

these sensors are not subjected to delay introduced by multi-hop routing. For a far source, messages

transmitted by this source are relayed through multi-hop until the sink. The delay introduced at all

hops may be different from one message to another. Results presented in this figure also show that

the farther a node Si is from the sink, the higher is the maximum reception cycle of sink from Si.

In summary, results presented in Figure 7.9 show that the reception cycle of the sink for messages

coming from the same source depends on the position of the source. Indeed, when the source is far

from the sink, its messages are forwarded through many hops until the sink. At each hop, a delay is

introduced. This delay depends on the processing capability of each node and the physical layer (data

rate, environment constraints, collisions, etc). All these factors may influence the period at which the

light controller updates the light plans and must be taken into account when designing communication

protocols for Warim.
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7.5 Conclusion

The goal of this chapter was to put together all our contributions and evaluate the performance of

Warim, the WSN-based architecture proposed in this thesis (Chapter 4) for vehicular traffic monitor-

ing at an intersection. In order to know which is the most energy-efficient message generation strategy,

we start by analyzing a dataset of vehicular traffic of the city of Koln in Germany. We proposed an

adaptive message generation strategy which reduces by 40% the number of messages generated in the

network compared to a static (event-based or periodic) approach. This messages generation strategy

switches between event-based (a message is generated each time a vehicle is detected) and periodic

messages generation as function of vehicular traffic at the intersection.

Considering the deployment proposed in Chapter 5, the ranking proposed in Chapter 6 as gradient

and a simple gradient-based opportunistic routing protocol described in this chapter, we evaluated the

capability of Warim to collect data at an intersection. In the network simulator used, we consider

the CSMA/CA MAC protocol of the 802.15.4 standard. We also considered a realistic physical layer

with a channel model close to the one at the ground level like in Warim.

Results show that, by adding network mechanisms like message retransmission at each hop, even

if the traffic load of nodes increases, almost 92% of messages generated by nodes are delivered to

the sink when real nodes ranks are used and 80% when the rank obtained by the centroid-based

algorithm proposed are used. We also look at the sink reception cycle, which is the duration between

two receptions by the sink for messages coming from the same source. Results show a high probability

to have a reception cycle equal to the messages transmission period. In summary, results presented

in this chapter show that, Warim, combined with the greedy deployment proposed in Chapter 5 and

sensors ranks obtained by our centroid-based ranking algorithm proposed in Chapter 6 can be used

for a reliable and real time vehicular traffic monitoring at an intersection.
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Chapter 8

Conclusion and perspectives

8.1 Remainder of goals and challenges

Intelligent transportation systems [3] represent the introduction of information and communication

technologies in the management of transport issues. They appeared in a context marked by a significant

growth in the number of vehicles in major cities worldwide causing traffic jams. Some consequences of

traffic jams are: excessive fuel consumption, environmental pollution or accidents. Since most of the

traffic jams are observed at road intersections, adaptive traffic lights management was one of the the

first services offered by intelligent transportation systems. The high cost of the first solutions imple-

menting this service limited their deployment only to some cities of developed countries. Thanks to

the low-cost of sensor nodes, many WSN solutions for vehicular traffic monitoring have been proposed.

At the beginning of this thesis, our goal was to propose a low-cost, realistic, lightweight and au-

tonomous WSN architecture for vehicular traffic monitoring at an intersection. We wanted to propose

a WSN architecture which may be adopted by many cities, event those limited by the financial budget;

which is realistic in terms of network communication constraints; which can be rapidly deployed by an

operator without a constraint technical training; which is autonomous in terms of network configura-

tion and organization in order to reduce the deployment time and maintenance effort; and which can

report data at lane level (the number of vehicles per lane) in order to allow an optimal and real-time

traffic lights management.

8.2 Contributions

Two types of sensors for vehicles detection are proposed by industrials: underground sensor and

surface-mounted sensor. Most WSN-based architectures proposed by researchers for vehicular traffic

monitoring at intersections are unrealistic in terms of communication requirements [7, 9, 10]. Thus, our

first contribution in this thesis is the links characterization in a WSN with nodes deployed

at ground level. We evaluated the performance of a wireless link as function of many parameters like

the proximity of the ground surface, the road topography, the message size, the radio transmission

power and communication frequency. We expressed the link quality in terms of PRR and RSSI.

Results showed a poor link quality at ground surface compared to a deployment at a given height. At

ground level, we observed a maximum communication range of 10-15 m with acceptable link quality.

This communication range is very far from the 100m proposed by the IEEE 802.15.4 standard and
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widely adopted by all existing WSN-based architectures. The second contribution of this thesis

is Warim, a realistic WSN architecture for vehicular traffic monitoring at intersections.

This architecture is proposed based on the experimental results obtained during the first part of this

thesis. In this architecture, many nodes are deployed on the road surface per lane and a node deployed

on the light support is considered as the sink. The number of nodes per lane and the distance between

two nodes depend on the application and the environment constraints, as well as on the radio module

properties. Since experimental results showed a limited communication range with nodes deployed at

ground level, in Warim nodes use a multi-hop communication model to forward a message from any

node to the sink.

The third contribution of this thesis is an energy efficient and simple nodes deployment

strategy for LWSN using the virtual nodes concept. A virtual node is formed by sensors

deployed in a given area. We proposed a model of the average communication traffic per virtual node.

This traffic includes messages transmission and reception. It is important to note that receptions

mentioned here include those due to the overhearing phenomenon. We then formalized the sensors

deployment problem as a mixed-integer non linear programming problem and proposed a greedy algo-

rithm to compute the number of sensors that form each virtual node. Performance evaluation showed

that, compared to a uniform deployment (i.e. when the same number of sensors is deployed in each

virtual node), our virtual nodes-based approach improves the network lifetime by up to 40%. More-

over, our virtual nodes-based approach outperforms the distance-based one when a good scheduling

algorithm, which reduces the overhearing phenomenon, is used. We also studied an alternative solu-

tion which considers a network in which the batteries of nodes are nonuniform; i.e the battery of a

node is proportional to its traffic. Results showed that, by properly selecting the battery to assign to

each node, such an approach can significantly improve the network lifetime.

The fourth contribution of this thesis is an iterative, autonomous and centroid-based

nodes ranking algorithm for LWSN. The centroid of a node is the average of its neighbors

coordinates. At each iteration, all the processing done by a selected node depends on its neighborhood

size and not on the number of nodes in the entire network. Thus, our ranking algorithm is scalable

and lightweight considering the network deployment and maintenance. In this algorithm, the single

parameter manually configured is the first node of the network. Using a simulator developed during

this thesis, we evaluated the performance of our ranking algorithm. We evaluated its performance

considering various nodes degree, realistic channel models (built from empirical PRR values collected

from experiments with nodes deployed at ground level) and different deployments (uniform, random

and the virtual nodes-based deployment proposed in this thesis). Results showed a node ranking ratio

greater than 95%. In case of ranking error, results showed a high probability to have an error of one

hop. Results also showed that our ranking algorithm outperforms the common-neighbors approach

widely used in the literature to estimate the proximity between nodes. Our ranking algorithm showed

not only its efficiency in terms of nodes ranking in a LWSN, but also its robustness to deployment

errors.

Finally, we validated Warim using the WSNet simulator. The analysis of the vehicular

traffic at intersection using a dataset of the city of Koln in Germany showed a temporal and spatial

variation in vehicular traffic. In order the reduce the number of messages in the network and then
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the node energy consumption, we proposed an adaptive message generation strategy. The proposed

strategy reduces by 40% the number of messages generated in the network compared to a static (event-

based or periodic) one. To evaluate Warim, we implemented in the simulator a simple gradient-based

opportunistic routing protocol using sensors rank as gradient, a physical layer considering the link

properties at ground level and we used the MAC layer of the 802.15.4 standard. We also considered

the virtual nodes-based deployment proposed in this thesis. Results showed a PDR of 85%. We also

investigated the controller reception cycle which is defined as the time between two receptions from the

same sensor. Results showed a high probability (from 50% to 90% depending on the sensor position)

to have a reception cycle equal to the message generation period. In summary, simulation results

showed that putting together all our contributions, Warim, the WSN-based architecture proposed in

this thesis can be used for a reliable and real-time vehicular traffic monitoring at intersection.

8.3 Perspectives

8.3.1 The case of intersections with complex topologies

In this thesis, we considered sensors deployed on a single lane to form a LWSN. A typical intersection

may have several entrances and exits depending on its topology, and each entrance (or exit) may

have many lanes. Such an intersection presents new challenges. Indeed, in such a configuration,

communication between sensors deployed at different entrances (or exits) may interfere. Even on a

road segment with multiple lanes, a sensor might receive or forward messages from other lanes. This

should be take into account when modeling the traffic per sensor and then the deployment strategy.

If we consider the sensors ranking problem, the case of multi-lane road requires first the identification

of the lane on which each sensor is deployed, and second the rank of each sensor on that lane. Thus,

proposing a solution to this problem, which does not require the human intervention is an interesting

challenge.

8.3.2 LWSN

In this thesis, we proposed a simple and energy efficient deployment strategy for WSN with linear

topology. In the deployment proposed, the number of sensors increases as the distance to the sink is

reduced. This deployment allows to address the problem of the high traffic observed in the area close

to the sink. The high number of sensors in the neighborhood of the sink, combined with the high data

traffic in this area, increases the contention at the MAC layer and the collision probability. Thus, it

would be interesting to investigate communication protocols considering a network with asymmetric

data traffic and sensor density. These communication protocols could exploit the linear property of

the network to improve the access to the channel and then to reduce the collision probability and

the overhearing. LWSN can also be deployed for applications like border control and infrastructures

monitoring. Considering such large networks, the number of messages circulating in the network could

be very huge. Taking this into account, communication protocols, sensors organization (hierarchical

network) and data aggregation mechanisms could be investigate in order to improve the network

efficiency.
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8.3.3 LPWAN

LPWAN is a more recent communication technology used in WSN, which allows long range and low

power communications. Using such a communication technology in Warim, each sensor will directly

communicate with the light controller. Thus, considering the poor wireless link quality at ground level

and the limited communication range which is addressed by a routing protocol, LPWAN technology

might be a good communication technology choice. One of the main goal of Warim is the real time

vehicular traffic monitoring at intersection for an intelligent traffic lights management. During some

periods of the day characterized by a high vehicular traffic, the number of message can be very high.

One drawback of LPWAN technology is the low throughput and the high transmission delay. Thus,

an important challenge would be to investigate how such a communication technology could be used

in a network with a high data traffic considering an application requiring real time data transmission.

8.3.4 Energy Harvesting

Generally speaking, wireless sensor nodes are battery-powered. When the battery is exhausted, it can

be replaced if the deployment area is accessible. Recently, with the evolution of energy harvesting

technologies, and particularly solar energy, small size solar cells have been proposed for WSN [63, 64].

In Warim, to reduce the maintenance cost, sensor nodes, which take benefit from renewable energy

sources, may be used. Energy-aware networking protocols are generally used in battery-powered WSN

to manage efficiently the energy consumption of nodes. In energy harvesting WSN, the network lifetime

is theoretically infinite, and it is only limited by hardware lifetime. Then, the main considerations

regarding energy should be i) to schedule the data transmission according to the energy available and

to anticipate the energy depletion using a data traffic schedule, ii) to maximize throughput and iii)

to guarantee perpetual network functioning, i.e. allow the network to function even in the lack of

harvesting sources for a long time.

Considering sensors equipped with solar panels, the energy produced by a solar panel depends on

its size, the weather, the period of the day, the area where the panel is deployed and the availability

of sunshine radiation. If nodes in Warim have energy harvesting capabilities, since vehicles stop at

the intersection when the light is red, sensors close to the traffic light are shadowed much of the time

by vehicles and harvest less energy compared to those which are far. Moreover, such sensors have to

relay control packets sent by other nodes. Clearly, this means that the power consumption of such

nodes has to be studied finely, by taking into account data traffic intensity and the available energy

sources. Transmission scheduling, topology management, and dynamic routing protocols should be

designed by considering renewable energy cycles.

8.3.5 Other perspectives

An important observation of the experiment results presented in this thesis is the poor link quality

when the message size is too small (2 bytes). So, a perspective to this thesis is to continue investigation

in order to understand how can this be explained. Using statistical tests, we also compared the

empirical PRR collected during our experiments campaign to the PRR values generated by the

log-normal shadowing model widely used by simulator when evaluating communication protocols for
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WSN. The Mann-Whitney-Wilcoxon test validated H0 in the case of the flat area deployment, but

rejected it for the hill deployment. This indicates that the poor link quality on the hill deployment is

the consequence of a phenomenon that is not accounted for in the theoretical log-normal shadowing

model. Thus, understanding what happens when nodes are deployed on a hill could be an interesting

challenge to investigate in order to improve the log-normal shadowing propagation model.

On modern sensor platforms, nodes have a set of discrete power levels, which can allow them

to transmit data for different distances. It might be interesting to investigate deployment strategies

which not only give the number of sensors to deploy in each virtual nodes, but also the transmission

power used by each sensor in order to reduce the energy consumption and guarantee the network

connectivity.

In this thesis, we proposed a new centroid-based algorithm for nodes ranking in a LWSN. Con-

cerning the ranking ratio, the results obtained are interesting. Nevertheless, in some cases, we observe

ranking errors, i.e. the rank calculated by our ranking algorithm for a node does not corresponds to

its real rank. In this thesis, we argued that the nodes ranks might be useful not only for some network

protocols and mechanisms like routing and data aggregation, but also for the target application (the

application for which the LWSN is designed). Concerning the routing, we observed a PDR of 80%

when estimated ranks are used, compared to 92% when real rank are used. To recover information

contained in the lost packet, a simple solution is to integrate application reliability. Indeed, the in-

formation contained in a packet is usually an integer which may be coded on ω bytes. With such a

mechanism, each time a node transmits a packet, the data inserted in the packet corresponds not only

to the data measured during the current period (event), but to the data measured for the last periods

(events). Thus, the size of the data contained in the packet will be κ bytes if we assume that ω is

the size of the data generated in one period (or for an event). An interesting perspective would be to

evaluate the impact of such a mechanism on the message latency. Indeed, if this latency can have a

significant impact on the adaptive traffic lights control system, the impact might be less pronounced

on other services or applications (like routes guidance) that can be offered using the collected data.

At the application level, ranking error might also have a negative impact. Indeed, concerning the

vehicular traffic monitoring at an intersection, the node rank is used by the light controller to identi-

fied exactly at which location of the intersection a vehicle or an incident have been detected. Thus,

evaluating and analyzing the impact of the ranking error on the target application remain interesting

and opened questions.

Finally, our future work will be the implementation of Warim in the physical world. The objective

will be to implement our contributions on physical sensors deployed on road. We will consider the

deployment strategy proposed, the centroid-based ranking algorithm proposed and a simple oppor-

tunistic routing algorithm to evaluate the capability of Warim to collect vehicular traffic data at an

intersection.
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Roedig, L. Norden, T. Voigt, and K. Römer, “Hot Packets: A Systematic Evaluation of the Effect

of Temperature on Low Power Wireless Transceivers”, Proc. ExtremeCom 2013, Eyjafjallajokull,

Iceland, Aug. 2013.

[78] H. Wennerstrom, F. Hermans, O. Rensfelt, C. Rohner and L.A. Norden, “A Long-Term Study of

Correlations between Meteorological Conditions and 802.15.4 Link Performance”, IEEE SECON

2013, New Orleans, USA, Jun. 2013.

[79] N. Baccour, A. Koubaa, L. Mottola, M. A. Zúñiga, H. Youssef, C. A. Boano, and M. Alves,
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Appendix A

Linear Wireless Sensors Network
simulator

During this thesis, we developed a simulator for quick LWSN benchmarking. To evaluate the per-

formance of the ranking algorithm proposed in this thesis and presented in Section 6.4, we used this

simulator, described in the remainder of this section.

A.1 Motivations

Numerous simulators are proposed in the literature for WSN. Many of them are for generalpurpose

WSN and are used to simulate networks with various characteristics. They also simulate various

aspects of wireless communications, ranging from signal modulation and propagation to medium access

control. Generic channel models like the one presented in Chapter 3 are usually used. Concerning this

model, the results presented in this thesis, particularly with respect to the RSSI (used by the signal

propagation module in WSN simulators), confirm the findings of previous experimental campaigns,

which demonstrate that the received signal is not a strictly decreasing function of the distance [133,

134]. Moreover, the deviation from this predicted behavior seems to be exacerbated by a deployment

at ground level. That is what motivates the development of a new simulator to evaluate the ranking

algorithm proposed in this thesis. Our goal is to develop a simulator which not only takes into

account the link properties at ground level, but can also be adapted by other researchers with little

effort. A typical use-case of this simulator is a researcher working on a particular network service

like localization or topology control, who wants to evaluate a solution under an unusual link model,

without implementing all the network communication stack.

A.2 Simulation parameters

In this section, we describe the inputs of the simulator.

A.2.1 Topology parameters

Concerning the topology parameters, the simulator takes as input the number of nodes, the maxi-

mum communication range and the node deployment. The deployment can be uniform, random or

customized. A uniform deployment is defined by a constant distance between two consecutive nodes.

For the random deployment, we assume that the number of nodes per unit length follows a Poisson
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distribution. Thus, the distance between two consecutive nodes in a random deployment follows an

exponential distribution. That is why, in the case of a random deployment, the parameter is a dis-

tance which represents the parameter of the exponential law, i.e. the average distance between two

consecutive nodes. In the case of a personalized deployment, the user provides to the simulator a file

containing for each node, its ID and its coordinate relative to the sink. If N is the number of nodes,

the first node, the sink, has ID 0 and the last one has ID N − 1. The sink is considered as the origin

with coordinate 0, and the coordinate of each other node is its distance to the sink.

A.2.2 Network parameters

We modeled the network as an oriented weighted graph. The vertices of the graph correspond to

the nodes of the network. An edge (Si,Sj) corresponds to the link from node Si to node Sj . This

materializes the fact that, in the network, the node Sj can receive messages from Si. The weight of

the edge (Si,Sj) models the quality of the wireless link Si → Sj or, from the node Sj point of view,

the quality of the link with the node Si. Thus, for link quality, the user can decide to use the simple

UDG model widely used in the literature, or proposes a new model adapted to the studied. In this

second case, the user must provide to the simulator a datafile containing empirical data. The expected

format is a two-columns file, where the first column is the distance between two nodes and the second

one is the link metric. This metric could be derived from the RSSI, the packet reception rate or any

other metric designed by the user. The edge weight can be randomly selected from the empirical data,

or can be generated from a normal distribution of parameter µ and σ calculated from the empirical

data.
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