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FRANCHE-COMTÉ
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25000 Besançon, France

Title: Contribution to robust and fiabilist optimization

Keywords: Optimization, Radio-frequency, Engineering design optimization, Robust optimization, Fiabilist
optimization, Surface acoustic wave, SAW filters, MEMS

Abstract:

This thesis aims to develop robust and fiabilist optimiztion
means in order to face the future requirements of the radio-
frequency (RF) filter market. The goals of this thesis are: to
reduce the optimization process timespan, to be able to find a
solution that fully satisfies a tough bill of specifications and to
reduce failure rate due to manufacturing uncertainties. Several
research works has been done to achieve these goals.
During the formulation phase of an engineering design
optimization (EDO) process, ambiguities, leading to
unsatisfying solutions, could happen. In this case, some
phases of the EDO process has to be iterated increasing its
timpespan. Therefore, a Framework to properly formulate an
optimization problem has been developed. During a run of
optimization, for the algorithm to solve the problem according
to the designer’s preferences and thus avoid un-satisfying
solution, two challenges, among others, have to be faced.
The variable challenge is about handling mixed variables with
different order of magnitudes while the satisfaction challenge
is about properly computing satisfaction. The Normalized
Evaluations approach has been developed to face these
challenges. The resolution method efficiency strongly relies
on the choice of its core element: the algorithm. Hence, the
high number of optimization algorithms is a challenge for an
optimizer willing to choose the correct algorithm. To face this
challenge, a Benchmark, being a tool to assess the algorithm

performance and to be able to select the correct algorithm
for a given problem, has been developed. Algorithm efficiency
depends on the values given to its parameters, its setting.
A common practice is to tune parameters manually which
does not guarantee the best performance. A solution to this
problem is to perform meta-optimization (MO) which consists
in optimizing an algorithm efficiency by tuning its parameters.
A MO approach using a benchmark to evaluate settings has
been tested. A fiabilist optimization method, taking the
uncertainties into account, has to be developed. However,
this method has to do so without degrading resolution time,
which is usually the case with fiabilist methods. Therefore, a
Sparing Fiabilist Optimization method taking uncertainties
into account without increasing too much the numerical
resolution timespan has been developed.
These methods have been applied to optimize a RF filter,
with a tough bill of specifications, for which no fully satisfying
solution where found before the thesis. By using the methods
developed during this thesis, a determinist solution, not taking
uncertainties into account, which fully satisfies the bill of
specifications, has been found. Moreover, a fiabilist solution
having a 71% success rate has been found. As a conclusion,
it appears that optimization methods developed during these
thesis where sufficient to face the future requirements of the
radio-frequency filter market.

Titre : Contribution to robust and fiabilist optimization

Mots-clés : Optimisation, Radio-fréquence, Optimisation en conception, Optimisation robuste, Optimisation
fiabiliste, Onde de surface acoustique, Filtre SAW, MEMS

Résumé :

Cette thèse vise à développer des moyens d’optimisation
robuste et fiabiliste dans le but de faire face aux besoins du
marché des filtres radio-fréquence (RF). Les objectifs de cette
thèse sont: réduire la durée du processus d’optimisation, être
capable de trouver une solution qui satisfasse complètement un
cahier des charges difficile et réduire le pourcentage de rebut dû
aux incertitudes de fabrication. Plusieurs travaux de recherche
ont été menés pour atteindre ces objectifs.
Durant la phase de formulation d’un processus d’optimisation
en conception (EDO), des ambigüıtés, conduisant à des
solutions insatisfaisantes, peuvent survenir. Dans ce cas,
certaines phases du processus d’EDO doivent être itérées
augmentant sa durée. Par conséquent, un cadre pour formuler
correctement les problèmes d’optimisation a été développé.
Durant un run d’optimisation, pour que l’algorithme résolve
le problème conformément aux attentes du concepteur et ainsi
éviter les solutions insatisfaisantes, deux défis, parmi d’autres,
doivent être surmontés. Le défi des variables consiste à gérer
des variables mixtes ayant des ordres de grandeur différents
tandis que le défi de la satisfaction consiste à correctement
calculer celle-ci. L’approche par évaluations normalisées a étée
développée pour faire face à ces défis. L’efficacité de la méthode
de résolution dépend fortement du choix de son élément central:
l’algorithme. De ce fait, le grand nombre d’algorithmes
d’optimisation est un défi pour un concepteur souhaitant
choisir un algorithme adapté. Pour faire face à ce défi, un
benchmark, qui est un outil pour évaluer la performance d’un

algorithme et être capable de choisir l’algorithme adapté à un
problème, a été développé. L’efficacité d’un algorithme dépend
des valeurs données à ses paramètres, son paramétrage. Une
pratique commune est de régler les paramètres manuellement,
ce qui ne garantit pas les meilleures performances. Une solution
à ce problème est de réaliser une méta-optimisation (MO) qui
consiste à optimiser l’efficacité d’un algorithme en réglant son
paramétrage. Une approche de MO utilisant un benchmark
pour évaluer des paramétrages a été testée. Une méthode
d’optimisation fiabiliste, prenant en compte les incertitudes,
doit être développée. Cependant, cette méthode ne doit pas
dégrader le temps de résolution, ce qui est généralement le
cas des méthodes fiabilistes. Ainsi, a méthode d’optimisation
fiabiliste économe prenant en compte les incertitudes sans trop
augmenter le temps de calcul ont été développée.
Ces méthodes ont été appliquées pour optimiser un filtre
RF, avec un cahier des charges difficile, pour lequel aucune
solution totalement satisfaisante n’avait été trouvée avant la
thèse. En utilisant les méthodes développées durant cette
thèse, une solution déterministe, ne prenant pas en compte
des incertitudes, respectant totalement le cahier des charges,
a été trouvée. De plus, une solution fiabiliste ayant un
pourcentage de succès de 71% a été trouvée. En conclusion,
il apparâıt que les méthodes développées durant cette thèse
sont suffisantes pour faire face aux besoins futurs du marché
des filtres radiofréquences.
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été là, à ceux dont on se sent toujours proche malgré le temps et la distance, merci pour
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Mowgly , Zia and Aoline . Thanks a lot to Hans and Camille for proofreading this
manuscript.

I also have the chance to have friends all around that I can count on. I want to thank
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Introduction

Social-economic context

In microelectromechanical systems (MEMS) industry, nine macro-economic megatrends,
which will affect our present and future, have been reported in [1]. Those megatrends
are: smart automotive, mobile phone, fifth generation cellular network technology (5G),
hyperscale data centers, augmented reality/virtual reality, artificial intelligence/machine
learning, voice processing, health-care and industry 4.0. They are increasing the demand
for MEMS. This market should reach $82B by 2023 [1]. When 5G will arrive, there will
also be an increasing need for radio-frequency (RF) filters. The radio-frequency micro-
electromechanical systems (RF MEMS) will have the highest growth of the overall MEMS
market. According to [1], ’Driven by the complexities associated with the move to 5G
and the higher number of bands it brings, there is an increasing demand for RF filters
in 4G/5G, making RF MEMS the largest-growing MEMS segment. This market will soar
from US$2.3B in 2017 to US$15B in 2023 ’. To develop telecommunication systems for
professional, public and strategic applications, such as radar, frequency sources for very
high frequencies (VHF: 30–300 MHz) and ultra high frequencies (UHF: 300–3000 MHz)
RF bands are needed. The telecommunication market covers several applications requir-
ing an accurate selection of frequencies. To face the specifications of these applications in
terms of compacity and energy consumption, surface acoustic wave (SAW) RF filters are
widely used [2]. For instance, 80% of passive filters used in the emission and reception
part of mobile phones are SAW filters.

Radio-frequency filters: Context of this application do-

main

The RF devices are used for signal processing in radio-frequency bandwidth, which consists
in analyzing, modifying and synthesizing RF signals. They include RF filters, which are
used to filter the signal. A signal is a physical phenomenon which can be used to transmit
information [3]. By opposition to signal, noise can be defined as a physical phenomenon
polluting signal’s information [4]. Signal is often described as a phenomenon evolving
through time [2] and can be expressed into the frequency domain by using Fourier or
Laplace transformation [5]. In a general meaning, signal filtering consists in modifying
the signal properties depending on frequencies-based criteria [2]. This thesis focuses on
frequency filtering consisting in filtering signal in order to keep frequencies in a given
bandwidth.

In order to face the telecommunication and internet of things (IoT) markets needs,
improving RF filter specifications is essential. The SAW filters and the bulk acoustic
wave (BAW) filters technologies can be used for RF filtering. In agreement with research
partners, it has been decided that research in optimization will be focused on SAW filters

1
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cases. According to [6], SAW is better than BAW for applications under 1GHz. Moreover,
according to [6]: ’The trend in SAW is to improve performance beyond established limits.
Higher process complexity is acceptable if the benefit is large enough, if it allows shrinking
size, increase yield or save cost in other ways.’.

A SAW filter is a MEMS device, with two ports, which could be represented as a
four-poles system. This device uses a piezo-electric substrate to propagate an acoustic
wave and metallic inter-digited transducers (IDT) to transform an electrical signal into an
acoustic wave and back. The signal response of this device could be expressed through
different matrices, notably impedance and admittance ones.

In the sixties, White and Voltmer [7] have proven that IDT could be used for exciting
and detecting SAW. In the seventies, IDT were mostly used in military applications, such
as radars. In the eighties, SAW filters, developed thanks to prior decade innovations, were
massively used in color televisions. In the nineties, to face mobile phone market needs,
such as energy consumption reduction, researches on the RF components have been prolific.
Currently, the SAW filters are part of the RF market which is about US$5B.

The RF filter sizing will impact its specifications. The product sizing is a stage of
the product engineering process where the values of the design parameters are defined.
Currently, the RF filter sizing is done by RF experts solely using their knowledge. The
RF experts could be helped in this task by using engineering design optimization (EDO).

Engineering design optimization: Context of this re-

search domain

Engineering design optimization (EDO) [8] aims to optimize product specifications by
tuning the design parameters. It is performed during the sizing phase of the design process.
To solve an EDO problem, optimization algorithms are more and more often used. In this
case, the designer is likely to be helped by an expert in optimization whom will be refereed
as an optimizer.

To solve an EDO problem, the designer, helped by the optimizer, thoroughly for-
mulates the problem. The designer provides information such as the design parameters
to tune or how to evaluate a design from its specifications. With these informations, the
optimizer implements the problem in an optimization engine [9]. The optimization engine
will numerical solve the problem by using a resolution method, whose core is the optimiza-
tion algorithm. The algorithm solves the problem by testing different values. Its goal is
to find a sizing with satisfying specifications.

In order to have a better understanding of the work presented in this manuscript,
here is a brief history of EDO:

� 18th century: Newton–Raphson’s method to find a local minimum by using derivates.

� 19th century: Euler-Lagrange’s works lead to variation computation [10] and to
Lagrange’s multipliers method able to solve constrained problems.

� 40-50’s: Invention of linear programming technics [11] making the transition to mod-
ern algorithms. They are mainly used for military and economic applications.

� 70’s: First optimization applied to engineering problems. It is the beginning of EDO.
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� 80’s: Emergence of meta-heuristic methods [12]. A meta-heuristic algorithm is the
generalization (meta) of a specialized (heuristic) algorithm. The first generation
meta-heuristic algorithms is based on the generalization of the mechanisms of the
heuristic algorithms.

� 90’s: Emergence of the second generation of meta-heuristic algorithms [12]. This
generation of algorithms is inspired by optimization mechanisms which can be found
in nature.

� 2000-2010: The number of second generation meta-heuristic algorithms explodes
[12, 13]. Benchmarks [14, 15], which are tools to measure the algorithms performance,
are published [13].

Thesis context

Passive RF components are currently limited in terms of specifications by several factors.
The main ones are: an incomplete knowledge of the properties of some materials, the
technological limits and the physical limits of available materials. To face the future
requirements of the RF filter markets, solutions to the previously mentioned limits has
to be found. In this context, different organizations have decided to make a scientific
partnership: AR Electronique, Digital Surf, My-OCCS, Snowray, Freq|n|Sys, and FEMTO-
ST. This partnership, created through the FEDER project SMART-INN1, aims to innovate
in the field of RF components through different collaborations.

One of these collaborations aims to develop new passive RF devices with an op-
timal design. To achieve such a task, robust and fiabilist optimization solutions suited
to SMART-INN problematic should be developed. Hence, it has been decided to start
this thesis, which goal is to develop optimization methods to meet the partners needs in
optimization. These methods are meant to face three challenges:

� Rapidity, which is how fast the optimization problem is solved. Currently, sizing
a RF filter can last up to two weeks for an experienced designer. One of this thesis
goal is to reduce this delay to a few days.

� Efficiency, which is how good the specifications of the product are. Currently, when
the bill of specifications is tough, even an experienced designer does not always find
a sizing respecting all the required specifications. Another goal of this thesis is to
find a solution fully satisfying the bill of specifications, even if it is a tough one.

� Profitability, which is how affordable the product is. Currently, some designs have
a high failure rate due to manufacturing uncertainties. The last goal of this thesis is
to reduce this rate to a few percent by taking the manufacturing uncertainties into
account during the sizing phase. In order to do so, the optimization process should
lead to the selection of a reliable design.

To face these three challenges, five research works have been done:

1Systèmes à base de MAtériaux de Rupture, principes et outils Technologiques Innovants pour les
Nouveaux composants passifs acousto-électriques pour les télécommunications, les systèmes radiofréquences
embarqués et le traitement du signal du futur (SMART-INN)
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� The Framework : how to properly formulate an optimization problem.

� The Normalized Evaluations Approach: how to solve an optimization problem ac-
cording to the designer’s expectations.

� The Benchmark : how to assess the performances of algorithms to be able to select
the correct one for a given problem.

� The Meta-Optimization: how to tune the parameters of an algorithm for it to be as
efficient as possible.

� The Sparing Fiabilist Optimization: how to take uncertainties into account without
increasing too much the numerical resolution timespan.

Organization of the thesis

This document is structured by chapters. The first one is a state-of-the-art of optimization.
It is followed by five chapters presenting the research works developed during this thesis.
The final chapter, application to radio-frequency, describes the optimization of a SAW
filter.

In chapter 1, an optimization state-of-the-art is performed. This chapter introduces
information required to appreciate the work developed in other chapters. First, what EDO
is and how an EDO process is conducted will be introduced. Then, the main elements
of an EDO problem, variables, objectives, constraints and evaluation tools, will be ex-
plained. The EDO resolution and the algorithms used for this task will be detailed. This
introduction will be concluded by two important notions: robustness and fiability.

In chapter 2, the framework developed to properly formulate an optimization prob-
lem is presented. This framework is based on interviews during which the optimizer asks
questions to the designer. The optimizer is guided in this task by a questionnaire and a
thematic board. The designer’s answers are noted to fill in an optimization bill of specifi-
cations. Though it has not been tested yet, this framework is proposed to the community.

In chapter 3, a normalized evaluations approach designed to solve an optimization
problem according to the designer’s expectations, is presented. This approach uses a nor-
malized variables intermediate space to ease the algorithm work. In addition, an advanced
solution evaluation method is used by the algorithm to properly assess solutions. The
approach has been compared to a classical evaluation method on an industrial problem.

In chapter 4, a benchmark, which is a tool to assess the algorithms performance, is
proposed. This benchmark, inspired by the CEC one, aims to improve some aspects of
algorithms evaluation. With the proposed benchmark, several stopping criteria are used
and several scores are computed thanks to normalization and aggregation means. Several
algorithms, commonly used in EDO, have been tested with the proposed benchmark to
see if the results obtained are confirmed by literature.

In chapter 5, a meta-optimization approach, which improves the efficiency of an
algorithm by tuning its parameters, is presented. This meta-optimization approach uses
a design of experiment to the find the values of the parameters optimizing the main score
of the benchmark for the algorithm tested. These values have been tested both on the
benchmark developed in this thesis and on an industrial problem. The results are compared
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to the ones obtained by using the values defined by an expert in optimization and by other
meta-optimization approaches.

In chapter 6, a sparing fiabilist method, which aims to take the uncertainties into
account without increasing too much the numerical resolution timespan, is presented. This
method is based on both statistical fiabilistic evaluations and deterministic evaluations.
The solution used for the algorithms’ global search mechanisms are evaluated in a fiabilist
way whereas other solutions are evaluated in a determinist way. The proposed fiabilist
evaluation method has been tested on an uncertain version of the benchmark developed
in this thesis. The results obtained by the proposed method have been compared to ones
obtained by two other fiabilist approaches.

In chapter 7, how to optimize a RF filter, using methods developed in this thesis,
is detailed. After an introduction to the RF domain, how to apply previous chapters
works to a practical case is explained. The test problem has been solved with and without
considering uncertainties.

Finally, the conclusion: summarizes the main results, discusses how they respond to
challenges, what are the current limits and what are the prospects.
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Acronyms

Table 1: Acronyms

AI Artificial Intelligence
BAW Bulk Acoustic Wave
BBOB Black-Box Optimization Benchmarking
BHT Bound Handling Techniques
BIM Boundary Integral Method
CEC Congress on Evolutionary Computation
CMA Covariance Matrix Adaptation
CMAES Covariance Matrix Adaptation Evolution Strategy
COCO Comparing Continuous Optimizers
CoSyMA Composants et Systèmes Micro-Acoustiques
DMS Double Mode SAW
DoE Design of Experiment
EDO Engineering Design Optimization
FEM Finite Element Method
FEs Function Evaluations
FO Fiabilist Optimization
FSR Feasible Space Ratio
GA Genetic Algorithm
GECCO Genetic and Evolutionary Computation Conference
IDT Inter-Digited Transducers
IEF Inpedence Elements Filter
IoT Internet of Things
LCRF Longitudinally Coupled Resonator Filter
MEMS Microelectromechanical Systems
MO Meta-optimization
MOO Multi-Objective Optimization
NE Normalized Evaluations
OBS Optimization Bill of Specifications
OFTS Objective-Function Test Suite
OIA Observation-Interpretation-Aggregation
PC Principal Components
PCA Principal Component Analysis
PSO Particle Swarm Optimization
RCTS Real-Case Test Suite
RBDO Reliability-Based Design Optimization
RF Radio-Frequency
SA Simulated Annealing
SAW Surface Acoustic Wave
SFO Sparing Fiabilit Optimization
SMART-INN Systèmes à base de MAtériaux de Rupture, principes et outils Technologiques

Innovants pour les Nouveaux composants passifs acousto-électriques pour les
télécommunications, les systèmes radiofréquences embarqués et le traitement
du signal du futur

SNR Signal-to-Noise-Ratio
TCRF Transversely Coupled Resonator Filter
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TS Test Suite
UHF Ultra High Frequencies
VHF Very High Frequencies
WHO World Health Organization
WOF Waterfalls Objective-Function
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Notations

Many notations are used in the following manuscript and sometimes one is close to another
either in writing or in meaning. To ensure a good understanding of the content, all these
notations are specified in table 2.

Table 2: Notations

Optimization

Objective

F Objective-functions vector
f A single objective-function
No Number of objective

Variable

X Variables vector
Xmin The vector of the lower bounds of the variables
Xmax The vector of the upper bounds of the variables
x A single variable
xmin The lower bound of a continuous variable
xmax The upper bound of a continuous variable
s The scale of a discrete variable
l The length of the scale of a discrete variable
xi The i-th element of the scale of a discrete variable
D Dimension/Number of variables of an optimization problem
d Index for dimension
S Search space

Constraint

G Inequality constraints vector
g A single inequality constraint
Ng Number of inequality constraints
H Equality constraints vector
h A single equality constraint
Nh Number of equality constraint
λ A Lagrange multiplier

Advanced notions

∆ Vector of the uncertainties of the variables
δ A random uncertainties vector
N The normal distribution law
X A confidence limit percentage
FSR Feasible space ratio

Normalized evaluations approach related
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Variable related

Z Normalized variables vector
z A single normalized variable
Y Bounded normalized variables vector
y A single bounded normalized variable

Penalties computation

gl The limit value of an inequality constraint
gr The reference value of an inequality constraint
hr The reference value of an equality constraint
hm The error margin of an equality constraint
P The penalties vector
p A single penalty
P The overall penalty
N j The number of penalties

Bonuses computation

B The bonuses vector
b A single bonus
B The overall bonus
Nb The number of bonuses
Ci The i-th correspondence point used for a bonus computation
f r The objective function value range
f s Satisfying objective value
bs Satisfying bonus value
cs Satisfying correspondence point
f u Un-satisfying objective value
bu Un-satisfying bonus value
cu Un-satisfying correspondence point
b( f ) Bonus-function
s The satisfaction

Benchmark

General notions

FEs The number of allowed Function Evaluations to solve an optimization problem
(stopping criteria)

MaxFEs The ’Maximum Function Evaluations’ coefficient (MaxFEs) is used to adjust
FEs.

Number of elements

ND Number of dimensionality used in the benchmark
NF Number of test functions used in the benchmark
NM Number of MaxFEs used in the benchmark
NC Number of optimization cases of the benchmark
NT Number of runs of an optimization case
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NR Total number of runs

Functions details

Nuni Number of uni-modal functions used by the benchmark
Nmulti Number of multi-modal functions used by the benchmark
Nhybrid Number of hybrid functions used by the benchmark
Ncomposite Number of composite functions used by the benchmark

Runs

VG Gross value obtain by the algorithm at the end of a run
EG Gross number of evaluations made by the algorithm at the end of a run
VN Normalized value of the run
EN Normalized number of evaluations of the run
RR Run Result based on the aggregation of VN and EN

Function details

fmin Minimum of the objective function
fmax Maximum of the objective function
fem Allowed error margin of the objective function

Case results and sub-results

RC A case result
RA A case alpha sub-result
RO A case omega sub-result
RV A case value sub-result
RK A case convergence sub-result

Case’s sets of values

RR Set of run results of an optimization case
RV Set of value sub-results of an optimization case
RE Set of evaluations sub-results of an optimization case

Normalization and aggregation operators

ΥE Normalization operator for the gross number of evaluations
ΥV Normalization operator for the gross value
AR Aggregation operator used to compute run result
AV Aggregation operator used to compute a case value sub-result
AK Aggregation operator used to compute a case convergence sub-result
AA Aggregation operator used to compute a case alpha sub-result
AO Aggregation operator used to compute a case omega sub-result
AC Aggregation operator used to compute a case result
AM Aggregation operator over MaxFEs
AF Aggregation operator over functions
AD Aggregation operator over dimensions
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Normalization and aggregation: support

V Values/results vector to aggregate
w Normalized weights for values/results to aggregate
W Raw weights for values/results to aggregate
µI Mean of I, a set of values/results
σI Standard deviation of I, a set of values/results
d Dimensions index
f Functions index
m MaxFEs index

Global score computation

Rd f m
C Case result for dimension d, function f and MaxFEs m

Rd f
M MaxFEs intermediate results for dimension d and function f

Rd
F Function intermediate results for dimension d

Meta-optimization

SNR Signal-to-noise ratio
y A DoE test result

PSO

t Iteration number
v The velocity of a particle
pbest The personal best position of a particle
gbest The global best position of all particles
r A random number
c1 The cognition parameter
c2 The social parameter
ω The inertia of particles
itmax Maximal number of iterations
Wmin Minimal inertia
Wmax Maximal inertia
vmin The lower bound of random initial velocity given to a particle
vmax The upper bound of random initial velocity given to a particle
Vfactor The coefficient to compute initial speed bounds
N Population size
R Population radius
Rv Radius threshold value
Rt Number of iteration inside the radius to stop

Sparing fiabilist optimization

Fiability general notions

A Uncertain area
sδ The satisfaction of a single daughter evaluation
s∆ The set of the satisfactions of the daughters evaluations
µ Mean
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σ Standard deviation
P Probability of an event

Sampling size equation notation

n Sampling size
t Margin coefficient deduced from ’c’
c Confidence limit
p Supposed proportion of the elements validating the test
e Error margin on the measure

RF

RF general notions

Vφ Phase velocity
λ Wavelength
k2 Coupling factor
v0 Velocity in substrate
vm Velocity in electrode
f Frequency
f0 The center frequency

DMS design parameters

h Electrodes thickness
w Electrodes aperture
a/p Ratio of an electrode width over electrodes mechanical period
p Electrodes Mechanical period
l Gap length
n Number of transducers in an element

Filter specifications

Ψ Insertion loss
T Transfer function
Ra Ripples amplitude
Rn Number of ripples
Pas Pass band
Rej Rejection band
Φ Group delay

Unclassified

α, β, γ Used for intermediate computations inside an equation
i Index
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This chapter intends to introduce the branch of optimization considered in this thesis
so that the research works developed in the following chapters could be understood and
appreciated. This branch of optimization, the Engineering Design Optimization (EDO), is
positioned and presented in section 1.1. EDO consist in finding the best solution to a design
problem, which as to be formulated as explained in section 1.2. Once the EDO problem
formulated, the expert in optimization could set a resolution method to numerically solve
the problem. A single numerical resolution of an EDO problem, a run, is described in
section 1.3. The core element of this resolution method is the optimization algorithm,
which is introduced in section 1.4. To face this thesis challenge, the resolution method
robustness and fiability, defined in section 1.5, should be improved.

1.1/ Positioning

Optimization is a word used in different contexts with multiple meanings. From EDO
perspective, optimization consists in creating or designing a product for it to satisfy human
needs a much as possible [8]. However, to understand how EDO is performed, one must
be aware of the fact that EDO is a branch of ’numerical optimization’ which is a branch
of applied mathematics. Indeed, as numerical optimization consists in finding the best
solutions (maximizing or minimizing) for a given problem [9], EDO relies on mathematical
tools. However, there is a gap between EDO optimization means, which are applied-
oriented, and numerical optimization ones, which are theoretical-oriented [16].

In order to define the context in which EDO is performed, section 1.1.1 will posi-
tioned EDO into the design process. The EDO could be done by different means which are
defined in section 1.1.2. By using optimization algorithm to solve EDO, the EDO process
could be decomposed into three phases detailed in section 1.1.3.

1.1.1/ Engineering Design Opimization in design process

From the different modelings of the engineering process which exists [17], the one from
Ulrich & Eppinger [18] will be used to position the EDO process into the design one,
which is done in figure 1.1. As depicted, the EDO process is used to performed the
detailed design step of the design process, in the case of a sub-product. The EDO process,
as it is done in a late design step of a low-level product, is performed through a highly
specific design step. In higher product levels, an optimization process will either be a
combinatorial optimization problem [19] aiming to define product architecture or a large-
scale optimization problem [20] aiming to size several sub-product at a time. Both those
scenario, which require specific methods, are out of this thesis spectrum. EDO is often
done manually and is time consuming, requiring at least 50% of design life cycle [8]. The
timespan of this phase, which depends on the method used to conduct EDO, should be
reduced to match the rapidity challenge of this thesis.

1.1.2/ EDO process conduction

Several approaches could be used to conduct the EDO process. They are more or less
advised depending on the extensiveness and complexity of the the problem to solve. The
extensiveness is the amount of information defining the problem while the complexity is
how complex the relation between those elements are. Problem extensiveness and com-
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Figure 1.1: EDO process positionning into the design process - Inspired by [21]

plexity can be estimated from table 1.1. This table, which is inspired by the one from [8],
presents the EDO problem classifications that makes sense with regards of the problem
faced in this thesis. For each classification, the problem could be classified in a group.
These groups will influence problem extensiveness and complexity. The different classifi-
cation presented in this table relies on variables, constraints, objectives and environment
properties. Variables, which are detailed in sub-section 1.2.2, are the independent product
parameters which can be updated to improve the design of a product. Constraints, which
are detailed in sub-section 1.2.4, are the constraints the solution to the optimization prob-
lem should fulfill to be accepted. The objectives, which are detailed in sub-section 1.2.3,
are the product specifications which need to be minimized or maximized. The environment
is the additional properties and information of the problem to solve.

Figure 1.2 positions the different EDO approaches with regards to the problem
extensiveness and complexity. For instance, for a problem with a low-extensiveness and a
low-complexity an analytic approach is advised.

Different approaches are presented by figure 1.2. When a new technical fields arise,
no knowledge about it is available. Thus, problem are complex and extensive leading
designer to try random design, which is the ’Randomness’ approach. With experience
some knowledge will be gathered, and designer will be able to test hypotheses such as
the influence of structures or design parameters, which corresponds to medium complexity
low extensiveness problem. By doing so designer will perfom optimization by a ’Design
of Experiment’ approach [8]. Thanks to the knowledge acquired from these experiements,
designer will develop an expertise. This expertise, will enable designer to solve complex
problem. This holds as long as the extensiveness is not too high, in which case too
many phenomenum should be considered at a time. By using its expertise to optimize
a product, a designer is performing an ’expert-based’ approach [8] which could relies on
expert rules or Knowledge based systems [8]. For an experience designer to go further,
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Table 1.1: EDO problem classifications - inspired by [8]

Classification base Values Problem kind

Variables

Number
≤ 10 Low-extensiveness
> 10 High-extensiveness

Nature
Continuous
Discrete
Mixed High-complexity

Constraints

Existence
Un-constrained Low-complexity
Constrained

Type
In-equality Low-complexity
Equality High-complexity

Linearity
Linear
Non-linear High-complexity

Separability
Separable
Non-separable High-complexity

Objectives

Number
1 Low-extensiveness & Low-complexity
[2, 10] Low-extensiveness & High-complexity
> 10 High-extensiveness & High-complexity

Modality
Uni-modal Low-complexity
Multi-modal High-complexity

Linearity
Linear Low-complexity
Non-linear High-complexity

Continuity
Continuous
Discontinuous High-complexity

Environment
Uncertainties

Determinist Low-complexity
Fiabilist High-complexity

Search space
Known
Unknown High-complexity

it should be helped by advanced computation means. First, by using an ’Algorithmic’
approach [8] to face high extensiveness problem, in which case an algorithm is used to find
an optimal solution. This approach requires the designer to have enough experience of its
fields to set the optimization problem to solve. Second, by ’Neuronal Network’ approach
[22, 23] to face medium complexity and medium extensiveness problem. In this approach,
a neuronal network is trained and used to find an optimal solution. The neuronal network
efficiency will depends on the quality of designs and indications the designer could provide
to train it. Finally, some aspects of the design might be studied enough to model them
as low extensiveness and low complexity problems. In this case, these aspects could be
optimized by ’Analytic’ approach [24, 25], in which case the optimization problem is fully
mathematically formulated and solved analytically.

EDO problems are usually solved by an expert-based approach, however the use of
algorithms for design optimization is gaining popularity [8]. Indeed, it partially automates
the optimization process and allows a better search for the best design. This approach
matches with the extensiveness and complexity of the problems to solve in this thesis.

Therefore, this thesis will be restricted to the EDO problem resolution through the
algorithmic approach. By using it, the designer will ask an expert in optimization for
assistance. This expert, defined as optimizer in this thesis, is in charge of conducting the
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Figure 1.2: The engineering design optimization approaches for the different problems -
Based on [8]

optimization process to find a solution satisfying the designer’s requirements.

1.1.3/ Concept of an EDO process

The EDO process, being a sub-process of the design process, is introduced in this sub-
section. An EDO process, represented in figure 1.3, can be decomposed into three main
steps as in [9].

� Formulation:

The formulation phase, detailed in section 1.2, is the phase during which the optimization
problem to solve is defined. During this phase, four elements should be defined: the
variables, the objectives, the constraints and the evaluation. This phase is performed by
interviews between the designer and the optimizer. During this phase, the problem should
be defined leaving the fewest amount of ambiguities [21] as possible.

� Resolution:
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Figure 1.3: The EDO process

The resolution phase is the phase during which an optimization method is set and used to
solve the problem. The resolution method is composed of: a bounds handling technique
[26], some stopping criteria [9], an optimization algorithm [13] and its setting [27], some
eventual simulation tools [9] and an optimization engine [9]. As this thesis is considering
optimization from the perspective of engineering sciences and not applied mathematics, in-
formation related to computer science such as software, programming languages or library
used to develop the optimization engine won’t be detailed in this manuscript. For infor-
mation, the optimization engine used in this thesis has been fully developed by F. Schott
and S. Salmon in C# programming language without using already existing optimization
library. The core element of the solving method is the optimization algorithm. The solving
method and the optimization problem are the two elements forming an optimization case.
This case will be run to find a solution to the optimization problem. A run, developed in
section 1.3, is a single numerical handling of an optimization case.

� Validation:

During the validation phase, the designer decides whether the solution obtained through
optimization is validated or not. This phase could be decomposed into several sub-steps.
First, the internal verification during which the optimizer validates or not the design.
Then, the external verification during which the designer validate or not the design, based
on optimization results. Finally, the additional tests during which designer validates or not
the solutions based on additional analysis. These analysis are made to test some product
specifications that could not be included in the optimization problem, for instance in the
case where computing these specifications require to use model too costly in terms of
computation time.
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1.2/ Problem Formulation

This section will present the first phase of the EDO process, the formulation, which consists
in formulating the engineering problem to be solved as an optimization problem following
the classical mathematical formulation. In this phase, several hypothesis and choices
are made such as: what will be optimized, what design parameters should be chosen as
variables or what requirements should be met. As explained by [28], the early stages
of a project are the ones influencing the most the final results. Thus, by analogy, the
formulation phase, developed in chapter 2, is surely of importance and should not be
neglected.

At the end of the formulation phase, the EDO problem is formulated according to
a classical mathematical formulation, which is defined in sub-section 1.2.1. This mathe-
matical formulation has a fixed structure that relies on different types of elements detailed
in the following sub-sections. The variables, from which objectives and constraints are
computed, are presented in sub-section 1.2.2. The objectives, which are to be minimized
or maximized, are presented in sub-section 1.2.3. The constraints, which are restricting
the problem to satisfying solutions, are presented in sub-section 1.2.4.

1.2.1/ Definition of the optimization problem

From a mathematical point of view, an optimization problem can be formulated as the
D-dimensional minimization problem defined in equation 1.1. In this equation, D, the
dimension of the problem is the number of design variables X. The vector of objective-
functions, F is to be minimized, with respect of the constraints, G and H. The space of
possible values for the variables, commonly known as the search space, is noted S.

(P)



minX∈S ∈ F(X)

G(X) ≤ 0

H(X) = 0

X = (x1, · · · , xD)

(1.1)

1.2.2/ Variables

The variables X = (x1, · · · , xD) ∈ S are the independent product parameters which can be
updated to improve the design of a product. An optimization problem involves different
kinds of variables: continuous or discrete variables. Continuous ones can take any value
in a range defined by a lower and an upper bounds (min and max) as follows:

X = (x1, · · · , xD) ∈ S ⇔



x1 ∈ [xmin
1 , xmax

1 ]

x2 ∈ [xmin
2 , xmax

2 ]

· · ·

xD ∈ [xmin
D , xmax

D ]

(1.2)

A discrete variable could take any value of a given set as follows:
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X = (x1, · · · , xD) ∈ S ⇔



x1 ∈ s1 =
{
x1

1, x
2
1, · · · , x

l1
1

}
x2 ∈ s2 =

{
x1

2, x
2
2, · · · , x

l2
2

}
· · ·

xD ∈ sD =
{
x1

D, x
2
D, · · · , x

lD
D

} (1.3)

Two notions related to the variables are still to be specified: the accuracy and the
uncertainty. The accuracy is the expected precision of the solution. The accuracy of
the variables can be used as stopping criterion during the run of an optimization prob-
lem. The uncertainty corresponds to the manufacturing uncertainty on the variable. The
uncertainties are used to perform fiabilist optimization, presented in chapter 6.

1.2.3/ Objective function

In EDO, the objectives, F, are the product specifications which need to be minimized
or maximized. By convention an optimization problem consists in minimizing objective-
functions, as illustrated in equation 1.1.

� Single-Objective optimization: In this case, the vector of objectives F(X) is
composed of a single scalar function which will be noted f .

� Multi-Objective Optimization: Some real-world problems need to achieve sev-
eral objectives: Multi-objective Optimization (MOO). In this case, the objective
function is a vector defined as follows: F(X) = ( f1(X), f2(X), · · · , fNo(X)) where No is
the number of objectives.

As explained by [29], different techniques could be used to deal with multi-objective
problem. A classification of multi-criteria optimization approaches, including multi-
objective optimization ones, is presented by [30]. In this classification, fifteen multi-
objective methods are listed. These methods are first classified in three categories: Pareto,
Outranking and Aggregation. Pareto methods, meant to produce a Pareto front [9], pro-
vide multiple Pareto-optimal solutions. On the other hand, outranking methods produce
solutions ranked according to their dominance over other solutions, according to objectives
values. These two categories are not suitable to find a single solution, which is a com-
promise between objectives and constraints. Therefore, only aggregation methods, which
aims to find a solution making a compromise between objectives and constraints, will be
considered. Three methods are mentioned by both [30] and [29]:

� The scalarization method (or weighted-sum method) [9, 29]: This method incorpo-
rates multi-objective functions into a scalar fitness function.

� The ε-Constraint method [31]: This approach aims to minimize one objective, say
fi(X), subject to the additional constraint f j(x) < ε j.

� The goal programming method [32]: Goal programming is a preference-based clas-
sical method for solving multi-objective optimization problems [33].

This thesis will focus on single-objective problems. Indeed, after discussion with
the Smart-Inn partners, for the SAW filter design problems considered in this thesis,
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the main difficulty is to respect the constraints linked to the bills of specifications which
are considered tough. Therefore, the problems will be formulated so that specifications
are used to produce highly constrained single-objective problems. However, the methods
developed in this thesis are designed to face both single-objective and multi-objectives
problems.

1.2.4/ Constraints

In optimization, constraints are meant to restrict the search for acceptable solutions. A
solution could be considered unacceptable for several reasons, such as not respecting some
physics rules or being inadequate with the specifications. The part of the search space
where solutions are acceptable is usually referred as the feasible search space. In a classi-
cal optimization problem given by equation 1.1, several types of constraint can be distin-
guished:

� G which are the inequality constraints; gi refereed to the i-th inequality constraint.

� H which are the equality constraints; hi refereed to the i-th equality constraint.

� [Xmin, Xmax] which are the lower and upper bounds, as specified in equation 1.2;
[xmin

i , xmax
i ] refereed to the bounds of the i-th variable.

Several constraints handling techniques exist. Some of the most common techniques
are based on penalties. They are either direct, if they are added to the objective-function,
or indirect, if they are substituted to the objective-function. Penalties can be fixed values
or functions. An usual constraint handling technique is the Lagrange multiplier, detailed in
sub-section 1.2.1. Other constraints handling techniques such as the constraints relaxation
one [34] and the constraints propagation one [35] focus on how to avoid constrained part
of the search space. The constraints relaxation technique uses the constraints formulation
to reduce the space search. The constraints ordering technique requires that the problem
is solved by a decision tree in which constraints are added one by one at each step.

When the feasible space is highly reduced by constraints, the optimization problem
is highly constrained. On this kind of problems, previously described techniques are not
always efficient. In this case, other techniques should be used, such as the constraints
satisfaction problem ones [36] or the water-fall objective function one [37]. These tech-
niques often require the constraints to be ranked in order to be taken into account one
after another. Constraints are ranked according to their relative importance, how difficult
they are to respect and how flexible they can be.

1.3/ Run of optimization

A run of optimization is a single numerical resolution of an optimization problem. During
a run, an optimization algorithm will try to find the optimal solution by searching the
value of the variables which maximizes the satisfaction. The algorithm will solve the
problem through iterations in which one or several evaluations are made. Historically, the
evaluation of a solution simply consists in computing the objective function f from the
vector of design variables X. However, in an EDO context, the evaluation process might
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be more complex. First, the objective and the constraints might be computed through co-
simulation [8]. In this case, the simulations could be black-boxes [38]. Secondly, objectives
and constraints might be handled through different techniques [10, 39].

In this case, the algorithm does not directly optimize the result of a mathemat-
ical objective-function but determines a ’satisfaction’. A satisfaction is a target-value
indicating the satisfaction of a designer towards a solution. This satisfaction need to be
maximized by the algorithm to obtain the best solution regarding the criteria fixed by the
designer.

The satisfaction combines objectives and constraints thanks to a method chosen by
the optimizer and set according to the designer expectations. The concept of satisfaction is
a generalization of the performance concept introduced in the observation-interpretation-
aggregation (OIA) method [21]. The satisfaction will be detailed in chapter 3.

During the formulation phase, the designer should detail how the solution must be
evaluated. Several kinds of element should be carefully described: the evaluation tools,
the indicators and the satisfaction-related information. The evaluation tools are elements
such as the numerical simulation, the analytic model or the computation techniques used
during the evaluation process. For each evaluation tool, the designer should explain to
the optimizer how to use it. Inputs, outputs, settings, mandatory data files should be
discussed. Indicators are information computed during evaluation used to evaluate the
product. Satisfaction information are information used to compute the satisfaction of the
designer from objectives and constraints.

A run of optimization is an iterative process that could be explained by a workflow,
as in sub-section 1.3.1. This process relies on a core element, the algorithm, which per-
forms one or several evaluations at each iteration. The evaluation and iteration concepts
are presented in sub-section 1.3.2. A run of optimization will iterate evaluations until a
stopping criterion is reached. Stopping criteria topic is explored in sub-section 1.3.3. Once
stopped, how well a run of optimization was could be evaluated. Hence, how to evaluate
a run will be presented in sub-section 1.3.4.

1.3.1/ Workflow of an optimization run

In the case of non-determinist approaches, the workflow of an optimization is summa-
rized by figure 1.4. First, the variable are initialized. This can be achieved through
different means, for instance randomly [40]. Then, iterations, during which one or sev-
eral evaluations are made, are performed. An evaluation corresponds to the succession
of the following steps: the variables serve as input for evaluation tools; the evaluation
tools computes objectives and constraints; objectives and constraints are used to compute
satisfaction. The satisfactions obtained by the evaluations will be used by an algorithm
to choose new solutions to evaluate. Which solutions an algorithm will choose to evaluate
depends on its setting which is the set of values given to its parameters. In a theoretical
context, the evaluation tools will be mathematical functions while in a real case context,
the evaluation tools often are numerical models. Finally, evaluations are made until the
algorithm reaches a convergence criterion. In this case the algorithm is stopped and the
best solution found is the run value.
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Figure 1.4: A run of optimization working scheme

1.3.2/ Evaluations and iterations

This sub-section presents notions related to evaluations and iterations which will be de-
tailed first. Then, thanks to these notions, the search space landscape notions will be
introduced.

As explained in sub-section 1.3.1, an evaluation is a process computing a satisfaction
value, from variables, thanks to objectives and constraints values. Evaluations are used
by the algorithm to gather information concerning the search space in order to look for
the optimum solution. Each evaluation will provide information, such as the satisfaction,
at a local point of the search space. These information will be used by the algorithm to
choose which points of the search space should be evaluated at the next iteration. During
an iteration, evaluations could be done serially, one after another, or in parallel, all at
the same time. Performing evaluations in parallel could reduce running time by using
more efficiently the available computation resources. However, it is not always technically
possible, especially in a co-simulation context.

As explained by [8], an objective-function possesses several mathematical properties,
such as multi-modality, separability or linearity. These properties will influence the ’re-
sponse surface’ formed by satisfaction over the search space. This response surface could
be considered as a landscape [41], which can be characterize by different metrics, such as
the ones presented in section A.10. The algorithm ability to properly explore the search
space will depend on the properties of the objective-function and the characteristics of the
landscape. They are often used to choose a suitable algorithm and to discuss algorithms
results.



24 CHAPTER 1. OPTIMIZATION

1.3.3/ Stopping criteria

When does the algorithm should stop is not a trivial question, especially in EDO as
the global optimum value is not necessarily known and nothing can guarantee that the
algorithm will be able to find it. Therefore, the stopping criterion should be chosen
carefully and correctly set. A stopping criterion is defined by the fact that, once raised, it
indicates that the algorithm should stop.

Literature concerning the stopping criteria is scarse [40] and some studies have high-
lighted the necessity for further researches on stopping criteria in global optimization [42].
The selection of a stopping criterion impacts both the efficiency and the reliability of the
algorithm during global optimization [42]. The stopping criterion must be set correctly
otherwise the run will fail to converge (criterion considered as too loose) or pointless eval-
uations will be done (criterion defined as too tight) [9]. It is considered by [40] and [42]
that the stopping criterion should be set in a way so that the run must be stopped if one
the following situation occurs:

� The algorithm finds the (global) optimum.

� The algorithm is stagnant and it is considered that no significant improvements on
the solution can be obtained.

To classify the stopping criterion, [42] proposed a classification based on which ele-
ment is used as a stopping criterion:

� Error based criteria: The run is stopped when the global optimum has been reached
within a given accuracy.

� Exhaustion-based criteria: The run is stopped after a certain amount of time.

� Improvement-based criteria: The run is stopped when the objective-function im-
provement rate is too low.

� Movement-based criteria: The run is stopped when the the coordinate evolution of
the population is too small.

� Distribution-based criteria: The run is stopped when the population concentrates
on a region too small.

In [40], the stopping criteria has been classified according to the nature of the metrics
used to raised the criteria:

� Threshold criterion: The criterion is raised if a metric is inferior or superior to a
given threshold.

� Statistical inference based criterion: The criterion is raised according to statistical
distribution of a given metric for the next iteration.

� Fuzzy based criterion: Stopping criterion is raised or not according to fuzzy logic
rules over some metrics.
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� Other criterion: Other criterion regroup methods that are not classified in any previ-
ous groups such as linear regression, Markov chain and automatic termination based
ones.

In this thesis, another classification is used to introduce stopping criterion. The
main reason of this choice is to be consistent with chapter 4’s goal.

� Termination criterion: This criterion indicates that the algorithm should terminate
even if it has not converged.

– Fixed-budget/fixed-cost criteria [43, 44]: The algorithm is stopped after a cer-
tain amount of time. As explained by [19], in optimization, time could be
measured through different metrics.

– Fixed-target criteria [43, 44]: The algorithm is stopped when a target value is
reached.

� Convergence criterion: This criterion indicates that the algorithm has converged to
a search space point supposed to be the optimum one.

– Algorithm independent: Algorithm independent convergence criteria

– Algorithm dependent: Convergence criterion that is specific to an algorithm.

Table 1.2 presents a list of usual stopping criteria based on [9]’s one. During this
thesis the stopping criteria used are: FEs, Iteration limit, objective-function target and
radius.

Table 1.2: Stopping criteria

Classification Criterion

Termination
Fixed-budget Function evaluations (FEs) [19]; Iteration limit

[9]; (Normalized) Running Time [19]

Fixed-target Objective-function target [9]

Convergence
Algorithm independent Objective function convergence [9]; Population

convergence [9]; Radius [45]

Algorithm dependent Gene convergence, for GAs [9]; Condition num-
ber of a matrix for CMAES; Speed/inertia to
low for PSO; Number of iterations without dis-
placement for SA.

1.3.4/ Run review

This section will present how a run is reviewed. This task is important to assess how
effective the resolution method is for a particular problem. To evaluate a run, performance
measures [46] are used. They are metrics quantifying how well a method performs with
regards to an aspect of optimization, for instance convergence speed. First, the choice of
using measures of performance over performance profiles will be explained. Then, how a
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run could be reviewed will be presented. Finally, performance measures used in this thesis
will be introduced.

The performance profile approach is a usual approach advised by [19]. However,
when results from different optimization cases are aggregated, which is done in chapter 4,
the benefit of using a performance profile compared to measures of performance is limited.
Indeed, a performance profile is the evolution of a measure of performance with respect
to a criterion [47] and this evolution may have a different shape from one case to another.
Therefore, a performance profile obtained by the aggregation of performance profiles from
different cases may have a shape that is not representative of the cases considered. As
the measures of performance, being scalars, are easier to manipulate and analyse than
performance profile, this approach has been chosen for this thesis.

Several performance measure categories have been defined [46]: efficiency, quality
and reliability. Quality measures either how good is the satisfaction value found at the
end of the run or how fast the algorithm has converged to a solution. Efficiency is a com-
bination of value and convergence qualities. Reliability measures the algorithm statistical
quality. From these categories different performance measures could be defined. Some
usual performance measures are presented in [48]. For instance, the mean of several runs’
final satisfaction could be used to judge the value reliability.

Three performances will be used to review the resolution method performance on a
single run: the value quality, the convergence quality and the efficiency. The value quality
represents the satisfaction of the designer with regards to the satisfaction value. The
convergence quality reviews the convergence speed representing how fast the algorithm
converges to a solution. Finally, the efficiency combines the two previous performance
measures to review the quality of solution (value) while considering the computational cost
(convergence). In addition, two reliability performance measures will be used to review
the resolution method over several runs. These performances are: the alpha-reliability
and the omega-reliability. The alpha-reliability represents the best efficiency obtained
over a large number of runs. The omega-reliability represents the worst efficiency the
resolution method is likely to obtain if a limited number of runs are performed. How these
performance measures are computed is detailed in chapter 4.

1.4/ Optimization algorithms

This section presents the optimization algorithms which are the core of the resolution
method. As explained in sub-section 1.4.1, a large amount of optimization algorithms,
which could be classified according to several criteria, exists. In order to develop and test
methods in this thesis, some algorithms have been chosen. The chosen algorithms and
the reasons of this choice are given in sub-section 1.4.2. In particular, the PSO have been
chosen as reference and so a focus will be done on this algorithm in sub-section 1.4.3.

1.4.1/ Optimization algorithms overview

This sub-section introduces the topic of optimization algorithms. First, a few words will
be said about the number of optimization algorithms. Then, the way how they can be
classified will be discussed. Finally, the main families and how they are composed will be
presented.
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The number of publications related to meta-heuristic algorithms is given in figure 1.5.
It can be observed that this number is exploding. Several explanations to this burst are
given by [12] and [13]. As advised by [12], it has been chosen not to focus on developing
algorithms but optimization means. The high number of optimization algorithms is a
challenge for an optimizer willing to choose the correct algorithm. It also complicates the
task of classifying and studying algorithms.

Figure 1.5: Evolution of the number of publications related to meta-heuristic algorithms
[13]

Optimization algorithms could be classified in different ways [9]. Some of them are
based on the properties of the optimization problem they are meant to solve. Some of
them are based on the mechanisms of the algorithms. Here under is a list of common
classifications:

� Problem properties based classifications:

– Heuristic or Meta-heuristic [9]

– Continous or Discrete

– Global or Local search [9]

– Uni-modal or Multi-modal

– Linear or Non-linear

– Single-objective or Multi-objective [9]

� Algorithm mechanism [12] based classifications:

– Stochastic or Deterministic [9]

– Population-based or Trajectory-based [9]

– Bio-inspired or Not [9]

– Descent-direction or Not
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– Swarm-based or Not

– Derivate-based or Derivate-free [9]

– Simplex-based or Not

The large number of optimization algorithms is also due to the phenomenon of
’evolution’, which consists in modifying an already existing algorithm to improve its per-
formances. This phenomenon could be repeated thus forming a long chain of evolution
like in nature. For instance, the RB-IPOP-CMA-ES [49] is the evolution of the IPOP-
CMA-ES [50] which is the evolution of the u-CMA-ES [51] being the evolution of the
initial CMA-ES [52]. Also, algorithms could be conceived by hybridizing existing algo-
rithms, such as [53] which is an hybrid evolutionary-based method combining the particle
swarm algorithm and the chaotic search. The algorithms classification and the evolution
phenomenon will lead to the creation of families of algorithms. Figure 1.5 presents the
evolution of publications for several families of meta-heuristic algorithms. From this figure
it could be seen that some families are extremely prolific such as GA and PSO ones while
others are smaller such as the BFO one.

1.4.2/ The algorithms used in this thesis

This sub-section will present the algorithms used in this thesis. First, how those algorithms
have been chosen will be explained. Then, they will be briefly described. Finally, their
main mechanisms will be explained.

For this thesis, it has been chosen to focus on meta-heuristic, continuous, global
search, multi-modal, non-linear, single-objective, stochastic, population-based, derivate-
free algorithms. The reasons behind this choice are the following: meta-heuristic to be
able to face different problems without having to redevelop an algorithm every time. Con-
tinuous as EDO problems are mostly either continuous ones or mixed-variables ones with
a majority of continuous variables. How mixed-variables are handled will be detailed in
chapter 3. During this thesis we aim to automate the sizing phase so that the designer
does not have to provide an initial design to refine. Therefore, the EDO problems to solve
are global search ones requiring global search algorithms. They should be multi-modal
and non-linear as nothing guarantees the problem to be either uni-modal or linear. This
thesis aims to solve optimization problems in order to find the solution that satisfies the
designer the most. Therefore, a method finding a single solution instead of several ones
must be elaborated. That is why single objective algorithms are looked for. In the case
of a multi-objective problem, as explained in chapter 3, an evaluation method making
compromises between objectives will be used. Stochastic algorithms will be preferred to
deterministic ones as they improve the search space exploration in a complex problem,
which is the case here. Parallel evaluations to improve running time, which is important
in the co-simulation context of this thesis. For parallel evaluations to be cost-effective,
the number of evaluations per iterations should be high enough. As this is guaranteed by
population-based algorithms, such ones will be chosen. Finally, as nothing guarantees the
objective function to have a continuous first order derivative, especially as the problem
are highly constrained, derivative-free algorithms will be preferred.

The algorithms used in this thesis are the particle swarm optimization (PSO) [54],
the covariance matrix adaptation evolution strategy (CMAES) [52], the genetic algorithm
(GA) [55], the Cuttlefish [56] and the simulated annealing (SA) [57]. More detailed infor-
mation about these algorithms and their settings are given in section A.7 and in sub-section
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1.4.3 for the PSO. They are reference algorithms of different families, meaning that many
algorithms of their families are their direct or indirect evolutions. It has been chosen to
use reference algorithms to avoid the bias of having more or less advanced representatives
for the different families which would be an issue during comparison. However, using ad-
vanced algorithms, such as the L-SHADE one [58] is a prospect. A brief description of
each of these algorithms is given here:

� The PSO algorithm, detailed in sub-section 1.4.3, belongs to the category of swarm
intelligence techniques. In PSO, each solution of the optimization problem is con-
sidered as a particle in the search space, adjusting its position according to its own
flying experience and the others particles’ ones.

� The CMAES, detailed in sub-section A.7.1, derived from the concept of self-
adaptation in evolution strategies. The CMA (Covariance Matrix Adaptation)
adapts the co-variance matrix of a multi-variate normal search distribution according
to two main principles. The maximum-likelihood principle increases the probability
of successful candidate solutions at each steps. The evolution path principle contains
significant information about the correlation between consecutive step.

� The genetic algorithm, detailed in sub-section A.7.2, is so that a population of candi-
date solutions, called individuals, is evolved towards better solutions. Each candidate
solution has a chromosome, which can be mutated and altered. A chromosome is a
set of D genes.

� Simulated annealing, detailed in sub-section A.7.3, is inspired by the process of
annealing in metallurgy. Annealing involves heating and cooling a material to alter
its physical properties due to the changes in its internal structure. As the metal
cools its new structure becomes stable, consequently causing the metal to retain its
newly obtained properties.

� The Cuttlefish algorithm, detailed in sub-section A.7.4, mimics the mechanism of the
color changing behavior used by the cuttlefish to solve numerical global optimization
problems. The Cuttlefish algorithm considers two main processes: rejection and
visibility. The population (cells) is divided into four groups. Two of them are used
for global search, while the others are used for local search.

A few mechanisms and properties of the algorithms will be referred to along the
manuscript. To ease comprehension, they are briefly explained here. First, the popu-
lation, which is considering the evaluations of an iteration as a population of points in
the search space. This population will either be displaced, as in PSO, Cuttlefish or SA,
or evolved, as in CMAES or GA. When the population is displaced, it might happen
that individuals ’socialize’. Socialization simply means that information are exchanged
between individuals. Two important notions, which should be balanced, are exploration
and exploitation [59]. Exploration is the process of visiting entirely new regions of a search
space, whilst exploitation is the process of visiting the regions of the search space within
the neighborhood of previously visited points. Exploration and exploitation are often
called ’global search’ and ’local search’. Used algorithms include mechanisms balancing
exploration and exploitation, For instance PSO displaces individuals both in the direction
of the best solution found by the population and in the direction of the best solution found
by the individuals.
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1.4.3/ Focus on: PSO

This sub-section will focus on the PSO algorithm, as it is the one used for development.
Firstly, an introduction of the algorithm is done. Secondly, its particular stopping criteria
are given. Thirdly, its pseudo-code is written. Finally, its setting is explained.

1.4.3.1/ Introduction

PSO is a global optimization algorithm described as sociologically inspired. The Parti-
cle Swarm Optimization (PSO) algorithm belongs to the category of swarm intelligence
techniques. In PSO, each solution of the optimization problem is considered as a particle
in the search space, adjusting its position according to its own flying experience and the
others particles’ ones [54]. The PSO algorithm has only a small number of parameters
which need to be adjusted and is easy to implement.

In a basic PSO algorithm, members of a swarm fly in the search field (of D dimen-
sions) and are attracted by their personal best solution and by the best solution of their
neighbour [60]. Each particle has a memory storing all data related to its flight (location,
speed and its personal best solution). It can also inform its neighbors, i.e. communicate
its speed and position. This ability is known as socialization. For each iteration, the
objective-function is evaluated for each member of the swarm. Then the leader of the
whole swarm can be determined: it is the particle with the best personal solution. The
process leads at the end to the best global solution. At each iteration t, the location and
speed of one particle are updated as in equation 1.4.

{
vt+1 = ωt vt + c1r1(pbest − Xt) + c2r2(gbest − Xt)
Xt+1 = vt+1 + Xt

(1.4)

In equation 1.4, pbest is the personal best previous position of the particle and gbest
is the best global position among all the particles in the swarm (figure 1.6).

Figure 1.6: PSO particles displacement

The parameters r1 and r2 are two random numbers between 0 and 1. The constant c1
and c2 represent trust parameters indicating how much confidence the current particle has
in itself and how much confidence it has in the swarm. These acceleration constants c1 and
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c2 indicate the stochastic acceleration terms which pull each particle towards its own best
position and the swarm best one. The role of the inertia weight ω is considered important
for the convergence behavior of the PSO algorithm. The inertia weight is employed to
control the impact of the previous history of velocities on the current velocity. Thus,
the parameter ω regulates the trade-off between the global (wide ranging) and the local
(nearby) exploration abilities of the swarm. A proper value for the inertia weight provides
balance between the global and the local exploration ability of the swarm and thus results
in better solutions. Numerical tests imply it is preferable to initially set the inertia to a
large value, to promote global exploration of the search space and to gradually decrease it
to obtain refined solutions. The weight of particles is decreasing through time in order to
fit the search area shrinking. The weight is decreasing according to the equation 1.5 law:

 ωt = ωmax − ∆ · (t/tmax)

∆ = ωmax − ωmin
(1.5)

1.4.3.2/ Stopping criteria

This original version has been modified to include a convergence criterion, the radius
improvement as described in [45]. The PSO stops if, for rt iterations, evaluated points are
contained inside a radius, meaning that, for each dimension, equation 1.6 is verified. The
radius notion is displayed in figure 1.7.

∀ < i, j, k >; pointi[xk] − point j[xk] ≤ 0.01 · (xmax
k − xmin

k ) (1.6)

Convergence - Iterations

Leader
Leader

Leader

Figure 1.7: PSO radius stopping criterion

1.4.3.3/ Pseudocode

PSO pseudo code is given by algorithm 1.

1.4.3.4/ Setting

Table 1.3 gives PSO default setting used in this thesis. This setting has been defined by
an expert in optimization and is also based on articles [45, 61, 62, 63]. Chapter 5 aims to
improve PSO efficiency by optimizing its setting. Therefore, other settings than the one
presented here could be used in this thesis.
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Algorithm 1 PSO pseudo code

Require: Initialization
1: Initialize N particles: random position (X), weight (w) and random velocity (v)
2: Evaluate particles ( f )
3: Find particles’personal best (pbest) and global best (gbest)
4: Compute swarm radius (R)
5: while t ≤ tmax and R < Rv, the radius threshold do
6: Evaluate particles ( f )
7: Update personal best (pbest), global best (gbest), velocity (v), weights (w) and position

(X)
8: Compute swarm radius (R)
9: end while

10: return gbest

Table 1.3: PSO default setting

Parameter Value Remarks

tmax tmax = FEs/N Iteration limit
N 20 Number of particles of the swarm
c1 1 Personal best factor
c2 1 Global best factor

wmin 0.4 Minimal inertia factor
wmax 0.9 Maximal inertia factor

Rt 10 Number of iteration inside radius to stop
Rv 1e−3 Radius threshold value

1.5/ Robustness and Fiability

This section will develop two important notions required to understand this manuscript:
the robustness and the fiability. The robustness, which is defined in sub-section 1.5.1,
represent how well an algorithm performs on a problem when no uncertainties are taken
into account. The uncertainties, which are presented in sub-section 1.5.2, will induce a
difference between the theoretical solution and the practical one. When uncertainties are
taken into account, how well an algorithm performs on a problem is linked to its fiability,
which is defined in sub-section 1.5.3.

1.5.1/ Robustness

The robustness is the ability of an algorithm to converge to the global optimum. This
idea is summarized by figure 1.8. The robustness of an algorithm will impact value quality
performance measure of a run (see sub-section 1.3.4). The robustness is one of the major
criteria for an algorithm selection. However, robustness is not taking uncertainties into
account.
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Figure 1.8: Robust optimization minimums

1.5.2/ Uncertainties

The uncertainties [64] are elements making a difference between the theoretical solution
and the practical one. Uncertainties could have several sources [65]: estimated problem
information, measure problem information, solution implementation uncertainties. Uncer-
tainties could be classified into different types [64]:

� uncertainties on parameters: some parameters values are stochastic or different from
the real ones.

� uncertainties on variables: difference between the exact optimal variable value and
the one on the manufactured product.

� uncertainties on model: the numerical model used to optimize the product does not
perfectly represent the reality

� uncertainties on limits / constraints: the limits / constraints values could be depen-
dent to uncertain factors

Another uncertainties classification system, based on product life cycle, has been
proposed by [66]:

� design phase uncertainties: Model or data related uncertainties

� Manufacturing: Environment related uncertainties

� Product aging: Product properties, such as material related ones, may change in
function of time

In this thesis uncertainties are taken into account to reduce the manufacturing failure
ratio. Therefore, only uncertainties related to manufacturing phases will be considered. In
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addition, due to co-simulation restrictions, only uncertainties on variables will be consid-
ered. In order to take these uncertainties into account, the classical formulation (equation
1.1) has to be updated, leading to equation 1.7. In this equation, an uncertainties vector
δ is randomly drawn, thanks to a normal distribution law U, into an interval defined by
the variables uncertainties vector ∆.



Min : F(X,∆)
P[G(X,∆) ≤ 0] ≥ X%
P[H(X,∆) = 0] ≥ X%
x = (x1, · · · , xD) ∈ S
∀i, Ai = [xi − ∆i, xi + ∆i]

(1.7)

By taking uncertainties into account, fiabilist optimization, by opposition of deter-
ministic one, is performed. In the case where only uncertainties on variables are considered,
Fiabilist optimization could be summarized by figure 1.9. To perform fiabilist optimiza-
tion, fiabilist resolution method should be used and an algorithm should be chosen for its
fiability.
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Figure 1.9: Optimization under uncertainties: the fiabilist optimization

1.5.3/ Fiability

The fiability is the ability of an algorithm to converge to the global fiabilist optimum. This
idea is summarized by figure 1.10. To find the global fiabilist optimum, fiabilist evaluations
should be made, as it will be discussed in chapter 6. The fiability of an algorithm will
impact the value reliability performance measure of a run (see sub-section 1.3.4).

1.6/ Conclusion

This chapter intends to introduce optimization so that research work presented in the
following chapters could be understood and appreciated.
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Figure 1.10: Fiabilist optimization minimums

In this thesis, the branch of optimization considered is the Engineering Design Op-
timization (EDO) which consist in optimizing an engineering product sizing. The EDO
process takes place at the sizing phase of a design process. In this thesis case, the algo-
rithmic approach will be used. An EDO process which is composed of three steps: the
formulation, the resolution and the validation. An EDO problem is mainly composed of
variables, objectives and constraints. A numerical resolution of an EDO problem is a run
of optimization. During a run, the algorithm will solve the problem through iterations
in which one or several evaluations are made. The algorithm will attempt to find the
values of the variables maximizing the satisfaction, which represents the designers’ satis-
faction toward a solution. The satisfaction is computed through a process designated as
an evaluation. The algorithm will follow an iterative process until a stopping criterion is
reached. A run of optimization could be evaluated in terms of value, convergence or effi-
ciency. Many optimization algorithms, which could be classified in different ways, exists.
For this thesis, it has been chosen to focus on meta-heuristic, continuous, global search,
multi-modal, non-linear, single-objective, Stochastic, population-based, derivate-free algo-
rithm. The algorithm used in this thesis are PSO, CMAES, GA, Cuttlefish and SA. It has
be chosen to focus on PSO to develop methods in optimization. Finally, The robustness
and fiability has been explained.

The explanations given in the following chapters will rely on the notions developed
here. For instance, understanding chapter 2 will require the problem formulation notions
developed in section 1.2. The state of the art presented in this chapter is not comprehensive
but consistent as a requirement for the understanding of this thesis. More information
about EDO in general could be found in [67, 68].
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2.1/ Introduction

As mentioned in chapter 1, engineering design optimization (EDO) takes 50% of the design
process timespan[8]. This timespan is considered too long with regards of the industrial
constraints. It is necessary to reduce this phase which is one goal of this thesis.

An optimization process could be decomposed into three phases as defined in [9].
The first one, the formulation, consists in formulating the optimization problem to solve.
The designer, who is designing the product, and the optimizer, who is in charge of the
optimization of the product, will communicate to allow the optimizer to mathematically
formulate the problem. The second phase, the resolution, consists in setting up a resolution
method to use it to solve the problem. These tasks will potentially be iterated until the
optimizer finds a suitable solution or if the problem is considered unsolvable without
modifications. The third phase, the validation, consists in checking if the solution meets
the designer’s expectations and if it doesn’t, anticipate on what should be done. Usually,
if the designer is not satisfied, the optimizer should come back to a previous phase of the
optimization process in order to make modifications.

During the validation phase, solutions could be rejected by the designer because
of ambiguities made during the formulation phase. Ambiguity [21] corresponds to the
deviation between the costumer’s expectations and the problem to be solved. When a
solution is rejected due to ambiguities, both designer and optimizer would have to go back
to the formulation phase of the process. In order to reduce the EDO time span, ambiguities
must be avoided.

Currently, the formulation phase is usually performed through conversations be-
tween designers and optimizers. These conversations are performed according to the op-
timizer expertise. There exists no established method nor guidelines to help. Still, the
Observation-Interpretation-Aggregation (OIA) method [21] could be mentioned as it tends
to solve optimization problems according to the designer’s will. This is done by using an
advanced solution evaluation method. For the formulation phase, the OIA method relies
on interviews but does not provide any framework to conduct them.

The aim of this chapter is to present a framework based on interviews to prevent
ambiguities. Defining a protocol to properly test this framework is a considerable work
which has to be done independently. Thus, the proposed framework will not be tested
here.

The proposed framework relies on interviews which are conducted thanks to a ques-
tionnaire and some synthesis documents. An overview of the framework is done in section
2.2. Each of the interviews composing this framework have different goals. The interviews
will be detailed in section 2.3.

2.2/ Overview of the proposed framework

This section intends to present the formulation framework. This framework is based on
a succession of interviews, presented in sub-section 2.2.1. To conduct them, the opti-
mizer will use a questionnaire, composed of three parts, introduced in sub-section 2.2.2.
The synthesis documents, described in sub-section 2.2.3, will be filled with the designer’s
answers.
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2.2.1/ Interviews presentation

The proposed framework is composed of three interviews which each lasts approximately
two hours. The first one explores the problem environment and studies the problem con-
text by thematic. The second defines the optimization problem elements by investigating
thematics of interest. The third one is a discussion to correct and then validate the for-
mulated problem.

The first interview explores the problem environment and serves several goals:

� Providing to the optimizer the knowledge to understand the designer’s explanations
and the opportunity to ask for details.

� Determining thematics of interest. Some might not have been considered by the
designer yet.

� Providing to the designer the confidence towards the optimization and giving him a
wider understanding of the problem.

To guide the exploration and avoid forgetting a topic, two documents are used: the
thematic board and the first part of the questionnaire. The thematic board, presented in
sub-section A.1, is a board depicting thematics related to the product. It provides both
the designer and the optimizer a visual reminder of thematics that could be explored. On
the opposite, the questionnaire is to be used only by the optimizer. It is a non-exhaustive
collection of questions, structured by main thematics. The questions are written so that
they require no knowledge in optimization to be understood.

The second interview investigates elements of an optimization problem. This inves-
tigation follows two steps:

1. Identification of aforementioned elements, such as objectives, constraints or variables.

2. Definition of the elements. For instance, what are the bounds of the i-th variable.

For the first step, the thematic board and the second part of the questionnaire will
be used. The second part of the questionnaire is structured first by types of elements
and then by main thematics. As for the first interview, a non-exhaustive collection of
questions is used. They are written to be understandable without any particular knowledge
in optimization. One should keep in mind that there is no need to investigate every
thematic. How much each thematic should be investigated depends on topics of interest
and information gathered during the first interview. For the second step, the third part
of the questionnaire provides, for each type of element, a list of specific understandable
questions. For this step, every question should be addressed. They are meant to collect
data to solve the problem according to the normalized evaluations method, described in
chapter 3.

The last interview is needed to discuss, correct and validate the formulated prob-
lem. This interview gives the opportunity to raise questions left unsolved during the two
previous interviews. Questions might have been left unsolved as it requires the designer
to investigate some topics or because some piece of information have to be queried. The
conduction of the interviews should remain flexible and depends on how the first two in-
terviews have been done. Therefore, no instructions will be given on how to perform it.
However, two points should be kept in mind.
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� It should be an open discussion between the designer and the optimizer.

� At the end of the third interview, the optimization problem which has been formu-
lated should be validated.

2.2.2/ Questionnaire

This sub-section presents the questionnaire used to guide interviews and also its structure
and its key points. Some elements will be provided as examples to illustrate points.
However, it will not be presented in detail here as it could be found in sub-section A.2.
The first part is used in the first interview whereas the second and third parts are used in
the second interview.

The first part contains questions helping to explore the product environment. It
is sub-divided into sections corresponding to the main thematics besides another one for
the product itself. The sections are ordered to reproduce an informal conversation going
from general information to technical details. First questions will be a company overview,
for instance: ’What are the company main activities?’ or ’How many employees?’. The
questions concern several topics such as investigating product, customer, working scheme
and production. Finally, environmental impact, usage, costs and design thematics will be
explored. The last questions will be more technical and focused such as ’Are you using
some simulation, model or software?’ or ’What technology does this product use?’. For
every sections, the questions, at first, concern the main thematic and then become more
specific broaching on sub-thematics. From time to time, this rule can broken to improve
the fluidity of the conversation. It should be noted that no matter the order of the sections
and questions, the optimizer should adapt to the designer: questions are just a guide not
a process to follow step by step.

The second part contains topic suggestions to determine the elements of the opti-
mization problem. This part is sub-divided into three sections: objectives, constraints and
variables. The section order has been chosen as it is the easiest one for the designer to
express item. In each section, a pattern is repeated. First a general question to help the
designer to figure out what is expected. For instance, in constraint case, ’What should
be good enough for the product to be accepted?’. Then, for each main thematic, an al-
ternative version of this question is followed by a few suggestions. The suggestions of the
questionnaire are general ones based on sub-thematics which should be completed thanks
to the information gathered during the first interview. For instance in a usage thematic,
a question to ask in order to identify the objectives can be ’The most efficient product?’
and suggestions are ’The finest sizing’, ’the best performances’ and ’The most confortable’.
Deciding how much main thematics should be explored depends on information collected
during the first interview and the designer’s answers.

The third part contains specific questions to precisely define the elements of an
optimization problem. They are organized by element type: objectives, constraints and
variables. For each element type, a list of questions is written in the designer’s language.
Each one of them is meant to get a specific piece of information. They are listed to gather
information from the most to the less general ones. For instance to ask about an objective
if its value is to be minimized or maximized, the question is ’Do you want the most or the
less of this?’.
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2.2.3/ Synthesis documents

To formulate the optimization problem, the information given by the designer to the
optimizer should be carefully noted. To avoid omissions and to help the optimizer in this
task, several synthesis documents are provided along with the framework. One should
know that using synthesis documents is not mandatory. Any means available at the
optimizer’s convenience could be used. The answer documents are the thematic board,
the answer form and the optimization bill of specifications (OBS).

Thematic board, detailed in sub-section A.1, is a board on which thematics are
depicted by labeled icons. It is used to remind thematics to the designer and to the
optimizer. Also, annotations could be made on this document to highlight the thematics
of interest and add useful information to prepare the second interview.

The answer form is meant to keep a record of answers given during the first interview.
It will be used to prepare the second interview and it could be referred to. Its structure
mimics the one of the questionnaire. The fields of the answers are adapted to the questions.
For instance, for open questions, like product manufacturing, a blank space will be left
whereas for a company position on the market multiple choices are proposed. Still, the
answer form is designed to be as wide as possible.

The OBS is a short and technical document summarizing requirements for
optimization-related specifications. The information contained in this document will be
used, during the validation phase of the optimization process to decide whether the so-
lution found is accepted or not. If it respects the OBS, it will be rejected only due to
ambiguities or due to additional post-optimization analysis. This document is filled with
the designer’s answers to the third part of the questionnaire. In this thesis, some topics,
for instance multi-objective handling method choice, are not considered. The topics which
are out of this thesis scope are not considered by the proposed framework. Therefore, the
OBS presented in sub-section A.3 is not comprehensive.

2.3/ Interviews in detail

This section intends to detail how the interviews are conducted based on questionnaire.
The first interview which aims to learn more about the product will be detailed in sub-
section 2.3.1. The second interview which purpose is to define the elements of the op-
timization problem will be detailed in sub-section 2.3.2. The third interview which is a
review of the problem formulated in the second interview is presented in sub-section 2.3.3.

2.3.1/ First interview: Learn about the product

This sub-section will detail the first interview whose aim is to learn more about the product.
First, some indications about the content of the interview will be given. Then, thematics
will be motivated. Finally, the questions set will be explained.

The first interview is conducted by the optimizer using the first part of the ques-
tionnaire. This part is structured by sections following the main thematic of the thematic
board. The idea of using thematics to help the designer and the optimizer to share knowl-
edge originates from Charrier’s knowledge guides [17]. They are meant to help experts from
different fields to distribute knowledge about a product by exploring pre-defined thematics.
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For the first interview, the sections are ordered to reproduce an informal conversation.

To define a comprehensive and properly structured list of thematics, they would
have to be defined thanks to a review of application papers and then wisely organized.
This task will require a considerable amount of work to be done by a research group
composed of experts in both applied optimization and cognitive science. Thus, for this
thesis, expectations will be lowered to the definition of a motivated list of thematics. One
should note that this list of thematic could be amended by the optimizer and the thematic
board modified in consequence.

The thematics have been thought as in a multi-level pie chart:

� Level 0: The product thematic: gathers all basic information about the product
itself.

� Level 1: 8 main thematics which have been chosen to introduce the product envi-
ronment to an optimizer.

� Level 2: 24 Sub-thematics: For each main thematics three sub-thematics have been
chosen. They are meant to explore the main thematic related topics.

The list of thematics, divided by main thematic, is given hereunder. For each the-
matic is given, a non-exhaustive list of motivation and a reference of a work using this
thematic.

1. Entreprise (Company) [21]: Showing interest for the company might make the de-
signer feel confident. Also, company-related information could be used for com-
mercial aspects. Knowing better the company could help to adapt the resolution
method. For instance, by knowing the design process timespan, the allowed opti-
mization process timespan could be estimated.

� Modularité (modularity) [69]: The product modularity is defined by how easily a
product could be modified by changing some of its sub-products. This thematic
explores the possibility to optimize a product part by part, as in some multi-
level optimization methods.

� Bénéfices (Profit) [70]: This thematic is about optimizing the company benefits.

� Polyvalence (Versatility) [71]: A versatile product, which could be used for
different tasks, could be sought by a company.

2. Produit (Product) [72]: The questions of this section will serve as an introduction
to the product itself. They are meant to know more about the product itself. This
could help the optimizer to conduct the interview.

3. Client (Customer) [73, 74]: The questions of this section were designed to be more
acquainted about the customer’s expectations towards the product.

� Ergonomie (Ergonomy) [75]: If the ergonomy of the product matters, it could
impose restriction over the product characteristic that might be considered
during optimization.

� Prix (Price) [76]: Price is a potential factor in the customer’s choice. Therefore,
the price of the product could be one indicator of the optimization problem.
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� Esthétique (Aesthetic) [77, 78]: Aesthetic is one of the factor motivating cus-
tomer choices. It could be included inside the optimization process.

4. Fonctionnement (Working scheme) [79]: For the optimizer to understand the de-
signer’s technical explanations, it is important to clarify the working scheme.

� Conditions d’utilisation (operating conditions) [80]: The designer could specify
the operating conditions that could become constraints. Also, the designer
could be willing to optimize the range of the operating conditions.

� Cahier des charges (bill of specifications) [81]: The bill of specifications of the
design process could be helpful to define the OBS.

� Sécurité (safety) [82]: Safety is a potential source of constraint.

5. Production (Production) [83]: Production is the complete process to produce a prod-
uct, including sourcing, manufacturing and packaging. Some uncertainties are due
to the production, therefore this thematic should be discussed.

� Usinage (Machining) [84]: Machining is the process to use machines to make
parts from raw materials. The choice of a machining strategy could be opti-
mized. Also machining is a source of uncertainties.

� Matériaux (Materials) [85]: Materials could be part of an optimization problem.
For instance, if the material of the part of a product is to be defined, the choice
for material will become a variable.

� Entretien (Maintenance) [86, 87]: Maintenance operations could be a critical
operation for some products. Therefore, maintenance-related elements of the
product could be optimized.

6. Impacte énergétique et environemental (Energy and environment) [88, 89]: Nowa-
days, energy and environment topics are considered during the design process.

� Recyclage (Recycling) [90, 91]: Some products could be challenging to recycle
and thus can be optimized to ease such an operation.

� Autonomie (Autonomy) [92]: Autonomy could be a challenge for some products,
such as electric cars, which would be optimized to be competitive with regards
to this problematic.

� Consommation (Consumption) [93]: Energy consumption, such as fuel con-
sumption in air transport, could be an important problematic.

7. Usage (Usage) [94]: How the product is used should be asked as it could help to
identify objectives, constraints and variables.

� Caractéristiques (Characteristics) [95]: The technical characteristics of a prod-
uct are elements describing how the product has been conceived, such as geome-
tries, materials or energy source. These characteristics are potential variables
influencing the performances of the product.

� Performances (Performances) [96]: The technical performances of a product are
elements that could be used to judge the product, such as physical and technical
properties or could measure how well a task is performed. They are potential
objectives and constraints.
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� Confort (comfort) [97, 98]: If a customer has to use a product often or over
extended periods of time, comfort will be a key topic.

8. Coûts (Costs) [99]: An usual objective in optimization is cost reduction [8].

� Chute (Waste) [100, 101]: The product costs could be decreased by reducing
the wastes.

� Rebut (Failed parts) [64]: Diminishing the failed parts ratio could be a goal for
the designer as the higher the ratio the higher the cost of a product.

� Fabrication (Manufacturing) [102]: Manufacturing is the process of machin-
ing parts, assembling parts and components to get the product and testing it.
Manufacturing means could be integrated to the cost and could be optimized.

9. Conception (Design) [103]: Explanations about how the product is designed could
highlight constraints due to physics or technology. It also introduces possible eval-
uation tools. Finally it could be used to set a more efficient resolution method by
using human knowledge effectively [8].

� Adaptabilité (adaptability): A designer might be willing to design an adaptable
product which will perform a single task in a large variety of environments.

� Technique (Technique): To correctly understand the performances and charac-
teristics of the product, it might be important to clarify the technologies used
by the product.

� Physique (Physics) [104]: The Physics behind the problem could have to be
investigated. In some cases, the optimizer could have to implement the com-
putation of some indicators, requiring to understand the physics behind the
problem.

Questions are organized by main thematics. For each main thematic, a few questions
are linked to the main thematic itself and one or a few questions are given for each related
sub-thematics. The goals of the questions and their implications are:

� Providing information to understand the designer and to conduct interviews: Some
questions should be meant to ask the explanation of a topic.

� Providing information to prepare the second interview (topic of interests, key in-
formation): Some questions should be meant to ask about the expectations of the
designer or about the reference and order of magnitude.

� Being easy to understand: Use the designer’s language and not the optimizer’s one.

� Being a relatively restricted number and not redundant: No more than a few ques-
tions by thematics.

Based on these remarks, for every main thematics, a list of questions has been
written.
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2.3.2/ Second interview: Optimization elements definition

This sub-section will present the second interview whose purpose is to define the elements
of the optimization problem. This interview is composed of two phases. The first one
aims to find the optimization elements by using the second part of the questionnaire. The
second phase focuses on detailing the optimization elements by using the third part of the
questionnaire. The answers to this phase will be noted in the OBS.

For the first phase, the elements will be looked for in the following order: objectives,
constraints, variables and evaluation tools. For each element types, a list of suggestions
organized by main thematics could be used. Also, all suggestions are thematic-related an-
swers to a generic question. For instance, the objective generic question is ’What should
be the best possible?’ and the Production-related suggestion is ’The easiest way to manu-
facture the product?’. Which suggestions should be used or not depends on the thematics
defined as interesting during the first interview. For each main thematic, is given: a
suggestion for the main thematic itself and one suggestion by related sub-thematic. If
the designer agrees with the suggestion, the optimizer would ask what would make the
suggestion true. The answers to that question are supposed to be the elements of the
optimization problem. For instance:

� If the designer is looking for ’The easiest way to manufacture the product’

� The optimizer would have to ask ’what would make the product the easiest to pro-
duce?’

� The designer would, for instance, give answers such as ’reducing material consump-
tion as much as possible’.

During the second phase, the elements will be detailed one by one. The third
part of the questionnaire provides, for each type of element, a list of questions to gather
information. For every piece of information that should be collected for an element to be
defined, a corresponding question is given. The optimizer simply has to ask every questions
and must fill the OBS according to the answers. The list of questions is ’comprehensive’
with regards to the context of this thesis excluding some difficulties such as multi-objective
method choices. In optimization, considering additional difficulties requires additional
questions to be added. In this case, it would be consistent to keep the initial idea: one
piece of information, one question.

2.3.3/ Third interview: Final discussion and corrections

This sub-section will present the third interview, which is a review of the problem formu-
lated during the second interview. This interview, on the opposite of the two previous
ones, is not guided. It is a discussion between the designer and the optimizer to serve
several purposes:

� Giving a time to both the designer and the optimizer to ask technical questions.

� Clarifying some points.

� Correcting and then validate the OBS.
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� Discussing the possible reasons of failure and what should be done to face them.

� Eventually, discuss some commercial aspects.

2.4/ Conclusion

In order to reduce the timespan of an EDO process, ambiguities should be avoided. A
framework based on interviews has been developed in order to do so. This framework
is based on three interviews conducted by the optimizer thanks to several documents:
the thematic board, the questionnaire and the optimization bill of specifications. At
last, during the first interview, the optimizer will learn more about the product by asking
questions to the designer. During the second interview the designer will define the elements
of the problem, by exploring thematics of interest. During, the third interview, the designer
and the optimizer will discuss the formulated problem.

The choice of thematics has been motivated and a method to improve it has been
proposed. How the questions of the questionnaire have been defined has been explained.
The lists of questions used to precisely define the elements of the problem are comprehen-
sive with regards to the context study of this thesis. To test this framework, a consistent
evaluation protocol should be designed. This represents a consequent work which should
be done apart.

The development of the framework requires knowledge in cognitive science and is
addressing a topic that as not been investigated much. This explains why proposing a
framework, that has not been tested yet, could be considered as a complete research work
in itself. To improve the framework, it could be redesigned with the help of an expert in
cognitive science whom could for instance consider other approaches such as the ontology
one.
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3.1/ Introduction

Two difficulties can slow down a large-scale deployment of optimization techniques in
an industrial context: the design process time span and the quality of the solution. As
mentioned in chapter 1, the engineering design optimization (EDO) process timespan is
half of the one of the design process [8]. During an EDO process, the resolution phase [9]
might be performed several times thus increasing the process time span.

Moreover, several resolutions can be necessary if the obtained solution is biased. In
this case, the algorithm converges to a solution which does not satisfies the designer. To
take into account the designer’s preferences and avoid biased solutions, two challenges,
among others, should be faced.

� The first one is to have mixed variables with different orders of magnitude which
might lure some mechanisms of the algorithm. Value domains can be continuous
or discrete. Their boundaries are defined by designers from design requirements
documents and also from their expertise.

� The second one is the introduction of the concept of level of satisfaction. Decision-
makers seek to achieve a satisfactory trade-off between the risk and the expected
performance in their decisions. Classical satisfaction computation method, such as
the Lagrange multiplier one, while correct from a mathematical point of view, might
lead to bias satisfaction. Indeed, such methods relies on penalties computed from the
values of the constraints using linear or quadratic function. Those functions might
not represent correctly the design’s un-satisfaction toward an unsatisfied constraint.
It may lead to a solution which is not the best from a mathematical point of view
but is not from the designer’s perspective.

The variables challenge has not been solved yet. However, some interesting works
have been proposed to efficiently manipulate the search space in order to ease the task
of the algorithm. For instance, a regression-based sensitivity analysis in order to reduce
the search space has been performed by [105]. Yet, no work considers using a transformed
search space in which optimum research will be eased. On the opposite, an interest-
ing way to face the satisfaction challenge has been proposed by [21]: the OIA method
(Observation-Interpretation-Aggregation). This method computes a satisfaction by aggre-
gating normalized measures of performance. Some product specifications are observed.
Then, from these observed specifications, performances are interpreted. Finally, perfor-
mances are aggregated to produce a satisfaction.

In this chapter, a new approach is proposed to attempt to reduce these problems:
the normalized evaluations (NE) one. In this approach, the solution of the optimization
problem is evaluated in an original way. First, it uses normalized variables to allow different
nature of design variables. This point facilitates the algorithm search for an optimum.
Second, a new satisfaction indicator is proposed based on a ’normalized objective function’.
This method uses normalized constraints and objectives as in OIA method. On the other
hand, it uses the Lagrange multipliers framework. The evaluation is ’normalized’ because
its inputs, the variables, are continuous between 0 and 1 and because its output, the
satisfaction, is continuous between −1 and 1 for all solutions inside the search space. The
NE approach novelty relies in the use of an intermediary normalized variables space and in
the process of satisfaction computation which normalizes every constraints and objectives
independently in addition of using a specific aggregation process.
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With the NE approach the classical evaluation process and the classic formulation
are modified. The NE approach overview, done in section 3.2, explains these modifications.
These modifications will be required to face the variables and satisfaction challenges. How
variables are normalized and transformed to face the variables challenge will be explained
in section 3.3. How the satisfaction is computed to face the satisfaction challenge will be
detailed in section 3.4. Finally, the NE approach will be tested in section 3.5.

3.2/ NE approach overview

This section makes an overview of the NE approach. This overview aims to help under-
standing how the variable and satisfaction challenges are faced in sections 3.3 and 3.4. To
do so the classical evaluation process, described in sub-section 1.3.2, has been modified
leading to the working scheme presented in sub-section 3.2.1. This new process requires
some additional information about the problem, which are presented in sub-section 3.2.2.
Moreover, as explained in sub-section 3.2.3, the problem formulation has been updated.

3.2.1/ NE workflow

The NE approach is illustrated in figure 3.1 and includes two different steps which are
explained below : variables challenge and satisfaction challenge.

� Variables challenge (section 3.3):

– Determination of the normalized variables (sub-section 3.3.1).

– Determination of the bounded variables by using bound handling techniques
(sub-section 3.3.2).

– Transformation of the bounded variables into the initial ones (sub-section 3.3.3).

� Satisfaction challenge (section 3.4):

– Determination of the normalized expression of the objectives (respectively con-
straints) to obtain a bonus (respectively penalties). A bonus represents the
designer’s satisfactions towards a particular objective. A penalty represents
the designer’s un-satisfaction towards an un-respected constraint (sub-sections
3.4.1 and 3.4.2).

– Aggregation of bonuses and penalties to produce an overall normalized satis-
faction. This satisfaction represents the designer’s global satisfaction towards
a solution (sub-section 3.4.3).

3.2.2/ NE approach requirements

The NE approach uses normalization and aggregation methods [21] to face the satisfaction
challenge. These methods should be set to reflect the designer’s satisfaction towards
a solution. To this end, optimizer should have some specific pieces of information, in
addition of the usual ones. Collecting these information, listed in table 3.1, requires an
advance formulation method. This method, developed in chapter 2, is labeled as advanced
as it considers the designer’s satisfaction.
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Figure 3.1: NE approach workflow

Table 3.1: Additional formulation information required to face the satisfaction challenge

Name Notation Usage Description

Constraint limit gl Penalty Constraint value from which the penalty
is not computed anymore but set to 1

Objective range f r Bonus Objective-function’s values range.
Satisfying objec-
tive value

f s Bonus Objective value for which the bonus is sat-
isfying.

Satisfying bonus
value

bs Bonus Bonus value associated to the satisfying
objective value.

Un-satisfying ob-
jective value

f u Bonus Objective value for which the bonus is un-
satisfying.

Un-satisfying
bonus value

bu Bonus Bonus value associated to the un-
satisfying objective value.

Bonus-function b( f ) Bonus Desirability function [21] used to compute
bonus from objective.

Objectives
weights

w Satisfaction Weight given to each bonus for the satis-
faction computation.

3.2.3/ Description of the new problem

With NE method, the evaluation consists in computing a normalized satisfaction from
normalized variables. Therefore, the formulation of the problem changed from the classical
one given in equation 1.1. By using the NE method the problem is formulated as in
equation 3.1. In this equation s is the satisfaction and z is the vector of normalized
variables. How s is computed from z will be explained in sections 3.3 and 3.4.
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
min − s(z)

0 ≤ zi ≤ 1 with i = 1 . . .D
s ∈ [−1; 1] i f X ∈ S

(3.1)

By using the NE method, the optimization engine [9] and the algorithm should be
tuned to consider that:

� all variables are continuous ones bounded between 0 and 1.

� the satisfaction value is between −1 and 1 for all solutions inside the search space.

3.3/ Variables challenge

This section presents how the variable challenge is faced by NE approach. What are
the normalized variables used by the NE approach will be explained in sub-section 3.3.1.
These normalized variables should be bounded so that the algorithm explore solution into
the search space. how variables are bounded is discussed in sub-section 3.3.2. Once the
variables bounded they are transformed into the initial one, which is presented in sub-
section 3.3.3.

3.3.1/ Normalized variables

As explained in sub-section 3.2.3, with NE method, the algorithm considers that vari-
ables are continuous between 0 and 1. However, to match with the initial formulation of
the problem variable and to be used by evaluation tools, they should be converted into
the initial variables. In addition, as normalized variables are bounded, bound handling
techniques (BHT) should be used for the algorithm not to explore outside of the search
space.

3.3.2/ Bound Handling Techniques used by the NE approach

During an optimzation run, it might happen that the meta-heuristic generates individuals
where one or more components fall outside the corresponding bounds, espacially with
PSO [106]. This could happen, for instance if an algorithm focuses on exploration over
exploitation [59]. Although the meta-heuristic was initially proposed for unconstrained
problems, several subsequent publications have been addressing adaptations in the original
algorithms in order to tackle problems with constraints. In particular, BHT have been
developed to face the variables bounds which are a particular kind of constraints. Indeed,
they define the search space, by limiting the possible values for continuous constraints.
In addition, the importance of BHT and its considerable impact on the final results is
not negligible [106]. This sub-section, will introduce BHT which are used with the NE
method. For the algorithm to keep looking for solutions inside the variables bounds, BHT
must be used [26]. The solution inside the search space will be referred as inside-solutions
while solutions outside the search space will be referred as outside-solutions. The BHT
can be classified into four groups [26]:
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� Penalty [107]: The outside-solutions are given satisfaction values so that the
algorithm is encouraged to navigate inside the search space.

� Repair [107]: The outside-solutions are repaired so that they stay inside the search
space.

� Prevention [26]: The generation of outside-solutions is prevented.

� Other [26]: These methods could not be classified into one of the previous groups.
For instance, as mentioned by [106], bound violation could be formulated as an
additional objective.

The prevention and other BHT are related to the algorithm mechanism and thus
depend on the algorithm itself. The NE approach is designed to be used with any algorithm
and thus BHT used by this approach should be independent of the algorithm. Therefore,
only penalty and repair BHT could be used by the NE approach. Some of the BHT
that could be used with NE approach, inspired by [26, 107], are presented in section A.4.
This list is not exhaustive and could be increased, for instance by evolutionary BHT or
probabilistic evolutionary BHT techniques [106].

The repair techniques might require to tune the algorithm to be properly used.
For instance, in the PSO algorithm case, the particle velocities should be modified, as
discussed in [26]. On the opposite, penalty techniques do not require to tune the algorithm.
Therefore, the default BHT used by NE approach is a penalty technique. In section A.4,
two penalty techniques are presented: the death penalty and the smooth penalty. A death
penalty might lure some mechanisms of algorithms, such as gradient-based approximation
of the slope, by introducing discontinuity and flat landscape. It should be noted that the
death penalty, which is a widely used BHT, is not the most efficient one [26]. Therefore,
the smooth penalty, given in equation 3.2, has been chosen as default technique for the
proposed method. In equation 3.2, z is the normalized variable vector, s, the satisfaction
and α and β are intermediate values.

 s(z) = − 1
D

∑D
i=1 β

2
i with βi =

{
= 1 i f αi ≤ 1
= αi otherwise

αi = 0.5 + |zi − 0.5| ∀i = 1, · · · ,D
(3.2)

As mentioned in sub-section 3.2.1 the normalized variables should be converted into
bounded ones. With the default BHT, the smooth penalty, as a penalty technique is
used, no transformation is made. Hence, in this case, the bounded variables vector (Y) is
equal to the normalized variables one (Z), as in equation 3.3. With other BHT presented
in section A.4, the relation between bounded and normalized variables is not necessarily
trivial as it is the case with the default BHT.

Y = Z (3.3)

3.3.3/ Transformation of the bounded variables

Once normalized variables (Z) are converted in bounded ones (Y), bounded variables should
be transformed into the initial ones (X). Continuous and discrete variables will be trans-
formed by using different formulas.



3.4. SATISFACTION CHALLENGE 53

Equation 3.4 presents how a single bounded variable (y) is transformed into a con-
tinuous variable (x). In this equation, xmin (respectively xmax) is the variable lower (re-
spectively upper) bound. This method, which is a linear regression, has been chosen as it
is a simple method establishing a linear relation between the normalized variable and the
initial one.

x = xmax + y · (xmax − xmin) (3.4)

Equation 3.5 presents how a single bounded variable (y) is transformed into a discrete
variable (x). In this equation, s is the discrete variable scale, which holds l items. This
formulation has been chosen so that, every item of the scale possesses the same fraction
of the normalized search space. Thus, if a solution is randomly selected in the normalized
search space, according to an uniform distribution law, every item of the scale has the
same probability.

x = xα with x ∈ s = [x1, xl]
α = by · lc

(3.5)

3.4/ Satisfaction challenge

This section intends to explain how satisfaction is computed in the NE approach. First
all penalties are computed from constraints and all bonuses are computed from objectives.
How penalties are computed will be introduced in sub-section 3.4.1 while how bonuses
are computed will be presented in sub-section 3.4.2. How satisfaction is computed from
penalties and bonuses will be explained in sub-section 3.4.3.

3.4.1/ Penalties computation

To properly compute satisfaction, to each constraint (g) a penalty (p) is associated. A
penalty is assessing how un-satisfied the designer is by the corresponding un-satisfied
constraint. Thus, the farther the un-satisfied constraint is from 0, the higher the penalty
will be. A quadratic law for penalty variation will have a first order derivative proportional
to the constraint un-satisfaction. This could help derivative based algorithm identifying
the feasible search space. At some point, the constraint un-satisfaction is so that designer
is totally un-satisfied. Therefore, when the constraint limit, defined in table 3.1 and noted
gl, is reached, the penalties will remain constant. Normalized penalties would be more
convenient to use for normalized satisfaction computation, so the the bounds of a penalty
should be 0 and 1. Once all these remarks are taken into account, the variation of the
penalties should be as presented in figure 3.2.

How penalties are computed for ’inferior to’ constraints is given in equation 3.6.

i f (g < 0) (p = 0)
i f (g > gl) (p = 1)

else (p =

(
g
gl

)2

)
(3.6)

How penalties are computed from equal constraints is given in equation 3.7. In this
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equation, hm is the allowed error margin to zero and gl is the constraint limit from which
penalty remains equal to 1. For equality constraints, both hm and gl are positive value.

i f |h| ≤ hm p = 0
i f |h| > gl p = 1

otherwise p =

(
h
gl

)2 (3.7)

This sections presented how the penalties (P) are computed. For each penalty, if the
associated constraint is respected, the penalty is equal to zero. Thus, if all constraints are
respected the vector P is composed only of zero. The penalties will be used to compute
the overall penalty as explained in sub-section 3.4.3.

3.4.2/ Bonus computation

To properly compute satisfaction, bonuses are assessing how satisfied the designer is con-
sidering an objective value. For an objective to be minimized (respectively maximized),
the lower (respectively higher) the objective value, the higher the satisfaction. To every
possible value of the objective, a satisfaction, from 0 to 1 is associated. To perform this
task, a bonus-function, which is a satisfaction function [21], is used.

Several satisfaction functions could be used as a bonus-function. These satisfaction
functions, Harrington [108], Derringer [109] and Wood [110], are presented in figure 3.3. To
adjust the satisfaction function to the designer’s desire, two correspondence points, noted
cs and cu, are required. The satisfying correspondence point, cs, associates the satisfying
bonus value, bs, to the satisfying objective value f s. The un-satisfying correspondence
point, cu, associates the un-satisfying bonus value, bu, to the un-satisfying objective value
f u.

These three equations of satisfaction-function are presented here:



3.4. SATISFACTION CHALLENGE 55

Objective

B
on

u
s

f

1

b

0

cu

cs bs

fs fu

bu

Harrington function
Derringer function (r>0)

Wood function
Derringer function (r<0)

Figure 3.3: Satisfaction functions in an objective minimization case with a linear scale

� Wood function has a linear variation and can be given by:


b = α · x + β

α =
bu − bs

f u − f s

β = bs − α · f s

(3.8)

� On the opposite, Derringer function, in has a quadratic variation, that could be
adjusted by tuning the parameter γ.



Min : f


b = (bs − bu) · α + bu

α =

(
f − f s

f u − f s

)γ

Max : f


b = (bu − bs) · α + bs

α =

(
f − f s

f u − f s

)γ
(3.9)

� Finally, Harrington function, in equation 3.10, has a variation stiffening far from the
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correspondence points.

Min : f



b = exp(−exp(α + β · f ))

β =
ln(ln(bu)/ln(bs))

f u − f s

α = ln(−ln(bs)) − (β · f s)

Max : f



b = exp(−exp(α + β · f ))

β =
ln(ln(bs)/ln(bu))

f s − f u

α = ln(−ln(bs)) − (β · f s)

(3.10)

In minimization (respectively maximization) cases, when the objective value is al-
ready low (respectively high), the designer is already satisfied and will focus on other cri-
terion. Thus, when the objective value is ’satisfying’ enough, a small objective variation
will not change the designer’s satisfaction much. In minimization (respectively maximiza-
tion) cases, when the objective value is already high (respectively low), the designer will
be unsatisfied no matter how high (respectively low) the objective is. Thus, when objec-
tive value is too ’un-satisfying’, a small objective variation will not change the designer’s
satisfaction much. For those reasons, the Harrington function is chosen as the default
bonus-function.

It could happen that the range of the values of the objective-function covers many
orders of magnitude. In this case, the objective should be evaluated according to a log-
arithmic scale. To do so, the objective values of the correspondence points, f s and f u,
should be substituted by their logarithmic scale equivalents. This substitution, of the
initial value f by its logarithmic equivalent f ′, is done thanks to equation 3.11. In this
equation fmin (respectively fmax) is the supposed minimum (respectively maximum) value
that the objective can reach. As for fem it is the strictly positive value under which the
minimum is consider reached. In addition, the logarithmic function used in this equation,
noted Log, is the logarithm to base 10.

f ′ =
Log(( f − fmin)/ fem)

Log(( fmax − fmin)/ fem)
(3.11)

3.4.3/ Satisfaction computation

Once the bonuses and penalties are computed, the satisfaction could be computed too.
As mentioned in this chapter’s introduction, the idea is to use normalized constraints and
objective, like in OIA method, into the Lagrange multiplier framework. However, the
Lagrange multiplier framework has been modified so that a solution satisfying constraints
will always be preferred to one not satisfying them.

Indeed, the satisfaction will not be computed the same way if the constraints are
satisfied or not. If all constraint are satisfied the satisfaction will be equal to the overall
bonus whereas if at least one constraint is un-satisfied, the satisfaction will be equal to
the opposite of the overall penalty. This is summarized by equation 3.12. Both the
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overall penalty and the overall bonus are positive normalized values. Thus, a solution not
satisfying constraints will always have a positive satisfaction, between 0 and 1, whereas a
solution not satisfying them will always have a negative satisfaction, between −1 and 0.

i f (P > 0) (s = −P)
otherwise (s = B)

(3.12)

If at least one constraint is un-satisfied, the satisfaction will be the opposite of the
overall penalty, denoted P. The overall penalty, given in equation 3.13, is the average
of the N j penalties. If all constraints are satisfied, the satisfaction will be the overall
bonus, denoted B. The overall bonus, given in equation 3.14, is the aggregation of the Nb

bonuses. The aggregation of bonuses could be done by different aggregation methods [21].
However, the weighted sum has been chosen as the default method. With a weighted sum
it is possible to take every bonus into account independently and with different weight.
The different bonuses are weighted according to the weights of the objectives, w, which
are defined during the formulation phase.

P =
1

N j
·

N j∑
j=1

p j (3.13)

B =

Nb∑
j=1

w j · b j with
Nb∑
j=1

w j = 1 (3.14)

3.5/ Results and discussion

In order to test the benefit of using normalized evaluations, the normalized evaluations
have been compared with the classical ones. Classical evaluations refer to evaluations done
without using the NE approach. However, in the studied case, the classical evaluations
will be performed using the water-fall objectives function method [37]. This method,
which is detailed in sub-section 7.3.2, consists in using a particular sub-objective-function
depending on which of the constraints, preliminary ordered, are fulfilled or not. How
methods are compared is presented in sub-section 3.5.1. The results are discussed in
sub-section 3.5.2.

3.5.1/ Evaluation methods review

To compare the classical and NE approach, 5 algorithms using both methods have been
used to solve an industrial problem.

The algorithms used to test the evaluation method are the global stochastic
population-based meta-heuristic algorithms chosen in sub-section 1.4.2 to test methods
developped in this thesis. They represent different well-known widely used families of al-
gorithms. The chosen algorithms are particle swarm optimization (PSO) [54], covariance
matrix adaptation evolution strategy (CMAES) [52], genetic algorithm (GA) [55], Cuttle-
fish [56] and simulated annealing (SA) [57]. Detailed information about these algorithms
and their settings are given in sub-section A.7.
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To test the method, the algorithms have been used on an industrial optimization
problem. It consists in designing a piezoelectric device, a surface acoustic wave (SAW)
filter. This optimization problem is composed of 1 objective, 18 variables and 5 inequality
constraints. Computations are done by a numeric model developed by the SMART-INN
partners (see chapter 7).

3.5.2/ Optimization runs results

The 5 algorithms have been evaluated with classical and normalized evaluation, according
to three performance measures [46]:

� Value quality: measures the quality of the objective-function at the end of an opti-
mization case. As a comparison point, for the case, an increase of value quality by
0.1 point is equivalent to respecting an additional constraint.

� Convergence quality: measures how fast an algorithm converges to a solution. As
a comparison point, an increase of convergence quality by 0.1 point is equivalent to
reducing the running time by 10%. For the test case, it corresponds to a reduction
of the running time of almost one hour.

� Efficiency: is a combined measure of value and convergence qualities. An increase of
the efficiency by 0.1 point, is equivalent to an increase of both value and convergence
by 0.1. In the particular case, it would mean than one more constraint would have
been respected while the running time would have been shorten by almost an hour.

The results are presented in figure 3.4. Value quality of PSO, CMAES and SA has
been improved by more than 0.1 point, while Cuttlefish one remains the same and GA one
was reduced of 0.2 point. Thus, value quality remains the same or significantly increases for
60% of the tested algorithms. Convergence quality remains at 0 for Cuttlefish and SA. As
they have not been provided a convergence criterion, their convergence could be non zero
only if they reach the optimum. Once set apart, it can be seen that PSO and CMAES
convergence increases by at least 0.1 point while GA goes from 0 to 0.8. Therefore, it
can be stated that for the tested algorithms with a convergence ability, convergence has
been increased at least significantly if not drastically. Finally, Cuttlefish efficiency remains
the same and SA one has been increased by less than 0.1 point. On the opposite PSO,
CMAES and GA efficiencies increased by more than 0.1 point. Thereby, efficiency has
been significantly improved for 60% of the tested algorithms.

From the previous statement, a few remarks could be made about the proposed eval-
uation method. First, it globally improves an algorithm robustness. Second, it improves
the algorithms convergence ability. Third, when used, the efficiency is either as good or
better. Finally, apart from GA loss in term of value quality, for every algorithm, for every
performance measure, the score is at least equal if not better.

3.6/ Conclusion

In order to reduce the EDO timespan, an evaluation method taking the designer’s de-
sires into account was sought. A normalized evaluation approach has been proposed. It
uses normalized variables and a novel satisfaction computation method. With normalized
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evaluations, normalized variables are bounded and then transformed into the initial ones.
Also, the objectives and constraints are normalized to obtain bonuses and penalties that
will be aggregated to produce a satisfaction.

The NE approach has been compared to the classical one. The comparison has
been done by using five meta-heuristic algorithms to solve an industrial problem using
both methods. On this test, the NE approach have higher performances in terms of value
quality, convergence quality and efficiency.

As the value quality has been improved it is likely that the NE approach will obtain
more satisfying results. Thus, the resolution phase should be performed a fewer number
of times to get a satisfying result. Moreover, the convergence has been improved, meaning
that the resolution phase will be shortened. In addition, as efficiency also increases, it
means that the combination of both aspect, value and convergence, is improved. Therefore,
value improvement and convergence improvement are not in opposition. From the previous
remarks, it could be deduced that the NE approach should fulfill its objective of reducing
the timespan of the resolution phase.

However, some points should be explored. First, GA value quality has been degraded
with the normalized evaluations method. Therefore, this method possesses limits to be
explored. Second, the combination of the default sub-methods has been used to test the
NE approach. The influence of sub-methods combination may be explored. In order to
further investigate this method, more complete sets of tests must be conducted. These
tests would use algorithms from a larger number of families and being of different degrees
of evolution. They also must be conducted using different settings for the NE approach,
for instance by changing the BHT.
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4.1/ Introduction

From a theoretical point of view, it is accepted that no metaheuristic can be considered as
being better than another: this is the ’no free lunch’ theorem [111]. However in practice,
important performance differences can be observed depending on the algorithm mecha-
nisms’ quality and the problem’s structure.

When a new algorithm is developed, most of the time, it is compared with few other
ones on means and standard deviations of a few test functions final results [13]. The other
algorithms may belong to the same family. Furthermore, the retained test functions are
often part of well-known function test suites, such as the one proposed by De Jong in [55],
being one of the oldest. This may lead to wrong assessment of the algorithm efficiency. To
avoid false conclusions, algorithms should be tested on benchmarks [13]. Since 2005, some
reference benchmarks have been proposed in the literature [13]. Two of them are quite
renowned and have been presented for special sessions during international congresses:
the CEC [112] in IEEE Congress on Evolutionary Computation (CEC) and the Black-
Box Optimization Benchmarking (BBOB)[113] in Genetic and Evolutionary Computation
Conference (GECCO). More recently, a platform designed to compare continuous optimiz-
ers in a black-box has been developed: COCO (Comparing Continuous Optimizers). More
details on this approach can be found in [43, 114]. CEC is composed of functions with
higher dimensionality than BBOB but without noise [41]. CEC functions’ landscapes are
very different from each other. CEC is a fixed-budget scenario: the problem solving ’time’
is fixed. Usually, it is expressed in function evaluation. It can also be expressed in CPU
time or in clock time [19]. This approach might not be relevant for a real problem. Calls
can be high CPU-time consuming and should be reduced to the minimum. BBOB is a
fixed-target scenario [113]. This approach raises an important issue: how to deal with an
algorithm that does not reach the target at all or in a too-long time? Moreover, a fixed-
target scenario can be an inadequate choice when associated with some methaheuristic
[45]. Indeed they can modify the number function calls during the search. Recently a new
benchmark has been proposed [115].

The proposed benchmark works according to the same pattern as other ones. An
algorithm is run on a set of test functions from which data are extracted to provide
performance measures. The main performance measure, which is the main score, is a
general efficiency measure [46]. It may be exploited by researchers who wish to compare,
tune or improve their algorithms. This score emphasizes the ability to fairly evaluate
algorithms with criteria matching industry problematics. This is due to the computation
technics used. To summarize raw data into a simple indicator, aggregation techniques [21]
are used. To do this, data must be comparable and therefore it is necessary to convert
them into the same metric. This metric is a level of desirability [116, 117] obtained by
using the Harrington desirability function [118]. A level of desirability represents how
desirable a solution is. It is computed thanks to a desirability function converting a scalar,
which is the objective-function value in the benchmark case, into a level of desirability.
The concept of desirability is similar to the one of satisfaction presented in chapter 3.
Using a global level of satisfaction based on different metrics has already been done by
[27] to find the optimal parameters of evolutionary algorithms. The innovative idea of this
work is to introduce this concept to evaluate the main score of an algorithm.

In addition of the main score, other performance measures are defined, the sub-
scores. Those are an advantage of this benchmark over the other ones. Indeed, they lead
to a better understanding of an algorithm with more precise and exploitable data such
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as: speed of convergence or the ability to solve a particular type of problem. Their main
objective is to be able to provide all the characteristics of an algorithm.

This chapter aims to define a new benchmarking technology evaluating the perfor-
mance and robustness of optimization algorithms and applying it to a set of significant
selected optimization processes. This benchmark structure will be explained in section
4.2. To process scores, run results should be computed first, which is explained in section
4.3. Then, from run results, case results are computed, which is presented in section 4.4.
Finally, from cases results scores are computed, as detailed in section 4.5. The proposed
benchmark results are analyzed in section 4.6.

4.2/ Architecture of the proposed benchmark

In this section, the architecture of the proposed benchmark is presented. To understand
the benchmark structure, a few general remarks, given in sub-section 4.2.1, should be
stated. In addition of these remarks, the benchmark goals and objectives, introduced in
sub-section 4.2.2, should be defined. Once done, the benchmark test set, explicited in
sub-section 4.2.3, is designed. The following step is to define the set of scores, which is
done in sub-section 4.2.4. In order to design a proper benchmark, [46]’s guideline has been
followed.

4.2.1/ General remarks

In this sub-section, a few general remarks are made to help understanding:

� Upper case letters refer to fix elements while lower case letters refer to instantiated
elements.

� An optimization case is an optimization problem associated with an algorithm, it
can be run several times. At the end of a run, after a gross number of evaluations,
a gross value of the objective function is achieved. Those two quantities may be
normalized in order to compute a run result and two run sub-results.

� To obtain the global score of the proposed benchmark, the run results are aggregated
[21] step by step. Different aggregation methods are used for the different steps.
They need elements such as a vector of values, weights and indexes. Intermediate
results are computed during the scores computation. The term ’value’ will refer to
the end of optimization objective-function value. The term ’score’ will refer to end
of benchmark performance measure. The term ’result’ will refer to an intermediate
result required to compute scores.

� The maximal number of evaluation allowed to solve a case, FEs, is computed as in
equation 4.1. To compute FEs, the problem dimension, D, and MaxFEs a coefficient
are used [119].

FEs = 10000 × D ×MaxFEs (4.1)
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4.2.2/ Goals and objectives

As this benchmark project is developed in an industrial context, it has to be able to
evaluate algorithms according to problems faced by medium-sized entreprises in order to
obtain the most efficient algorithm. An efficient algorithm must find a good objective
function value in a short time. A suitable compromise between those two wills has to be
found [8]. The main score should be similar to a return on investment measure. Also, the
algorithm task is to find a good global optimum more than refining a local solution.

To this end, optimization cases were selected to try to constitute a representative
sample of applied cases potentially found in a real industrial settings. In this context, the
provided tool must be convenient to use and must provide value calculations which are
necessary for the evaluation of the global score.

Two main different objectives can be distinguished. The first one is to provide
an efficiency measure in order to compare and rank algorithms. The second one is to
provide a set of measures helping designers to select an algorithm. To rank algorithms,
this benchmark should be a generic tool that allows standard comparisons. In order to do
so, the way optimization cases information are used to compute scores must be settled.

Scores computation relies on methods weighted with regards of this benchmark con-
text. The weights’ choice, while motivated by this benchmark’s useage context, could be
discussed, improved and tuned for a specific purpose. Though, one should remind that
benchmarking always relies on subjective choices [46] which implies that its results only
makes sense in it’s context and with consideration of its bias.

4.2.3/ Test set

Before beginning an experiment, a benchmark dataset must be chosen. The main idea is
to run an algorithm with a fixed set of parameters on a collection of problems in order to
measure its performance. Specifically, an optimization case is defined by three quantities
(figure 4.1):

1. an objective function F.

2. a dimension D.

3. a maximum number of fitness function evaluations’ coefficient MaxFEs.

4.2.3.1/ Cases generation

Our benchmark’s functions and dimensions are based on CEC 2015 competition [120].

� Benchmark functions are used by the algorithm as black boxes and are explicitly
known by the scientific community. In order to test the algorithm efficiency in
a large context, various categories of functions are considered to represent a wide
range of difficulties: 15 functions were selected according to their characteristics.
The details and the expressions of this set of functions can be found in section A.5.

� Four different search space dimensionalities are used for all functions.

� Seven different values of MaxFEs are defined in the benchmark.
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Figure 4.1: Global architecture of the benchmark - optimization cases and runs generation

4.2.3.2/ Details of the elements

Finally, this benchmark is composed of 420 optimization cases. All the elements are
listed in table 4.1. Due to the usual stochastic nature of the tested algorithms, several
independent runs are needed. So, it is obvious that the significance of the results should
be tested with an appropriate statistical measure. In this way, several evaluations are
conducted on the same optimization case. It has been proved that NT = 51 evaluations
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are enough to make relevant performance differences with a statistical significance [121].
This set of runs of the same optimization case is called a draw.

Table 4.1: Benchmark generation elements detail

Element Number Value

Dimension ND = 4 D ∈ {10, 20, 30, 50}

Function NF = 15

Nuni = 2
Nmulti = 7
Nhybrid = 3
Ncomp = 3

MaxFEs NM = 7
MaxFEs ∈
{0.01, 0.02, 0.05,
0.1, 0.2, 0.5, 1}

Optimization cases NC = 420 NC = ND × NM × NF

In building design industry, most of the optimization problems have between 8 and
24 variables, with an average of 15 [9]. In other fields the average number of variables
may be higher. Still, considering our context, it seems wise to choose dimensions inferior
to 50. The choice of functions is of great importance in the design of a benchmark [46].
CEC’s and BBOB’s functions set have issues [41]. Another set of functions could be used.
But this topic is complex enough to justify another research work and this point should be
discussed in another article. As advised by [46], a standard test set will be chosen, even if
it is not perfect. The CEC 2015’s test functions suite is chosen.

4.2.4/ Presentation of the different scores

As specified previously, this benchmark has two main objectives. On one hand, it is
interesting to standardize comparisons and to be able to define a generic tool. To this end,
the main score is introduced to provide the user the most representative overview of the
performances of an algorithm. The influences of all dimensions, functions and MaxFEs are
taken into account when evaluating this quantity.

On the other hand, it is fundamental to understand more precisely with which
problems an algorithm will be efficient. To this end, sub-scores are introduced. Information
sub-scores provide information on the general behavior of an algorithm. Sub-set sub-scores
highlight the influence of the dimensions, functions and MaxFEs on the algorithm efficiency.
sub-scores show if an algorithm works correctly on a specific problem or under specific
conditions, like being able to solve a problem multiple times. They highlight strengths
and weaknesses of an algorithm. They may be used to modify or tune an algorithm in order
to increase its performance. This could be done either for a particular kind of problem or
in a general way. Moreover, by knowing a set of algorithm’s sub-scores, it is possible to
choose the algorithm that best suits the problem to be solved.

4.2.4.1/ Main score

In an industrial context, an algebraic description of the objective function is most of the
time impossible. In general, the objective function is a black box based on a simulation. In
addition, many large-scale and/or detailed simulations may be too expensive to run, time-
wise. As a result, the efforts required to solve an optimization problem strongly depends
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on the number of evaluations of the objective function. This depends on the optimization
algorithm used and should be reduced as much as possible. In this context, it appears
fundamental to take into account the number of evaluations in the computation of the run
results (section 4.3). Moreover, if the computation time of the objective function is high,
the associated solving time will also be important thus the optimization case will probably
be run a limited number of times. On the opposite, if objective function computation time
is low, the case could be run many times. Yet, for a stochastic optimization algorithm,
the higher the number of runs, the greater the chance to find the best result. So, the main
score must take into account both configurations.

4.2.4.2/ sub-scores

This benchmark uses two kinds of sub-scores: the information ones and the sub-set ones.

A sub-set sub-score is computed by using only the corresponding sub-set of opti-
mization cases. Sub-set sub-scores are divided into three categories: dimensions, functions
and MaxFEs. These sub-sets sub-scores allow to measure the efficiency of an algorithm on
a set of functions sharing a fixed particular property. This property is one of the three
elements that characterizes an optimization case: dimensions, functions and MaxFEs.

Information sub-scores use the sub-results of the cases. These scores take into ac-
count the stochastic nature of the tested algorithm. They underline the algorithm’s ef-
ficiency, how fast it converges and how good the results are considering the number of
evaluations. To this end, they are divided into two categories: quality sub-scores and
reliability sub-scores. Two measures of quality are introduced: a value score and a con-
vergence score. The value score measures the quality of the objective function at the end
of an optimization case. The convergence score measures how fast an algorithm converges
to a solution. Two reliability measures are introduced: the alpha score and the omega
score. The alpha score is the best result achieved in a draw. It represents the best possible
outcome of an algorithm. On the opposite, the omega score is the score achieved by a
large majority of the runs of a draw. It represents what, at least, can be expected by the
algorithm. For both alpha and omega scores of a run are efficiency scores, meaning they
take into account end value and convergence speed.

All scores information are summarized in table 4.2.

4.2.4.3/ Scores computation

This benchmark works on solving multiple times NC different optimization cases, giving
NC case results and NC set of sub-results. To extract performance measures from the
generated data and to make them easily usable for the user, they need to be summarized.
To this end, some sets of scores are defined based on the aggregation over a collection of
values. This is presented in figure 4.2. In order for such a method to work correctly, it is
fundamental to have comparable data, hence the necessity to normalize these data and to
define metrics. These aspects are described in details in the next sections.
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Table 4.2: Benchmark scores summary

Kind Category Name Performance
measure

Set Details

Global Main score Score Efficiency All How efficient an algo-
rithm is

Information
Quality

Value Quality All How good end of op-
timization value is

Convergence Quality All How fast an algo-
rithm converges

Reliability
Alpha Reliability All Best score achieved

in many runs
Omega Reliability All Score achieved by

a large majority of
runs. Computed
thank to a 95%
confidence limit

Sub-set
Dimension D10 to D50 Efficiency Cases where

D = d
Algorithm efficiency
on a D-dimensions
case

Function F1 to F15 Efficiency Cases where
F = f

Algorithm efficiency
on a f -th function
case.

MaxFEs M0,01 to M1 Efficiency Cases where
M = m

Algorithm efficiency
if MaxFEs = m

4.3/ Results of a run

This section will present the computation of run results. Which strategy will be used to
compute the run results depends on the stopping conditions used, which are defined in sub-
section 4.3.1. Then, the run result computation process has to be defined as it is the case
in sub-section 4.3.2. This process relies on gross value normalization and gross number of
evaluations normalization which will be examined in sub-sections 4.3.3 and 4.3.4. Finally,
how normalized value and normalized number of evaluations are aggregated into the run
result will be explained in sub-section 4.3.5.

4.3.1/ Stopping conditions

Two kind of scenarios are currently used as stopping conditions: the fixed-target and fixed-
budget scenario [122]. As explained by [44], both of these approaches, while of merit and
justified by practical needs, have limits making them inappropriate for real-world if used
individually. For instance, designers are not always able to define a target or a budget that
makes sense. Some of these approaches’ drawbacks might be solved. For instance, in fixed-
target scenario, if the target value can not be reached, a success rate can be calculated as
in [48]. Still as not all drawbacks cannot be tackled at one time, an interesting approch is
to combine both scenario as suggested by [19]. In this case, target and costs are no longer
defined as goals but as limits, which is an easier task to achieve for the designer. This is
why, in the studied context, the best method is to use several stopping criteria. Article
[9] presents several stopping criteria, from which three have been chosen. This article also
mentions the possibility of using several of them alltogether. That is why, a run is stopped
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if at least one of these three situations occurs:

� The maximum number of evaluations of the objective function (FEs) is reached.

� The target ( fmin) is reached.

� One of the algorithm’s potential stopping criterion is reached.

Algorithms’ own stopping criteria are described in section A.7.

4.3.2/ Run result constitution

The run result represents the performances of an algorithm on a particular run. Obviously,
this result should be based on the value of the objective function at the end of the opti-
mization (VG). However, it should also consider the number of calls made by the algorithm
(EG). Indeed, the aim of this metric is to mimic a return on investment by measuring the
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quality of the value obtained for the invested solving time. How VG and EG are used to
make a run result is explained by figure 4.3.

The final result of the run is obtained through the aggregation of the normalized
value (VN) and the normalized number of evaluations (EN) given in equation 4.2.

RR =AR (ΥE(EG); ΥV (VG)) (4.2)

In this expression, several mathematical operators are introduced: aggregation oper-
ators and normalization which are explained in the following sub-sections. The normalized
value (VN) and the normalized number of evaluations (EN) are run sub-results that will
be used to compute sub-scores.

4.3.3/ Normalization of the gross operating value

To translate the performance of the algorithm, our main idea is to introduce a level of
desirability, as in [27]. When approaching zero it reflects a value very far from the minimum
of the function and have a higher chance not to lead to a correct solution. On the opposite,
a level of desirability close to one reflects a minimum considered as acceptable. This aspect
is accurately modeled by the Harrington function [118], called here ΥV . This function is
drawn on figure 4.4. Harrington function has been selected in the case ’the lower, the
better’ and a logarithmic scale has been chosen, leading to equation 4.3.

In this equation fmin (respectively fmax) is the minimum (respectively maximum)
value of the objective function. In our case of eminent mathematical functions, fmin is
well-known: it is the offset o of the function. fmax has been numerically estimated for each
test function (table 4.3). Finally, the permitted error margin, fem, is the strictly positive
value under which the minimum, fmin, is considered as reached. As in CEC 2014 [121], fem

has been set to 1e−8.

This normalization method uses a logarithmic scale as the functions’ order of mag-
nitude are important. Indeed, let’s consider a function so that fmin = 0, fmax = 1e+10 and
fem = 1e−8 and that fmax/10 is a small value. With a linear scale, the small value will be
1e+9 whereas with a logarithmic scale 1e+0 will be a small value. For this example, it
is consistent to say that 1e+0 is a small value but not 1e+9. That is why a logarithmic
scale should be used to normalize functions having a wide order of magnitude. Harrington
method has been setted using a semantic scale as proposed by [21]. In this approach,
two objective function values are labeled in terms of satisfaction, from extremely low to
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extremely high. A satisfaction value is associated to every label. The two couples of
value/satisfaction are used to set up a normalization method. In this case, the value are
considered after being transformed by logarithmic scale (γ). Article [123] expresses that
relative precisions of order 10-6, or even smaller, do not always reflect the needs of real-
world optimization problems. That is why γ = 0.1 is associated to ’very high’, 0.95. On
the opposite, when the result is too high to be exploited, no matter how high it is, the
associated satisfaction will remain very low and will not vary much. That is why γ = 0.9
is associated with ’very low’, 0.05.

Tremendous gaps can occur between the maximum values of the different test func-
tions. In this situation, if the values are aggregated without being normalized, the influence
of some functions on the evaluation of the score will be nearly ineffective. This bias could
lead to important mistakes as demonstrated in sub-section 4.6.2.1.

Harrington function
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Figure 4.4: Harrington normalization function in ’the lower the better case’ with pre-
defined settings

ΥR :



VN = exp(−exp(α + β · γ))

β =
ln(ln(0.95)/ln(0.05))

0.1 − 0.9
α = ln(−ln(0.95)) − β · 0.1

i f (VG − fmin > 0) (γ =
Log10((VG − fmin)/ fem)

Log10(( fmax − fmin)/ fem)
)

else (γ = 0)

(4.3)

4.3.4/ Number of evaluations normalization

’The lower, the better’ variation has been selected as the lower the number of evaluations,
the higher the satisfaction. A linear scale has been chosen here as it works adequately
where there are not many orders of magnitude between the minimum and the maximum.
Besides, using a steady method leads to a steadily satisfaction increase with the reduction
of number of evaluations. its normalization is presented in equation 4.4.
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Table 4.3: Estimated functions maximums - given without offset

F D10 D20 D30 D50

f1 9.00e+10 1.90e+11 2.90e+11 3.90e+11
f2 1.00e+10 1.00e+10 1.00e+10 1.00e+10
f3 4.00e+01 7.50e+01 1.00e+02 1.50e+02
f4 8.05e+02 1.61e+04 2.42e+04 4.03e+04
f5 1.00e+03 1.00e+03 1.00e+03 1.00e+03
f6 2.50e+01 2.50e+01 2.50e+01 2.50e+01
f7 3.00e+02 5.00e+02 7.00e+02 1.00e+03
f8 2.00e+07 3.50e+07 4.00e+07 5.00e+07
f9 1.00e+01 2.00e+01 3.00e+01 5.00e+01
f10 1.02e+10 1.20e+10 1.40e+10 2.00e+10
f11 2.05e+10 5.20e+10 8.10e+10 1.41e+11
f12 5.30e+16 1.05e+17 1.55e+17 2.57e+17
f13 3.70e+06 1.05e+07 2.00e+07 3.70e+07
f14 7.00e+01 9.50e+01 1.15e+02 1.45e+02
f15 9.75e+02 7.15e+02 8.55e+02 1.07e+03

ΥE(EG) = EN = 1 −
EG

FEs
(4.4)

4.3.5/ Aggregation of a run result

When an optimization is performed in an industrial context, finding the best result in the
shortest time is essential. An aggregation method with specific properties has been used: a
non-annihilating version of the weighted product [21] has been chosen. The mathematical
expression of this method is given in equation 4.5. In this equation, w1 and w2 are used
to weigh the quality of the result and the amount of time.

If the benchmark is used for personal application, the user can tune w according to
its optimization context. The more the gross value matters the more the quality of value
matters and the higher w1’s value should be set. On the opposite, the higher the computer
resources are the less convergence speed matters and the lower w2’s value should be set.
Furthermore, if only the value quality (respectively convergence speed) is important, the
value of w1 (respectively w2) should be set to 1. If w1 = 1 (respectively w2 = 1), only the
value (respectively convergence) quality is taken into account for the run result computa-
tion. In this case, the run result is a measure of value (respectively convergence) quality,
instead of efficiency measure. Furthermore, if the run results measures quality then the
overall score also measures a quality instead of an efficiency. Sub-section A.6.1 shows the
weights’ impact on the main score and can help the user to set w’s values.

If the benchmark is used to guide the designer in the choice of an algorithm, by
comparing them in a competition, w values should be fixed. In this case, w should be
tuned in a general context so that main score remains the general mesure of efficiency as
it is meant to be. The weights have been chosen according to the following remarks:

� Weights should be balanced; Article [8]: The majority of the companies try to achieve
optimized design as a balance between cost, quality and time but the design may
not be the best. There are three major areas of improvement for engineering design
optimization: efficiency, speed and human knowledge use.
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� Value should be weighted more than convergence; Article [115]: The optimizer which
found the best solution is considered the best performer unless other optimizers
reached a matching best solution. Then the fastest of them is considered the best
performer.

� Convergence speed is important; Article [8]: Optimization needs at least 50% of
design life cycle.

� Finally, sub-section A.6.1, according to the previous remarks, motivates the choice
of w’s values.

The impact of these weights’ choice on run results is presented in sub-section A.6.2.

AR :


RR = 2

 2∏
i=1

(
1 + Vi

2

)wi
 − 1

V = {VN ; EN}

w = {0.75; 0.25}

(4.5)

4.4/ Optimization case result and sub-results

The NT run results and sub-results of a draw must be synthesized into a case result (RC) and
sub-results. Generally, results are based on mean computations but this is not specifically
the case in our situation. In this benchmark, case result is the mean of alpha and omega
sub-results, respectively noted RA and RO. The alpha sub-score measures the performance
when an optimization case can be run multiple times. The omega sub-score measures the
performance when an optimization case can be run a few times. It is considered that
both configurations are equally probable. That is why the result case is the mean of those
two sub-scores. Two other run sub-results exist, the value and convergence sub-results,
respectively noted RV and RK . The workflow of the run result and sub-results computation
is presented in figure 4.5. This process will be detailed in the next sub-sections.

First, how alpha sub-result is computed will be presented in sub-section 4.4.1 while
how omega sub-result is computed will be presented in sub-section 4.4.2. Then, the case
result computation will be presented in sub-section 4.4.3. Finally, value and convergence
sub-results computation will be presented in sub-section 4.4.4.

4.4.1/ Alpha sub-result computation

This result corresponds to the one that can be achieved if the optimization case can be
solved many times. In this configuration, the best result, or ’alpha’ result, will be kept.
To this end, the best value of all the runs is retained. The best sub-result,RA, is defined
as the maximum value obtained during all the runs (see equation 4.6):

AA

RA = max {RR}

RR = (R1
R, · · · ,R

NT
R )

(4.6)

In this expression RR is the set of results of NT runs of an optimization case.
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Figure 4.5: Optimization case results workflow

4.4.2/ Omega sub-result computation

In the situation of optimization and co-simulation, a run can be very CPU time-consuming.
Last minute change in design specification puts a lot of strain on the human resources [8].
In this situation, it is hardly possible to perform several runs to find a better solution than
the previous one: only one run is done. The omega sub-result is the 95% confidence limit
of the draw’s runs results’ distribution. The omega sub-results, RO, is defined in equation
4.7. Confidence limit ratio has been set to 95% according to sub-section A.6.3’s remarks.
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AO

RO = µRR − y σRR

with y such as
[
µRR − y σRR ,+∞

]
= 95%

(4.7)

In this expression µRR (respectively σRR) is the arithmetic mean (respectively the standard
deviation) of the sample RR.

4.4.3/ Case result computation

The best and worst cases are aggregated by using the arithmetic mean of RA and RO as
follows:

AC
{
RC = µ(RA,RO) (4.8)

4.4.4/ Value and Convergence sub-results

The value (respectively convergence) sub-result is the equivalent of the case result, except
that only the end of optimization value (respectively number of evaluations) is considered.
The value (respectively convergence) sub-result is computed the same way as the case result
except that runs’ results are replaced by runs’ normalized value sub-results (respectively
normalized evaluation sub-results). The computation of those sub-results are given by
equation 4.9 and equation 4.10.

AV



RV = µ(a, b)
a = max {RV }

b = µRV − y σRV

with y such as
[
µRV − y σRV ,+∞

]
= 95%

RV = (V1
N , · · · ,V

NT
N )

(4.9)

AK



RK = µ(a, b)
a = max {RE}

b = µRE − y σRE

with y such as
[
µRE − y σRE ,+∞

]
= 95%

RE = (E1
N , · · · , E

NT
N )

(4.10)

4.5/ Global score computation

In order to produce the global score, cases results should be summarized. Aggregation
summarizes a set of data into a single indicator. Global score computation process is
composed of three steps of aggregation:

� Step 1: All cases results are aggregated over MaxFEs, giving ND×NF MaxFEs results
(RM);

� Step 2: All MaxFEs results are aggregated over functions, giving ND functions results
(RF);
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� Step 3: To finish, all functions results are aggregated over dimensions, giving the
main score (S ).

A symbolic summary of this process is presented in equation (4.11) and in figure 4.6.

S =AD (AF (AM(RC))) (4.11)
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Figure 4.6: Global score computation flowchart

First, Aggregations by MaxFEs, by test functions and by dimensions will be presented
in sub-sections 4.5.1, 4.5.2 and 4.5.3. Secondly, how other scores are computed will be
explained in sub-section 4.5.4. Thirdly, how sub-scores are computed is detailed in sub-
section 4.5.5.

4.5.1/ Aggregation of MaxFEs

In an industral context, if the solution is not sufficient to justify the investment of time,
it is not worthy to optimize. Thus, the higher the MaxFEs the higher the chance to have
a useful result. That is why, in this context, the higher the MaxFEs, the higher the weight
should be. The aggregation method retained for MaxFEs is the weighted sum as given in
equation 4.12. In this expression, the superscript f refers to the fixed function and the
superscript d refers to the fixed dimension.
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AM :



Rd f
M =

m=NM∑
m=1

wm Rd f m
C

wm = Wm/

m=NM∑
m=1

Wm

with W = {0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1}

(4.12)

In equation 4.12, W’s values have been chosen with consideration of the following re-
marks. Article [44] mentions that, as we know, metaheuristics cannot successfully compete
with mathematical programming methods when the computational budget is lower than
a few hundred times the problem dimensionality. From this remark, it can be deduced
that 100×D is the budget lower limit of meta-heuristics usage. As the firsts MaxFEs, from
0.01 to 0.05, are just above the lower limit they should have very low weights. Article [44]
uses six computational budgets differing by two orders of magnitude. A similar choice has
been made here by using seven MaxFEs over two orders of magnitude. From this, it can
be considered that the last MaxFEs, 0.5 and 1, are relevant choices for metha-heuristic
usage, as confirmed by [124] which only uses those Budgets to compute scores. MaxFEs
with value of 0.5 and 1 should be heavily weighted. By weighting every MaxFEs its own
value, the higher MaxFEs represent a little more than 50% and 25% of the final result and
the lower ones only a few percent of this result. This choice of weight is consistent with
the previously stated remarks.

4.5.2/ Aggregation of test functions

The problems faced by industrial companies are hard, multi-modal and probably close
to hybrid and composite functions. Thus, test functions should be weighted differently.
Moreover, optimization is meaningless if the performance increase of the result is not high
enough to justify the time and energy costs. Consequently, as no algorithm can obtain
convincing results on every problems topology, an algorithm is considered interesting if it
performs well on some specific functions. An algorithm with both good or bad function
results should have a better score than another one with only average function results.
That is why a continuum method, with exponent superior to 1, has been chosen to aggre-
gate over the test functions [21]. The mathematical expression of this method is given in
equation 4.13. The choice of the weigth values is based on experimental observations.

AF :



Rd
F =

√√√√ f =NF∑
f =1

w f
(
Rd f

M

)2

w f = W f /(
f =NF∑
f =1

W f )

with


For f = 1, 2; W f = 5/Nuni

For f = 3, · · · , 9; W f = 6/Nmulti

For f = 10, · · · , 12; W f = 8/Nhybrid

For f = 13, · · · , 15; W f = 9/Ncomposition

(4.13)
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4.5.3/ Aggregation of dimensions

In an industrial context, it is more important for an algorithm be efficient on high dimen-
sion problems than on low dimensional ones. The results from high dimensional problems
should be weighted more than the results from low dimensional problems. In fact, an al-
gorithm efficient for every dimension between 1 and 50 is looked after. An algorithm with
average results for each problem dimension should have a better score than an algorithm
with both good and bad results. This is the reason why a continuum method with an
exponent inferior to −1 has been chosen [21]. The mathematical expression of this method
is given in equation 4.14.

AD :



S =
−2

√√√d=ND∑
d=1

wd
(
Rd

F

)−2

wd = Wd/(
d=Nd∑
d=1

Wd)

with W = {10, 20, 30, 50}

(4.14)

4.5.4/ Other results

In order to complete the benchmark, the global mean and global standard deviation are
determined. To this end, all the results of the optimization cases are considered. This
set is called RC and the mean is simply called µRC (respectively standard deviation σRC ).
Another quantity is introduced, the global S NR (Signal-to-noise ratio):

S NR = −10 log

 1
µRC

1 +
3σ2
RC

µRC

 (4.15)

4.5.5/ Sub-scores

The computation of the global score is highly important as it gives an overall idea of the
tested algorithm’s behavior. But this overall score can also be limiting. Indeed, the global
score does not allow to classify the algorithms according to their intrinsic characteristics. A
new issue arises: how can one detect the most efficient algorithm for a particular problem?
To answer this question, one should use the sub-scores.

Dimension, function and MaxFEs sub-scores are sub-set sub-scores, meaning that
they are computed the same way as the global score but by with a sub-set of cases results.
For example, D10 sub-score is computed the same way as the global score using only the
cases of dimension D = 10. Of course, in this example, dimension aggregation step is not
achieved as only one dimension is represented.

Information sub-scores are computed the same way as the global score except that
the cases’ results are replaced by corresponding sub-results.

Sub-SNRs and sub-means are computed using the same values as the corresponding
sub-scores. In the presented score computation method, it has been considered to use a
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sub-mean (limited to a sub-score) instead of a mean, and respectively a sub-SNR instead
of a SNR.

4.6/ Scoring method analysis through algorithms test-
ing

In order to analyze and compare the proposed benchmark to the CEC one, different algo-
rithms have been tested. The idea is to assess if the general conclusions from the literature
are verified. For this task, a set of algorithms should be chosen. Indeed, thoroughly de-
signing a consistent set of algorithms in order to test a benchmark is a work in itself.
Accordingly, the aforementioned set is not completely justified and may include a bias.
The motivation behind the choice of algorithms made is explained hereinafter. In or-
der to fit the context of this work, the chosen algorithms should be classified as global
search meta-heuristics. The algorithms represent different families of meta-heuristics as
this benchmark is a generic tool. There is no guarantee that an up-to-date variant of an
algorithm is a good representative of its family. Hence its initial version is used. More-
over, the hybrid algorithms are not considered in this article because there are too many
references in the literature. A limited number of algorithms has been selected to avoid
burdening the reader with too much information. From articles [9, 13, 125], particle swarm
optimization, evolution strategy, genetic algorithm, swarm intelligence and differential evo-
lution seem to be efficient families of algorithms. Respectively for each of those families, a
representative has been chosen: The inertial PSO [45], the CMAES [52], an unpublished
in-house Genetic algorithm [126], the Cuttlefish [56] and a population-based version of
the simulated annealing [57]. More details about the algorithms and their settings can be
found in section A.7.

In order to test the proposed benchmark several scores analysis will be done. First,
the global score consistency with regards of the literature will be verified in sub-section
4.6.1. Then, the possibility of using different scoring strategy will be explored in sub-
section 4.6.2. Finally, sub-scores will be analyzed in sub-section 4.6.3.

4.6.1/ Global score review

First, the proposed benchmark score is compared to the CEC one, considered as a reference
and called here the classic benchmark. The algorithms results with both scoring methods
are presented in figure 4.7.

From figure 4.7, the CEC Benchmark shows very high scores for CMAES and Cuttle-
fish and very low scores for the other algorithms. From the literature, this seems surprising.
According to [9], Evolutionary algorithms, such as CMAES, PSO and Cuttlefish should
obtain good results and PSO seems to be the best one. Conforming to [13], PSO and GA
are the most prolific families of algorithms in terms of publications since 2004. It sug-
gests that the scientific community considers that they perform well. X.-S. Yang confirms
this assertion and recognizes that PSO and GA have become the hotspots of the current
research in optimization and computational intelligence [125]. The benchmark proposed
presents more homogeneous scores with limited maximal values. From the results obtained,
this benchmark is in agreement with the literature unlike the CEC benchmark. CMAES
algorithms show strong potential [52]. For both benchmarks, the assertion is confirmed
and the CMAES is the reference algorithm. Due to their architecture, SA and Genetic
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Figure 4.7: Scores from the CEC benchmark and the proposed benchmark for classical
metaheuristic algorithms

algorithms are based on a large part of random. This explains why they have the lower
results. Cuttlefish and PSO have close results because they both use displacement to the
local and global best result. In fact, they are based on the well-balance between random
and logic. Finally, CMAES is the best algorithm because it uses the most sophisticated
mechanisms to collect information about iterated values of the objective function. Hence
the wise choice of the next points to evaluate. An important source of improvement in
optimization is the algorithm hybridization. To go further in this work, testing hybrid
algorithms should be considered with regards to the results obtained for the initial algo-
rithms. For instance, a PSO-CMAES hybridization, as proposed by [127], could obtain
better results.

The lack of consistancy of the classic benchmark is explained in sub-section 4.6.2.1.

4.6.2/ Discussion about other scoring method

In this section other scoring methods will be discussed. In sub-section 4.6.2.1, CEC scoring
method will be reviewed and in sub-section 4.6.2.2 classical statistical method will be
examined.

4.6.2.1/ Issues with CEC scoring

First of all, CEC2017 scoring method is considered. This scoring method uses two scores:
one based on the mean and median of optimizations raw values and the second one, based
on the rank of considered algorithm on all optimization cases compared to those on CEC
database.

The second score is not relevant in the case of a researcher willing to develop, im-
prove or tune optimization methods. First, such a method is not convenient to set for an
individual. Indeed, it requires the researcher to collect data on performances of other al-
gorithms on a set of optimization problems and to set an interactive ranking method, such
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as [128]. Here, a ranking method is qualified as interactive if it allows to evaluate an algo-
rithm with a set of algorithms previously evaluated. Second, in this context, a researcher
will look for an evaluation method whose result does not depend on external factors. With
an interactive ranking method, the scores of every algorithms will change every time a new
algorithm is evaluated. With a non-interactive ranking method, the result depends on the
chosen algorithms for comparison. On the opposite, an interactive ranking method is a
consistent choice to help the researcher identying up-to-date algorithms by establishing a
global competition. Finally, it may be considered that ranking and competition encourage
playing the ’up-the-wall game’ which is a poor habit as explained by [12].

The first score is computed thanks to equation 4.16. In section 4.3.3, it has been
mentioned that using unnormalized values to compute a global score can lead to some
errors. To prove this error is made by CEC and not by the proposed benchmark, a thought
experiment is proposed. An algorithm which perfectly performed on all the functions
except one is considered. Perfectly performing means reaching fmin in 0 evaluation. For
the parasitic function, the algorithm reachs fmax with FEs evaluations. Alternately, every
function is considered as a parasitic function, leading to 15 cases. Table 4.4 shows for each
case what result is achieved by both scoring methods.



S core1 = (1 − S E−S Emin
S E ) × 50

S E = 0.1 ×
15∑
f =1

e fD=10,F= f + 0.2 ×
15∑
f =1

e fD=20,F= f

+0.3 ×
15∑
f =1

e fD=30,F= f + 0.4 ×
15∑
f =1

e fD=50,F= f

(4.16)

Table 4.4: Scoring comparison for the thought experiment

Case Detail SE CEC Proposed Benchmark

1 F1 = 9.00e+10 9.00e+10 0.000 0.954
2 F2 = 1.00e+10 1.00e+10 0.000 0.954
3 F3 = 3.40e+02 1.20e+04 0.997 0.985
4 F4 = 8.45e+03 2.01e+04 0.599 0.985
5 F5 = 1.50e+03 1.30e+04 0.923 0.985
6 F6 = 6.25e+02 1.20e+04 0.998 0.985
7 F7 = 1.00e+03 1.23e+04 0.976 0.985
8 F8 = 2.00e+07 2.00e+07 0.001 0.985
9 F9 = 9.10e+02 1.20e+04 0.999 0.985
10 F10 = 1.00e+10 1.00e+10 0.000 0.951
11 F11 = 2.00e+10 2.00e+10 0.000 0.951
12 F12 = 5.00e+16 5.00e+16 0.000 0.951
13 F13 = 3.00e+07 3.00e+07 0.000 0.945
14 F14 = 1.47e+03 1.21e+04 0.994 0.945
15 F15 = 2.48e+04 1.30e+04 0.925 0.945

It is obvious that some functions, such as 3 and 6, have no impact on CEC score
1. An algorithm with a poor performance on these functions will have an amazing CEC
score. On the opposite, an algorithm with an insufficient performance on Function 1 or
Function 11 will be considered as the worst one ever. Once taking this into account, the
CEC score seems to deeply depend on this fact and it can be declared as unstable. On the
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opposite, the results from the proposed benchmark remains stable for all the cases. The
only difference between the cases is due to functions weights. This explains the results
from sub-section 4.6.1. Let us consider PSO and CMAES results. In sub-section 4.6.3, it
is shown that PSO obtains weak results on Function 1 and satisfying ones on Function 15.
On the opposite, CMAES obtains good results on Function 1 and poor ones on Function
15. According to table 4.4, Function 1 is important for the computation of the CEC score
and Function 15 almost not. So it is easy to understand why one has good score whereas
the other one has poor one.

4.6.2.2/ Alternatives performances characteristics choice

The proposed benchmark comes with an unusual set of performance characteristics used
to evaluate an algorithm on a case. This choice leads to a set of scores that researchers
are not familiar with. Sub-section 4.6.3 will help understanding proposed scores. Still, one
could question the choice of not using ’classical’ statistical metrics as for instance those
presented in [48].

First of all, the proposed set of performance characteristics, while providing consis-
tant results within the context, is not the only one possible. However other performance
characteristics have to be considered as replacements of the proposed ones, they should
respect some basic rules. They should be relevant to the benchmark goals and context [46].
They should cover the three categories defined in [46]: efficiency, quality and reliability.
They should follow the advice of benchmarking guide articles, such as [19, 46].

Common statistical performance characteristics [48], will now be discussed in order
to guide researchers willing to modify this benchmark either for this context or another one.
First, some of the proposed metrics rely on running time which can only be considered in
a context in which evaluations are short enough not to be neglicted. In enginering design
optimization, as advised by [19] it should be avoided. If algorithm complexity is to be
evaluated, CEC procedure [121] could be used. A set of six performance characteristics,
inspired by [48], has been chosen. The performance characteristics are:

� Ehit, the mean number of evaluation done when the optimization algorithm has reach
the target value.

� Vmean, the mean of the gross values of the draw.

� Emean, the mean of the gross evaluations of the draw.

� Ebest, the minimum of the gross values of the draw.

� Hr, The ratio of runs reaching the target value.

� Vstd, the standard deviation of the gross values of the draw.

These performance characteristics have been used to compute scores by the same
normalization and aggregation procedure as the one used for information sub-scores. Com-
puted scores, for every algorithms, are presented in Table 4.5. Results based on the target
reaching, Ehit and Hr, should not be used. Indeed, the proposed benchmark is built with
the idea that designers are not looking for refined results. Yet, those scores depend on the
ability of the algorithm to thoroughly refine the result to find the target with the high
precision. This explains why those results are not consistant with literature. Another issue
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comes for Vstd, This result, while useful for a single optimization case, lose all sense while
normalized and aggregated. Indeed, this measure is to be used in addition of Vmean, in
order to estimate how much the gross value is allowed to deviate. To properly apply this
performance characteristic, all case results should be reported in a table. However, doing
so is in opposition to synthesising information which is important for benchmark. Vbest

measures the best result of a run in terms of end of optimization value while Alpha does
the same in terms of efficiency. Vbest, is a logical choice to measure reliability in a context
in which running time does not matter. As it it not the case here, reliability must be
measured by taking convergence speed into account. Vmean (respectively Emean) is almost
equivalent to Value (respectively Convergence). The two differences are normalization and
aggregation order. The first one is the mean of the results whereas the other one is the
mean of the best and worst of the results. Value and Convergence tend to be a little lower
than their equivalent. The highest measured difference is 0.024 for Cutllefish value.

The performance characteristics of the studied statistical methods are not relevant
within the context of this work which corresponds to building a benchmark consistant with
designers’ needs. Some lead to inconsistent results, others do not fit the designers’ needs
and some are equivalent to the proposed ones. To conclude, using statistical methods’
performance characteristics is not recommended for this article context.

Table 4.5: Alternatives performances characteristics scores

Kind Category Name PSO CMAES Genetic Cuttlefish SA

Global Main score Ehit 0.000 0.000 0.000 0.000 0.000

Infos

Quality
Vmean 0.426 0.622 0.482 0.677 0.481
Emean 0.884 0.435 0.350 0.000 0.000

Reliability
Vbest 0.497 0.654 0.545 0.747 0.502
Hr 0.000 0.000 0.000 0.528 0.000
Vstd 0.443 0.652 0.592 0.697 0.556

4.6.3/ Sub-scores analysis for the proposed method

Table 4.6 presents the global score and the sub-scores obtained for the tested algorithms
with the proposed benchmark. Let us note that the CEC benchmark does not propose
sub-scores in order to be aware of the strenghts and weaknesses of each algorithm. Sub-
sections 4.6.3.1 and 4.6.3.2 will discuss algorithms strengths and weaknesses by using table
4.6’s data ploted into graphs. Sub-section 4.6.3.3 presents how this table scores could be
used to select algorithms for a given problem.

4.6.3.1/ Information sub-scores analysis

Information scores are presented by figure 4.8. First, from value and convergence results,
some conclusions can be made, for instance, PSO converges very fast to a value satisfying
enough. This can be explained by its settings which promote a global search. Cuttlefish
finds a good value but does not converge. This is due to the use of a large part of random
and a lack of an own stopping criterion. SA also does not converge because it does not
find the global minimum and does not possess a stopping criterion by itself. CMAES is
very interesting in an industrial context to find a good value in a reasonable computation
time. Secondly, from the alpha and omega results, some other conclusions can be made. If



84 CHAPTER 4. BENCHMARK

Table 4.6: Scores for the selected metaheuristic algorithms from the benchmark proposed

Kind Category Name PSO CMAES Genetic Cuttlefish SA

Global Main score Score 0.518 0.556 0.412 0.484 0.340

Infos
Quality

Value 0.445 0.629 0.500 0.701 0.485
Convergence 0.870 0.439 0.353 0.000 0.000

Reliability
Alpha 0.568 0.577 0.459 0.514 0.351
Omega 0.471 0.539 0.372 0.469 0.329

Sub-set

Dimension

10 0.581 0.625 0.422 0.480 0.359
20 0.549 0.578 0.423 0.482 0.344
30 0.526 0.557 0.417 0.484 0.339
50 0.494 0.537 0.404 0.485 0.335

Function

1 0.303 0.929 0.248 0.681 0.138
2 0.437 0.888 0.285 0.678 0.225
3 0.207 0.189 0.109 0.670 0.018
4 0.203 0.942 0.045 0.194 0.024
5 0.307 0.422 0.242 0.182 0.112
6 0.229 0.221 0.128 0.087 0.105
7 0.398 0.355 0.261 0.246 0.262
8 0.542 0.391 0.337 0.382 0.366
9 0.179 0.163 0.015 0.022 0.014
10 0.381 0.479 0.189 0.617 0.129
11 0.638 0.575 0.412 0.489 0.398
12 0.801 0.723 0.545 0.572 0.547
13 0.695 0.302 0.526 0.423 0.464
14 0.216 0.016 0.245 0.030 0.079
15 0.658 0.038 0.761 0.406 0.549

MaxFEs

0.01 0.315 0.375 0.231 0.433 0.238
0.02 0.378 0.394 0.257 0.460 0.267
0.05 0.448 0.440 0.288 0.477 0.300
0.1 0.478 0.485 0.326 0.480 0.318
0.2 0.504 0.520 0.365 0.485 0.331
0.5 0.523 0.555 0.406 0.484 0.343
1 0.532 0.584 0.448 0.486 0.348

a case can be run for a long time, PSO and CMAES are the best options. Indeed, they are
stochastic algorithms and have greater chance to find an interesting result if run several
times. PSO is a more unsafe choice as it is likely to obtain poorest results if the case can
be run only a few times. It is not necessary to run SA several times because its alpha and
omega result are very close. This could be due to its settings that gives lots of importance
to random. In this case, this algorithm spends a lot of time on global search leading to
similar results through runs. On the opposite, Genetic algorithm has to be run several
times. This could be explained by the fact that genes are not modified enough through a
run. In this case, the algorithm depends a lot on the initial genes randomly obtained.

4.6.3.2/ Sub-set sub-scores analysis

Figure 4.9 presents the scores of the algorithms for different dimensions. The scores of the
CMAES, PSO and SA algorithms decrease when dimension increases. The ones of Genetic
and Cuttlefish algorithms remain steady and seem to be better designed to explore large
search spaces. It can be deduced that the more an algorithm is based on random, the
steadier the obtained solutions remain with regards of the dimension of the problem.
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Figure 4.8: Meta-heuristic algorithms analysis: Information sub-scores

Figure 4.9: Meta-heuristic algorithms analysis: Dimensions scores

Figure 4.10 presents the function scores of the algorithms. A first observation can
be made: the ’no free lunch’ theorem is respected. Some tendencies can be observed. PSO
and Genetic Algorithm are good on hybrid functions while CMAES and Cuttlefish perform
well on uni-modal functions. No absolute rule concerning efficiency can be established.
This could mean that the functions’ choice and classification inherited from CEC are not
perfectly consistent. This observation is partially explained thanks to [41]. The reasons
why some functions such as Function 9 or Function 14, are harder to overtake than other, as
Function 12, are quite difficult to explain. To do so, a proper study of both the mechanisms
of the algorithms [12] and the landscapes of the functions [41] should be conducted.

To conclude, MaxFEs scores presented in figure 4.11 show that whether the number of
evlauations is small or not, the appropriate algorithms will not be the same, as mentioned
by [44]. According to [44], PSO performs well when evaluations are restricted unlike GA
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Figure 4.10: Meta-heuristic algorithms analysis: Functions scores

which is more efficient when evaluations are allowed in a large amount. In the case of PSO
and GA, it is confirmed by figure 4.11.

Figure 4.11: Meta-heuristic algorithms analysis: MaxFEs scores

4.6.3.3/ Using Scores to select suitable algorithms for a problem

In this sub-section, the way how scores could be used to select suitable algorithms for a
given problem will be presented. The idea is to discuss a set of relevant scores as in fuzzy
logic methods in order to define the suitable algorithms. This method will be presented
throughout a practical case.

This practical case is a real-world optimization problem, described in [72]. It consists
in optimizing an electrical device: a safety transformer. This problem has been considered
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in its single-objective form, in which only the device mass is to be minimized. As the
proposed benchmark is designed to the evaluate algorithms dedicated to solve single-
objective problems, it has been chosen to use the single-objective form of the test problem.
The proposed benchmark is not suited to select a proper algorithm for a multi-objective
problem. In this specific case, one should modify the proposed benchmark for it to use
multi-objective problems. It has seven mixed bounded variables and seven inequality
constraints. This constrainted problem has been solved with normalized constraints and
a normalized objective, as in OIA methods described in [21]. Constraints have been
taken into account by using Lagrange multipliers methods. Objective and constraints
are computed by a numerical code directly implemented in the optimization engine as a
function.

Only the scores relevant to the problem characteristics will be considered. Some
indications on how to choose relevant scores are presented here:

� First, the main score is always to be taken into account, as it gives a global efficiency
measure. In the end, this score will be used as a reference to judge other scores.

� If the designer is balancing the product efficiency and the optimization time, as
mentioned by [8], both value and convergence sub-scores should be used.

� If only the product quality matters, only value sub-score will be considered. It can
be the case if the problem is not CPU demanding with regards of the resources or if
the problem is very competitive.

� If the designer is using optimization as a continuous improvement tool, as mentioned
by [8], only the convergence sub-score should be considered. Indeed, in this case, the
optimization is used to quickly improve the efficiency and its main objective will be
a short running time.

� If the designer could run many times the optimization case, alpha sub-score should
be used. For instance, in the case of a new product with a long design phase.

� If the designer could run the optimization case only a few times, the Omega sub-score
should be used. For instance, if the optimization has to be included in a softaware
as a solving method.

� Dimension sub-scores around the problem dimension should be used.

� Relevant function sub-scores should be considered. The functions may be relevant
depending on the properties shared with the problem. Those links could be made
using function metrics [41] or by using the function categories defined in table 4.1.

� MaxFEs sub-scores around the optimization case should be used.

This problem is not CPU demanding. Indeed, with the numerical model inside
the optimization engine, it takes one second to perform ten thousand evaluations on the
laptop used for the experiment1. In this case, it cannot be considered that the design
phase is short as it is a research project including development. The numerical model of

1Micro-Star International GL62 6QF (Processor: Intel(R) Core(TM) i7-6700HQ CPU @ 2.6GHz, 4
cores, 8 procesors; RAM: 8Go; Graphic Card: NVIDIA GeForce GTX 960M; OS: Microsoft Windows 10
Familly)
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this problem is based on function compositions as in hybrid functions. In this case, the
designer is looking for a final optimal solution and not a first approximation. MaxFEs
would be set to 1.

Which is why chosen scores are: main, value, alpha, D10, F10, F11, F12 and M1.
According to the semantic scale presented in [21], scores will be labeled as ’low’ if under
0.35, ’average’ if between 0.35 and 0.65 and ’high’ if above 0.65.

With those assumptions, one can consider that:

� All PSO scores are average, except for F12 which is high. PSO should have average
to high results.

� All CMAES scores are average, except for F12 which is high. CMAES should have
average to high results.

� All GA scores are average, excepted for F10 which is low. GA should have average
to low results.

� All Cuttlefish scores are average except for value which is high. Cuttlefish should
have average to high results.

� All SA scores are average, except for main, F10 and M1 ones which are low. At first,
SA should have average to low results. However as most of its sub-scores are better
than its main score, SA is probably better for this case than on a general approach.
It is not possible to conclude how SA will work.

From the previous remarks, it could be considered that PSO, CMAES and Cuttlefish
are suitable choices. GA and SA are not recommended but might obtain good results.

All algorithms have been tested on the safety transformer problem. Algorithms
had to minimize the normalized mass of the device. Mass has been normalized using the
formula given in equation 4.17, in which 2.5Kg correponsds to a 0.9 level of satisfaction
and 5Kg to 0.5. Each algorithm has 51 runs, with MaxFEs = 1, to find the best objective-
function value while respecting the constraints. Running time is not an important criteria
in this case. Still it could be used to discriminate algorithms with close values.


fnormalized(x) = α · f (x) + β

α = 0.5−0.9
5−2.5 = −0.16

β = 0.9 + 0.16 · 2.5 = 1.3

(4.17)

Table 4.7 presents algorithms results on this problem. PSO, CMAES and Cuttlefish
have close and very high Vbest. The best value of the CMAES, 0.930, corresponds to a mass
of 2.311Kg which is the best result obtained in [72]. SA performed as well as Cuttlefish.
GA performed a little poorer than the other algorithms. The results confirmed that the
method correctly defines the suitable algorithms. The proposed benchmark sub-scores
could be used to correctly choose algorithms to solve a given problem.

4.7/ Conclusion

In the last few years, a great number of new algorithms, most of them are metaheuristic,
has been developed. A hot topic in the community is to be able to measure the efficiency
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Table 4.7: Algorithm results on Safety transformer problem

Result PSO CMAES GA Cuttlefish SA

Vbest 0.929 0.930 0.843 0.918 0.920
Vmean 0.919 0.418 0.500 0.829 0.856
Emean 0.318 0.237 0.000 0.001 0.000

RC 0.694 0.426 0.384 0.553 0.580
RV 0.917 0.465 0.438 0.799 0.840
RK 0.306 0.439 0.290 0.001 0.000
RA 0.843 0.852 0.736 0.630 0.631
RO 0.545 0.000 0.032 0.476 0.528

of these algorithms, to rank them and to select the right one for a given problem. As
demonstrated by [13], benchmarking is the correct way to reach these objectives. Two
benchmarks are quite renowned: CEC and BBOB. Their results are interesting but their
scoring strategy could be improved. On one hand, the way of computing the main score
can be enhanced. On the other hand, the computation of sub-scores could give more
information concerning the algorithm’s behavior and its efficiency with respect to the type
of problem.

A benchmark, based on the CEC one, has been proposed. It is composed of 420
optimization cases with 51 runs per case. The cases are generated by the variation of three
quantities: an objective function, a dimension and a MaxFEs coefficient. A scoring strategy
has been developed to consider industrial needs and to avoid some errors in the algorithms’
analysis. Several stopping criteria are used: target, FEs and algorithm convergence criteria.
The run results take into account a normalized value for the objective function at the end
of optimization and a normalized convergence speed. The results for the optimization
cases are computed using statistics over the run results. The cases result goes through
three steps of aggregation to produce the scores.

Finally, the scoring method has been analyzed. First, several metaheuristic algo-
rithms have been tested on both selected scoring methods. These algorithms are PSO,
CMAES, Genetic, Cuttlefish and SA. The idea is, using both benchmarks, to investigate
if some conclusions, found in the literature, are confirmed by the algorithms scores. It ap-
pears that, with the proposed benchmark, the concluding comments are verified whereas
with the CEC method they are not. Secondly, a thought experiment has been conducted
to see the impact of using un-normalized results. It revealed that using the CEC scoring
method is biased. Thirdly, the presented sub-scores have been analyzed. They have been
used to made comments and remarks concerning the tested algorithms. Some of these
comments are confirmed by literature. It has been demonstrated that some algorithms are
efficient with few evaluations and some with more. The ’no free lunch’ theorem has also
been verified.

To properly use this benchmark, one should keep in mind its limits. It has been
designed for global search metaheuristic algorithms. The main score is a measure of effi-
ciency and not a measure of quality [46]. This benchmark has been designed for industrial
needs. Thus, its design is centered around the designer’s point of view.

The choice of the functions tested, inherited from CEC, is not perfect, thus the scores
are not. For the proposed benchmark to evaluate algorithms efficiency on multi-objective
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or uncertain problems, it should be modified.
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5.1/ Introduction

Optimization problems are solved more and more often by algorithms [8]. In engineering
design optimization (EDO) [8], meta-heuristic optimization algorithms are widely used
[8, 9, 129]. Even though there is not any mathematical evidence of their convergence to the
global optimum, the metaheuristic methods have been shown to be very efficient. Efficiency
being a measure of performance [46] balacing the result quality and the convergence speed
[44]. Meta-heuristics are generally inspired by physical or biological phenomena [12]. For
instance the Particle Swarm Optimization (PSO) draws its inspiration from the observation
of some flock of birds [130]. The inertial version of this algorithm [54] is efficient and
commonly used [9, 13, 125].

In EDO, efficiency is one of the three major areas of improvement defined by [8].
This topic is widely adressed by developping and improving algorithms leading to an
ever increasing number of algorithms [13]. Due to the enthousiasm for algorithms, other
approaches to improve efficiency, such as the tuning of the parameters of an algorithm,
are not investigated enough [12].

Parameters are the coefficients of an algorithm driving its behaviour and adapting
it to the problem to solve. The set of values given to parameters is referred to as a
setting. Tuning parameters have always been a topic of interest [27], especially as the
efficiency of a setting is strongly dependent on the problem. A common practice is to tune
parameters manually [12] using empirical values, rules of thumb and the experience of the
optimization expert. This method is not fully satisfying. Firstly, it does not guarantee
the best performance. Secondly, it could not be done by a designer with no experience in
optimization.

To avoid the drawbacks of this method, different solutions exist: using automatic
setting tools such as IRACE [131] or AutoML [132], developping a self-tuning algorithm,
as in [133], or performing meta-optimization (MO) [134]. According to [131], automatic
setting tools such as IRACE may be inapropriate for problem requiring computational
time superior or equal to several hours, which is the case in this thesis. Automatic setting
method like AutoML require a databasis of similar problems solved with different settings,
which is not the case in this thesis. Meta-optimization is the optimization of an algorithm
by tuning its parameters. Performing MO requires less knowledge of the algorithm than
developping a self-tuning algorithm. With regards of the ever-increasing number of new
algorithms [12, 13] which are not well-known and studied yet, working on MO could be
considered.

A MO approach requires an optimization method [8] and a tool to evaluate tested
settings. Two optimization methods could be used: algorithm and design of experiment
(DoE). DoE gives a good comprehension of the problem in a small number of evaluations
[61]. Algorithmic optimization is more efficient but is a black box method and requires a
large amount of evaluations, leading to a running time not many institutions could afford.
Two tools are currently used to evaluate settings, objective-function test suites (OFTS)
and real-case test suites (RCTS). As explained by [13], though test suites (TS) are still the
usual way to evaluate and compare algorithms, to avoid false conclusion they should be
tested on a benchmark. A benchmark is a tool evaluating an algorithm over a collection
of an optimization problem [41]. As the benchmark is advised to evaluate the efficiency
of an algorithm, it should also be used in MO. Current MO approaches seek for a single
setting. According to the ’no free lunch’ theorem [111], no algorithm could perform well on
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every problem. Therefore it may be interesting to perform MO in order to obtain different
settings suiting different problems. By choosing a benchmark with sub-scores, it may be
possible to do so.

This article introduces a novel MO approach: a design of experiment on a bench-
mark. This approach will be presented through its application to a PSO [54]. DoE will use
benchmark global score as performance measure to compute the main setting. Benchmark
sub-scores will be used in a similar way to obtain sub-settings suiting different problems.
Two goals are sought: first, finding an efficient setting. Second, determining information
to adapt this setting to a particular problem.

The MO approach proposed in this chapter relies on the PSO and a benchmark
which are introduced in section 5.2. Moreover, this approach is based on a design of
experiment which is detailed in section 5.3. The results of the proposed MO approach will
be discussed in section 5.4.

5.2/ Meta-optimization approach linked elements

This section presents the elements used by the proposed MO approach. This approach
is applied to the PSO algorithm parameters which are detailed in sub-section 5.2.1. The
DoE used by the proposed MO approach used a benchmark, presented in sub-section 5.2.2,
as evaluation tool.

5.2.1/ Particle swarm optimization algorithm parameters

The proposed MO approach will be presented through its application. The algorithm
chosen for application is the inertial version of PSO algorithm [54]. It has been chosen as
it is efficient and commonly used. In addition, several MO have already been performed
on this algorithm providing points of comparison. As the PSO algorithm itself has already
been described in chapter 1, this section will focus on PSO parameters.

Parameters can be classified into two categories: algorithmic parameters and adap-
tation parameters. Algorithmic parameters, presented in table 5.1, control algorithm
behaviour and thus have a direct effect on its efficiency. Indeed, they are used in the
equations controlling the swarm, as for instance equation 1.4. Some studies attempt to
find settings for the PSO to converge [135]. Currently, only empirical rules such as the Poli
criterion exist [136]. Adaptation parameters, presented in table 5.2, adapt the algorithm
to the problem. The settings of those parameters are strongly dependent on the problem
and are often defined with the designer’s help. The tuning scope of those parameters is
narrow. Only algorithmic parameters are considered in this article. From now on, unless
specified otherwise, parameters will refer to algorithmic parameters.

5.2.2/ Benchmark

In the past, DoE were used to determine a set of good parameters by using TS. Most
studies were limited to a presentation of standard deviations of final TS results. In this
article, MO is perfomed by using a benchmark. This benchmark should be chosen to
evaluate tested settings with regards of the final user’s expectations towards optimization.
The majority of the companies try to achieve optimized design as a balance between cost,
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Table 5.1: PSO algorithmic parameters description

Name Details Typical Values [61, 63, 133, 135]

N Swarm particles number 10 + 2
√

D ; [10; 150]
itmax Iterate number 10000 D

N ; [1000; 100000]
c1 Cognition parameter [05; 3]
c2 Social parameter [0.5; 3]
wmin Inertia factor minimal value [0; 0.5]
wmax Inertia factor maximal value [0.5; 2]
Vfactor Speed control coefficient [0.01, 0.5]

Table 5.2: PSO adaptation parameters description

Name Details Remarks

D Problem dimension Usually D ∈ [1, 50] [8, 9]
xmin Lower bound Depends on the problem
xmax Upper bound Depends on the problem
vmin Minimum velocity Depends on the problem and Vfactor
vmax maximum velocity Depends on the problem and Vfactor

quality and time even if the design may not be the best [8]. From this remark, to test the
presented approach, a benchmark evaluating algorithm in terms of efficiency should be
chosen. In addition to fulfill the second goal of this work, having several sub-settings, the
chosen benchmark should have several sub-scores. Two benchmarks, presented for special
sessions during international congresses, are considered as reference [13]: the CEC [112]
in IEEE Congress on Evolutionary Computation (CEC) and the Black-Box Optimiza-
tion Benchmarking (BBOB)[113] in Genetic and Evolutionary Computation Conference
(GECCO). CEC evaluates algorithms in terms of value quality while GECCO does it in
terms of convergence quality. A new benchmark evaluating algorithms in terms of effi-
ciency and proposing sub-scores has just been published [137]. Therefore, this benchmark,
which is also detailed in chapter 4, has been chosen to test the presented MO approach.
CEC and GECCO could perfectly be used to optimize algorithms in terms of value or
convergence quality.

The chosen benchmark runs an algorithm on a set of test functions and provides a
set of scores from the generated data. Its main score, defined as the ’global score’, is a
measure of efficiency. This score is a good indicator of the performance of the algorithm
and it can be exploited by researchers in order to give them a general idea on the efficiency
of different algorithms. Sub-scores provide different information on tested algorithms, for
instance efficiency with regards of dimension. This benchmark has an original way to
compute scores.

Raw data from optimization runs are used to compute value and convergence levels of
desirability [116, 117]. To do so, normalization function, such as Harrington one [118], are
used. Through several steps of aggregation, levels of desirability will be used to compute
scores. Computing global levels of satisfactions from several metrics has already been
done by [27] to handle multi-objective optimization problems. How the chosen benchmark
works is detailed in chapter 4.
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5.3/ Design of experiment

The objective of this DoE is to determine the setting maximizing the main score of the
benchmark. The same exact method will be used for every other benchmark sub-scores.
A full factorial experiment would need 36 = 729 experiments, whose cost is considerable.
Indeed, an experiment corresponds to a run of the benchmark, which is very expensive
: a great number of optimization cases are solved. Our goal is to obtain the maximum
amount of information by doing the minimum number of tests. In this context, a fractional
factorial design is necessary [138]. The idea of such a design is to run only a sub-set of the
full factorial experiments. The DoE modeling will be presented in sub-section 5.3.1 while
the DoE results processing will be presented in sub-section 5.3.2.

5.3.1/ Design of experiment modeling

The hypothesis made in the elaboration of fractional designs is that some interactions are
insignificant and they can be confused with factors whose influence is significant. The
used experimental layout is presented in figure 5.1. It consists of two designs: one for the
control factors (inner array) and one for the noise factors (outer array).

➔ 3 noise factors

➔ 420 experiments

 

➔ 6 control factors
➔ 27 experiments (L27)

Global score  of the benchmark 
evaluated at the specified control 

and noise factor values

Compute SNR for 
each row

Inner array

Outer array

Figure 5.1: Summary of experimental layout

The combination of the inner array and outer array constitutes a complete parameter
design layout (product design). The outer array is replicated for each of the runs in the
inner array. A signal-to-noise ratio (SNR) is computed over the replicate. The performance
measure thus reflects variations due to changes in the noise factors. Our experiment applies
Taguchi method [139], which distinguishes control factors and noise factors.

� Inner Array and control factors : only the parameters of the algorithm are considered
in this set (table 5.3). In our context, 27 runs are enough for the investigation of the
six factors with the L27 orthogonal array.

� Outer array and noise factors. These factors are difficult or impossible or too expen-
sive to control. This is the case for parameters which depend on the optimization
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problems solved: function and dimension of the optimization problem. That is the
reason why the physical parameters are defined as noise factors (table 5.4). For each
experience of the outer array, a complete design of the noise factors is carried out.
That is 4 × 15 × 7 = 420 tests.

Table 5.3: Control factors and their levels for the experiment

Factors Labels Number of levels Level 1 Level 2 Level 3

N A 3 20 50 100
c1 B 3 0.5 1 1.5
c2 C 3 0.5 1 1.5

wmin D 3 0.2 0.3 0.4
wmax E 3 0.7 0.8 0.9
Vfactor F 3 0.05 0.1 0.3

Table 5.4: Noise factors and their levels for the experiment

Factors Labels Number of levels Levels

D N1 4 {10, 20, 30, 50}
Function N2 15 f1 · · · f15

MaxFEs N3 7
{0.01, 0.02, 0.05,
0.1, 0.2, 0.5, 1}

5.3.2/ Design of experiment results processing

For each experiment of the outer array, the following quantities are evaluated.

� The score of the benchmark is noted y.

� ȳ (respectively s) is the arithmetic mean (respectively standard deviation) of the 420
measured values.

� The measured values y of the response of the process are transformed into SNR
which provides a measure of the impact of noise factors on the performance. SNR
is also calculated knowing that the criterion of the result y is to be maximized.
The ratio is characteristic of the obtained dispersion around average. SNR is an
indicator of robustness to noise. The larger the algebraic value of SNR the highest
the performance. SNR is computed as in equation 5.1.

SNR(dB) = −10log
[(

1

y2

) (
1 +

3s2

y2

)]
(5.1)

5.4/ Results and discussion

This section intends to discuss the results of the MO approach . First, DoE results for
benchmark main score will be presented in sub-section 5.4.1. Then DoEs on the sub-
scores of the benchmark will be analyzed through principal component analysis (PCA) in
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sub-section 5.4.2. Finally, the proposed MO approach will be compared with other MO
approaches in sub-section 5.4.3.

5.4.1/ Global study : analysis of the signal-to-noise-ratio

In order to find the optimal value, DoE will first study the influence of factors on the
results of the tests to deduce the supposed optimal set of values, as in sub-section 5.4.1.1.
Then, a validation test will be conducted on the deduced set of values, as in sub-section
5.4.1.2.

5.4.1.1/ Predicted best strategy parameters

SNR is indicative of the quality. The purpose of the Taguchi experiment is to find the best
level for each operating parameter in order to minimize SNR. From the response graph
(figure 5.2), the optimum level of each factor can be predicted as the level which has the
lowest value of SNR. Thus, the optimal PSO setting for maximizing the global score of the
benchmark is presented in table 5.5.

Figure 5.2: DOE factors’ SNR Response graph

Table 5.5: DoE predicted PSO setting maximizing the benchmark main score

N c1 c2 wmin wmax Vfactor
A B C D E F

20 0.5 1.5 0.2 0.7 0.3
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5.4.1.2/ Validation test

The proposed combination of parameters is not part of the setting tested by the DoE. It is
therefore necessary to perform a validation test. The results of this test, using the proposed
combination of factors, are analyzed and compared to the predicted value theoretically.
Since the theoretical result is close to the result of the validation test, the hypothesis of
the additivity of the effects of all the factors and interactions is verified.

5.4.2/ Study by sub-sets and principal component analysis

In the previous part, an optimal setting maximizing the global score of the benchmark
was obtained. This setting may appear as an efficient starting point for running PSO but
is not suited for every problem. Indeed, it is clear that the setting strongly depends on
the problem to deal with: landscape functions, dimension. These aspects are not taken
into account with only a study on the global score. Further study is needed to better
understand the impact of the parameters on the behavior of the PSO. To this end, three
additional sets of DoEs were realized as specified in table 5.6.

Table 5.6: Study by sub-set - sets of DoEs for alternatives settings

Case 1 Case 2 Case 3

Inner Array
6 control factors

27 experiments (L27)

Outer Array
Dimension fixed (N1)

2 noise factors
105 experiments

Function fixed (N2)
2 noise factors
28 experiments

MaxFes fixed (N3)
2 noise factors
60 experiments

5.4.2.1/ Introduction to principal components analysis

Through sub-section 5.4.2, PCAs are performed. The general principle of the PCA is to
reduce the size of a data set which depends on a large number of interdependent variables,
while retaining all the information describing how the data varies between them. This
result is obtained by the definition of a new set of variables, called principal components
(PC), decorrelated from each other representing all the initial variables. The PCs are
ordered so that most of the information of variation between the initial variables is present
in the first PCs. PCA is performed by using orthogonal linear transformation such that
a set of observations of possibly correlated variables is converted into a set of values of
linearly uncorrelated ordered variables. These variables are such that each one has the
highest variance possible under the constraint that it is orthogonal to the preceding ones.
Further information on the PCA tool is detailed in [140].

With the change and reduction of variables, the PCA allows a graphical represen-
tation of the variation of the data of the DoE (table 5.6). Beyond the graphical repre-
sentation, through the reduction of the variables, the PCA makes it possible to compress
the data, reducing the number of dimensions without losing too much information. This
technique is used in many areas including signal processing. Historically, the PCA was
introduced by Pearson in 1901, and subsequently developed by Hotelling in 1933. Like
many multi-dimensional methods, it was not widely used until the advent of the digital
area, but is now well anchored in statistical analysis.
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5.4.2.2/ Dimensions

From the figure 5.3, the variables are particularly well correlated because they are collected
almost at the same location in the case where the dimension is equal to 20, 30 or 50. This
means that the variation of the dimension (between 20 and 50) has little effect on the
choice of the levels of the parameters. When the dimension is equal to 10, the value of A
is substantially greater than in the other three cases.

(a) Individuals (b) Variables

Figure 5.3: PCA in case 1 - DoEs with fixed dimensions

5.4.2.3/ Functions

From figure 5.4, the variables are much less correlated. This means that the choice of
function clearly influences the effects of the factors. Functions can be assigned to group.
the most obvious one is the one made of functions 13, 14 and 15. These functions will
share the same optimal setting. There are 3 other strong groups of 2 functions 3 - 12, 6 -
7 and 5 - 8. The other ones are not so far from each other and form a large group.

The functions of the benchmark are grouped into categories which have been settled
by the CEC [124]. The repartition of the functions into thoses categories is supposed
relevant to reflect the variety of optimization problems. It was assumed that, in PCA,
functions will be grouped according to thoses categories. However, it is absolutely not the
case. Indeed, they are based on few empirical criteria rather than some metrics caracter-
izing the properties of a function. [41] has investigated that CEC and BBOB benchmark
functions properties. This article concludes that, when considering their properties, used
functions are not so different one from another.

5.4.2.4/ MaxFEs

From figure 5.5, the variables are not correlated. Yet, there is a relationship between the
variables and MaxFEs as they are aligned along the PCA curve.

5.4.2.5/ Designs of experiments exploitation

From the exploitation of other DoEs, optimal settings for every sub-score of the benchmark
can be deduced. Those optimal settings are presented in table 5.7. For most of the sub-
scores the optimal setting is the same as the one of the global score. However, it is not the
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(a) Individuals (b) Variables

(c) Variables Zoom

Figure 5.4: PCA in case 2 - DoEs with fixed functions

(a) Individuals (b) Variables

Figure 5.5: PCA in case 3 - DoEs with fixed MaxFEs

case for some functions sub-scores. For these ones, the changes of parameter values seem
to encourage global search. This makes sense as most of them are multi-modal functions.

5.4.3/ Meta-optimization approach review

To conclude on the proposed MO approach efficiency, its main setting has been compared
with settings from other MO approaches. They have been compared through a benchmark.
Approaches and corresponding settings are presented in table 5.8.

The setting of the expert based approach has been obtained through experience
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Table 5.7: Optimal settings for the benchmark’s sub-scores

Score N c1 c2 wmin wmax Vfactor

Global 20 0.5 1.5 0.2 0.7 0.3
Alpha / Omega -
All Dimensions -

All MaxFEs -
F(3,4,8,10,11,12,13,14,15) -

F(5,6,9) - - - 0.4 - -
F1 - 1.5 - 0.4 - 0.05
F2 - - 0.5 - - -
F7 - - 0.5 0.4 - -

Table 5.8: Reviewed meta-optimization approaches and associated settings

Approach N c1 c2 wmin wmax Vfactor

DoE on Benchmark 20 0.5 1.5 0.2 0.7 0.3
Expert based 20 1 1 0.4 0.9 0.1
DoE on Function (Khosla) [61] 100 2 2 0.2 0.9 0.1
DoE on OFTS (Wang) [62] 25 2 1 0.1 0.3 0.1
DoE on RCTS (Das) [63] 50 2 2 0.9 1.2 0.1

and empirical observation made by expert in optimization of My-OCCS. Khosla’s setting
[61] have been obtained through the Taguchi method using Rosenbrock and Griewank
functions in dimension 30. Wang’s setting [62] have been obtained through the Taguchi
method using four mathematical functions, such as the Sphere and Ackley ones, in five
dimensions from 20 to 100. Das’s setting [63] have been obtained through the Taguchi
method using a single optimization real case in dimension 4.

Figure 5.6 shows that the proposed approach outperformed all other tested ap-
proaches on benchmark global score. The difference between the tested approach and the
expert-based one is less than 5%, meaning that the tested approach could not improve
much the setting found by an expert on a well studied algorithm for which good settings
are known.

From figure 5.7, it can be seen that the proposed approach is better than any other
one in terms of quality and reliability. The only exception being the value quality for
which the expert-based approach obtains better results by 5% percent.

Figure 5.8 represents the efficiency with regards of dimension. The proposed ap-
proach has better results than any other tested approaches for every studied dimension.
The efficiency variation should also be considered. For Das’ approach [63], the efficiency
increases from dimension 30 to 50 which is unusual. Meaning that Das’ approach has
found a setting efficient in high dimension. Except from this results, all tested approaches
obtain an usual decreasing slope. The proposed approach, equal with expert-based one,
obtains the softest slope. Therefore, the proposed approach should obtain good results
even in higher dimensions.

Figure 5.9 presents the efficiencies of approaches for functions of the benchmark.
The proposed approach outperforms every other ones for every functions except for f1



102 CHAPTER 5. META-OPTIMIZATION

Figure 5.6: Settings review: global score

Figure 5.7: Settings review: information sub-scores

and f15. When considering the no free lunch theorem [111], it would have been highly
unlikely that one approach outperforms every other one on each functions. The proposed
approach is outperformed by 23% on f1 and by less than 1% on f15. For other functions,
the proposed approach surpasses the second better approach by 1% to 14% and the worst
one by 13% to 69%. From those remarks, we can state that the proposed approach outruns
significantly other approaches for functions f2 to f14 and is significantly outperformed on
function f1.

Figure 5.10 represents the efficiency with regards of MaxFEs. It can be seen that
the proposed method has the best efficiency for every MaxFEs. All approaches display an
increasing variation with different rates. As the curves do not cross it is possible to rank
them. The second approach, the expert-based one, is outperformed by 1% to 5%. The
third one, Wang’s approach, is surpassed by 1% to 10%. The fourth and fifth approaches



5.5. CONCLUSION 103

Figure 5.8: Settings review: dimensions sub-scores

Figure 5.9: Settings review: functions sub-scores

are exceeded by at least 11%. It can be concluded that that the approaches of Khosla,
Wang and Das are significantly outperformed while the expert-based one is a competitor.

Finally, from the presented results it can be concluded that, with the chosen bench-
mark, the proposed MO approach which is a DoE on a benchmark has outperformed
state-of-the-art MO approaches and that only expert-based MO has a chance to be com-
petitive.

5.5/ Conclusion

In EDO, the efficiency is one of the major areas of improvement. Improving algorithm
efficiency by tuning its parameters is an approach which is not investigated enough. Tuning
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Figure 5.10: Settings review: MaxFEs sub-scores

parameters have always been a complex topic, especially as the efficiency of a setting is
strongly dependent to the problem. MO is an interesting method to tune parameters.
Currently, MO is mainly performed by DoE on TS. As it is advised to evaluate algorithm
thanks to benchmarks and not TS, it has been proposed to perform MO by DoE on a
benchmark. Two goals are sought: obtaining an efficient general setting and obtaining a
collection of alternative settings to be able to set parameters for a specific problem. The
PSO algorithm has been chosen to test this approach as it is efficient and commonly used.

The proposed MO approach is composed of a benchmark tool and a DoE method.
The chosen benchmark evaluates tested settings according to industry expectations to-
wards optimization: the efficiency. In addition, it delivers a set of sub-scores, which is
necessary in order fulfill the second goal of this article. Concerning the DoE it needs for
every scores to be paired with a mean and a SNR of used cases results. The DoE objective
is to determine the setting maximizing a benchmark score. A fractional factorial DoE has
been chosen to gather as much information as possible by doing the minimum number of
tests. The chosen DoE uses Taguchi method. The control factors are the parameters of
the algorithm while noise factors are elements generating optimization cases: dimension,
function and MaxFEs. To investigate the control factors, a L27 orthogonal array of 27
tests is used.

An optimal setting maximizing the global score of the benchmark was obtained.
Three additional sets of DoEs were realized to find optimal settings for every benchmark
scores. For most of the sub-scores, the optimal setting is the same as for the global
score. PCA were conducted on the results of those sets of DoE. PCA allows a graphical
representation of sets of data variation of DoEs. From PCA several conclusions can be
made. The dimension variation, between 20 and 50, has little effect on the choice of the
values of the parameters. Different settings should be used for the different groups of the
identified functions. CEC functions classification is not consistent for the selection of the
values of the parameters. There is a relationship between MaxFEs and the optimal setting.
The main setting of the proposed MO approach has been compared with settings from
other MO approaches. They represent different current state-of-the-art MO approaches
which have been tested with the benchmark used in this article. The proposed approach
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outperforms all other tested approaches on the benchmark global score. Apart from few
exceptions, it also obtains significantly better results for sub-scores. Only expert-based
MO is truly competitive.

In a theoretical context, the interest of the proposed MO approach, a DoE on a
benchmark, is validated. This approach has provided a significantly better than existing
setting. In addition, this approach has yielded several alternative settings to adapt to
different problems. To expand from this study theoretical context, it could be interesting
to use a real-case benchmark. PCA results indicate that, for this case, not all benchmark
optimization cases had an impact on the choice of the values of the parameters. By
narrowing the benchmark onto useful cases, MO through the use of an algorithm instead
of the DoE might be considered.
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6.1/ Introduction

As explained in the introduction, the SMART-INN partners are looking forward to reduc-
ing their production costs due to the manufacturing uncertainties and, consequently, due
to the number of flaws. Therefore, a determinist optimization, not taking the uncertainties
into account, is not sufficient. A fiabilist optimization method, taking the uncertainties
into account, should be developed. Moreover, one of the challenges identified by [8] is
the lack of optimization engine [9] taking uncertainties into account. This article has also
stated that it is particularly true for the industrial companies dealing with a wide range
of complex designs, which is the case of this thesis. However, taking uncertainties into
account, which usually increases the running time [141], is not sufficient. Indeed, the ma-
jority of the companies tries to achieve optimized design as a balance between cost, quality
and time [8]. Therefore, an optimization solution considering the uncertainties without
degrading the resolution time nor the solution quality should be developed.

Each of those three aspects of optimization (quality [142], time [141] and cost [143])
is a topic of research by itself. Quality, being how satisfaying the solution is, is linked
to the resolution method robustness. Robust optimization methods have been and are
still widely investigated, as the number of new algorithms published proves [13]. Time
corresponds to the time to run an optimization problem. The running time, though it
could be reduced by techniques such as meta-model [144], is often measured in function
evaluations [19]. The cost, among other things, depends on how the uncertainties are taken
into account. Indeed, a solution sensitive to the uncertainties will lead to high failure rates
during manufacturing, increasing production costs. This topic is addressed by techniques
such as the ones tested in [145]. Addressing several of these three topics at a time is
not an easy task. It has been done, for instance, by [144], which uses meta-models to
perform optimization under uncertainties, in order to improve time and cost. To meet the
industrial requirements, an optimization method should be both fast and efficient while
considering uncertainties.

How to take the uncertainties into account is a wide topic. First, the uncertainties
could have several sources and could impact several elements of the optimization problem
[64]. Depending on which kind of uncertainties is considered, the determinist formulation
of an optimization problem, in equation 1.1, will change in a different way. In the case of
industrial problems faced during this thesis:

� The designers are looking for solutions so that X% of the produced products re-
spects the bill of specification. This corresponds to the Reliability-Based Design
Optimization (RBDO) [146].

� Only uncertainties on variables will be considered.

This kind of problems, RBDO ones considering only variables, will be refereed as
’fiabilist optimization’ (FO) ones. These problems could be formulated as in equation 6.1.
This equation is based on the determinist one, equation 1.1. In equation 6.1, ∆ is the
vector of uncertainties, P is the probability function and X is a probability defined by the
designer.
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(P f ia)



minX∈S ∈ F(X,∆)

P(G(X,∆) ≤ 0) ≥ X%

P(H(X,∆) = 0) ≥ X%

X = (x1, · · · , xD)

(6.1)

Solving a FO problem requires to use fiabilist evaluations. A fiabilist evaluation [64]
could be classified into two categories: statistic evaluations and probabilist evaluations.
In the statistic evaluation case, daughter evaluations are used. A daughter evaluation is
a sub-evaluation which is determinist, performed in the uncertain area. The uncertain
area is the part of the search space, centered around the solution to evaluate, defined
by the uncertainties. In the statistic evaluation case, a set of daughter evaluations is
done in the uncertain area. The satisfactions (see chapter 3) of daughter evaluations
will be aggregated [21] to produce the satisfaction of the statistical evaluation. This
method will drastically increase the number of evaluation because for every statistical
evaluation, several daughter evaluations should be made. In the probabilist evaluation
case, a constraint is added to the existing ones. The failure probability [64] should be
inferior to a threshold, defined by the designer. This failure probability could be computed
either by a Monte-Carlos method [147] or by an indicator-based method [64] such as
Rjanitzyne-Cornell [148] or Hasofer-Lind [149] ones. In Monte-Carlos case, as for statistic
evaluations, a set of daughter evaluations should be made. Concerning indicator-based
methods, they require to know the distribution laws of the uncertainties which is not
always the case. The fiabilist optimization methods, using fiabilist evaluations, increases
drastically the number of evaluations.

To perform a fiabilist optimization without increasing radically the number of evalu-
ations, a solution could be to use both fiabilist and determinist evaluations. As explained
in the introduction, to solve an engineering design optimization (EDO) problem [8], it has
been chosen to use population-based stochastic global meta-heuristic. They use a part
of the solution for global search mechanisms. Therefore, a sparing fiabilist optimization
(SFO) method, using fiabilist evaluations only for solutions used in global search mech-
anisms, is proposed. This method will be designed and tested with the particule swarm
optimization (PSO) [54] algorithm, as this algorithm is both efficient (see chapter 1) and
easy to modify.

The SFO method proposed in this chapter uses statistical evaluations which will be
detailed in section 6.2. The SFO method, which uses both statistical and deterministic
evaluations, will be explained in section 6.3. How the proposed SFO has been tested will
be presented in section 6.4. Finally, the results will be presented and discussed in section
6.5.

6.2/ Statistical evaluation

This section intends to detail how the statistical evaluations used by the SFO method are
performed. The statistical evaluation process is described in sub-section 6.2.1. In this
process, daughter evaluations are drawn as explained in sub-section 6.2.2. The daugh-
ter evaluations sample size is fixed as explained in sub-section 6.2.3. Finally, how the
satisfaction of the statistical evaluation is computed will be presented in sub-section 6.2.4.
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6.2.1/ Statistical evaluation overview

The way how a statistical evaluation works is summarized by figure 6.1. A set of daughter
evaluations are performed into the uncertain area. As a reminder of section 7.1, a daugh-
ter evaluation is a sub-evaluation which is deterministic. These daughters evaluations will
produce deterministic satisfactions which will be aggregated by a X% confidence limit to
produce a fiabilist satisfaction. This fiabilist satisfaction represents the minimal satisfac-
tion obtained by X% of the solutions inside the uncertain area. The satisfaction of the
statistical evaluation will be this fiabilist satisfaction.

Variables
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Uncertain area

Uncertainties

Determinist evaluations

Daughter evaluations

Fiabilist evaluation

%

Figure 6.1: The fiabilist evaluation

6.2.2/ Daughter evaluations drawn

The uncertain area, denoted A, in which daughter evaluations are made, is defined by
equation 6.2. In this equation, xi is the the i-th variable of the statistical evaluation. ∆i is
the uncertainty on the i-th variable. The values of the ∆ vector are defined by the designer
during the formulation phase (see chapter 1). Finally, Ai is the uncertainty range for a
given xi.

∀i, Ai = [xi − ∆i, xi + ∆i] (6.2)

The coordinates of the daughter evaluations are computed according to equation 6.3.
In this equation, x′i (respectively xi) is the i-th coordinate of the daughter (respectively
statistical) evaluation. The random uncertainty vector, δ, is randomly drawn so that the
coordinates of the daughter evaluation will be inside the uncertain area.

x′i = xi + δi with δi ∈ [−∆i,∆i] (6.3)
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The random selection of daughter solutions is realized according to a normal dis-
tribution law as it is one of the most commonly used laws in RBDO [64]. The normal
distribution law has been set as in equation 6.4.

δi ∼ N(0, σ) with σ =
∆i

2.5
(6.4)

In this equation, σ has been chosen so that 99% of the daughter solutions will be
inside the uncertain area [xi − ∆i, xi + ∆i]. Indeed, the cumulative distribution function of
the standard normal is equal to 99% for σ = 2.5 [150]. How many daughter evaluations
are used is explained in sub-section 6.2.3.

6.2.3/ Sampling size

In order for the statistical evaluation to make sense, the number of daughter evaluations
must be sufficient for the statistical analysis to be reliable. To determine the sampling
size, the World Health Organization (WHO) recommendations [151] have been followed.
In a confidence limit case, it leads to equation 6.5.

n =
t2 p(1 − p)

e2 (6.5)

Equation 6.5 notations are given in table 6.1.

Table 6.1: Sampling size equation notation

Notation Description Comment Typical
value

n Sampling size What is computed 20
t Margin coefficient de-

duced from ’c’
Cf. [150]’s inverse cumulative distri-
bution function

0

c Confidence limit Defined by the designer 50%
p Supposed proportion of

elements validating the
test

Is equal to s in our case 50%

e Relative error margin
on the measure

The allowed error is defined by the
optimizer

5%

A few comments about equation 6.5 are made here:

� First, it is considered that p = c: The sample is used to compute a X% confidence
limit, c. This means that X% of the sample will have a better satisfaction than
the statistical evaluation one. Thus, the percentage of the sample which succeeds in
having a better satisfaction than the satisfaction of the statistic evaluation is X%.
Hence, by extension the supposed proportion of elements validating the test, p, is
equal to X%. Therefore, p = X% = c.

� By default, e = 5%: The lower e is set the more accurate the confidence limit will
be. For this reason, only values of e inferior to 10% are considered. On the opposite,
the higher e is set the lower the population will be and the lower the impact on
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resolution will be. Figure 4.11 shows that if MaxFEs ≤ 0.1, the efficiency of the
algorithms drops. For an algorithm using a population of N = 100 individual, if the
sample size is n = 1000, at each iteration, the number of evaluations made will be
at least multiplied by 10. This is equivalent to having MaxFEs = 0.1. Thus, with
MaxFEs ≤ 1, n should remain inferior to 1000 for the algorithm to stay efficient.
Figure 6.2 shows that, with e ≤ 2%, n ≤ 1000. So, the default value of e should be
superior to 2%. On the opposite, with e = 10%, n drops to 1 which is not consistent
with the concept of the statistical evaluations. Thus, e should be strictly inferior to
10%.

Figure 6.2 shows sample size (n) with respect to the confidence limit (c) for different
relative error margins (e). The sample size varies from a few samples to nearly a million.
It can be observed that the lower the value of e is the smaller the sample is. With e = 5%,
the default value, n ∈ [4, 116].

Figure 6.2: Sample size with respect to the confidence limit for different relative error
margins

6.2.4/ Satisfaction computation of statistical evaluations

To compute the satisfaction of the statistical evaluation, noted s, a X% confidence limit,
given in equation 6.6, is used. This confidence limit is computed from the set of the
daughters evaluations satisfactions, noted s∆. In this equation, the satisfaction of a single
daughter evaluation is noted sδ, µ is the mean function and σ is the standard deviation
function. The confidence limit percentage, X, is meant to be defined by the designer during
the formulation phase. This equation relies on the hypothesis that the satisfaction of the
daughter evaluation are following a Gaussian distribution law.

s = µ(s∆) − α · σ(s∆)
with α such as P(sδ ∈ [µ(s∆) − α · σ(s∆),+∞]) = X%

(6.6)
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6.3/ Sparing fiabilist optimization method

This section presents the SFO method through its application to PSO. For other algorithms
this method should be adapted according to the remarks given at the end of this section.
The method is explained by algorithm 2 which relies on figure 6.3. This figure displays a
population of points in a two dimensional search space. In the SFO method, the evaluations
which are considered the best ones are the ones having the highest satisfactions.

Algorithm 2 Sparing Fiabilist optimization method pseudo code - In PSO case

1: All population points are evaluated in a deterministic way (figure 6.3(b))
2: The best determinist evaluation is identified. At this point, this evaluation is also the

iteration best evaluation. In a determinist resolution, the population is supposed to
converge to this point. This defines the potential convergence (figure 6.3(c)).

3: The best determinist evaluation is re-evaluated in a fiabilistic way (figure 6.3(d)). The
determinist satisfaction of this point is replaced by its statistical satisfaction. This
evaluation is now a fiabilist one.

4: The potential convergence is re-evaluated (figure 6.3(e)): First, the best fiabilist eval-
uation and the best determinist evaluation are identified. Then, the iteration best
evaluation, which could be determinist or fiabilist, is defined. Finally, the potential
convergence, which heads towards the iteration best evaluation, is determined.

5: while Iteration best evaluation is not the Best fiabilist solution (figure 6.3(g)) do
6: The best determinist solution is re-evaluated in a fiabilistic way and then the po-

tential convergence is re-evaluated (figure 6.3(f)). As statistical evaluation is likely
to degrade the satisfaction of the solution, the iteration best evaluation has a great
chance of being a determinist solution. Therefore, in order for the iteration best
solution to the fiabilist best solution, this step will probably be iterated several
times.

7: end while
8: The final convergence is set and the algorithm could proceed in converging the pop-

ulation towards the iteration best solution, which is a fiabilist one (figure 6.3(h)). It
might happen that during the iterative part of this method, all points are re-evaluated.
In this case, the final convergence will happen with all points evaluated in a fiabilistic
way (figure 6.3(i)).

A few remarks could be made about the SFO method:

� To reduce the computation time, the percentage of fiabilist evaluations should be
the lowest possible. The higher the population the higher the chance of having a
small percentage of fiabilist evaluations. Therefore, the population should be large
enough, typically more than 50 individuals.

� Step 3 consists in re-evaluating the best solution of the current iteration. For the
PSO chosen as an example [54], only one solution is used for the global convergence.
In the case of an algorithm using several solutions for global convergence, for instance
a 4-cluster PSO [152] or a CMAES [52], the method should be adapted. In this case,
all solutions used for the global convergence should be re-evaluated. In this case, it
will be even more important to consider a large population.

� Steps 5 consists in chained re-evaluations. At this step, exactly as for step 3, it might
happen that several solutions should be re-evaluated. The chain of re-evaluation will
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Figure 6.3: The SFO method scheme - Pictured in the PSO algorithm case

then stop only if all solution used for global research mechanism have been evaluated
in a fiabilist way. Hence, at step 6, all solutions used for global convergence are
evaluated in a fiabilistic way.

6.4/ Sparing fiabilist optimization test method

This section will present how the proposed method has been tested. As mentioned the
introduction of chapter 4, in order to avoid false conclusions, algorithms should be tested
on benchmarks [13]. Moreover, there are two benchmarks of reference, the CEC [112] and
the GECCO [113]. There is no version of the CEC benchmark with uncertainties. There
is a Noisy version of the CEC benchmark [153]. However, in this version the uncertainties
apply to the objective function and not the variables. So, neither the CEC nor the BBOB
match our requirements. Therefore, the SFO method will be tested on a fiabilist version
of the benchmark developed in chapter 4.
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This fiabilist version is presented in sub-section 6.4.1. How the method has been
tested thanks to this benchmark is described in sub-section 6.4.2.

6.4.1/ Fiabilist version of the benchmark

This sub-section presents how the benchmark detailed in chapter 4 has been modified to
test fiabilist methods. Some modifications have been made to lower the difficulty of the
problems in order to compensate for the addition of uncertainties and others have been
made to avoid technical difficulties. The modifications are the following:

� Uncertainties on variables have been added: They have been added according the
formulation of equation 6.1. For the industrial problems faced in this thesis, the
order of magnitude of the uncertainties relative to the search space is about 1%.
The search space of the problems composing the benchmark is S = [−100, 100]D.
Therefore, for the uncertainties to have the same order of magnitude, relative to
the search space, it has been chosen so that the range of the uncertainties will be:
∆ = [−1, 1]D.

� The Shift vector (see section A.5), noted s, is now randomly drawn in [−10, 10]D

instead of [−100, 100]D: It might happen that the global fiabilist optimum corre-
sponds to the global determinist optimum or may be close to it. It could happen,
for instance, in the case of a function having a low dispersion [41]. In this case, the
landscape of the function could be a funnel which is a global basin shape composed
of clustered local optima [154]. Therefore, to avoid the inconvenience of having the
global fiabilist optimum close to the search space edges, it has been chosen to narrow
the shift vector to s = [−10, 10]D.

� The set of dimensions used by the benchmark have been changed to {10, 20, 30}
instead of {10, 20, 30, 50}: D50 has been removed to face the increasing difficulty of
FO problems.

� On the opposite, the set of functions remains unchanged for the method to be tested
with functions having different sensitivities to uncertainties: Some functions having
high ruggedness [155] or deep-valleys [8, 41], such as ’Katsuura’ (equation A.12),
will be sensitive to uncertainties. On the opposite, other functions having smooth
landscapes with low-ruggedness [155], such as ’Bent Cigar’ (equation A.8), will be
less sensitive to uncertainties.

� The set of MaxFEs used by the benchmark have been changed to {1, 2, 5, 10}: It
is considered that MaxFEs = 1 is sufficient to solve deterministic problems [124].
However, to face the increasing difficulty of fiabilist problems, the running time
and by extension the allowed number of evaluations (FEs) might be increased [141].
Thus, MaxFEs ≥ 1 will be used. The SFO is meant to perform fiabilist optimization
without increasing too much the running time. As mentioned in the introduction,
in order to match the rapidity challenge of this thesis, it is wished to reduce the
optimization process delay to a few days. With MaxFEs = 1, the typical running
time of the problems faced in this thesis is 8 hours. With MaxFEs = 10, the running
time should last about 3 days, which is more or less the time limit to respect. Thus
MaxFEs should remain lower or equal to 10.
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� In MaxFEs aggregation (AM), the raw weights of MaxFEs (W) have been changed.
Wm = 1/MaxFEs and thus W = {1, 0.5, 0.2, 0.1}: MaxFEs = 1 is supposed to be
sufficient to solve determinist problems [124]. As no other reference for fiabilist
problems exists, it will be chosen for these problems as well. Therefore, if MaxFEs ≥
1, it would be considered that the algorithm is given ’additional’ time to solve the
problem. The higher the MaxFEs, the lower the designer’s satisfaction because of the
increasing running time. Thus, for MaxFEs ≥ 1, the higher MaxFEs, the lower it
should be weighted. In optimization, time could be measured in function evaluations
(FEs) [19], which are proportional to MaxFEs (see equation 4.1). As in chapter 4,
it would be considered that designer’s satisfaction toward a run of optimization is
inversely proportional to the time required to perform it. Therefore, an inverse law
is used to weight MaxFEs.

6.4.2/ Test of the sparing fiabilist optimization

This section will explain how the SFO method has been tested. First, the resolution
method will be presented. Then the conducted tests will be detailed.

To test the SFO method, the normalized evaluations approach, developed in chapter
3, has been used. The PSO [54] algorithm has been used as it is the algorithm chosen
to develop method during this thesis. The chosen setting to test the method has been
obtained by one of the additional meta-optimization realized in chapter 7. This setting,
given in table 6.2, has been chosen for three reasons:

� A high N value: The higher the population, the lower the ratio of fiabilist evalua-
tions over determinist ones. The lower this ratio, the lower the number of daughter
evaluations made. The lower the number of daughter evaluations, the smallest the
impact on resolution.

� A low Vfactor value: Adding uncertainties to a problem will harden the task of finding
the global optimum. Thus, the search space should be explored more carefully. This
would be done by encouraging exploration over exploitation [44]. A low Vfactor will
avoid premature convergence [156] and encourage exploration by reducing conver-
gence.

� This setting is the only one obtained through a meta-optimization using the NE
approach (see chapter 3): A setting obtained by meta-optimization is optimized for
the problem which is used as an evaluation tool. Therefore, settings found by a
meta-optimization approach that has not used the NE approach might not be suited
for the problem considered.

Table 6.2: PSO parameters setting chosen to test the SFO method

Parameters N c1 c2 wmin wmax Vfactor

DoE test problem (NE) 50 0.8 1.2 0.25 0.75 0.1

To assess the benefit of using the SFO method, a comparison must be performed.
It is done with two other FO methods using the same statistical evaluation method:
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� The ’posterior’ FO method [157]: In this case, only determinist evaluations are used
to solve the problem. The solution found is re-evaluated in a fiabilist way at the
very end of the run.

� The ’prior’ FO method [157]: In this case, only fiabilist evaluations are used to solve
the problem.

The three tested methods will be referred as ’posterior’, ’sparing’ and ’prior’. These
methods have been chosen as they could be used with the statistical evaluations allowing
standard comparisons with the sparing method. Those three methods have been tested
with several confidence limits: {5%, 10%, 20%, 50%, 80%, 90%, 95%}. These confidence lim-
its have been chosen so that:

� A large part of the spectrum of the possible limits ([0%, 100%]) is covered: No
assumption is made about designers’ choice on the confidence limit.

� From the center of the range (50%) to the edges (0% and 100%), confidence limits
are chosen along a logarithmic scale: It is assumed that, the closer the confidence
limit is to a spectrum edge (0% or 100%), the fastest the the variation of the score
of the benchmark will be. Thus, more confidence limits should be tested near the
edges of the spectrum (0% and 100%) rather than near its center (50%).

6.5/ Results and discussion

This section will present and discuss results obtained by the fiabilist methods on the
uncertain benchmark. First, sub-section 6.5.1 will introduce the raw results and discuss
what should be of use from them. Then, sub-section 6.5.2 will discuss the confidence-
limit-average of scores of the fiabilist methods. Finally, sub-section 6.5.3 will present the
influence of the confidence limit on the scores of the benchmark.

6.5.1/ Raw results

All the scores of the benchmark obtained by the three tested fiabilist methods for each of
the seven tested confidence limits are given in table 6.3. Vertically, the table is divided by
fiabilist methods and then by confidence limits. Horizontally, the table displays: the global
score, information sub-scores and sub-set sub-scores. Details about the computation of
scores and their meaning could be found in chapter 4.

Considering the amount of data in this table, it has been decided not to discuss them
directly but to identify topics of interest and analyze them. To ease these analysis, it is
considered that a score variation inferior or equal to 0.1 is not ’consequent’ enough to be of
interest and analyzed. Based on this assumption, the score variation of posterior method,
with respect of confidence limit, are not consequent. This could be explained as in the
posterior method case, the algorithm will converge to a deterministic optimum no matter
the confidence limit. In the sparing method case, the scores having a consequent variation,
with respect of the confidence limit, are the following ones: convergence, alpha, D30, F1,
F5, F11, F12, F15, M5 and M10. In this case, the information sub-scores (D,F and M)
variations could be explained by the convergence sub-score one. In the Prior method case,
the scores not having a consequent variation, with respect to the confidence limit, are
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Table 6.3: The scores obtained by the tested fiabilist methods (×1000) on the uncertain
benchmark, for the different confidence limits.
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F6-F9. In this case, global, alpha, omega, dimension and MaxFEs scores variation could
be explained by value and convergence variation. Therefore, the scores which have to be
investigated in sub-section 6.5.3 are: value, convergence and the function for the ’prior’
method.

6.5.2/ Average scores obtained by the methods

This sub-section will compare fiabilist methods based on their scores on the benchmark.
To ease the comprehension, for each method, the given scores are the average of scores
obtained for the different confidence limits.

Fig 6.4 presents the average global score obtained by the fiabilist methods. It could
be noted that the posterior method is the most efficient one, but by less than 0.1 point.
Indeed, the efficiency of the methods remain between 0.35 and 0.4. Thus, as no method
consequently outperforms one another in terms of efficiency, sub-scores should be carefully
investigated.

Figure 6.4: Fiabilist methods review: Average global scores

Figure 6.5 presents the average information sub-scores obtained by the fiabilist meth-
ods. About the value sub-score, it could be said that the sparing and prior methods, with
a value quality of 0.4, are consequently superior to the posterior one which has a value
quality of 0.3. The posterior method whose convergence sub-score is superior to 0.9, has a
fast convergence. The convergence of the prior method, which is about 0.4, is consequently
superior to sparing one whose value is about 0.3. Thus, if a good value is sought, the prior
method, or eventually the sparing one, should be chosen. Whereas, if a fast convergence
is sought, the posterior method should be preferred. The tested fiabilist methods have the
same alpha sub-score, 0.4, but different omega sub-scores, all between 0.3 and 0.4. Thus
no method consequently outperforms one another in terms of alpha or omega sub-scores.

Figure 6.6 presents the average dimension sub-scores obtained by the fiabilist meth-
ods. For each method, the scores remain steady and are similar to global score ones. The
impact of the dimension on the choice of a fiabilist method could be neglected.

Figure 6.7 presents the average function sub-scores obtained by the fiabilist methods.
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Figure 6.5: Fiabilist methods review: Average information sub-scores

Figure 6.6: Fiabilist methods review: Average dimension sub-scores

For uni-modal functions (F1 and F2), the posterior method is consequently more efficient
than the sparing and prior ones. Indeed, in a uni-modal case as there is only one optimum,
a method using only determinist evaluations is advantaged. For multi-modal functions
(F3-F9), the scores of the sparing method are equal to 0.2, or to 0.3 in F5 case. The
sparing and prior methods obtain scores inferior or equal to 0.2, except for F5 in which
case they are inferior to 0.2. For these functions, no methods could be considered truly
efficient and it could be explained by the local minimum area which is too small compared
to the uncertain area. Also, it is with these functions that algorithms tested in chapter
4 obtained the poorest results. Concerning hybrid functions (F10-F12), the posterior
method is about 0.1 above the sparing and prior ones whose results are never different
by more than 0.3. On these functions, their scores are going from 0.3 to 0.8 meaning
that the methods are efficient. For composite function (F13-F15), their scores varies from
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one function to another. On F14, no method obtains a score higher or equal to 0.2. On
F13 and F15, the methods obtain almost exactly the same scores. On these functions,
the scores of the sparing and prior methods are about 0.5 while the ones of the posterior
method are consequently inferior being equal to 0.2. Based on previous remarks, it could
be stated that the efficiency of the tested fiabilist methods strongly depends on the test
functions. If efficiency is key, the sparing and the prior methods are to be preferred on
composite functions. On the contrary, the posterior method is to be favored on uni-modal
and hybrid functions. As for multi-modal ones, no method could be considered truly
efficient and none is advised over another.

Figure 6.7: Fiabilist methods review: Average function sub-scores

Figure 6.8 presents the average MaxFEs sub-scores obtained by the fiabilist methods.
The scores of the posterior method remain steady at 0.4 while the ones of the prior and
sparing methods slowly increase from 0.35 to 0.45, which is not consequent. For MaxFEs ≤
2, the posterior method is not-consequently superior to the sparing and prior ones while
it is the opposite for MaxFEs ≥ 2.

For the study of the confidence-limit-average of the scores of the benchmark, a few
conclusions can be stated:

� No method consequently outperforms another one in term of global efficiency.

� All methods have a convergence and value quality superior to 0.3. Therefore, no
tested methods sacrifice either the value nor the convergence.

� The prior method, or eventually the sparing one, is to be preferred to have a high
value quality while the posterior one is to be preferred in order to achieve a fast
convergence. The sparing method is a competitor to the prior one in terms of value
and convergence.

� Run reliability (which is linked to alpha and omega scores), Dimension and MaxFEs
do not consequently impact the choice of a fiabilist method.

� The efficiency of a fiabilist method strongly depends on the test functions.
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Figure 6.8: Fiabilist methods review: Average MaxFEs sub-scores

6.5.3/ Influence of the confidence limit

This section will present the influence of the confidence limit on the scores of the bench-
mark.

Figure 6.9 presents the global score variation with respect of the confidence limit
for the different fiabilist methods. It can be observed that the efficiency of the posterior
method remains almost equal to 0.4 no matter the confidence limit. As for the sparing
(respectively the prior) method, the efficiency decreases from 0.4 (respectively 0.5) to 0.3.
For c ≤ 50%, the prior and the sparing methods are superior to the posterior one, but not
by more than 0.1. On the opposite, for c ≥ 50%, the prior and the sparing methods are
inferior to the posterior one, but by less than 0.1. Thus, for tested confidence limits, no
method is consequently more efficient than another.

Figure 6.9: Fiabilist methods review: Global score with respect of the confidence limit
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Figure 6.10 presents the value sub-score variation with respect of confidence limit
for the different fiabilist methods. For all tested methods, the value remains the same for
all tested confidence limits. The value of the prior and the sparing methods is equal to
0.4 while the value of the posterior one is equal to 0.3. In this case, confidence limits have
a negligible influence on the quality of the value. Several explanations could be given to
this surprising result. The uncertainties are small enough for the function variation to
be negligible. The logarithmic scale used to normalized the objective-function masks the
value decrease due to the increase of the confidence limit. Finally, the optimums of the
functions used by the benchmark are wide compared to the uncertain area.

Figure 6.10: Fiabilist methods review: Value sub-score with respect of the confidence limit

Figure 6.11 presents the variation of the convergence sub-score with respect of the
confidence limit for the different fiabilist methods. The convergence sub-score of the
posterior method remains almost equal to 1. This could be explained because of different
factors. First, with a posterior method, the problem is solved as if it was determinist,
which explains why the confidence limit does not impact on the convergence. Then,
MaxFEs is higher than 1 which is high for a ’pseudo-determinist’ resolution. Finally, PSO
possesses a fast convergence (see chapter 4). The convergence of the sparing and the
prior methods, which decreases, seems to be inversely proportional to the sample size,
depicted in figure 6.2. The convergence of the sparing (respectively the prior) method
decreases from 0.6 (respectively 0.8) for c = 10% to 0.1 for c = 95%. It seems that there
is an inversely proportional relation between the sample size and the convergence speed.
Indeed, a sample size increases will induce an almost proportional increase in the number of
evaluations done during an iteration. In addition, this is consistent with the almost equal
to 1 convergence speed of the posterior method which does not use statistical evaluations
to solve the problem.

In order to investigate the influence of the confidence limit on the function sub-
scores, figure 6.12 presents the variation of the function sub-score with respect to the
confidence limit for the prior method. It appears that, for all the functions, the variations
are decreasing proportionally to the inverse of the sample size. In average, there is a
function sub-score decrease of 0.2.

Some conclusions could be made based on this study:
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Figure 6.11: Fiabilist methods review: Convergence sub-score with respect of the confi-
dence limit

Figure 6.12: The influence of the confidence limit on the function sub-scores obtained by
the prior function

� The tested methods have a similar efficiency.

� Thus, if a good value is sought, the prior method, or eventually the sparing one,
should be chosen whereas if a fast convergence is sought, the posterior method should
be preferred.

� The efficiency of the tested methods depends on the confidence limit and the function
combination. Thus, some exceptions to the global remarks might occur.
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6.6/ Conclusion

In order to take uncertainties into account without increasing too much the computational
time, a SFO method has been developed. This method uses both determinist and statis-
tical evaluations. A statistical evaluation is achieved by performing a sample of random
determinist evaluations into the uncertain area. The sample is sized according to the
WHO sampling rules. The SFO method is so that, after that all of the evaluations of an
iteration have been performed in a determinist way, solutions serving for the global search
mechanisms are re-evaluated in a fiabilist way.

The SFO method has been tested on the uncertain version of the benchmark, with
different confidence limits, and compared with two other fiabilist methods. A few remarks
could be made from the discussion of the results:

� The efficiency of the SFO method is equal to the posterior and prior ones.

� The convergence and value quality of the SFO method are both superior to 0.3.

� The SFO method obtained the highest value quality of 0.4 which is equal to the one
obtained with the prior method.

� The efficiencies of the fiabilist methods depend on both the function and the confi-
dence limit. Hence, the proposed method could be the most efficient one for some
combinations of functions and confidence limits.

A remark about the results and the conclusion of this work has to be made. The
set of functions used to test this method might be lowering the benefit of using it. The
landscapes of the functions of the benchmark have been characterized and compared to
the one of the test problem of this thesis in section A.10. It appears that the micro and
macro ruggedness of the function of the benchmark are drastically lower than the one of
the test problem. The higher the ruggedness, the higher the satisfaction degradation due
to uncertainties is likely to be. Therefore, the FO methods have been tested on theoretical
cases where the satisfaction degradation due to uncertainties is not as important as it is on
the cases faced in this thesis. Therefore, the set of functions might be not sensitive enough
to uncertainties for the SFO method to fully exhibit its full potential. It may be interesting
to investigate the benefit of using the SFO method on a version of the benchmark with
test functions having ruggedness values similar to the one of the real cases faced in this
thesis.

The SFO method has been tested with different values of the confidence-limit, each
time on 180 cases as the uncertain benchmark has been used as test method. The SFO
method has been proven to be of interest in terms of value quality and efficiency. The re-
sults obtained in terms of value and convergence quality are consistent with the profitability
challenge of this thesis. This method might be improved with further investigations. For
instance, as the current sample sizing method induces a large population having a negative
impact on the convergence speed, different sample strategies could be tested to improve
the trade-off between the value quality and the convergence speed.
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7.1/ Introduction

The demand for Micro Electro-Mecanical Systems (MEMS) and Radio-Frequencies (RF)
devices in particularly is increasing [1]. This is due to several mega-trends such as telecom-
munication, 5G or Smart automotive. Article [1] also states that ’Driven by the complex-
ities associated with the move to 5G and the higher number of bands it brings, there
is an increasing demand for RF filters in 4G/5G, making RF MEMS (BAW filters) the
largest-growing MEMS segment.’ and that ’This market will soar from US$2.3B in 2017
to US$15B in 2023.’.

To face the ever increasing needs of some markets, such as telecommunications with
the 5G application, RF filters specifications should be improved. These specifications,
detailed in sub-section 7.2.6, depend among other factors on the RF filter sizing.

As explained in the introduction, during an engineering process, once the product
architecture has been defined, the product should be sized. The sizing phase is currently
performed by an expert-based approach. The expert-based optimization does not satisfy
the challenges of this thesis:

� Rapidity, which is how fast the optimization problem is solved. Currently, sizing a
RF filter can last up to two weeks for an experienced designer. One of the goal of
this thesis is to reduce this delay to a few days.

� Efficiency, which is how satisfying the product specifications are. Currently, when
the bill of specifications is tough, even an experienced designer does not always find
a sizing respecting all the required specifications. Another goal of this thesis is to
find a solution fully satisfying the bill of specifications, even if it is a tough one.

� Profitability, which is how affordable the product is. Currently, some designs have
a high failure rate due to manufacturing uncertainties. The last goal of this thesis is
to reduce this rate by taking the manufacturing uncertainties into account during the
sizing phase. In order to do so, the optimization process should lead to the selection
of a reliable design.

To match with the challenges of this thesis, the sizing could be achieved through
algorithmic optimization, see chapter 1. The RF filter sizing, which is an engineering
design optimization (EDO) problem, will therefore be performed by an algorithm.

The optimization of RF devices has already been realized both by expert-based
optimization [158, 159] and by algorithmic optimization [160, 161]. Article [161] concludes
that better solutions could be found by improving the optimization means, such as the
optimization algorithm. Therefore, to face the challenges of the RF market in terms of
specifications, optimization methods adapted to RF filter should be developed.

This chapter aims to present how to use the EDO methods developed in this thesis
on RF filter design optimization problems. The methods used in this chapter are the
ones developed in chapters 2, 3, 4, 5 and 6. This chapter will focus on SAW filters as it
corresponds to the industrial problems faced during this thesis.

To present the EDO application to SAW filter design, SAW filter design should be
introduced first, which is done in section 7.2. Then, to solve a SAW filter design optimiza-
tion problem, it should be formulated. Thus, how the methods linked to formulation, the
framework and the NE approach, have been used is presented in section 7.3. Once the
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problem has been formulated, a resolution method should be defined. How the methods
related to the resolution, the benchmark and the MO, have been used is presented in sec-
tion 7.4. Finally, the resolutions of the SAW filter design and the results will be discussed
in section 7.5.

7.2/ SAW filter engineering

This section intends to present the SAW filter engineering process in order to understand
the SAW filter optimization process. First, as the designer’s goal is to design the filter in
order to respect the specifications, they will be presented in sub-section 7.2.1. Then, an
overview of the SAW filter working scheme will be detailed in sub-section 7.2.2. Finally, the
following sections present the the steps of the SAW filter design process: The materials
choice (sub-section 7.2.3), the architecture definition (sub-section 7.2.4), the modeling
(sub-section 7.2.5), the sizing (sub-section 7.2.6) and the production (sub-section 7.2.7).

7.2.1/ Specifications of the SAW filter

This section will introduce the specifications of the SAW filter which are related to the
transfer function. The designer’s task is to design the filter in order to respect these
specifications.

The specifications of the filter related to transfer function are given by figure 7.1.
The transfer function should remain inside the template, meaning that this curve should
be above the lower limit curve and under the upper limit curve. The part of the amplitude
spectrum above lower limit curve will be referred as the bandwidth. The center frequency,
f0, is the frequency at the center of the lower limit. The insertion loss, which is the
signal amplitude loss at the center frequency, should be lower than a threshold. The
ripples, corresponding to the amplitude variation within bandwidth, should be lower than
a designer-defined value. Finally the group delay should be inferior to a limit.

7.2.2/ Working scheme overview of the SAW filter

The SAW devices use the piezo-electric effect [162] which converts electrical charges into
mechanical stress and inversely. The SAW filter working scheme is explained through the
delay line filter example, given in figure 7.2. It could be summarized like this:

1. The signal to filter reaches the inter-digited transducers (IDT) composed of periodic
inter-digited electrodes. The electrical potential of electrodes will fluctuate.

2. Due to this potential fluctuation the piezo-electrical substrate in contact with the
electrodes will be deformed. The deformation is periodical due to the periodicity of
electrodes.

3. The local periodical substrate deformations will create an acoustic wave.

4. This wave will propagate through the substrate, in gaps, with electrical potential
fluctuation linked to the piezo-electric substrate.

5. When the acoustic wave encounters a mirror, composed of periodic discontinuities,
the wave is partially reflected and the rest of the wave keeps going.
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Figure 7.1: Filter specifications on the transfer function

6. Once the acoustic wave reaches back the electrodes, they will be exposed to electric
potential fluctuations.

7. These fluctuations will generate a new filtered electrical signal.

With different filter architectures, the IDTs, the gaps and the mirrors will be orga-
nized differently leading to different working schemes. For instance, some filter architec-
tures use mirrors at each side of the IDTs in order to create a cavity confining the SAW,
which then becomes stationary.

Substrate

IDT MirorGap

1.

7.

4.4. 5.

5.

2.6.

3.

Figure 7.2: SAW filter working scheme through the delay line filter example

The SAW filters have a working frequency, which could be determined, at first order
by equation 7.1. In this equation, Vφ depends on the substrate used while λ depends on
the geometry of the electrodes. The working frequency will drive the filtering by defining
the center frequency of the filter.

f =
Vφ

λ
(7.1)
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A SAW filter is composed of mirrors, inter-digited transducers (IDT) and gaps,
which will be used according to different architectures (see sub-section 7.2.4). A mirror
is a network of electrodes or trenches whose period has been chosen so that, the acoustic
wave is reflected when the device is used at the center frequency. An IDT [7] is a network
of inter-digited electrodes converting electric signal into SAW as well as the opposite. A
gap is a part of the substrate which is neither covered by an IDT nor by a mirror.

SAW filters could use different kinds of IDTs. In the application case of this thesis,
a basic IDT composed of two fingers per wavelength having different potentials is used.
An overview of IDTs is given in [163].

7.2.3/ Materials of the SAW filter

Commonly used materials for substrates are quartz (SiO2), lithium niobate (LiNbO3) and
lithium tantalate (LiTaO3) [2]. They are currently bought as mineral slices whose orienta-
tion has been carefully chosen [164]. These slices, also called wafers, could be found with
different diameters, notably 100 and 150mm. For the electrodes, the materials usually
chosen are aluminium and aluminium alloy [2]. The main criteria leading to the choice of
materials, slice orientation and propagation direction are the following:

1. Electro-mechanical coupling coefficient (k2) [165]: It traduces a piezo-electrical mate-
rial ability to transform the electrical energy into a mechanical one, back and forth.
This coefficient will impact the bandwidth. It could be computed thanks to the
approximation given in equation 7.2, from [166]. It uses the wave velocity in the
substrate (vo) and in the electrodes (vm).

2. The phase velocity (Vφ) [167]: This velocity, which depends on the geometry and
the material of the electrodes, will affect the center frequency.

3. Thermal sensitivity coefficients [168]: These coefficients will induce perturbations as
they traduce the variation of the wave frequency due to the temperature variation

k2 =
vo

2 − vm
2

vo
2 (7.2)

For the application case of this thesis, the materials selected by the designer are:

� Substrate: quartz with a (YXl)/32 orientation.

� Electrode: Aluminum alloy

7.2.4/ Architecture of the SAW filter

This sub-section will introduce the topic of the SAW filter architecture. The architecture
of the filter is defined by the designer, an expert in RF devices, for the product to be
adapted to the specifications. This task relies on the designer’s experience and is not
subject to an optimization. Therefore, only basic knowledge related to this topic will be
presented here. Once that the common architectures are presented, the one considered in
this thesis will be detailed.
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Different types of SAW filters architectures exist. They could be defined and clas-
sified according to different criteria. We will define the architecture of the filter of the
application case from these criteria:

� Type of transducers - Classic filters [169]: Work as a network of transmitter and
receiver on a propagation-free surface.

� Impedance elements [170, 171] usage - In lines filter: Uses an in-lines network of
IDT, mirrors and gaps.

� Coupling type - Longitudinally coupled resonator filter (LCRF) [172]: These filters
use coupling between two longitudinal resonating cavities.

� Specific properties - Double Mode SAW (DMS) [173]: An inline arrangement of input
and output transducers backed by reflectors at the outer sides of the acoustic track.

The architecture chosen by the SMART-INN partner for the application case is a
DMS. According to [174], they allow impedance transformation, they could have wide
bandwidth, they offer a balun functionality for free and they exhibit an excellent far-off
selectivity. This filter architecture is depicted in figure 7.3. This architecture exploits the
coupling between two IDT, each linked to a different port. In this particular architecture
as the coupling between the two IDTs is longitudinal, the filter is also considered as a
LCRF. Each IDT is positioned between a mirror and a coupler. The mirrors are meant to
totally reflect the acoustic waves while the couplers are meant to partially reflect it.

Substrate

Mirror(l) Mirror(r)Coupler(r)Coupler(l)

IDT(l) IDT(r)Gap

Figure 7.3: DMS filter architecture

A list of criteria influencing the architecture choice is given hereunder:

� The electrode reflection coefficient [175]: Measuring the part of the energy of the
wave reflected by an electrode

� The directivity [2]: Which is the difference of phase between the emission and the
reflection center of a periodic cell.

� The beam steering [176]: Which is the angle between the direction of the wave
propagation and the wave pointing vector.

� The diffraction coefficient [176]: Which is defined as the derivative of the beam
steering with respect of the preferred propagation direction [177].
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7.2.5/ Modeling of the SAW Filter

This section aims to present how the SMART-INN partner modeled the SAW filter. Indeed
this model will be used by the optimization engine as a co-simulation tool. A detailed
explaination of the means used to model SAW filter could be found in [2]. The filter
modeling considers subjects such as linear elasticity, materials an-isotropy, piezo-electricity
an propagation in-homogeneity. This modeling is realized through three steps:

� First step: The behavior of a single periodic element, depicted in figure 7.4, is studied.
This element is modeled as a two-dimension problem with a periodic limit condition.
The period of the element (p) is equal to half of a wavelength (λ). The simulation
of such an element will be done for several electrode geometries, defined by their
heights (h) and their widths (a). The output will be a so-called ’grid’ file containing,
for different electrode geometries, periodic element behavior information such as the
directivity, the phase velocity or the electro-mechanical coupling coefficient.

� Second step: the architecture of the filter is defined in a so-called ’dispo’ file. This
file defines the filter as a succession of periodic elements, such as the one defined
in step 1. For each element, information such as the geometry of the electrodes or
the materials used are defined. This file also contains general information such as
simulation frequency range.

� Third step: The transfer function of the SAW filter is computed using a model whose
inputs are design parameters, the ’dispo’ and the ’grid’ files. This model will simulate
the filter behavior, for different frequencies, by multiplying a chain of matrices. The
chain of matrices is defined by the ’dispo’ file, and matrices values are defined thanks
to ’grid’ file information. The ’chained mixed matrix’ multiplication will produce an
overall admittance matrix, which is the response of the filter at a given frequency.
The admittance matrices values, for the different frequencies, will be used by the
model to produce the transfer function of the filter.

During this thesis, the designer is preforming the two first steps in order to produce
a ’dispo’ and a ’grid’ files, both adapted to the specifications. These files are given to
the optimizer for the optimization engine to be able to use the model described in step
3. The possibility of choosing among different ’grid’ and ’dispo’ files in order to include
the architectural and the material choice into the optimization has not been investigated
during this thesis.

7.2.6/ Sizing of the SAW Filter

This sub-section intends to present the filter sizing. As a reminder from chapter 1, the
sizing phase of an engineering process consists in giving values to the design parameters
of the product. First, the design parameters of the filter will be presented. Then, how the
sizing phase is done will be discussed.

The design parameters of the filter, which were presented in figure 7.5, are detailed
in table 7.1.

The sizing phase is commonly performed by the designer itself using its experience
to adjust the values of the design parameters in order to meet the specifications. The
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Figure 7.5: DMS design parameters

iterative process composed of design parameters adjustment, simulation and solution eval-
uation is realized by the designer to size its product. It can take up to two weeks for
an experienced designer to meet a tough bill of specifications. Once the sizing validates
the bill of specifications according to the simulation, the product is then manufactured,
conditioned and measured. This thesis aims to develop methods to automate this task
through an optimization process.
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Table 7.1: Detail of DMS design parameters - given by element

Element Parameter Description

Overall Electrodes height Thickness of all electrodes
Overall Electrodes aperture Aperture of all electrodes

Transducer Electrodes period Electrodes Mechanical period
Transducer Electrodes ratio Ratio of an electrode width over the me-

chanical period of the electrodes
Transducer Electrodes repetition Number of digited electrodes forming the

IDT

Mirror / Coupler Electrodes period Electrodes Mechanical period
Mirror / Coupler Electrodes ratio Ratio of an electrode width over the me-

chanical period of the electrodes
Mirror / Coupler Electrodes repetition Number of digited electrodes forming the

mirror

Gap Gap length Gap length

7.2.7/ Manufacturing of the SAW Filter

This sub-section will present the SAW filter manufacturing process used in our application
case. This process is introduced to present the uncertainties that should be considered in
a fiabilist optimization. More information about the SAW filter manufacturing could be
found in [2].

The filters, which are made in a clean room environment, could be manufactured
using different processes. For the application case used in this thesis, the SAW filter is pro-
duced using lift-off. This process will be briefly described in order to introduce the sources
of uncertainty. This process uses photolitography and metal deposition. Photolitography
consists in using photo-sensitive resist to reproduce patterns coming from masks. In the
application case, a positive resist [178] is used creating a positive copy of the mask as it
dissolves once exposed to light. Metal deposition [179] consists of deposing a thin layer of
metal material on a target. In the application case, the metal deposition is performed by
a thermal evaporation technique.

The different steps of the lift-off process used for the application case are summarized
in figure 7.6.

The SAW filter manufacturing process steps, and how they induced uncertainties,
will be detailed here:

1. Wafer (figure 7.6(a)): The properties and orientation of the wafer might be different
from what was expected. This would induce uncertainties on the attenuations (l).

2. Enduction (figure 7.6(b)): The enduction is the deposition of resist on the wafer.
The height and homogeneity of the deposition is subject to uncertainties that will
impact the geometry of the electrodes.

3. Photo-exposition (figure 7.6(c)): The photo-exposition consists in insolating the re-
sist for it to be sensitive to the developer. The mask is defined so that insolated
part of the resist forms a pattern which corresponds to the architecture of the filter.
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Figure 7.6: Lift-off process in the application case

However different phenomena creating uncertainties could be observed, such as the
ones of the mask manufacturing or the light diffraction and diffusion from the mask
openings. These phenomena will influence the geometry of the electrodes, notably
a.

4. Development (figure 7.6(d)): The development consists in using developer to remove
the sensitive resist. This operation will also influence a.

5. Metalization (figure 7.6(e)): A thin layer of metal is deposed over the wafer. The
metal might not be homogeneously deposed and its average height might be different
from the chosen one. Thus variations in h could be observed.

6. Lift-off (figure 7.6(f)): Lift-off consists in using a remover to remove resist an by
extension the metal layer on in order for the metal to be deposed according to the
architecture. During this operation, the metal at the edge of the resist might not be
removed perfectly. This could induce variation in the filter behavior.

7. SAW filter (figure 7.6(g)): The filter is now manufactured and ready to be tested,
conditioned and used. SAW filter uncertainties due to manufacturing that will be
considered in this thesis are linked to the geometry of the electrodes (a, p, h) and
to the attenuation (l). The ranges of these uncertainties, given in sub-section 7.3.1,
depend on the means of production used by the Smart-Inn partners which won’t be
presented in this thesis.

7.3/ Formulation of the SAW filter optimization prob-
lem

This section presents how the methods developed in this thesis related to formulation
have been applied to a SAW filter design problem. First, the framework, developed in
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chapter 2, have been used to define the optimization problem given in sub-section 7.3.1.
Then, the problem has been implemented inside an optimization engine [9] according to
the normalized evaluations approach described in chapter 3.

7.3.1/ Framework usage

This section will present the formulation of the test problem which has been performed
thanks to framework.

Table 7.2 presents the 15 mixed variables which has been identified.

Table 7.2: Variables of the test problem - Numerical data marked by an ’X’ are confidential

# Notations Description Type Values Unit Accuracy Uncertainty

1 asp1 Transducers a/p ra-
tio

Continuous [0.4, 0.6] 0.01 1e−03

2 p1 Transducers period Continuous [0.2, 5] µm 0.1 1e−03
3 l1 Transducer attenua-

tion
Continuous X dB/λ X X

4 asp2 Mirror a/p ratio Continuous [0.4, 0.6] 0.01 1e−03
5 p2 Mirror period Continuous [0.2, 5] µm 0.1 1e−03
6 l2 Mirror attenuation Continuous X dB/λ X X
7 p3 Gap length Continuous [0.2, 5] µm 0.1 1e−03
8 l3 Gap attenuation Continuous X dB/λ X X
9 em Transducer and mir-

ror electrodes thick-
ness

Continuous [0, 0.2] µm 1e−03 1e−04

10 nrmg Number of electrodes
of the left mirror

Discrete {300, 500} 1 0

11 nrtg Number of pair of
electrodes of the left
transducer

Discrete {40, 60} 1 0

12 nrcg Number of pairs of
electrodes of the left
coupling mirror

Discrete {50, 70} 1 0

13 nrcd Number of pairs of
electrodes of the
right coupling mirror

Discrete {50, 70} 1 0

14 nrtd Number of pair of
electrodes of the
right transducer

Discrete {40, 60} 1 0

15 nrmd Number of electrodes
of the right mirror

Discrete {300, 500} 1 0

Table 7.3 presents the different identified constraints which are all inequality ones.

Table 7.3: Constraints of the test problem

# Description Expression

1 Insertion loss Ψ (dB) should be limited Ψ > −3
2 Transfer function T (dB) should be superior to lower limit Lowerlimit ∀f,T(f) ≥ Lowerlimit(f)
3 Transfer function T (dB) should be inferior to upper limit Upperlimit ∀f,T(f) ≤ Upperlimit(f)
4 Ripples amplitudes Ra (dB) should be inferior to a limit Rl Ra ≤ Rl

5 Ripples number Rn should be inferior to a limit Rn ≤ 1

The single objective of this optimization problem is presented in table 7.4.
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Table 7.4: Objectives of the test problem

# Min/Max Description Notations Unit Acceptability

1 Min Group delay τg s 1e−04

The properties of the single evaluation tool used for this problem, the Smart-inn
partner simulation tool, are given in table 7.5. More information how this tool works
could be found in [2]

Table 7.5: Evaluation tool of the test problem

# Tool Description Inputs Outputs

1 SAW Model Filter behavior sim-
ulation

All variables,
’dispo’ file, ’grid’
file

Transfer function
(Amplitude and
phase)

Finally, the template information are summarized in table 7.6.

Table 7.6: SAW filter template

Specification Range Value

Center frequency Confidential f0
template reference f0
Lower limit [−1e−04 · f0, 1e−04 · f0] −3dB
Upper limit [−∞,−0.00104 · f0]U[0.00104 · f0,∞] −30dB
Ripples amplitude [−1e−04 · f0, 1e−04 · f0] 1dB

The described problem is a co-simulation, highly constrained, single-objective op-
timization problem with 15 mixed variables of different orders of magnitude. For this
problem, the SMART-INN partners are willing to obtain a 95% success rate, which is
consistent with litterature as some SAW devices could be process with a 96% reliability
[180]. Therefore, for this SAW filter design problem, when uncertainties are considered, a
95% confidence limit will be used.

7.3.2/ Implementation of the normalized evaluations method

This sub-section will present how the problem is implemented in the new optimization
engine using the normalized evaluations (NE) method, developped in chapter 3. How the
problem is implemented should be discussed as the NE method is tuned by the optimizer
according to the designer’s indications. In addition, a waterfalls objective-function (WOF)
[37] method which is meant to ease the resolution of highly constrained problems, is used.

WOF is a different way to take constraints into account, close to the constraints
relaxation [35] and the constraints ordering methods [34]. Indeed, constraints are ordered
and tested one after another. Depending on which constraints are fulfilled or not, a
particular sub-objective-function, noted ϕ, is selected from a set. The set of sub-objective-
functions holds one more element than the number of constraints, noted Ng. A workflow
of WOF method, in the case of a constrained single-objective optimization problem, is
given in figure 7.7.
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Figure 7.7: WOF workflow

As the NE approach is used, the sub-objective-function, noted ϕ, will be based on
the penalties and the overall bonus which are normalized. The sub-objective-function used
if all constraints are respected, ϕNg+1, is the overall bonus, B. The other sub-objective-
functions are computed according to equation 7.3. In this equation, i is the WOF con-
straints index and pi refers to the i-th penalty.

ϕi = −
1

Ng
(Ng − i + pi) (7.3)

As a reminder of chapter 3, penalties are computed according to equation 7.4. In
this equation, the constraint g is considered respected if its value is below the constraint
threshold, gt. As for gl, it represents the limit from which the penalty should be equal to
1.

g < gt :


g < gt ⇒ p = 0
g > gl ⇒ p = 1
g ∈ [gt, gl]⇒ p = ((g − gt)/(gl − gt))2

(7.4)

Table 7.7 summarizes the information required to compute the penalties.
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Table 7.7: Penalties computation elements

# Constraints Type g gt gl

1 Insertion loss Inferior Ψ 3 100
2 Lower limit crossing Inferior P 0 1
3 Upper limit crossing Inferior S 0 1
4 Ripples amplitudes Inferior Ra 1 2
5 Ripples number Inferior Rn 1 100

The lower limit crossing evaluation is done as in equation 7.5. The upper limit
crossing evaluation follows the same pattern.



P = ‖α(f)‖fmax
fmin

β(f) ∈ [0, 1]⇒ α(f) = β(f)
β(f) < 0⇒ α(f) = 0
β(f) > 1⇒ α(f) = 1
β(f) = (Lowerlimit(f) − T(f))/(Max(Lowerlimit(f) −Min(Upperlimit(f)))

(7.5)

Finally, the overall bonus is equal to the group-delay objective bonus. This bonus is
computed using a Wood function [110] in the lower the better case. This function has been
tuned so that the satisfaction is equal to 1 (respectively 0) for Φ = 1E−06 (respectively
Φ = 1E−04).

7.4/ A method to solve the SAW filter optimization

problem

This section presents how the methods developed in this thesis related to resolution have
been applied to the problem of the SAW filter design. First, how to choose an algorithm,
thanks to the benchmark introduced in chapter 4, will be presented in sub-section 7.4.1.
Then, how to tune the parameters of the algorithm, using the meta-optimization approach
developed in chapter 5, will be detailed in sub-section 7.4.2.

7.4.1/ Choice of an algorithm thanks to the benchmark

This section will discuss how to choose an algorithm to perform robust optimization on
the chosen problem. The same method as the one detailed in chapter 4 will be used. The
idea is to discuss a set of relevant scores as in fuzzy logic methods in order to define the
suitable algorithms. First, scores relevant to the problem to solve should be determined.
In our case, the scores to use are:

� Global score: as it is always taken into account

� Value and convergence sub-score: as a balance between result quality and running
time is seek
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� Alpha sub-score: as the problem could be run several times

� D10 and D20 sub-score: as the dimension of the problem is 15

� F13, F14 and F15: as explained in A.10, the landscapes of these functions are
consistent with the one of the application case.

� M1: as the designer is looking for a final solution and not an approximation,
MaxFEs = 1 will be used as it corresponds to the full required running time.

As a reminder, in this method, scores will be labeled as ’low’ if under 0.35, ’average’
if between 0.35 and 0.65 and ’high’ if above 0.65. According to this reminder, the following
remarks could be made:

� Most of the scores of the PSO are average. Convergence, F13 and F15 ones are high
and F14 one is low.

� All of the CMAES scores are average except F13, F14 and F15 ones which are low.

� Most of the genetic scores are average. F14 one is low whereas F15 one is high.

� Most of the Cuttlefish scores are average. Value one is high whereas convergence
and F14 ones are low.

� SA scores are either average, such as value, alpha, D10, F13 and F15 ones or low,
such as global, convergence, D20, F14 and M1 ones.

Based on the previous remarks, the PSO algorithm seems to be the wisest choice
and the Genetic algorithm could obtain satisfying results. CMAES, Cuttlefish and SA are
more likely to be less efficient on this problem. However, as mentioned in chapter 1, the
PSO has been chosen to develop method during this thesis. So, between PSO and GA,
the PSO will be used to solve the test problem.

7.4.2/ Tuning of the parameters of the algorithm by meta-
optimization

This sub-section will present how the parameters of the PSO have been tuned using several
meta-optimization (MO) approaches in order to solve the test problem. Indeed, as the MO
approach developed in chapter 5 does not provide satisfying results on the application case,
other MO approaches have been used. As a reminder of chapter 5, meta-optimization is
the optimization of an algorithm by tuning its parameters. A meta-optimization approach
relies on both an optimization method and an evaluation method. In chapter 5, the PSO
has been optimized through a design of experiment (DoE) using the main score of the
benchmark as an evaluation tool. First the different optimization approaches used will be
presented. Then, their results will be discussed.

Several meta-optimization approaches, presented in table 7.8 could be used to tune
the chosen algorithm. In this table, time-spans are given for the computer used during this
thesis 1. The expert-based approach (# 0) is accomplished by an expert in optimization

1Micro-Star International GL62 6QF (Processor: Intel(R) Core(TM) i7-6700HQ CPU @ 2.6GHz, 4
cores, 8 procesors; RAM: 8Go; Graphic Card: NVIDIA GeForce GTX 960M; OS: Microsoft Windows 10
Familly)
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using its knowledge. The results of this approach will serve as a reference to evaluate the
other approaches. The first tested approach (# 1) is the one described in chapter 5. From
the principal component analysis (PCA) of this DoE, it appears that, in this particular
case, the benchmark could be reduced. Indeed, from the PCA analysis realized in chapter
5, it seems that only a fraction of the problems of the benchmark could be used to perform
meta-optimization with a reasonable loss of quality. Therefore a reduced benchmark,
presented in table 7.9 has been used for approach # 2. As the time-span of this benchmark
drops from 10h to 30s, an algorithm has been used as an optimization method. However, as
demonstrated later in this sub-section, none of the two first approaches provides satisfying
results on the test problem. Thus, a third approach (# 3) using a DoE on the test problem
has been used. One should note that this approach has been tested with and without
the normalized evaluation (NE) method described in chapter 3. Finally, the two last
approaches (# 4 and # 5) have not been tested because their time-spans are not matching
with Smart-Inn partners needs. The settings found by the different meta-optimization
approaches are given in table 7.10.

Table 7.8: Meta-optimization approaches

# Method Tool Timespan Specific

0 Expert-based * General
1 DoE Benchmark 1 week General
2 Algorithm Reduce Benchmark 2 days General
3 DoE Test problem 1 week Specific
4 Algorithm Benchmark 6 years General
5 Algorithm Test problem 5 years Specific

Table 7.9: Reduced benchmark

Element Number Value

Dimension Nd = 1 D = 20

Function N f = 8

Nuni = 1 Uni-modal (1)
Nmulti = 5 Multi-modal (3,4,7,8,9)
Nhybrid = 1 Hybrid (11)
Ncomp = 1 Composite (13)

MaxFEs Nm = 1 MaxFEs ∈ {0.2}

Draw Nt = 25
Runs Nr = 200 Nr = Nt × Nc

Meta-optimization approaches have been tested both on the benchmark and on the
SAW filter problem. Their results are given in figure 7.8. First, on figure 7.8(a), it
can be observed that all meta-optimization approaches obtain equal or better results on
the benchmark than on the expert-based one. Meta-optimization approaches using the
benchmark as an evaluation tool provide the best results on the benchmark. However,
the global scores of the benchmark, remaining between 0.45 and 0.55, do not vary much.
Figure 7.8(b) shows meta-optimization results on the SAW filter problem. Three different
results are given, value, convergence and efficiency. Value corresponds to the end of the
optimization result quality while convergence is the speed of the convergence quality.
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Table 7.10: Settings of the PSO found by the tested Meta-optimization approaches

Parameters N c1 c2 wmin wmax Vfactor

Expert-based 20 1 1 0.4 0.9 0.1
DoE benchmark 20 0.5 1.5 0.2 0.7 0.3
Algorithm reduced benchmark 20 0.2 1.3 0.3 0.8 0.4
DoE test problem 100 0.5 1 0.2 0.8 0.3
DoE test problem (NE) 50 0.8 1.2 0.25 0.75 0.1

Finally, efficiency is the combination of value and convergence quality. Meta-optimization
using the benchmark results in a value quality inferior to 0.2 while the other one possesses
the same value quality around 0.5. Hence, meta-optimization using benchmark will not
provide satisfying results compared to the other one. This explains why two approaches
using SAW filter as an evaluation tool have been performed. Those two approaches and
the one using an algorithm on a reduced benchmark obtain a convergence speed superior
to 0.5. It means that with these approaches the running time will be less than half of the
allowed one. On the opposite, the expert-based approach and the DoE on the benchmark
one have a convergence equal to 0, meaning that the algorithm does not converge within
the given time. As for efficiency, the first remark is that it fluctuates greatly increasing
from 0.1 to 0.6. Meta-optimization using the SAW filter as an evaluation tool provides
significantly higher efficiencies (0.52 and 0.59) than the expert-based one (0.36). The
approach giving the best result on the test problem is without any doubt, the DoE on test
problem as it has the best value, convergence and quality. Therefore the setting found by
this approach will be used to solve the test problem and any other similar problems.

7.5/ Solving of the SAW filter optimization problem

This section will present how the SAW filter design optimization problem has been solved
both in a determinist and in a fiabilist way. First, the problem is solved in its determinist
form, not taking uncertainties into account, in sub-section 7.5.1. Then, in sub-section
7.5.2, the problem is solved in its fiabilist form meaning that uncertainties are considered.

7.5.1/ Determinist resolution

This sub-section will discuss the determinist resolution of the test problem. To solve
this problem, methods developed in previous chapters have been used. This resolution,
labeled ’robust’ has been compared to a resolution made before this thesis, labeled ’refer-
ence’. Figure 7.9 presents the transfer functions obtained with both resolution methods.
The transfer functions in terms of amplitude are given in figure 7.9(a) while the transfer
functions in terms of group delay are given in figure 7.9(b). For the amplitude transfer
functions, specifications in terms of template have been added. As group delay is only
considered in bandwidth, figure 7.9(b) only display group delay in bandwidth frequencies.

In figure 7.9(a), it can be observed that the reference solution has a ’spike’ at −4dB
which is 1dB more than the allowed insertion loss. This ’spike’ is at 1.001f0 which is outside
the lower limit but inside the upper one. The reference solution respect the upper limit
for most of the frequencies. Thus, the reference solution partially respects the constraints.
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(a) Meta-optimization approaches review: Benchmark global score

(b) Meta-optimization approaches review: SAW filter problem

Figure 7.8: Meta-optimization approaches review

On the other side, the robust solution fully respects the problem constraints. Indeed,
the ’spike’, which is centered, reach −2.5dB, the template is respected and there is no
ripples. Figure 7.9(b) present the group delay of the robust solution. It can bee seen that
group delay remains inferior to the acceptability limit of 1e−4s. Hence, the specifications
obtained with the robust resolution fully satisfies the determinist optimization problem.
Therefore, it can be concluded that, on the studied case, the methods developed during
this thesis were necessary and sufficient to fully solve the problem in its determinist form.

7.5.2/ Fiabilist resolution

This sub-section will discuss the fiabilist resolution of the test problem. First, the robust
resolution solution, from section 7.5.1, is re-evaluated in a fiabilist way. Indeed, it might
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(a) Amplitude transfer function

(b) Group delay transfer function

Figure 7.9: Determinist review

happen that the variation of this solution due to constraint is low enough for it to have
a satisfying success rate. If it is not the case, a fiabilist resolution using the the sparing
fiabilist optimization (SFO) method developed in chapter 6 will be done. This method, in
its initial form, could be not suited for a given real case problem. In this case, the SFO
method could be modified to the face real case issues.

Figure 7.10 present the transfer function of the robust resolution, from section 7.5.1,
once re-evaluated in a fiabilist way. The amplitude is given in figure 7.10(a) and the group
delay in 7.10(b). For amplitude and group delay curves, the envelope of the variation due
to uncertainties, composed of an inferior and a superior curves, is added. This envelope
gives for every frequency the min and max values of fiabilist sample’s curves. This means
that, for the given uncertainties, the transfer function is supposed to remains between
these curves. For the group delay, the acceptability limit has been added. It represents
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the threshold under which the group delay should remains for the designer to be fully
satisfied by the group delay minimization objective.

(a) Amplitude transfer function

(b) Group delay transfer function

Figure 7.10: Robust optimization on SAW filter problem with uncertainties - transfer
functions

The robust solution present a 47% success rate, which is half of the 95% target.
It could be observed on figure 7.10(a) that the transfer function variation seems to be
mostly due to frequency shift. This frequency shift, which is about 0.001f0, is so that
while the ’spike’ remains in the upper limit, the template is crossed. On figure 7.10(b),
it could be seen that the group phase deviation does not exceed 1e−5 which is lower that
the acceptability value of 1e−4. Also it could be mentioned that the robust solution is
close to a search space limit which lower its success rate. Indeed, some solutions inside the
uncertain area does not respect the variables bounds. By extending the variables range, a
higher success rate could be obtained for this solution. Thus, while not fully satisfying in
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state, the robust solution could be validated by a designer willing to amend the problem.
To seek for an even better solution, it has been decided to use the SFO method.

The SFO method method, presented in chapter 6, has been used to solve the SAW
filter problem. The SFO method has been used in its initial form, meaning that no
modification has been done. A 95% confidence limit has been used as it is the sought
success rate. The transfer function obtained by this resolution is presented in figure 7.11.

(a) Sparing initial optimization - Amplitude transfer function

(b) Sparing initial optimization - Group delay transfer function

Figure 7.11: Initial fiabilist resolution of SAW filter problem with uncertainties using SFO
method - transfer functions

The initial SFO method has not been able to find a 95% success rate solution, which
might not exist. In figure 7.11(a) it could be observed that the initial SFO method found
a solution with a −15dB insertion loss. Hence, The initial SFO method failed to satisfy
the first constraint of the WOF: the insertion loss reduction. Thus, it has been supposed
that the test problem toughness is due to its constraints that are too restrictive. To verify



148 CHAPTER 7. SAW FILTER

this hypothesis, how constrained the problem is has been checked. This has been done
thanks to the method presented in section A.9. According to this method, the problem’s
feasible space ratio (FSR) is inferior to 1e−6. Thus, according to the constraint levels
scale, presented in section A.9, the problem is excessively constrained. This means that
the problem, in its determinist form, is almost impossible to solve in state. To face this
problem it has been decided to modify the problem and the resolution method.

The optimization problem have been modified so that its goal is to find the solution
maximizing the success rate. By doing so the designer could be able to estimate the
success rate impact on the product price. In this case, the designer would choose wheter
the product is validated or not depending on the trade-off between price and performance,
which is a common practice in EDO [8]. The resolution method has also been modified to
be face the issues of test problem. This new resolution method will be referred as modified
SFO. The detail of the modifications and the associated reasons are listed here:

� Constraints have been relaxed: As one could notice on the transfer function obtained
from the determinist resolution, presented in figure 7.9, the transfer function is at
the edge of the template. In this case, to find a fiabilist solution, constraints should
be relaxed so a solution slightly crossing template could be accepted.

� A center frequency shift is allowed but constrained: By observing the envelope of
the amplitude transfer function of the initial fiabilist resolution, in figure 7.11(a),
it could be suspected that a part of the variation of the transfer function is due to
the center frequency shift. For a transfer function with a bandwidth which is short
relative to the center frequency, if the template remains fixed at the desired center
frequency, even a small center frequency shift could lead to a template crossing. Not
to reject solutions that could respect the bill of specifications with a minor center
frequency correction, a constrained center frequency shift has been added.

� The objective is to maximize the percentage of valid solutions: As there is no guar-
antee that a solution with a 95% success rate could be found, the objective has been
updated to be the percentage of valid daughter solutions. The previous objective,
the group phase minimization, has been transformed into a constraint, like in the
ε-constraint method [31].

� The SFO method sample size has been decreased: As the goal is now to maximize
the percentage of valid solutions, the confidence limit used by the SFO method is
only applied to fiabilist evaluations having a success rate equal to zero. Therefore,
the 95% confidence limit is no longer a criterion to adjust the sample size. As
mentioned in chapter 6, the smaller the sample size the lower the negative impact
on the efficiency of the algorithm. Therefore, the sample size has been lowered from
its initial value of 89 to 20.

� The search space area has been restricted: From the landscape analysis of the SAW
problem, made in section A.10, the values of FEM and DM indicate that this problem
is likely to present multiple funnels. The search space has been restricted around the
determinist solution to focus the search on the funnel containing the robust solution.
Such a restriction could ease the research of a global fiabilist optimum.

� The CMAES algorithm has been used: In chapter 3, which is about the normalized
evaluations approach, the test algorithms of this thesis have been tested on the
problem considered in this chapter. It appears that, for this test, the CMAES is
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the algorithm obtaining the best score in terms of efficiency and value. As the main
criterion of the fiabilist resolution considered here is value, the CMAES has been
chosen instead of the PSO for the fiabilist resolution.

� Robust value is used at the initialization: A common practice in optimization is to
replace one or several initial solutions by the ones given by the optimization. This
provides the algorithm a few good solutions to help it converging to the areas of
interest. Thus, the algorithm is given the robust solution on initialization to ease its
convergence towards the funnel containing potential fiabilist solutions.

The constraints, modified according to previous remarks, are presented in table 7.11.

Table 7.11: Relaxed constraints and attached penalties computation values

# Constraints Type g gt gl

1 Center frequency shift Inferior δ(f0) 2.604e−04 · f0 0.0156 · f0
2 Insertion loss Inferior Ψ 3 100
3 Lower limit crossing Inferior P 0.05 1
4 Upper limit crossing Inferior S 0.05 1
5 Ripples amplitudes Inferior Ra 1 2
6 Ripples number Inferior Rn 5 100
7 Group delay Inferior τg 1e−04 1e−02

The ranges of the variables once restricted are presented in table 7.12.

The transfer function obtained with the modified SFO method is presented in figure
7.12. Figure 7.12(a) presents the amplitude while figure 7.12(b) presents the group delay.

It could be seen in figure 7.12(a) that the resonance ’spike’ is centered (1.00008f0)
and that the insertion loss is inferior to 1dB. As for the template, a ’spike’ at 1.01 · f0
could be observed. This ’spike’ could be explained by the constraint relaxation. The
envelope indicates that the lower limit and upper limit could be crossed. The transfer
function group delay, displayed in figure 7.12(b), remains under 1e−5 which means that
the group delay constraint is respected. The fiabilist result as a succes rate of 71% which
could be explained by the uncertainties influence leading to template crossing superior to
the allowed threshold. This success rate is superior to the robust and initial SFO method
ones. Therefore, the SFO method improved significantly the success rate to 71%. For this
method to be fully satisfying a way to increase this rate to 95%, if possible, remains to be
found.

In order to improve the success rate and reach the expected one of 95%, several
solutions could be considered, among which:

� Increasing MaxFEs

� Improving the SFO method, for instance by optimizing the sample size

� Considering up-to-date algorithms such as the RB-IPOP-CMA-ES or the hybrid
algorithms

� Improving the formulation of the problem by using the designer’s knowledge and
notions such as the alias.

� Discussing with the designer the possibility of lowering the values of the uncertainties
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Table 7.12: The restricted variables - Numerical data marked by an ’X’ are confidential

# Notations Description Type Restricted Initial Unit

1 asp1 Transducers a/p ratio Continuous [0.4, 0.5] [0.4, 0.6]
2 p1 Transducers period Continuous [1.5, 1.7] [0.2, 5] µm
3 l1 Transducer attenuation Continuous X X dB/λ
4 asp2 Mirror a/p ratio Continuous [0.4, 0.6] [0.4, 0.6]
5 p2 Mirror period Continuous [1.5, 1.7] [0.2, 5] µm
6 l2 Mirror attenuation Continuous X X dB/λ
7 p3 Gap length Continuous [2.5, 4.5] [0.2, 5] µm
8 l3 Gap attenuation Continuous X X dB/λ
9 em Thickness of the electrodes

of the transducer and the
mirror

Continuous [0.05, 0.15] [0, 0.2] µm

10 nrmg Number of electrodes of the
left mirror

Discrete {300, 400} {300, 500}

11 nrtg Number of pairs of elec-
trodes of the left transducer

Discrete {40, 50} {40, 60}

12 nrcg Number of pairs of elec-
trodes of the left coupling
mirror

Discrete {60, 70} {50, 70}

13 nrcd Number of pairs of elec-
trodes of the right coupling
mirror

Discrete {60, 70} {50, 70}

14 nrtd Number of pairs of elec-
trodes of the right trans-
ducer

Discrete {40, 50} {40, 60}

15 nrmd Number of electrodes of the
right mirror

Discrete {400, 500} {300, 500}

7.6/ Conclusion

The demand for high quality RF MEMS, especially for SAW filters, is increasing due
to several mega-trends such as 5G in telecommunication. To meet the ever increasing
specifications of the SAW filters, the sizing should be performed using optimization. To
face the specific needs of the Smart-Inn project, some methods have been developed during
this thesis. This chapter intends to test if the methods developed during this thesis are
sufficient to solve the test problem of this thesis, the sizing of a DMS SAW filter. First,
an introduction to the application domain, the SAW filter engineering have been made.
Then, how to use the framework to formulate the problem and to tune the NE method
in order to solve such a problem has been discussed. After that, how to choose a proper
algorithm and to tune its parameters has been detailed. Finally, the determinist and the
fiabilist resolution of this problem have been performed and their results were discussed.

Several comments could be made about the results of the section 7.5. First, for
the determinist resolution, a solution fully satisfying the specifications has been found
thanks to the methods developed in this thesis. Therefore, the benefit of using these
methods is proven. For the fiabilist resolution, the sparing fiabilist optimization method
developed in chapter 6, with an adequate resolution method adjustment, managed to found
a solution with a 71% success rate which is superior to the one of the robust resolution
being of 47%. Though, the targeted 95% success rate has not been reached, the solution
might be accepted by a designer considering that the trade-off between product price and
performance is so that product could be positioned on the market. Several solutions could
be explored in order to raise this success rate to 95%, which is the profitability challenge
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(a) Amplitude transfer function

(b) Group delay transfer function

Figure 7.12: Modified sparing fiabilist optimization on SAW filter problem with uncer-
tainties using SFO method - transfer functions

criterion.

According to [8], one of the three major areas of improvement for EDO is the efficient
use of human knowledge. During the formulation, how the RF filter expert is designing
the filter has not been discussed though it could be investigated. Indeed, for a given
specification, not all the parameters of the filter design do necessarily have a significant
influence. With the resolution method used in this chapter, constraints are considered one
by one. Therefore, a method to solve the problem step by step, by using only a fraction of
the variables at a time, could be investigated. Another possibility is to include the material
and the structural choices in the optimization problem. Indeed, both these elements have
a strong influence on the specifications of the filter. By including them into the problem,
un-explored efficient combinations of structure, material and sizing might be found.





Conclusion

This thesis, which is part of the SMART-INN project, aims to develop optimization meth-
ods to meet partners’ needs in optimization. The challenges of this project are: rapidity,
efficiency and profitability. Rapidity means how fast the optimization problem is solved.
Efficiency relates to how good the specifications of the product are. Profitability is how
inexpensive the product is. In order to face these three challenges, five research works
have been conducted:

� The Framework : how to properly formulate an optimization problem.

� The Normalized Evaluations Approach: how to solve an optimization problem ac-
cording to the designer’s expectations.

� The Benchmark : how to assess the performances of algorithms to be able to select
the appropriate one for a given problem.

� The Meta-Optimization: how to tune the parameters of an algorithm for it to be as
efficient as possible.

� The Sparing Fiabilist Optimization: how to take uncertainties into account without
increasing too much the numerical resolution timespan.

The methods developed during this thesis have been used to optimize a SAW filter.

Contribution, response to challenges and limits

The contribution to the robust and fiabilist optimization will be presented chapter by
chapter. Afterwards, a synthesis about the achievements of this thesis will be given.

Framework

A framework to properly formulate an optimization problem has been presented in chapter
2. This framework is based on three interviews. Each interview lasts between two and
three hours. If each interview is finished in a half-day period, a problem could be fully
formulated in a day and half. If the framework, which has not been tested yet, allows to
formulate a problem without ambiguities, the formulation phase is considered successful.
Thus, except if the problem is too difficult to solve, the resolution and validation phase
should proceed. Concerning optimization problems encountered during this thesis, the
typical running time is about a few hours. By considering the time to set the resolution
method and to perform a few runs, the resolution phase should be about one to three days.
If the designer takes half a day for validation, the total optimization process timespan is
three to five days. Therefore, by using the framework, the optimization process timespan
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could be no more than a week. This timespan matches with the rapidity challenge of this
thesis.

Normalized evaluations approach

A normalized evaluations approach, aiming to solve an optimization problem according
to the designers’ expectations, has been presented in chapter 3. This approach has been
compared to a classical evaluation method on an industrial problem. The comparison
has been performed by using five meta-heuristic algorithms. On this test, the normalized
evaluations approach exhibit higher performances in terms of value quality, convergence
quality and efficiency. On the test problem, the average value quality of the algorithms has
been improved by 15%. This means that the algorithms are able to find better solutions.
In term of convergence quality, the PSO and CMAES values have been increased by more
than 10% and GA, which was not converging, has a convergence quality of 0.8. Therefore,
normalized evaluations approach significantly reduces the running time. Consequently, as
the running time and result quality have been improved, the resolution phase should be
eased, which is confirmed by the 30% average increase of efficiency. As the resolution phase
has been eased, the timespan could be reduced. A resolution timespan reduction will lower
the optimization process timespan which is one of the challenges of this thesis. In addition,
the CMAES has a quality value of 1, meaning that a solution fully respecting the bill of
specifications has been found. As the tested problem is excessively constrained (see section
A.9), the normalized evaluations approach enables to find a solution to a tough problem.
This corresponds to the efficiency challenge definition. Thus, on an industrial problem case,
the normalized evaluations approach has been sufficient to solve the efficiency challenge.
Several bound handling techniques could be used with such an approach. However as their
influence has not been investigated yet, the default choice might not be the optimal one.
In addition, the proposed approach used an advanced evaluation method, whose limits
and drawbacks are not known yet. For instance, the reason why the GA value quality has
been degraded with normalized evaluations approach remains to be investigated.

Benchmark

A benchmark, which is a tool to assess the performances of algorithms, is proposed in
chapter 4. Several algorithms, commonly used in EDO, have been tested with the pro-
posed benchmark. The main scores of the algorithms are consistent with the literature,
which is not the case when the CEC benchmark is used. The reason why such a scoring
method could lead to inconsistent results and the reasons why using classical measures
of performances is not sufficient in our case have been explained. The sub-scores of the
algorithms have been discussed in such a way they highlight the strengths and weaknesses
of the algorithms. Based on the scores of the benchmark, a method to select a suitable
algorithm for a given problem is proposed. It has been tested on a practical case and
identifies three possible algorithms in a panel of five ones. The five algorithms have been
runned several times on the problem used for demonstration. Some remarks about the
results of the algorithms could be made. First, the worst average value quality is less than
half of the best one meaning that a poor choice of algorithm could drastically reduce the
end of the optimization value. The second remark is that the best (respectively average)
value quality of the algorithms identified as suitable are superior or equal to 98% (respec-
tively 90%) of the best results of literature. Thus, the proposed benchmark is a valid tool
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to assess the performance of the algorithms and to select a proper algorithm for a given
problem. Using the proposed benchmark is essential to face the efficiency challenge of this
thesis. The proposed benchmark uses the same objective-functions set as the CEC 2015
which suffers from a diversity bias [41]. Therefore, the proposed benchmark suffers from
the same bias. Also, the selection of a proper algorithm for a given problem thanks to the
scores obtained is explained but a formal method is not established yet.

Meta-optimization

A meta-optimization approach, tuning the parameters of an algorithm to improve its
efficiency, is proposed in chapter 5. A principal component analysis (PCA) has been
performed on the meta-optimization results. From this PCA, it appears that, on this
particular case, some of the benchmark constitutive elements have a similar effect on the
determination of an optimal setting. This observation means that, in this particular case,
a reduced benchmark requiring less computation time, could be used to perform the meta-
optimization. An additional design of experiments has been done on the sub-scores of the
benchmark to provide for each one the optimal settings. These sub-settings could be used
to adapt the optimal setting for a given problem. The main setting, which optimizes the
global score of the benchmark, has been tested and used to solve both the benchmark
developed in this thesis and the industrial problem of reference. Its results were compared
to the ones obtained by using the settings of other meta-optimization approaches. They
include the expert-based approach which is used as a reference. Concerning the global
score of the benchmark, all the tested approaches were outperformed by the proposed one.
In average, they were exceeded by 13%. This improvement helps to face the efficiency
challenge of this thesis. Currently, the proposed meta-optimization approach provides a
general setting and a set of sub-settings optimized for the sub-scores of the benchmark.
These sub-settings could be used to adapt the main setting to a problem. However, the
proposed meta-optimization approach could not be directly used to meta-optimize an
algorithm for a given problem yet. For this to be possible, a method using sub-scores to
compute an alternative score specific to a given problem, should be designed.

Sparing fiabilist optimization

A sparing fiabilist optimization method, which aims to take the uncertainties into account
without increasing too much the numerical resolution timespan, is presented in chapter 6.
The SFO method has been extensively tested on the uncertain version of the benchmark,
with different confidence limits, and compared with two other fiabilist methods. The
SFO method has been proven to be of interest in terms of value quality and efficiency.
This method has an efficiency of 0.4, similar to posterior and prior ones. The SFO is
competitive in terms of value quality as it shares the best value quality with the prior
method. The efficiency of fiabilist methods depend on the function and on the confidence
limit. Thus, the proposed method could be the most efficient one. It could be noted that
the efficiency of the SFO method on hybrid and composite functions could be higher than
0.5. In addition, the set of functions used to test this method might be lowering its benefit
meaning it could exhibit even better results on real case. Finally, the results obtained
by the SFO method, in terms of value and convergence quality, are consistent with the
profitability challenge this work is meant to address. This method might be improved
through further investigation, notably on the sample size parameter which has a negative
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impact on the convergence speed.

SAW filter optimization

The way to optimize the SAW filter is detailed in chapter 7. A test problem has been
solved with and without considering the uncertainties by using the works of the previous
chapters. The proposed meta-optimization approach does not provide good results on
the test problem, therefore several other meta-optimization approaches were tried. These
approaches were tested on the benchmark and on an industrial case by comparing their
settings results. An expert-based setting is used as a reference. For the main score of the
benchmark, the tested meta-optimization approaches obtain equal or better results on the
benchmark than the expert-based one. On the industrial problem, it can be observed that
meta-optimization approaches using the benchmark as an evaluation tool are less efficient
than the expert-based one. On the opposite, the meta-optimization approaches using test
problems as evaluation tools are more efficient, indicating an efficiency score rising from
0.35 to at least 0.5. Therefore it could be concluded that if the setting found with the
meta-optimization approach proposed in chapter 5 is not adapted to the problem to solve,
it is possible to perform the meta-optimization on an analog problem.

Thanks to these additional meta-optimizations, the resolution method was set and
the test problem could be solved. For the determinist resolution, with the developed
methods, a solution that fully respects the bill of specifications has been found whereas it is
not the case of the optimization taken as reference. For the fiabilist resolution, the sparing
fiabilist optimization method developed in chapter 6, with adequate resolution method
adjustment, have found a solution with a 71% success rate which might be accepted by a
designer considering that the trade-off between product price and performance is so that
product could be positioned on the market. Several solutions could be explore to raise
this success rate to 95%, which is the profitability challenge criteria. However, this rate
might not be reached for this particular case. Indeed, after additional analysis, it appears
that the test problem is excessively constrained (FSR ≤ 1E − 6), meaning that constraints
are strong enough for the problem to be almost impossible to solve. This explains why
the sparing fiabilist method could not find a fully satisfying solution.

Thus, this chapter demonstrates that the methods developed during this thesis are
sufficient to face both rapidity and efficiency challenges on the test case. In addition it
seems possible, for problems which are not excessively constrained, to face these challenges
altogether. Thus, concerning this chapter, the rapidity and efficiency challenges were faced
and it seems that the profitability one could be faced also if the problem is eased. Finally,
additional meta-optimization approaches presented in this chapter could be investigated.

Synthesis

The challenges of this thesis are: rapidity, efficiency and profitability. Thanks to the
methodology (chapter 2) an optimization process timespan will probably be inferior to
a week. The normalized evaluations approach (chapter 3), improving both the end of
optimization value and the convergence speed, will ease the resolution phase reducing the
timespan of this phase. The benchmark (chapter 4) is a reliable tool to select a suitable
algorithm for a given problem, which is a critical task as it could reduce the value quality
by more than two. The meta-optimization (chapter 5) could improve the efficiency of the
algorithm by 13% compared with to standard setting. The sparing fiabilist optimization
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method (chapter 6) is of interest in terms of efficiency as it obtains a competitive value
quality without sacrifying convergence speed. The methods developed during this thesis
were applied to solve a test case both in a determinist and fiabilist way (chapter 7). For the
determinist resolution, though the problem was excessively constrained, a robust solution
fully respecting the bill of specifications has been found. For the fiabilist resolution,
a solution with a 71% success rate which might be accepted by the designer has been
found. Several solutions could be explore to raise this success rate to 95% which might
not be possible due to how constrained the problem is. Therefore, on the tested case, the
developed methods were sufficient to solve both the rapidity and the efficiency challenges
together and it seems possible, for problems which are not excessively constrained, to solve
the profitability challenge in addition.

As a conclusion, the rapidity and efficiency challenges could be faced at the same
time. As long as the problem is not excessively constrained, there is a chance to face the
profitability challenge in addition. Additional tests should be done to verify if the three
challenges could be faced together at least on a problem not too much constrained. The
goal of this thesis which is developing optimization methods to face SMART-INN partners
needs in optimization is achieved.

Perspectives

The developments achieved during this thesis gave ideas for future research works. Such
a work corresponds to an independent short-term (a few months) research subject. These
research works have been used as a basis to define research projects. A research project
is a mid-term (a few years) research subject composed of several research works. The
research projects are meant to solve high-level industrial or scientific problematics. Four
research projects will be presented in this section.

Research project 1: To an EDO acceptation

This research project aims to help the EDO to be accepted by the designers to be spread
in the industry. To conduct the design process, designers are provided with a large panel
of methodology, for instance the FAST diagram one. As no such methodologies exist to
conduct the EDO process, the designers should either call for an expert in optimization or
become experts themselves. This state of fact is one of the cause of the relative rareness
of the EDO use in industry compared to simulation or finite element use. For the EDO
to be accepted, designer-centered methodologies should be developed in order to conduct
the EDO process. The research works composing this research project are:

1. A framework test protocol: In order to properly develop, correct and validate the
framework proposed in chapter 2, a test protocol should be established. This protocol
should define: the volunteer profile, the test conditions, what is measured and how
to validate whether the framework is consistent or not. The idea is to determine if
the framework improves the formulation, by reducing ambiguities, or not.

2. An improved framework ready for real-life use: The framework should be used in a
large panel of real applications in order to detect and then correct its limits. The
idea is to improve the methodology enough for optimizers and designers to have
confidence in it and for it to be able to face real-case difficulties.
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3. A designer centered optimization engine: The goal of this work is to define how an
optimization engine should be interfaced to be as convenient as possible to use by
a designer. To spread EDO into the industry field, it is essential that the designers
have a user-friendly tool they could use on their own without being an expert in
optimization.

4. Optimization case characterization (landscape function): This work is about how to
fully characterize an optimization case. What information about an optimization
case would matter in order to choose an appropriate resolution method should be
defined. How to compute them should also be established.

5. Automatic algorithm choice: This work aims to automate the choice of an algorithm.
First, the problem to solve is characterized. Secondly, based on the characterization,
similar benchmark problems are selected. Finally, based the scores of the algorithms
of the similar set of problems, the most appropriate algorithm for the problem to
solve is selected.

6. Designer’s solutions introduction into solving process: The purpose of this work is
to discuss how designer’s solutions could be used during the resolution phase. First,
a state-of-the-art of designers solutions should be made. Then a method to use them
into an EDO process should be defined. Finally, the exploitation method of the
designers’ solutions should be tested and discussed.

Research project 2: To the 3rd gen of meta-heuristic algorithms -
Mechanism based ones

This research project aspires to contribute to the emergence of a 3rd generation of meta-
heuristic algorithms, which would be designed from mechanisms. The term mechanism,
used by [12, 13], could be defined as a group of algorithmic operations meant to perform a
particular task. For instance, the L-SHADE [58] algorithm is an evolution of the SHADE
[181] algorithm including an additional mechanism reducing the population during the run
[13]. A large amount of second generation meta-heuristic algorithms, which are metaphor-
based ones, does not outperform the previously published ones [13]. The authors of [12]
highlight the necessity of explaining and thinking algorithms in terms of mechanisms.
The performance of mechanisms will be independently investigated. It is expected that,
from the gained knowledge, efficient mechanisms-based algorithms could be designed. The
research works composing this research project are:

1. Optimization case characterization (landscape function): This work is about how to
fully characterize an optimization case. What information about an optimization
case would matter in order to choose an appropriate resolution method should be
defined. How to compute them should be defined.

2. Benchmark function constitution: This work goal is to correct the benchmark func-
tion diversity bias. The idea is to constitute a set of functions which represents the
diversity of real-life EDO problems.

3. Algorithm mechanism classification: The goal of this work is to reference and clas-
sify the common mechanisms which could be found in widely used meta-heuristic
algorithms.
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4. Algorithm nomenclature: The aim of this work is to develop a method to name,
reference and classify algorithms according to their mechanisms. Many algorithms
have been published with a large variety of names. This could lead to incredible
situations, such as one described in [12] during which a recently published algorithm
happens to be particular case of an already existing algorithm published 30 years
before. To avoid such a situation, and to keep a record of the existing algorithms,
their names should be codified and they should be referenced in a common database.
Hence, considering the evolution phenomenon described in introduction, it could be
wise to base the algorithm naming on mechanisms.

5. Algorithm mechanisms investigation: This work aims to investigate the performance
of the mechanisms. The idea is to test with the benchmark, mechanisms one by one
and/or in combination to gain knowledge on their strengths and weaknesses.

6. Algorithms designed from mechanisms: This work is to investigate whether basing
the design of algorithms on mechanisms is consistent or not. The mechanisms having
the best performance will be used to design algorithms. The resulting algorithms
will be tested. Based on their results, whether it is consistent to design algorithms
from mechanism or not will be discussed.

Research project 3: A global radio-frequencies devices optimization
engine

This research project aims to develop an optimization engine able to efficiently solve any
kind of RF devices design optimization problems. This research project will generalize this
thesis work to all RF devices. By doing so, the SMART-INN partners would be able to
optimize other structures than SAW filters. The research works composing this research
project are:

1. An optimization strategy including structural choices: By including structural
choices into the optimization problem, some additional difficulties are expected. For
instance, in the impedance elements filters case, a multi-level optimization method
will be investigated. Thanks to this work, no matter what kind of problem are
encountered, a suited optimization solution will be provided.

2. An efficient strategy for sets of optimizations: It could be interesting for SMART-
INN partners to design series of optimal RF devices, with only a few specifications
changing, such as the center frequency or the relative bandwidth. This could be
used as a strategy to efficiently respond to calls for bids as it increases the chance of
having a suitable design to suggest. For this to be possible, several optimizations with
close bills of specifications have to be performed. As these optimizations are similar
from one another, it might be interesting to develop techniques, akin to fordism, to
industrialize the optimization process. Optimization would therefore be performed
in sets such as products are manufactured by batch. Multi-objective means could be
used as inspiration sources to developed this ’sets of optimization’ techniques.

3. An artificial intelligence (AI) based EDO for RF devices: In the case of a type
of product regularly optimized, an AI could be used to improve the optimization
performance. Indeed, in this case, former results could be used to train an AI
which would submit solutions. Even if not fully satisfying, they could be used by an
optimization algorithm as reference solutions.



160 CHAPTER 7. CONCLUSION

4. A specification based optimization process: This work aims to develop a fully au-
tomated process which selects an architecture depending on the specifications and
optimizes it. The choice of the architecture will require to formalize the knowledge
of an RF expert and will implement it as an expert-rules-based choice process.

Research project 4: To RF filter analytic optimization

This research project aims to use algorithm-based optimization as a mean to gather enough
knowledge about the RF filter design to be able to perform optimization by analytic means,
at least partially. The idea is to go from the algorithm-based optimization approach to
an analytic optimization one (see chapter 1). The research works composing this research
project are:

1. An efficient strategy for a sets of optimizations: It could be interesting for SMART-
INN partners to design series of optimal RF devices, with only a few specifications
changing, such as the center frequency or the relative bandwidth. This could be
used as a strategy to efficiently respond to calls for bids as it increases the chance of
having a suitable design to suggest. For this to be possible, several optimizations with
close bills of specifications have to be performed. As these optimizations are similar
from one another, it might be interesting to develop techniques, akin to fordism, to
industrialize the optimization process. Optimization would therefore be performed
in sets such as products are manufactured by batch. Multi-objective means could be
used as inspiration sources to developed this ’sets of optimization’ techniques.

2. A method to analyze the results of a set of optimizations: This work aims to develop
a method to analyze the results of a set of optimizations in order to expose rules
which could be used for analytic optimization. It is wished to find a method exploring
the relations between the variation of the bills of specification of the optimizations
and the variables ones. The gist is to observe how a change in a bill of specification
influences optimal design parameters.

3. From optimization set results to analytic optimization: Batteries of optimizations
will be performed in order to investigate possible relationships between the specifi-
cations and the optimal design parameters. If such links are found they could be
used to create expert-rules to design filters with optimal specifications. In this case,
additional investigations could be achieved to find physical explanations for such
rules.
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[45] Dominique Chamoret, Sébastien Salmon, Noelie Di Cesare, and Yingjie J. Xu. Bsg-
starcraft radius improvements of particle swarm optimization algorithm: An appli-
cation to ceramic matrix composites. In Patrick Siarry, Lhassane Idoumghar, and
Julien Lepagnot, editors, Swarm Intelligence Based Optimization, pages 166–174,
Cham, 2014. Springer International Publishing.

[46] Vahid Beiranvand, Warren Hare, and Yves Lucet. Best practices for comparing
optimization algorithms. Optimization and Engineering, 18(4):815–848, 2017.

[47] Elizabeth D. Dolan and Jorge J. Moré. Benchmarking optimization software with
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Meyer. A new scoring strategy for meta-heuristic, single-objective, continuous opti-
mization algorithm benchmark. Manuscript re-submitted to Applied soft computing,
February 2019.

[138] Jacques Alexis. Pratique industrielle de la méthode Taguchi. Association Française
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[164] Eugène Dieulesaint. Ondes élastiques dans les solides. 1970.

[165] C Rosen, Basavaraj V Hiremath, and Robert Newnham. Piezoelectricity. Number 5.
Springer Science & Business Media, 1992.

[166] KA Ingebrigtsen. Surface waves in piezoelectrics. Journal of Applied Physics,
40(7):2681–2686, 1969.

[167] Eugène Dieulesaint and Daniel Royer. Ondes élastiques dans les solides-Tome 1:
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A.1 Définition des objectifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
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A.1/ Thematics board

This section presents the thematics and sub-thematics used by the formulation methodol-
ogy. Thematics have been depicted and gathered on a board. This board, the ’thematics
board’, is used during interviews to guide both the designer and the optimizer. The the-
matics board, in figure A.1, is composed of main thematics and sub-thematics. Each
sub-thematics is linked to a ’mother’ main thematics. The product is depicted in the
board center. The main thematics are gathered close to the product, while sub-thematics
are revolving around in the same direction as their mother thematics. Every item of the
board is labeled to guide designer in case of icone misunderstanding. The thematic board
is presented in its initial language (french) to avoid poor translation misunderstanding.
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A.2/ Questionnaire

The questionnaire is presented in its initial language (french) to avoid poor translation
misunderstanding.

A.2.1/ Part 1: Learn about the case

A.2.1.1/ Entreprise

� Quelles sont les activités principales de votre entreprise ?

� Quelle est votre position sur le marché ?

� Où êtes-vous implanté ?

� Combien d’employés ?

� Quel est votre chiffre d’affaires ? À combien s’élèvent vos bénéfices ?

� Quel département/structure/équipe est en charge de la conception de ce produit ?

� Quelle est la taille de ce département/structure/équipe ?

� Avez-vous une charge de travail importante (en ce moment) ?

� Quel est le délai de mise sur le marché d’un nouveau produit ?

� Combien de temps avez-vous pour développer le produit ?

A.2.1.2/ Produit

� À quoi sert ce produit ?

� Est-ce que la gamme de produits dans laquelle s’inscrit ce produit est petite ou
grande ?

� Est-ce un produit multiusage ?

� Est-ce un produit stratégique ? Pourquoi ?

� Quelles sont les tendances actuelles du marché ?

� Est-ce que votre entreprise à des attentes particulières pour ce produit ?

A.2.1.3/ Client

� Qui achète ce produit ? Quelle est la clientèle cible ?

� Comment votre client utilise-t-il votre produit ? Y a-t-il des usages détournés ?

� Ce produit fait-il partie d’une série ?

� Quels sont les prix du marché pour ce produit ?

� Qui vend ce genre de produit ?

� Quels sont les principaux concurrents (produits et entreprise) ?

� Qu’est-ce que le client trouve attractif dans ce produit ?

� Qu’est-ce qui fait que ce produit est facile d’usage ?
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A.2.1.4/ Fonctionement

� Comment fonctionne le produit ?

� Quelles sont les différentes parties de l’architecture ?

� Quels sont les principaux techniques utilisés ?

� Quels sont les principes physiques mis en jeu ?

� Quelles sont les consignes d’utilisation ?

� Quels sont les sources de dysfonctionnement ?

� Y a-t-il un cahier des charges ?

A.2.1.5/ Production

� Comment produisez-vous ce produit ?

� Quelles sont les différentes étapes de la production ?

� Quels matériaux sont utilisés ?

� Quels sont les machines et outils utilisés pour la production ?

� Est-ce que le produit nécessite un entretien particulier ?

� Le produit est-il facile à réparer ?

A.2.1.6/ Impacte énergétique et environmental

� Quel est le cycle de vie du produit ?

� Quel type d’énergie utilise le produit ?

� Combien consomme-t-il ?

� Quel déchet le produit génère-til ?

� Quelle quantité de déchets émet-il ?

� Quelle est l’autonomie du produit ?

� Est-ce que la fabrication du produit consomme beaucoup d’énergie et de ressource ?

� Est-il possible de recycler le produit ?

A.2.1.7/ Usage

� Comment le client se sert-il du produit ? Quelle interface utilise-t-il pour se servir
du produit ?

� Le produit est-il facile à utiliser ? Son usage demande-t-il des compétences partic-
ulières .

� Est-il confortable d’utiliser le produit ?

� Quelles sont les performances techniques du produit ?

� À quel point les produits compétiteurs sont-ils performants ?

� Quelles sont les principales caractéristiques du produit ?
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A.2.1.8/ Couts

� Combien coûte la production de ce produit ?

� Qu’est-ce qui coute cher dans la production ? La masse salariale, les installations,
les ressources, l’énergie ?

� Durant la fabrication, y a-t-il des opérations critiques ?

� Durant la fabrication, y a-t-il des opérations couteuses ?

� Y a-t-il un fort taux de rebut ?

� Y a-t-il beaucoup de chute et de déchets ?

A.2.1.9/ Conception

� Comment ce produit est-il conçut ?

� Utilisez-vous des simulations, des modèles ou des logiciels ?

� Comment faite vous ces calculs numériques ? Avez-vous besoin de
données/informations en particulier ?

� Quelles sont les données que vous calculez ?

� Comment traitez-vous ces données ?

� Quelles sont les performances que vous calculez ?

� Comment les calculez-vous ?

� Quels sont les domaines scientifiques qui interviennent dans la conception ?

� Quels équations/lois/modèles physiques utilisez-vous ?

� Quelles technologies sont utilisées par ce produit ?

� Est-ce que la conception du produit doit être adaptée pour différents us-
ages/situations/environement ?
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A.2.2/ Part 2: Optimization element - identification

A.2.2.1/ Objectif

Qu’est-ce qui doit être le mieux possible ?

� Entreprise : Le produit phare de la marque ?

– Le plus gros bénéfice ?

– Le plus polyvalent ?

� Client : Le produit le plus attractif ?

– Le produit le moins cher ?

– Le plus facile d’utilisation ?

– Le plus beau produit ?

� Fonctionement : Le produit qui fonctionne le mieux ?

– Celui qui respecte le cahier des charge le plus exigeant ?

– Les conditions d’utilisation les plus larges ?

– Le produit le plus sécuritaire ?

� Production : Le plus facile à produire ?

– Les meilleurs matériaux (cout, facilité à travailler) ?

– Le plus facile à usiner ?

– Le produit avec le moins de maintenace/entretien ?

� Energie : Le produit avec la meilleure efficience énergétique ?

– La consommation la plus basse ?

– La meilleure autonomie ?

– Le produit le plus éco-responsable ?

� Usage : Le produit le plus efficient ?

– Le meilleur dimensionnement ?

– Les meilleures performances techniques ?

– Le plus confortable ?

� Cout : Le moins cher à produire ?

– Celui qui demande le moins d’investissement ?

– Celui avec le taux de rebut le moins élevé ?

– Celui qu génère le moins de chutes/déchet ?

� Conception : Le produit le mieux conçu ?

– Celui qui a les meilleures propriétés physiques ?

– Celui qui exploite les meilleures technologies ?

– Celui qui s’adapte le mieux (environement, utilisation) ?
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A.2.2.2/ Contraintes

Qu’est-ce qui doit être suffisamment bon pour que le produit soit accepté ?

� Entreprise : Le produit doit répondre à certaines attentes ?

– Le produit doit dégager assez de bénéfices ?

– Le produit doit s’inscrire dans au moins x gammes de produit ?

– Le produit doit être suffisament facile à décliner ?

� Client : Le produit doit être suffisament attractif ?

– Le produit doit être accessible financièrement ?

– Le produit doit être suffisament facile d’utilisation ?

– Le produit doit être aggréable à regarder ?

� Fonctionement : Le produit doit respecter certaines conditions ?

– Le produit doit respecter certains points du cahier des charges ?

– Le produit doit pouvoir être utilisé dans différentes situations ?

– Le produit doit pouvoir être utilisé en toute sécurité ?

� Production : Le produit doit pouvoir être produit avec un équipement standard ?

– Les matériaux doivent respecter des critères ?

– Les opérations de maintenance ne doivent pas être trop contraignantes ?

– La production doit respecter certains standards ?

� Energie : Le produit doit être éco-responsable ?

– Le produit doit avoir une consommation maitrisée ?

– Le produit doit avoir une autonomie suffisante ?

– Le produit doit être recyclable, au moins partiellement ?

� Usage : Le produit doit être agréable/facile à utiliser ?

– Les caractéristiques techniques du produit doivent respecter des contraintes ?

– Les performances techniques du produit doivent être suffisamment élevées ?

– Le produit doit être suffisamment confortable ?

� Cout : Le produit ne doit pas être trop cher à produire ?

– Le cout des installations nécessaires à la production doit être maitrisé ?

– Les émissions de déchets lors de la fabrication doivent être maitrisées ?

– Le pourcentage de rebut doit être inférieur à un seuil ?

� Conception : Lors de la conception du produit certaines restrictions doivent être
respectées ?

– Certaines règles/contraintes physiques doivent être respectées ?

– Certaines technologies utilisées doivent respecter des contraintes ?

– La conception doit permettre au produit de s’adapter à différentes situations,
utilisations et aux aléas ?
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A.2.2.3/ Variables

Qu’est ce que vous réglez/ajustez ? Sur quels aspects travaillez/jouez vous ? :

� Entreprise : Quels sont les éléments de votre produit que vous achetez aux prés de
fournisseurs ?

� Client : Quelles sont les formes de votre produit que vous pouvez modifier ?

� Fonctionement : Quels sont les éléments de votre architecture que vous pouvez
modifier/régler ?

� Production : Quels sont les matériaux et géométries que vous pouvez modifier ?

� Energie : Quel sont les éléments liés à la source d’énergie sur lesquels vous pouvez
agir ?

� Usage : Quelles sont les caractéristiques techniques de votre produit que vous pouvez
régler ?

� Cout : Quels sont les éléments de votre processus de fabrication sur lesquels vous
pouvez agir pour faire baisser les couts ?

� Conception : Quelles parties de la conception peuvent être changées ?
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A.2.3/ Part 3: Optimization element – Definition

A.2.3.1/ Objectifs

Table A.1: Définition des objectifs

Information Question

Description Qu’est-ce que vous cherchez à améliorer ?
Nom Comment appelez-vous cette grandeur ?
Notation Quelle notation mathématique utilisez-vous pour cette grandeur ?
Unité En quelle unité est-ce exprimé ?
Type Est-ce que vous en voulez le plus ou le moins possible ?
Acceptabilité Pour quelle valeur serez-vous raisonnablement satisfait du résultat ?
Satisfaction cor-
respondance 1

A quel point trouvez-vous la valeur [valeur compétiteur 1] bonne ou
mauvaise ?

Satisfaction cor-
respondance 2

A quel point trouvez-vous la valeur [valeur compétiteur 2] bonne ou
mauvaise ?

A.2.3.2/ Contraintes

Table A.2: Définition des contraintes

Information Question

Description Qu’est-ce que vous cherchez à maitriser ?
Nom Comment appelez-vous cette grandeur ?
Notation Quelle notation mathématique utilisez-vous pour cette grandeur ?
Unité En quelle unité est-ce exprimé ?

Limite inférieure À partir de quelle valeur êtes-vous pleinement satisfait ?

Limite inférieure marge À partir de quelle valeur seriez-vous prêt à faire un compromis ?
Limite supérieure En dessous de quelle valeur êtes-vous pleinement satisfait ?
Limite inférieure marge En dessous de quelle valeur seriez-vous prêt à faire un compromis

?



A.2. QUESTIONNAIRE 193

A.2.3.3/ Variables

Table A.3: Définition des variables

Information Question

Description Qu’est-ce que vous réglez ?
Nom Comment appelez-vous cette grandeur ?
Notation Quelle notation mathématique utilisez-vous pour cette grandeur ?
Unité En quelle unité est-ce exprimé ?
Type Est-ce que vous pouvez donner à cette grandeur toutes les valeurs d’un

intervalle ou seulement des valeurs dans un ensemble donné ?
Intervalle Entre quelles valeurs pouvez-vous ajuster [Nom] ?
Gamme Quelles sont les valeurs que peut prendre [Name] ?
Précision Quelle est la précision numérique avec laquelle vous recherchez la valeur

de [Nom] ?
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A.3/ Optimization bill of specifications

Table A.4: OBS Objectives

# Min/Max Description Notations Unit Acceptability

Table A.5: OBS Constraints

# Description Expression

Table A.6: OBS Variables

# Notations Description Type Values Unit Accuracy Uncertainty

Table A.7: OBS Evaluation Tools

# Tool Description Inputs Outputs
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A.4/ Bound handling techniques

This section presents some bound handling techniques (BHT) that could be used with
the normalized evaluations (NE) approach. These BHT are inspired by [26, 107], which
presented BHT methods for PSO and DE algorithms. To understand BHT equations, a
few notations, given in table A.8, should be introduced.

Table A.8: Notation for bound handling techniques

Notation Definition

D Dimension of the optimization problem
z Normalized variables vector
y Bounded variables vector
s Satisfaction
U Random function (Uniform distribution law)

The list of BHT is the following:

� Penalty techniques:

– Death penalty [107] (infinity method [26]): The solution is given a negative
infinite satisfaction. In practice, due to numerical restriction infinity will be
replace by an arbitrary large value.

s(x) = −∞ (A.1)

– Smooth penalty (substitution, quadratic, function penalty [107]): The solution
satisfaction will be equal to penalty (substitution). This penalty will be com-
puted by a function (function penalty). This function is the square (quadratic)
of the distance between the solution and the nearest search space border.

s(x) = − 1
D ·

∑D
i=1 β

2
iαi ≤ 1⇒ βi = 0

αi ≥ 1⇒ βi = αi

αi = 0.5 + |zi − 0.5|

(A.2)

� Repair techniques:

– Teleportation (re-sampling [107]): The solution is randomly relocate into the
search space

∀zi, yi ∼ U([0, 1]) (A.3)

– Shift (re-initialization [107], equivalent to random forth[26]): The coordinate
of the solution which are outside of the search space are randomly set between
bounds. zi < [0, 1]⇒ yi ∼ U([0, 1])

zi ∈ [0, 1]⇒ yi = zi
(A.4)
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– Wall (projection [107]): The solution is moved to the closest edge of the search
space. 

zi ≥ 1⇒ yi = 1
zi ≤ 0⇒ yi = 0
zi ∈ [0, 1]⇒ yi = zi

(A.5)

– Bounce (reflexion [107]): The solution is moved in the search space center
direction proportionally to how far from the edge it is.

zi ≤ 0⇒ yi = ((−zi)mod1)
zi ≥ 1⇒ yi = 1 − ((zi − 1)mod1)
zi ∈ [0, 1]⇒ yi = zi

(A.6)

– Round (wrapping [107]): The search space is rounded by correcting the solution
position using a modulo.

zi ≤ 0⇒ yi = 1 − ((−zi)mod1)
zi ≥ 1⇒ yi = ((zi − 1)mod1)
zi ∈ [0, 1]⇒ yi = zi

(A.7)
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A.5/ Functions details

A.5.1/ Basic functions

Basic functions are support to make benchmark functions. Most of them are currently
used in literature [182].

� Bent cigar function

f1(x) = x2
1 + 106 ·

D∑
i=2

x2
i (A.8)

� Discuss function

f2(x) = 106 · x2
1 +

D∑
i=2

x2
i (A.9)

� Weierstrass function 
f3(x) =

D∑
i=1

(
kmax∑
k=0

[akcos(2πbk(xi + 0.5))])

−D
∑kmax

k=0 [akcos(2πbk · 0.5)]
a = 0.5; b = 3; kmax = 20

(A.10)

� Modified Schwefel function

f4(x) = 418.9829 · D −
∑D

i=1 g(zi)
zi = xi + 420.9687462275036
c = 500; b = 10000

g(zi) :


|zi| ≤ c : zisin(

√
|zi|)

zi > c : (c − zi%c)sin(
√
|c − zi%c|) − zi−c

b·D

zi < c : (−c + zi%c)sin(
√
| − c + zi%c|) − zi+c

b·D

(A.11)

� Katsuura function

f5(x) =
10
D2

D∏
i=1

(1 + i
32∑
j=1

2 jxi − round(2 jxi)
2 j )

10
D1.2 −

10
D2 (A.12)

� HappyCat function

f6(x) = |

D∑
i=1

x2
i − D|1/4 + (0.5

D∑
i=1

x2
i +

D∑
i=1

xi)/D + 0.5 (A.13)

� HGBat function

f6(x) = |(
D∑

i=1

x2
i )2 − (

D∑
i=1

xi)2|1/2 + (0.5
D∑

i=1

x2
i +

D∑
i=1

xi)/D + 0.5 (A.14)
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� Expanded extended Griewank plus Rosenbrock function

f8(x) =

D∑
i=1

f11( f10(xi, x(i+1)%D)) (A.15)

� Expanded Schaffer functiong(x, y) = 0.5 +
sin2(
√

x2+y2−0.5)
1+0.001(x2+y2)

f9(x) =
∑D

i=1 g(xi, x(i+1)%D)
(A.16)

� Rosenbrock function

f10(x) =

D−1∑
i=1

(100(x2
i − xi+1)2 + (xi − 1)2) (A.17)

� Griewank function

f11(x) =

D∑
i=1

x2
i

4000
−

D∏
i=1

cos(
xi
√

i
) + 1 (A.18)

� Rastigin function

f12(x) =

D∑
i=1

(x2
i − 10cos(2πxi) + 10) (A.19)

� High conditioned elliptic function

f13(x) =

D∑
i=1

(106)
i−1
D−1 x2

i (A.20)

� Ackley function

f14(x) = −20exp(−0.2

√√√
1
D

D∑
i=1

x2
i ) − exp(

1
D

D∑
i=1

cos(2πxi)) + 20 + e (A.21)

A.5.2/ Uni-modal and multi-modal functions

In the benchmark presented in chapter 4, 2 uni-modal and 7 multi-modal function are
used. The functions are based on the simple functions introduced in the previous section.
They follow the pattern of equation A.22. This equation relies on some elements such
as the offset. The elements composing the simple functions are detailed in table A.9. In
this table, Φ refers to a normed random vector and Φ to a randomly generated rotation
matrix. Φ matrices are geenreated using the Gram-Schmidt process [183].

Fi(x) = f (M(c(x − s)) + p) + o where i = 1, · · · , 9 (A.22)

� f (x): Basic function used

� M: Rotation matrix
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� c: Scaling factor

� s: Shift vector

� p: Inside function offset

� o: Offset

Table A.9: Uni-modal and multi-modal functions

Fi f s c M p o

1 1 Φ 1 Φ 0 100
2 2 Φ 1 Φ 0 200

3 3 Φ 0.005 Φ 0 300
4 4 Φ 10 Φ 0 400
5 5 Φ 0.05 Φ 0 500
6 6 Φ 0.05 Φ 0 600
7 7 Φ 0.05 Φ 0 700
8 8 Φ 0.05 Φ 1 800
9 9 Φ 1 Φ 1 900

A.5.3/ Hybrid functions

In the benchmark presented in chapter 4, 3 hybrid functions are used. These functions are
based on the basic functions introduced in section A.5.1. The hybrids functions follow the
pattern of equation A.23 which relies on elements, such as a set of basic functions. Those
elements are detailed in table A.10.



F = (
∑N

i=1 gi(Mi · zi)) + o
z = [zi, ..., zn]
zi = [S a, ..., S b]
a =

∑ j=i−1
j=1 (n j) + 1; b =

∑ j=i
j=1 (n j) + 1

S = random-permutation(y)
y = x − s
ni = pi · D∑N

i=1 ni = D
s = Φ

Mi = Φ(ni, ni)

(A.23)



200 APPENDIX A. APPENDIX

� N: Number of basic functions used

� gi(x): i-th basic function used

� pi: Percentage of variable allocated to the i-th basic function

� ni: Dimension of the i-th basic function

Table A.10: Hybrid functions elements

Fi N o p g

10 3 1000 [0.3, 0.3, 0.4] [4, 12, 13]
11 4 1100 [0.2, 0.2, 0.3, 0.3] [11, 3, 10, 9]
12 5 1200 [0.1, 0.2, 0.2, 0.2, 0.3] [5, 6, 8, 4, 14]

A.5.4/ Composite functions

In the benchmark presented in chapter 4, 3 composite functions are used. Composite
functions follow the pattern of equation A.24 which relies on elements, such as a set of
origin shifts. Those elements are detailed in table A.11.



F(x) =
∑N

i=1 [ωi(λigi(x) + o′i)] + o

wi = 1√∑D
j=1 (x j−si. j)2

exp(−
∑D

j=1 (x j−si. j)2

2Dσ2
i

)

ωi = wi/
∑n

i=1 wi

o′i = 100(i − 1)

(A.24)
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� N: Number of basic functions used

� gi(x): i-th basic function used

� si: Shift of the i-th basic function

� o′i : Offset of the i-th basic function

� σi: Control factor of the i-th basic function

� λi: Scale factor of the i-th basic function

� wi: Weight of the i-th function

Table A.11: Composite functions elements

Fi N σ λ g

13 5 [1, 2, 3, 4, 5] × 10 [1, 1e−6, 1e−26, 1e−6, 1e−6] [10, 13, 1, 2, 13]
14 3 [1, 3, 5] × 10 [0.25, 1, 1e−7] [4, 12, 13]
15 5 [1, 1, 1, 2, 2] × 10 [10, 10, 2.5, 25, 1e−6] [7, 12, 4, 3, 13]
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A.6/ Results and Scores computation attached notes

This section presents notes explaining in more details how results and scores are computed.

A.6.1/ Impact of run result aggregation weights on main score

figure A.2 shows the impact of run result aggregation weights on the main score of the
benchmark for tested algorithms. VN ’s weight, w1, is on X-axis. As weigths are normalized,
w2 = 1 −w1. On the right, where x = 1, only the value matters and on the left side, where
x = 0, only the convergence speed matters.

From the first remarks on weights made in sub-section 4.3.5, w1 should be set be-
tween 0.6 and 0.9. In this range, it can be observed that PSO, CMAES and Cuttlefish
ranks change around x = 0.75. There is still room to discuss w1 value, especially as the
importance given to value and convergence depends on the optimization context. How-
ever, for a ’general context’ approach, w1 should be set between 0.7 and 0.8. w1 = 0.75
and w2 = 0.25 can be considered a good starting point for run result aggregation weights.

Figure A.2: Impact of run result aggregation’s VN ’s weight on Main score for tested
algorithms

A.6.2/ Runs results of a draw

It is not easy to have a concrete idea of what run results could be achieved for a given
couple of gross evaluations and gross values. To address this problematic some examples
will be presented. Table A.12 presents PSO draw results for the case where D = 10,
F = 1 and M = 1. This case has been chosen for the diversity of couples made by gross
evaluations and gross values.

Table A.12: Draw results detail - PSO, D10, F1, M1

# Run res Norm res Norm eval Res Eval
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1 0.73 0.68 0.89 125 10960
2 0.62 0.54 0.88 1320 11760
3 0.55 0.46 0.88 9456 11740
4 0.60 0.52 0.87 2228 12220
5 0.59 0.51 0.87 2944 12040
6 0.58 0.50 0.86 3948 13920
7 0.57 0.49 0.86 5036 13140
8 0.36 0.52 0.00 2481 100000
9 0.67 0.61 0.87 283 12220

10 0.68 0.62 0.88 251 11900
11 0.67 0.60 0.88 327 11980
12 0.56 0.47 0.87 8289 12440
13 0.31 0.43 0.00 18109 100000
14 0.39 0.55 0.00 1021 100000
15 0.66 0.60 0.88 386 11720
16 0.68 0.62 0.87 235 12420
17 0.53 0.43 0.87 19844 12600
18 0.57 0.48 0.87 6326 12560
19 0.34 0.48 0.00 6227 100000
20 0.38 0.54 0.00 1372 100000
21 0.33 0.47 0.00 7757 100000
22 0.43 0.44 0.40 14344 59900
23 0.63 0.56 0.87 811 12520
24 0.57 0.49 0.86 4853 13840
25 0.57 0.47 0.88 6983 11680
26 0.78 0.75 0.86 101 13240
27 0.63 0.56 0.87 836 12140
28 0.73 0.69 0.86 116 13700
29 0.38 0.41 0.29 30432 70280
30 0.45 0.52 0.25 1990 74560
31 0.61 0.53 0.87 1672 12460
32 0.39 0.56 0.00 941 100000
33 0.33 0.47 0.00 7842 100000
34 0.34 0.47 0.00 6971 100000
35 0.59 0.50 0.87 3645 12220
36 0.65 0.58 0.87 580 12100
37 0.42 0.47 0.28 7879 71460
38 0.34 0.48 0.00 5695 100000
39 0.37 0.48 0.09 5459 90600
40 0.62 0.54 0.87 1364 12580
41 0.64 0.57 0.87 627 12240
42 0.62 0.54 0.88 1350 11160
43 0.34 0.47 0.00 6908 100000
44 0.30 0.43 0.00 21238 100000
45 0.38 0.49 0.08 4211 91100
46 0.37 0.52 0.00 2001 100000
47 0.31 0.43 0.00 19885 100000
48 0.33 0.47 0.00 7636 100000
49 0.65 0.58 0.88 557 11860
50 0.78 0.75 0.86 101 13160
51 0.73 0.69 0.88 118 11760
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A.6.3/ Impact of confidence ratio

This sub-section will look for an acceptable value of the confidence limit ratio. The confi-
dence limit goal is to measure how efficient the algorithm is when only one or a few runs
are possible. The return value should be the worst of a large amount of the runs of a draw.
This ratio has to be set at a high value such as 75%, 90% or even 99, 9%. As a ratio under
50% would lead to a value higher than the average, the ratio will be explored from this
point.

Figures A.3 and A.4 show the impact of confidence limit ratio on Benchmark’s main
score and omega sub-score for tested algorithm. Judging from the first figure, it can be
noticed, that algorithms decrease almost steadily until 90%. Onwards, the curves slope
drops. As one may suspect, in order for the confidence limit to have an actual impact on
the main score, its ratio should be set above 90%. Given the results of the second figure,
the same trend can be observed, except for Cuttlefish, which steadily decreases. On this
figure, an interesting point can be noticed, at 95% where Cuttlefish an PSO curves are
crossing each other. It seems that 95% is the minimum for which less sensitive algorithms
may outperform sensitive ones. To conclude, the confidence limit ratio should be set at
95% or more.

Figure A.3: Impact of confidence limit ratio on Main score for tested algorithms
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Figure A.4: Impact of confidence limit on Omega sub-score for tested algorithms

A.7/ Algorithms detail

A.7.1/ Covariance Matrix Adaptation Evolution Strategy (CMAES)

A.7.1.1/ Introduction

The CMAES [52] (Covariance Matrix Adaptation Evolution Strategy) is an evolution-
ary algorithm for difficult non-linear non-convex black-box optimization problems in con-
tinuous domains [184]. The CMAES is typically applied to unconstrained or bounded
constraint optimization problems whose search space dimension lies between three and a
hundred. Derived from the concept of self-adaptation in evolution strategies, the CMA
(Covariance Matrix Adaptation) adapts the covariance matrix of a multi-variate normal
search distribution. Two main principles for the adaptation of parameters of the search
distribution are exploited in the CMAES algorithm.

The first one is the maximum-likelihood principle, increasing the probability of suc-
cessful candidate solutions at each steps. It consists in updating the mean of the distri-
bution and co-variance matrix, such that the likelihood of previously successful candidate
solutions is maximized. The second one is the evolution paths. An evolution path is a
sequence of successive steps. This evolution path is strategy over a number of generations.
This strategy relies on the record of the two last steps of distribution mean’s evolution.
These paths contain significant information about the correlation between consecutive
steps.

A.7.1.2/ Stopping condition

The CMAES stops if, for rt iterations, all of the points evaluated are inside a radius.
Meaning that, for each dimension, equation A.25 is verified. The CMAES also stops in
case of an ill-conditioned matrix.
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∀ < i, j >; pointi[d] − point j[d] ≤ 0.01 · (upper-limit[d] − lower-limit[d]) (A.25)

A.7.1.3/ Pseudo-code

CMAES pseudo code is given by algorithm 3.

Algorithm 3 CMAES pseudo code

Require: Initialize λ {Number of samples per iteration}
Require: Initialize m, σ, C = I, pσ = 0, pc = 0 {Initialize state variables}

1: while stopping criteria is not reach {iterate} do
2: for i ∈ {1 . . . λ} {Sample λ new solutions and evaluate them} do
3: xi ∼ N(m, σ2C)
4: fi = f itness(xi)
5: end for
6: xi...λ ← xs(i)...s(λ) with s(i) = argsort( fi...λ, i)
7: m′ = m {Keep previous iteration mean in mind}
8: m← update-m(xi, . . . , xλ) {Move mean}
9: pσ ← update-ps (pσ, σ−1C−1/2(m − m′)) {Update isotropic evolution path}

10: pc ← update-pc (pc, σ
−1(m − m′), ‖pσ‖) {Update anisotropic evolution path}

11: C ← update-C (C, pc, (x1 − m′)/σ, . . . , (xσ − m′)/σ) {Update covariance matrix}
12: σ← update-sigma (σ, ‖pσ‖) {Update step-size using isotropic path length}
13: end while
14: return m or x1

A.7.1.4/ Setting

Table A.13 gives the setting of the CMAES used in this thesis. λ is defined according to
the default strategy parameters [52]. The default step size is σ = 0.5 but [185] mentioned
that a smaller initial step-size is especially useful on composition functions, which are
highly weighted in the proposed benchmark. Therefore, σ has been lowered to 0.3. rt and
rv values have been copied from PSO’s radius [45].

Table A.13: CMAES setting

Parameter Value Remarks

λ λ = 4 + f loor(3 · log(D)) Population size
σ 0.3 Coordinate wise standard deviation (step size)
rt 10 Number of iteration inside radius to stop
rv 1e−3 Radius threshold value

A.7.2/ Inhouse Genetic algorithm (GA)

A.7.2.1/ Introduction

In genetic algorithms, a population of candidate solutions, called individuals, is evolved
towards better solutions. Each candidate solution possess a chromosome, which can be
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mutated and altered [186]. A chromosome is a set of D genes.

The GA algorithm used in this thesis is an inhouse genetic algorithm. Its main
difference relies in the way individuals are matched to produce offsprings. The idea is to
simulate a scheme of animals forming couples. In addition, every individuals possess two
chromosomes in order to be closer to how sexual reproduction works. The first chromosome
is the one used for evaluation. The second chromosome only contains ’recessive’ genes.

At each iteration, new individuals are created either by reproduction or by imitation.
Both of those methods include mutation mechanisms. The generation of an individual
includes mechanisms that randomly sets up genes.

� Reproduction: A new individual is generated from two parents. For each gene,
each parent will give one of its corresponding genes. For both parents, which genes
will be given is selected randomly. Which of the two parents genes will be on first
chromosome is also chosen randomly. For each gene there is a probability Pm that
the gene is mutated.

� Imitation: A new individual is generated thanks to the genes of the previous gen-
eration. For each genes there is a probability Pc that the gene is copied from a
chromosome randomly selected in the previous generation population. For each
copied gene there is a probability Pm that the gene is mutated. If the gene is not
copied, it is randomly set.

� Mutation: If the gene is mutated it will be set randomly.

� Random set: Genes are randomly set inside the research limits of the algorithm.
Indeed, the random selection is made over a portion of the search space. This portion
is limited by upper and lower bounds over each variables. Limits are updated at each
iteration in order to set genes in the supposedly interesting area of the search space.
If algorithm converges, limits are shrunk with each new iteration.

The couple generation is based on the concept of attraction. Attraction of individual
B on A (AB→A) expresses how much individual A want to mate with B. Attraction of B
on A is computed, as in equation A.26, by three normed factors:

� Attractiveness of B (GB): It represents how appealing individual B is. It is the fitness
of the solution B relative to the current population.

� Affinity of A with B (LA→B): It represents how much A likes B. It is a random
number set at each iteration. Affinity of A with B is different from affinity of B with
A.

� Distance between A and B (DA↔B): It represents what could prevent A and B to mate
(distance in space, cultural and social barrier). It is the normed distance between A
and B in search space.

AB→A = GB + LA→B − DA↔B (A.26)

The generation of couples relies on two iterative procedures using attraction. The
first one creates couples so that, among single individuals, the ones with each other greatest
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attractions are matched. The second one creates couples so that, among single individuals,
the ones with the highest average attractions are matched.

Each couple produces 2 childrens who are forbidden to breed together. The number
of new individuals made by imitation depends solely on the fact that the population size
must remain the same. The individual with the best fitness is called the patriarch. To
avoid premature convergence, patriarch can be forbidden to reproduce.

A.7.2.2/ Stopping criteria

The GA stops if, for rt iterations, all evaluated points during an iteration are contained
inside a radius. Meaning that, for each dimension, equation A.27 is verified.

∀ < i, j >; pointi[d] − point j[d] ≤ 0.01 · (upper-limit[d] − lower-limit[d]) (A.27)

A.7.2.3/ Pseudo-code

GA pseudo code is given by algorithm 4.

Algorithm 4 Inhouse Genetic Algorithm pseudo code

1: Initialize population
2: Evaluate individuals
3: Compute distances between individuals
4: while Stopping criteria has not been reached do
5: Compute individuals properties (Attractivenesses, Affinities and finally Attractions)

6: Compute couples (two iterate procedure)
7: Compute new limit (limits in which genes will be randomly drawn)
8: Update population (by reproduction and imitation)
9: Compute population fitness

10: Update patriarch (individual with best fitness)
11: Compute distances between individuals
12: end while
13: return Patriarch first gene

A.7.2.4/ Setting

Table A.14 gives the setting of GA used in this thesis. This setting has been found
empirically and is considered as the default one.

A.7.3/ Simulated annealing (SA)

A.7.3.1/ Introduction

Simulated annealing [57] is a probabilistic technique for approximating the global optimum
of a given function in a large search space. This approach is inspired by the process of
annealing in metallurgy. Annealing involves heating and cooling a material to alter its
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Table A.14: Genetic setting

Parameter Value Remarks

N 50 Population size
Tc 0.3 Probability to copy another gene during imitation procedure
Tm 0.1 Probability of mutation during reproduction procedure
Ap False Allow the patriarch to reproduce
rt 10 Number of iteration inside radius to stop
rv 1e−3 Radius threshold value

physical properties due to the changes in its internal structure. As the metal cools its
new structure becomes stable, consequently causing the metal to retain its newly obtained
properties.

This notion of slow cooling implemented in the simulated annealing algorithm is
interpreted as a slow decrease in the probability of accepting worse solutions as the solution
space is explored. Accepting worse solutions is a fundamental property of metaheuristics
because it allows for a more extensive search for the global optimal solution. In general,
the simulated annealing algorithm works as follows. At each time step, the algorithm
randomly selects a solution close to the current one, measures its quality, and then decides
to move onto it or to stay with the current solution. If the new position is better, the
algorithm will move onto it. Otherwise, the algorithm may or may not move according to
a probability. This probability, as the concept of temperature, will decrease with time.

A.7.3.2/ Pseudo-code

SA pseudo code is given by algorithm 5.

A.7.3.3/ Setting

Table A.15 gives the setting of SA used in this thesis. In this setting, ∆t comes from [57]
and the population size has been copied from PSO [45]. The Initial temperature, T , has
been set after experimenting on objective-functions used by this benchmark.

Table A.15: SA setting

Parameter Value Remarks

N 20 Population size
T 1000 Initial temperature
∆t 0.9 Temperature decreasing geometric progression’s commmon

ratio
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Algorithm 5 SA pseudo code

Require: Initialize xi with i ∈ {1, . . . ,N} {Initialize randomly the population}
Require: Initialize xbest

1: for it = {0, . . . , itmax} do
2: T ← ∆t · T {Temperature is decreasing according to a geometric progression of

common ratio ∆t}
3: for i ∈ {1, . . . ,N} do
4: x′i = neighbour(xi) {A new solution (x′i) close to the current one (xi) is selected}
5: if f itness(x′i) < f itness(xi) then
6: xi ← x′i {Position is updated}
7: if xi < xbest then
8: xbest ← xi {Best known solution is updated}
9: end if

10: else
11: if exp(−1 · ( f itness(x′i) − f itness(xi))/T ) < rand() then
12: xi ← x′i {Position is updated}
13: end if
14: end if
15: end for
16: end for
17: return xbest

A.7.4/ Cuttlefish

A.7.4.1/ Introduction

The Cuttlefish Algorithm is a meta-heuristic bio-inspired optimization algorithm. It mim-
ics the mechanism of colour changing behavior used by the cuttlefish to solve numerical
global optimization problems. Cuttlefish considers two main processes: reflection and
visibility. The reflection process is proposed to simulate the light reflection mechanism
used by these three layers, while the visibility is proposed to simulate the visibility of the
matching pattern used by the cuttlefish [56]. The algorithm divides the population (cells)
into four groups. Each group works independently sharing only the best solution. Two of
them are used for global search, while the others are used for local search.

A.7.4.2/ Pseudo-code

Cuttlefish pseudo code is given by algorithm 6.

A.7.4.3/ Setting

Table A.16 gives the setting of the cuttlefish used in this thesis. The population is the one
used in the initial article [56].
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Algorithm 6 Cuttlefish pseudo code

Require: Initialize population (P[N]) with random solutions. Assign the values of r1, r2,
v1, v2.

1: Evaluate fitness of the population, and keep the best solution in gbest.
2: Divide population into 4 Groups: G1, G2, G3 and G4
3: while Stopping criteria hasn’t been reached do
4: Calculate the average points of the best solution (gbest), and store it in AVBest
5: for each cell in G1 generate new solution using reflection and visibility, and calculate

the fitness.
6: for each cell in G2 generate new solution using reflection and visibility, and calculate

the fitness.
7: for each cell in G3 generate new solution using reflection and visibility, and calculate

the fitness
8: for each cell in G4 generate a random solution, and calculate the fitness.
9: if f itness > current fitness then

10: Current solution = new solution
11: end if
12: if fitness > Gbest fitness then
13: Gbest = new solution
14: end if
15: end while
16: return Gbest

Table A.16: Cuttlefish setting

Parameter Value Remarks

N 60 population size

A.8/ Benchmark detailed scores

Table A.17 presents the scores obtained by the tested MO approaches. This table could
be used to compare algorithms with more accuracy than with graphs. For instance, it
shows that expert based approach obtain a better score than DoE on Benchmark one for
f15 (with 0.615 for 0.614).
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Table A.17: Benchmark scores obtained by the tested meta-optimization approaches

Kind Category Name DoE on
Bench-
mark

Expert
based

DoE on
Function
(Khosla)

DoE on
OFTS
(Wang)

DoE on
RCTS
(Das)

Global Main score Score 0.502 0.474 0.259 0.401 0.195

Infos
Quality

Value 0.439 0.491 0.366 0.368 0.250
Convergence 0.830 0.503 0.000 0.690 0.000

Reliability
Alpha 0.562 0.554 0.335 0.496 0.223
Omega 0.447 0.398 0.212 0.313 0.172

Sub-set

Dimension

10 0.567 0.498 0.384 0.464 0.236
20 0.543 0.504 0.358 0.458 0.188
30 0.515 0.486 0.325 0.432 0.175
50 0.473 0.453 0.211 0.362 0.206

Function

1 0.284 0.517 0.325 0.220 0.018
2 0.445 0.401 0.204 0.420 0.166
3 0.208 0.097 0.016 0.092 0.017
4 0.202 0.090 0.015 0.075 0.016
5 0.281 0.136 0.061 0.101 0.054
6 0.172 0.101 0.087 0.163 0.032
7 0.343 0.235 0.207 0.255 0.033
8 0.550 0.485 0.231 0.427 0.055
9 0.148 0.022 0.013 0.015 0.016
10 0.373 0.351 0.081 0.322 0.061
11 0.619 0.598 0.191 0.419 0.053
12 0.800 0.678 0.240 0.620 0.106
13 0.670 0.592 0.416 0.569 0.411
14 0.189 0.146 0.024 0.092 0.028
15 0.614 0.615 0.383 0.520 0.353

MaxFEs

0.01 0.298 0.290 0.184 0.285 0.177
0.02 0.361 0.323 0.187 0.311 0.176
0.05 0.425 0.378 0.199 0.341 0.178
0.1 0.456 0.418 0.209 0.358 0.178
0.2 0.483 0.448 0.224 0.382 0.177
0.5 0.507 0.476 0.249 0.403 0.178
1 0.517 0.495 0.290 0.415 0.208

A.9/ Highly constrained problems

How to efficiently solve an optimization problem will depends on how much constrained
it is. Curently, optimization problem are considered un-constrained, constrained or highly
constrained.

Many paper claim to face an highly constrained problem and using this statement to
justify usage of this or that method. However, apart from few exceptions, no justification
is ever given on why the problem should be qualified ’highly’ constrained. In most of
the case this assertion relies on empirical observation, discussion with the designer and
optimizer experience.

A clear definition of highly constrained problem would benefit the community by
helping researcher evaluating if their problem is truly highly constrained or not. In ad-
dition, a constraint level scale will be an interesting tool to develop as it would help
researcher to chose an appropriate resolution method.
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To acheive the previously stated goals, two interesting notions could be used. First,
the feasible space [187], which is the part of the search space containing solutions respecting
all the constraints. Second, the failure probability [64], which is the probability for product
to not respect at least one constraint.

These two notions could be used to build a new metric: the feasible space ratio
(FSR). This ratio is the probability of a solution, inside the search space, to be in the
feasible space. A constrain level scale based on the FSR value is proposed in this section.

Several method could be used to compute the failure probability. The simplest
one will be kept to compute the FSR. It consist of using random evaluations, according
to Monte-carlos method, and to compute the percentage of random solutions respecting
all constraints. This method could be improved, for instance by using latin hypercube
sampling [188] instead of the Monte-Carlos [147], as advised by [189]. However, with
the monte-carlos method it is easy to control the number of random evaluations made.
The advised number of random evaluations to determine FSR is 1e6. This number has
been chosen as it is the inverse of the scale’s highest level’s FSR, which is 1e−6 (for
excessively constrained problem). For a first approximation, this number could be reduced,
for instance to 1e2, the inverse of the highly constrained level’s FSR.

The constraint level scale is given in Table A.18. This scales is based on levels
defined by FSR values. To define the levels some assumption about EDO and algorithms
used to solve them have been made:

� EDO problems could be solve in FEs = D · 10000 ·MaxFEs [119].

� MaxFEs should at least be superior to 0.01 for the problem to be solvable, as ex-
plained in sub-section 4.5.1) using [44].

� Typical EDO problem dimension is inferior to 100 [9, 119].

� Most of the population-based algorithm used for EDO have a typical population
inferior or equal to 100 [44].

The levels’ FSR values justifications are the following:

� Constrained: If FSR < 1, at least some part of the search space contain solutions
that do not respect constraint.

� Highly Constrained: With FSR ≤ 1e−2, if a population based algorithm is randomly
initialize the odd of having at least one feasible solution are inferior to 50%.

� Extremely constrained: with 1e−4 ≤ FSR ≤ 1e−6, once considered that 1e4 ≤ FEs ≤
1e6, if only random evaluations are used, the probability of find at least one feasible
solution is not guarantee to be superior to 50%.

� Excessively constrained: With FSR ≤ 1e−6, once considered that FEs ≤ 1e6, if only
random evaluations are used, the probability of find at least one feasible solution is
inferior to 50%.

A few additional remarks about excessively constrained problem should be made. If
a problem is considered excessively constrained, it is less an optimization problem than a
constraints satisfaction problem [72]. In this case, it is not consistent to use this problem
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Table A.18: Constraint levels scale

# Level Feasible space
ratio

Comments

0 Unconstrained 1 All solutions inside the search space are
feasible

1 Constrained [1e−2, 1[ Constrains are not yet a major difficulty
2 Highly con-

stained
[1e−4, 1e−2[ The optimization method should be ori-

ented to solve constraints
3 Extremely

constrained
[1e−6, 1e−4[ The optimization problem is about finding

a feasible solution
4 Excessively

constrained
]0, 1e−6[ As formulated, the problem does not make

sense and is barely impossible to solve
5 Fully con-

strained
0 The problem could not be solve without

modifying constraints

to test or compare optimization method, except if they are meant to solve excessively con-
strained problem. An optimization problem could be excessively constrained for different
reasons such as:

� The specifications are almost impossible to reach due to physical or technological
limitations

� The problem is poorly formulated

– A different choice of variables and alias could have been made

– Designer knowledge could have been used to simply the problem

In any case, if the problem could not be solved in state, the most obvious solution
is to discuss problem with designer in order to modify it:

� Some constraint could be removed or loosen.

� What design parameters are used as variables or alias could be modified

� Maybe some of the methods used by the designer to tune its product could be used
in optimization process.
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A.10/ Landscape analysis

This section will briefly presents the function landscape [41] analysis of the Benchmark
function and the application case. This analysis serves the selection of function sub-scores
in the process of algorithm choice presented in chapter 4.
The landscape have been analyses thanks to the metrics presented in [41] which are given
in table A.19.

Table A.19: Landscape metrics

Metric Range Interpretation

FEM (mi-
cro/macro)

[0, 1] The first entropic measure (FEM) measures the landscape
(micro/macro) ruggedness. 0 indicates a flat landscape and
1 indicates maximal ruggedness.

DM [0, 1] The dispersion metric (DM) measures the global topology
of a function landscape. The higher DM the more disperse
solutions in optimum basin are.

Gavg [0,+∞] Gavg is the function average gradient.
Gdev [0,+∞] Gdev is the standard deviation of gradient values.
FDCs [−1, 1] The fitness-distance correlation (FDCs) metric measures the

performance of algorithms with unknown optima. 1 indi-
cates the highest measure of searchability.

ILns [0, 1] The Information Landscape (ILns) measures functions
searchability relative to sphere function one. 0 indicates
maximum searchability.

FCIcog /
FCI soc

[0, 1] Fitness Cloud Index (FCI) indicates the proportion of fitness
improving solutions after two PSO updates, using either cog-
nitive (FCIcog) or social (FCI soc) mechanism.

The landscape metrics values of benchmark functions and SAW problem are given
in table A.20. A few comments could be made about the values presented. First, only the
SAW problem has a macro (respectively micro) ruggedness (FEM) superior to 0.5. This
means that no benchmark function could be considered similar to SAW one in terms of
ruggedness. The highest recorded average gradient (0.279) and gradient standard deviation
(0.443) are obtained by the SAW problem. These value are at least to times superior to
the second highest ones obtained by F13 and F2. Thus, in this case, ruggedness and
gradient related metrics will not be considered in the choice of an algorithm. In addition,
as all tested functions have a FCI soc inferior to 0.1, this metric will also not be considered.
Finally, only three functions, F13, F14 and F15, are harder on all the remaining metrics
than the SAW one. Therefore, F13, F14 and F15 benchmark sub-scores will be selected
to choose an algorithm suitable for the SAW problem.
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Table A.20: Landscapes analysis

Function FEMmacro FEMmicro DM Gavg Gdev FDCs ILns FCIcog FCI soc

SAW 0.531 0.739 0.400 0.279 0.443 −0.004 0.405 0.329 0.000
1 0.000 0.000 0.334 0.002 0.002 0.471 0.339 0.466 0.076
2 0.150 0.112 0.399 0.076 0.198 0.026 0.484 0.342 0.014
3 0.000 0.000 0.401 0.003 0.003 0.065 0.483 0.357 0.003
4 0.000 0.000 0.396 0.008 0.007 0.049 0.484 0.385 0.008
5 0.000 0.314 0.404 0.074 0.070 −0.001 0.499 0.379 0.004
6 0.000 0.000 0.363 0.001 0.001 0.561 0.303 0.380 0.001
7 0.000 0.000 0.362 0.001 0.001 0.555 0.304 0.382 0.002
8 0.000 0.000 0.362 0.000 0.000 0.392 0.339 0.383 0.003
9 0.000 0.000 0.394 0.004 0.004 −0.001 0.502 0.373 0.006
10 0.008 0.008 0.391 0.022 0.041 0.064 0.476 0.353 0.009
11 0.018 0.009 0.377 0.022 0.039 0.156 0.442 0.384 0.015
12 0.048 0.026 0.375 0.042 0.073 0.142 0.445 0.369 0.007
13 0.117 0.086 0.443 0.095 0.106 −0.290 0.597 0.226 0.000
14 0.000 0.000 0.470 0.005 0.005 −0.216 0.574 0.208 0.000
15 0.017 0.042 0.468 0.087 0.069 −0.256 0.581 0.211 0.000
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