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Titre : Quelques contributions à des problèmes variationnels géométriques impliquant des énergies
non locales

Résumé : Cette thèse est dédiée à l’étude de deux problèmes variationnels géométriques impli-
quant des énergies non-locales : d’une part, la géométrie et les singularités des applications har-
moniques fractionnaires, et d’autre part, un problème isopérimétrique avec un potentiel intégrable
inspiré du modèle de goutte liquide pour le noyau atomique imaginé par Gamow. Concernant le
premier sujet, nous améliorons des résultats de régularité partielle connus pour les applications 1/2-
harmoniques minimisantes dans le cas où la variété d’arrivée est une sphère, en obtenant une esti-
mation plus précise de la dimension de Hausdorff de l’ensemble singulier, c’est-à-dire l’ensemble des
points de discontinuité. Nous caractérisons également les applications tangentes 1/2-harmoniques
minimisantes de R2 dans le cercle unité S1, ce qui éclaire le comportement des applications 1/2-
harmoniques minimisantes de R2 dans S1 près de leurs singularités. Pour s ∈ ]0, 1[, nous prouvons
enfin des résultats de régularité partielle pour les applications s-harmoniques stationnaires ou
minimisantes, et obtenons des estimées fines sur la dimension de Hausdorff de l’ensemble des sin-
gularités, en fonction de s. Concernant le deuxième sujet de la thèse, nous étudions un problème
de minimisation sur les ensembles de périmètre fini sous contrainte de volume, dans lequel la fonc-
tionnelle est constituée de la somme d’un terme de cohésion (le périmètre) et d’un terme répulsif
donné par un noyau symétrique et intégrable sur Rn. Nous montrons que sous des hypothèses
raisonnables sur le comportement près de l’origine et sur certains des moments de ce noyau – qui
incluent les potentiels de Bessel – le problème admet des minimiseurs de grande masse (ou volume).
De plus, après renormalisation, ces minimiseurs convergent vers la boule unité lorsque la masse
tend vers l’infini. En étudiant la stabilité de la boule, nous montrons que sans ces hypothèses, il
peut y avoir rupture de symétrie, c’est-à-dire qu’il y a des cas pour lesquels le problème admet des
minimiseurs qui ne sont pas la boule.

Mots-clés : problèmes isopérimétriques, applications harmoniques fractionnaires, én-
ergies non locales, singularités, problèmes à bord libre, régularité partielle, surfaces
minimales.

Title: Some contributions to geometric variational problems involving nonlocal energies

Abstract: This thesis is dedicated to the study of two separate geometric variational problems
involving nonlocal energies: firstly, the geometry and singularities of fractional harmonic maps,
and secondly, an isoperimetric problem with a repulsive integrable potential inspired by Gamow’s
liquid drop model for the atomic nucleus. On the first topic, we improve already-known results
for minimizing 1/2-harmonic maps when the target manifold is a sphere by reducing the upper
bound on the Haudorff dimension of the singular set, i.e., the set of points of discontinuity. We
also characterize so-called minimizing 1/2-harmonic tangent maps from the plane into the unit
circle S1, shedding light on the behavior of minimizing 1/2-harmonic maps from R2 into S1 near
singularities. Finally, when s ∈ (0, 1), we prove partial regularity results for s-harmonic maps
into spheres in the stationary and minimizing case, obtaining sharp estimates on the Hausdorff
dimension of the set of singularities, depending on the value of s. As for the second topic of the
thesis, we study a minimization problem on sets of finite perimeter under a volume constraint,
where the functional is the sum of a cohesive perimeter term and a repulsive term given by a
general integrable symmetric kernel on Rn. We show that under reasonable assumptions on the
behavior near the origin and on some of the moments of this kernel – which include physically
relevant Bessel potentials – the problem admits large mass (or volume) minimizers. In addition,
after normalization, those minimizers converge to the unit ball as the mass goes to infinity. By
studying the stability of the ball, we show that without these assumptions, symmetry breaking can
occur, that is, there are cases when the problem admits minimizers which cannot be the ball.

Keywords: isoperimetric problems, fractional harmonic maps, nonlocal energies, sin-
gularities, free boundary problems, partial regularity, minimal surfaces.
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Introduction

In this thesis we present a few contributions to geometric variational problems involving
nonlocal energies. Those contributions may be sorted into two main different topics: the
first one is the geometry and singularities of fractional harmonic maps, and the second one
is an isoperimetric problem with a nonlocal repulsive potential, in particular the study
of its large mass minimizers. Each chapter is self-contained: Chapter 1 is a submitted
paper written in collaboration with V. Millot, Chapter 2 is a paper to be submitted, in
collaboration with V. Millot and A. Schikorra, and Chapter 3 is a work conducted by myself
in parallel with the other two. Chapters 1 and 2 are devoted to the topic of fractional
harmonic maps, while Chapter 3 is devoted to the aforementioned isoperimetric problem.
In Appendix A, we collect some well-known facts about the fractional laplacian, which we
define in a general, distributional setting which encompasses the functional setting adopted
in Chapters 1 and 2, and give rigorous proofs of elliptic regularity for the distributional
fractional laplacian.

We divide this introductory section into two parts: first, we introduce classical har-
monic maps, their fractional counterparts, and present the main contributions Chapters 1
and 2 add to the field, and secondly we introduce the isoperimetric problem studied in
Chapter 3 and the essential results therein.

I.1 Fractional harmonic maps

In what follows, we assume Ω ⊆ Rn to be an open subset with Lipschitz boundary in
Rn, where n > 1, and N to be a smooth, compact, submanifold without boundary of Rd,
d > 2.

Before introducing fractional harmonic maps, we recall the definition, equivalent char-
acterizations and some well-known regularity results for classical weakly harmonic maps.
This will make the introduction of their fractional counterpart much more natural, and
allow us to emphasize the strong analogies between them.

Classical harmonic maps

Definition and equivalent characterizations. Weakly harmonic maps can be seen
both as natural generalizations of harmonic functions, replacing the target with a smooth
compact manifold, or of geodesics, by considering a domain of dimension larger than 1.
We recall that a function u : Rn → R is said to be weakly harmonic in Ω if it satisfies

∆u = 0 in Ω

1



I.1. Fractional harmonic maps

in a weak sense; to be precise, u ∈ H1(Ω) is harmonic if and only if
ˆ

Ω
∇u · ∇ϕdx = 0, ∀ϕ ∈ D(Ω),

where
E(u,Ω) := 1

2

ˆ
Ω
|∇u|2 dx

is the usual Dirichlet energy in Ω, D(Ω) denotes the space of smooth functions compactly
supported in Ω, and H1(Ω) the Sobolev space of square integrable functions in Ω whose
weak partial derivatives are also square integrable. Observing that u is weakly harmonic
in Ω if and only if it is a critical point of the Dirichlet energy in Ω, i.e.,

∆u = 0 weakly in Ω ⇐⇒
[ d

dtE(u+ tϕ,Ω)
]
|t=0

= 0, ∀ϕ ∈ D(Ω),

it is natural to define harmonic maps into a smooth compact manifold without boundaryN
as critical points of the Dirichlet energy with respect to variations on the target manifold.

Definition I.1.1. Defining

H1(Ω;N ) :=
{
u ∈ H1(Ω;Rd) : u(x) ∈ N for a.e. x ∈ Ω

}
,

a map u ∈ H1(Ω;N ) is said to be a weak harmonic map in Ω if it satisfies[ d
dtE(ΠN (u+ tϕ),Ω)

]
|t=0

= 0, ∀ϕ ∈ D(Ω;Rd), (I.1.1)

where ΠN denotes the nearest point projection on N .

Here ∇u = (∇u1, . . . ,∇ud), where u = (u1, . . . , ud), ∇u · ∇v =
∑d
i=1∇ui · ∇vi, and

|∇u|2 = ∇u · ∇u. Note that the nearest point projection on N is well defined and smooth
in a tubular neighborhood of N , since the manifold is smooth and compact, so that
t 7→ ΠN (u + tϕ) is indeed a well-defined, smooth function in a neighborhood of 0. The
harmonicity condition (I.1.1) can in fact be rewritten as

∆u ⊥ Tan(u,N ) (I.1.2)

in a weak sense, where Tan(p,N ) denotes the tangent space of N at p. By weak sense,
here we mean ˆ

Ω
∇u · ∇ϕ = 0, ∀ϕ ∈ H1(Ω;u∗TN ),

where H1(Ω;u∗TN ) denotes the space of functions ϕ ∈ H1(Ω;Rd) compactly supported in
Ω such that ϕ(x) ∈ Tan(u(x),N ) for a.e. x ∈ Ω. We can compute explicitly the Lagrange
multiplier in (I.1.2) to get the equivalent formulation

∆u+Au(∇u,∇u) = 0, (I.1.3)

where Ap denotes the second fundamental form of N at the point p.
Example I.1.2. In the case n = 1, we see that γ : (a, b)→ N is weakly harmonic into Ω if
γ′′ · γ′ = 0, thus |γ′| is constant, and γ is a constant-speed geodesic. The converse is true,
so that in dimension 1, weak harmonic maps are given by constant-speed geodesics, which
are known to be smooth.

2



Introduction

This example shows one link between harmonic maps and minimal surfaces. In fact,
when n = 2 and dim(N ) > 3 we observe a similar relation between the two notions: any
smooth harmonic map is a branched minimal surface. In fact, in that case, a smooth
conformal map u : Ω→ N is harmonic if and only if it is a branched minimal surface.

In arbitrary dimension, we are often particularly interested in the spherical case.
Example I.1.3. If N = Sd−1, where d > 2 and Sd−1 denotes the (d − 1)-dimensional unit
sphere in Rd, then (I.1.3) takes the simple form

−∆u = |∇u|2u in Ω (I.1.4)

in the sense of distributions.
Looking at (I.1.4), we see that if u ∈ H1(Ω), the term on the right-hand side belongs a

priori only to L1(Ω), so standard elliptic regularity theory does not apply. As the following
example shows, weak harmonic maps may indeed present singularities (discontinuities),
unlike harmonic functions which are known to be smooth.
Example I.1.4. The map u : R3 → S2 defined by u(x) = x

|x| is a weakly harmonic map
from Ω into S2, for every open set Ω ⊆ R3.

In fact, weak harmonic maps may be completely irregular: in [92], T. Rivière proved
the existence of a weak harmonic map from B1, the open unit ball of R3, into S2, the unit
sphere of R3, which is discontinuous everywhere. In dimension n = 2 however, F. Hélein
proved in [61] that weakly harmonic maps are smooth whenever N has dimension at least
2.

Since there is no hope to get any kind of regularity for weak harmonic maps in di-
mension n > 3, we need to look at subclasses of weak harmonic maps. Let us first clarify
what we mean by regularity. In fact, if a weak harmonic map u ∈ H1(Ω) is continuous
in Ω, then the regularity theory for quasilinear elliptic systems shows that u is actually
locally Hölder continuous in Ω, and by a bootstrap procedure we can improve it to locally
Lipschitz, and then C∞; hence continuity implies smoothness, and the issue is always
only to prove continuity of u. Hence we define the singular set of a weak harmonic map
u : Ω→ N by

sing (u) := {x ∈ Ω : u is not continuous in any neighborhood of x} .

Minimizing & stationary harmonic maps. We first consider the subclass of so-called
minimizing weak harmonic maps, made of those weak harmonic maps which minimize their
Dirichlet energy with respect to their boundary data.

Definition I.1.5. We say that a map u ∈ H1(Ω;N ) is a minimizing weak harmonic map
in Ω if

E(u,Ω) 6 E(v,Ω)

for any map v ∈ H1(Ω;N ) such that u− v is compactly supported in Ω.

Such maps are easy to build. Indeed, assume that Ω has a Lipschitz boundary, and let
f ∈ H1(Ω;N ). Then it is easy to see by the direct method of the calculus of variations
that the problem

min
{
E(u; Ω) : u ∈ H1(Ω;N ) s.t. u|∂Ω = f

}
admits a minimizer, and this minimizer is in particular a minimizing weak harmonic map
in Ω into N .

3



I.1. Fractional harmonic maps

Example I.1.6. Let B1 be the open unit ball of R3, and let g ∈ H1(B1; S2)∩C0(∂B1) such
that the topological degree of g|∂B1 is nonvanishing. Then given u ∈ H1(B1,S2) a solution
of

min
{
E(u;B1) : u ∈ H1(B1;S2) s.t. u(x) = g

( x
|x|

)
on ∂B1

}
,

u is obviously a minimizing weak harmonic map in B1, and for topological reasons it must
have at least one singular point.

Thus minimizing harmonic maps may have singularities, but the singular set of any
minimizing map cannot be too large, in the sense that its Hausdorff dimension is at most
n − 3, as was proven by R. Schoen and K. Uhlenbeck in [103, 104] (when n = 3 we have
the finer result that the singular set is locally finite). Let us remark that without further
assumptions on N , this upper bound is sharp in view of Example I.1.4. Let us say a few
words on the case Ω ⊆ R3 and N = S3, which illustrates once again the tight link between
harmonic maps and minimal surfaces. In that case, it can be shown that sing (u) = ∅, and
this is due to the famous result proven by F. J. Almgren[1] and E. Calabi[19], that any
minimal 2-dimensional sphere in S3 is equatorial. Indeed, if a minimizing harmonic map
u : Ω → S3 has a singular point x, then by a blowup argument around x, we can build
a nontrivial 0-homogeneous (i.e., invariant under rotations) minimizing harmonic map ϕ
from R3 into S3 which is singular only at the origin. This in turn gives a minimal 2-sphere
in S3, which is necessarily equatorial. Making variations in the orthogonal direction of the
equator, we contradict the minimality of ϕ, which proves that the singular set must be
empty.

There is actually a larger class of weak harmonic maps for which we can obtain partial
regularity results, and which includes the minimizing case: the class of stationary harmonic
maps. It is made of those weak harmonic maps which are also critical points for the
Dirichlet energy with respect to variations on the domain. To clarify what we mean by this,
we consider a smooth vector field X ∈ C∞c (Ω;Rn), and its associated flow Φt(x) = Φ(t, x)
defined by 

d
dtΦ(t, x) = X(Φ(t, x))

Φ(0, x) = x

for t ∈ R and x ∈ Rn.

Definition I.1.7. We say that a weak harmonic map u ∈ H1(Ω;N ) is stationary if it
satisfies [ d

dtE(u ◦ Φt,Ω)
]
|t=0

= 0,

or equivalently ˆ
Rn

n∑
i,j=1

(
|∇u|2δij − 2∂iu · ∂ju

)
∂iX

j dx = 0, (I.1.5)

for every smooth vector field X = (X1, . . . , Xn) ∈ C∞c (Ω;Rd), where Φt is the associated
integral flow.

The essential property which makes stationary harmonic maps so particular is the so-
called monotonicity formula, which can be obtained easily from the stationarity condition
(I.1.5).
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Proposition I.1.8 (Monotonicity formula). If u ∈ H1(Ω;N ) is a stationary harmonic
map in Ω, then for every x0 ∈ Ω, and every 0 < σ < ρ such that ρ < dist(x0, ∂Ω), we have

ρ2−n
ˆ
Bρ(x0)

|∇u|2 dx− σ2−n
ˆ
Bσ(x0)

|∇u|2 dx = 2
ˆ
Bρ(x0)\Bσ(x0)

r2−n|∂ru|2 dx,

where r = |x− x0|, and ∂ru = ∇u ·
(
x−x0
|x−x0|

)
.

In particular, we see that the stationarity assumption implies that the function

r ∈ (0, dist(x0, ∂Ω)) 7→ r2−n
ˆ
Br(x0)

|∇u|2 dx is nondecreasing

for every x0 ∈ Ω. This monotonicity formula is important for proving the following partial
regularity result, due to L. Evans[39] when N = Sd−1, and generalized by F. Bethuel[9] to
a general target manifold.

Theorem I.1.9. If n > 2 and u ∈ H1(Ω;N ) is a stationary harmonic maps, then
H n−2(sing (u)) = 0, where H n−2 denotes the (n − 2)-dimensional Hausdorff measure,
and u ∈ C∞(Ω \ sing (u)).

How to prove partial regularity. Let us give the main ingredients of the proof by
L. Evans of partial regularity for stationary harmonic maps into spheres.

To obtain partial regularity, the “usual” strategy is to prove an epsilon-regularity
theorem, stating that if the (rescaled) energy of a map u in a ball Br(x) is small enough,
then u is actually Hölder-continuous in a neighborhood of x.

Theorem I.1.10 (ε-regularity[39]). Let u ∈ H1(Ω;Sd−1) be a stationary harmonic map
in Ω, where n > 3 and d > 2. Then there exists ε0 = ε0(n) and α0 = α0(n) such that, for
any Br(x) ⊆ Ω, if

r2−n
ˆ
Br(x)

|∇u|2 dx 6 ε0,

then u ∈ C0,α(Bα0r(x)).

It is then well known that for any map u ∈ H1(Ω; Sd−1), the set of points x ∈ Ω
such that lim supr→0 r

2−n ´
Br(x)|∇u|

2 dx > ε0 is of vanishing (n − 2)-Hausdorff measure.
The proof of this ε-regularity theorem in the stationary case relies mainly on the three
following ingredients:

(i) the monotonicity formula;
(ii) a div-curl structure for the right-hand side of the harmonic maps equation (I.1.4);
(iii) Coifman-Lions-Meyer and Semmes’ div-curl Lemma, stating that a div-curl product

lies in the Hardy space H1(Rn);
(iv) the identification of H1(Rn) with the dual of BMO, the space of functions with

bounded mean oscillation, due to C. Fefferman and E. M. Stein[44, 43].

Points (ii) and (iii) were already used by F. Hélein[60] in his proof of full regularity
for harmonic maps when n = 2: in that case, the fact that the right-hand side of (I.1.4)
belongs to H1(R2) shows that u ∈ W 2,1

loc (Ω) by Calderón-Zygmund theory, which gives
continuity by Sobolev embedding. The observation that the right-hand side of (I.1.4) has
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a div-curl structure was made possible by J. Shatah’s discovery[105], that the harmonicity
condition is equivalent to the conservation law

div Ωi,j = 0, ∀i, j ∈ {1, . . . , d}

where
Ωi,j := ui∇uj − uj∇ui, ∀i, j ∈ {1, . . . , d}.

Then F. Hélein’s “trick” was to rewrite (I.1.4) as

∆ui =
d∑
j=1

Ωi,j · ∇uj , ∀i ∈ {1. . . . , d}, (I.1.6)

which is specific to the spherical case.
In the minimizing case, the (n − 3) upper bound on the Hausdorff dimension of the

singular set of u also relies on an ε-regularity theorem (which was originally proven using
different arguments, relying on the minimality of u, by R. Schoen and K. Uhlenbeck[104]).
One reduces the (n−2) bound to (n−3) by doing blowups around singular points (hinged
on compactness of minimizing harmonic maps), which produces so-called tangent maps,
and by stratification of the singular set (this is Federer’s dimension argument). To be more
precise, one shows that if the Hausdorff dimension of the singular set of some minimizing
harmonic map u is larger than (n − 3), then one can build a minimizing 0-homogeneous
harmonic map ϕ (a tangent map) from Rn into N whose singular set has nonvanishing
(n− 2)-Hausdorff measure, which is a contradiction.

To conclude this brief introduction on classical harmonic maps, we sum up in the
following theorem some of the most well-known partial regularity results.

Theorem I.1.11. Let u ∈ H1(Ω;N ) be a weak harmonic map in Ω, where N is of
dimension d− 1. Then u ∈ C∞(u \ sing (u)) and we have

(i) if n = 1, then sing (u) = ∅;
(ii) if n = 2, then sing (u) is locally finite if d = 2, and sing (u) = ∅ if d > 2;
(iii) if u is stationary and n > 3, then H n−2(sing (u)) = 0;
(iv) if u is minimizing, sing (u) is locally finite when n = 3, and dimH sing (u) 6 n− 3

when n > 3,

where dimH sing (u) denotes the Hausdorff dimension of sing (u).

Fractional harmonic maps

In a series of articles [29, 28, 23, 24], F. Da Lio and T. Rivière have introduced and
studied fractional 1/2-harmonic maps from the real line into a manifold. They naturally
appear in several geometric problems such as minimal surfaces with free boundary[24,
26, 27, 47, 99, 110], and in some Ginzburg-Landau models for supraconductivity (see e.g.
[8] and references therein). The notion of 1/2-harmonic maps has then been extended
in [80, 86] to higher dimensions, and their natural generalization to s-harmonic maps for
any s ∈ (0, 1) was studied e.g. in [82] in dimension 1 (in the minimizing case), in [81] in
arbitrary dimension, as the asymptotic limit of solutions to a fractional Allen-Cahn equa-
tion, or in [93], although in a different setting. We introduce below the functional setting,
the regularity issue for fractional harmonic maps and present the main contributions of
Chapters 1 and 2.
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The fractional Laplace operator. Similarly to the standard Laplace operator (−∆),
whose Fourier symbol is (2π|ξ|)2, it is natural to define (−∆)s as the operator whose
Fourier symbol is (2π|ξ|)2s. That is, for any u ∈ S (Rn), where S (Rn) denotes the
Schwartz space of rapidly decreasing functions in Rn, we define

(−∆)su := F−1((2π|ξ|)2sF(u)).

It is then well known (see e.g. [34]) that for any u ∈ S , we have the integral representation

(−∆)su(x) = γn,s p.v.
ˆ
Rn

u(x)− u(y)
|x− y|n+2s dy

= γn,s
2

ˆ
Rn

2u(x)− u(x+ h) + u(x− h)
|h|n+2s dh,

where γn,s is a constant depending only on n and s ∈ (0, 1). There are several ways to
extend this definition to larger classes of functions (or even distributions, see Appendix A)
than S (Rn), and we present here the functional setting used in Chapters 1 and 2. Since
we are interested in the action of (−∆)su in Ω, we test (−∆)su against maps ϕ ∈ D(Ω),
which gives

〈(−∆)su, ϕ〉L2 = γn,s
2

¨
(Rn×Rn)\(Ωc×Ωc)

(u(x)− u(y)) · (ϕ(x)− ϕ(y))
|x− y|n+2s dx dy, (I.1.7)

hence it is natural to define the fractional s-Dirichlet energy in Ω as

Es(u,Ω) := γn,s
4

¨
(Rn×Rn)\(Ωc×Ωc)

|u(x)− u(y)|2

|x− y|n+2s dx dy. (I.1.8)

That way, we have the identity

〈(−∆)su, ϕ〉L2 =
[ d

dtEs(u+ tϕ,Ω)
]
|t=0

,

for all u ∈ S (Rn) and ϕ ∈ D(Ω). In view of (I.1.7) and (I.1.8), it is also natural to
introduce the Hilbert space

Ĥs(Ω;Rd) :=
{
u ∈ L2

loc(Rn;Rd) : Es(u,Ω) < +∞
}
,

and for each u ∈ Ĥs(Ω;Rd), to define (−∆)su ∈
(
Ĥs(Ω;Rd)

)′ as the linear form

〈(−∆)su, ϕ〉Ω := γn,s
2

¨
(Rn×Rn)\(Ωc×Ωc)

(u(x)− u(y)) · (ϕ(x)− ϕ(y))
|x− y|n+2s dx dy,

for every ϕ ∈ Ĥs(Ω;Rd). Let us emphasize the advantage of placing ourselves in a local
setting, i.e., of considering the energy in Ω instead of the whole space. This is essentially
because doing the latter is too restrictive: there are maps which belong to Ĥs(Ω;Rd)
for every bounded open set Ω, and however do not belong to Ḣs(Rn;Rd). It is easy for
example to see that C1(Rn) ∩ L∞(Rn) ⊆ Ĥs(Ω;Rd) for every bounded open set Ω ⊆ Rn,
thus this local setting allows us in particular to give a meaning to (−∆)su for every
u ∈ C1(Rn) ∩ L∞(Rn).
Example I.1.12. Assume n = 1. Then the cosine and sine functions belong to Ĥs(Ω) for
every bounded open set Ω ⊆ R, and we have (−∆)

1
2 cos = cos and (−∆)

1
2 sin = sin.
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Example I.1.13. Assume n > 2. Let g ∈ C1(Sn−1;Rd) be nontrivial and u : Rn → Rd be
the 0-homogeneous extension of g, i.e., u(x) = g

(
x
|x|
)
. Then u ∈ Ĥs(BR;Rd) for every

R > 0, but u 6∈ Ḣs(Rn;Rd).
The previous example shows in particular that x 7→ x

|x| ∈ Ĥ
s(BR;Rn)\ Ḣs(Rn;Rn) for

every n > 2 and every R > 0.
We refer to Chapter 2 for more details on the space Ĥs(Ω;Rd), and to Appendix A for

a distributional, more general approach of the fractional Laplace operator.

Elliptic regularity. For the standard Laplacian, we know that a solution u of

−∆u = f, in Ω

morally gains 2 derivatives in Ω compared to f by the standard elliptic regularity theory.
In analogy, one can show that solutions to

(−∆)su = f, in Ω

gain 2s “fractional” derivatives in Ω compared to f . We refer to [18], or to Appendix A for
a rigorous statement and detailed proofs of this. In particular, solutions to (−∆)su = 0
in some open set Ω are smooth in Ω.

Fractional harmonic maps. Fractional harmonic maps are defined similarly to classi-
cal harmonic maps, as critical points of the fractional Dirichlet energy Es with respect to
variations on the target.

Definition I.1.14. A map u ∈ Ĥs(Ω;N ) is said to be a weak s-harmonic map in Ω if it
satisfies [ d

dtEs(ΠN (u+ tϕ),Ω)
]
|t=0

= 0, ∀ϕ ∈ D(Ω;Rd). (I.1.9)

The condition of s-harmonicity (I.1.9) can be rewritten as

(−∆)su ⊥ Tan(u,N )

in the weak sense:
〈(−∆)su, ϕ〉Ω = 0, ∀ϕ ∈ Hs

00(Ω;u∗TN ),

where Hs
00(Ω;u∗TN ) is the set of maps in Hs(Ω;u∗TN ) vanishing a.e. in Ωc.

Example I.1.15. When N = Sd−1, (I.1.9) takes the simple form

(−∆)su = |ds u|2u in Ω, (I.1.10)

where
|ds u|2(x) := γn,s

2

ˆ
Rn

|u(x)− u(y)|2

|x− y|n+2s dy.

Let us remark the strong analogy with Example I.1.3, where |ds u|2 plays the role of the
squared norm of the gradient in the equation of classical harmonic maps into spheres.

As for classical harmonic maps, fractional harmonic maps may always be regular in
low dimension, but we expect that they can be totally irregular starting from dimension
n = 2. For s = 1

2 , it was shown in [29, 28] that weak 1/2-harmonic maps from the real
line are smooth, and another proof in the spirit of F. Hélein’s proof for classical harmonic
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maps in dimension 2 was obtained later in [77] by K. Mazowiecka and A. Schikorra. We
suspect that a construction similar to the one by T. Rivière in [92] could be done to
produce a 1/2-harmonic map from the 2-dimensional disk into S1 which is discontinuous
everywhere, but this has yet to be made. If s ∈ (1

2 , 1), by Sobolev embedding we see that
for n = 1, s-harmonic maps are necessarily Hölder continuous, and by bootstrapping we
can show that they are smooth (the steps from Hölder to Lipschitz continuity and then
from Lipschitz continuity to full regularity is done e.g. in Chapter 2). Still in dimension
1, when s ∈ (0, 1

2), s-harmonic maps may however have singularities.
Since we expect that there is no hope to get any kind of regularity for general fractional

harmonic maps starting from dimension 2, we introduce the minimizing and stationary
subclasses.

Definition I.1.16. We say that a map u ∈ Ĥs(Ω;N ) is a minimizing s-harmonic map in
Ω if

Es(u,Ω) 6 Es(v,Ω),

for any map v ∈ Ĥs(Ω;N ) such that u− v is compactly supported in Ω.

Definition I.1.17. We say that a weak s-harmonic map u ∈ Ĥs(Ω;N ) is stationary if it
satisfies [ d

dtEs(u ◦ Φt,Ω)
]
|t=0

= 0,

for every smooth vector field X = (X1, . . . , Xn) ∈ C∞c (Ω;Rd), where Φt is the associated
integral flow.

In [82], the authors prove smoothness of minimizing s-harmonic maps in dimension 1,
but the issue of regularity was still open in the stationary case for s ∈ (0, 1

2). In Chapter 2
we answer partially this question, proving that when s ∈ (0, 1

2) and n = 1, the singular
set of stationary s-harmonic maps is locally finite.

Compared with classical harmonic maps, stationary s-harmonic maps do not necessar-
ily have the property that r 7→ r2s−nEs(u,Br(x)) is monotone, but it was shown in [80,
81] that a monotonicity formula holds for the fractional harmonic extension of u to the
upper half-space, introduced in [18] by L. Caffarelli and L. Silvestre, whose definition we
recall below.

Fractional harmonic extension. From now on we denote by Rn+1
+ the upper half-

space Rn × (0,+∞), and for any x = (x, 0) ∈ ∂Rn+1
+ , we let B+

R(x) be the open upper
half-ball in Rn+1

+ of radius R centered at x.
Given u ∈ Ĥs(Ω;Rd), the fractional harmonic extension of u, denoted by ue : Rn+1

+ →
Rd, is defined by

ue(x, z) := σn,s

ˆ
Rn

z2su(y)
(|x− y|2 + z2)

n+2s
2

dy.

Note that ue is simply the convolution of u (in y) with the “fractional Poisson kernel”

Pn,s(y, z) := σn,s
z2s

(|y|2 + z2)
n+2s

2
,

where σn,s is chosen so that ˆ
Rn

Pn,s(y, z) dy = 1,
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and ue is the unique solution of{
div(za∇ue) = 0 in Rn+1

+
ue = u on ∂Rn+1

+ ' Rn,

where a := 1−2s. When s = 1
2 , u

e is simply the harmonic extension of u, i.e., the solution
of {

∆ue = 0 in Rn+1
+

ue = u on ∂Rn+1
+ .

It is well known that ue is well-defined on Rn+1
+ whenever u ∈ Ĥs(Ω;Rd) and belongs to a

weighted Sobolev space in G ⊆ Rn+1
+ , provided G is sufficiently regular and its “trace” on

∂Rn+1
+ is compactly included in Ω. Let us point out that, defining the weighted Dirichlet

energy in G ⊆ Rn+1
+ by

Es(ue, G) := δs
2

ˆ
G
|∇ue|2 |z|adx,

with δs well-chosen we have

[u]2Hs(Rn) = Es(ue,Rn+1
+ ), ∀u ∈ Hs(Rn;Rd).

On a bounded open set Ω, there is no simple equivalent to the above equality, however we
can control theHs seminorm of u in BR(x) by the energy of ue in B+

2R(x), where x = (x, 0),
and conversely we can control the energy of ue in B+

R(x) by Es(u,B2R(x)), so that we
almost have “equivalence” of the energy of u and of its fractional harmonic extension.
The harmonic extension has many interesting properties. First, the fractional Laplacian
is realized as the Dirichlet-to-Neumann operator induced by the extension procedure,
that is, the distributional normal trace of za∇ue on ∂Rn+1

+ ' Rn is (−∆)su (up to a
multiplicative constant), i.e. −δsza∂z ue = (−∆)su on ∂Rn+1

+ . When s = 1
2 , this implies

∆ue = 0, in G
ue ∈ N , on Ω
∂z u

e ⊥ Tan(ue,N ) on Ω,

for any 1/2-harmonic map u in Ω, where G is a suitable smooth extension of Ω in Rn+1
+ ,

so that ue is a so-called harmonic map with partially free boundary in N , for which there
is a regularity theory up to the boundary. Taking advantage of this, V. Millot and Y. Sire
obtained in [80] the following partial regularity result.

Theorem I.1.18 ([80, Theorem 4.18]). If u ∈ Ĥ1/2(Ω; Sd−1) is a 1/2-harmonic map in
Ω, then u ∈ C∞(Ω \ sing (u)), and

(i) if n = 1, then sing (u) = ∅;
(ii) if n > 2 and u is stationary, then H n−1(sing (u)) = 0;
(iii) if u is minimizing, then sing (u) is locally finite when n = 2, and dimH sing (u) 6

n− 2 when n > 3.

One of our main results in Chapter 1 refines the upper bound of the previous theorem
on the Hausdorff dimension of the singular set in the minimizing case when the target in
a sphere, and states that minimizing 1/2-harmonic maps into spheres (of dimension larger
than 1) are smooth in dimension n = 2.
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A second interesting property of the extension is what we often refer to as the “criti-
cality transfer” property. It states that the fractional harmonic extension of a fractional
harmonic map u is also a critical point of the weighted Dirichlet energy with respect to
a specific type of variations on the target, which we do not detail here. Modulo some
technicalities, the converse holds as well: if the map ue is a critical point of the weighted
Dirichlet energy in sufficiently regular open sets with respect to those variations, then u
is a fractional harmonic map in some open set Ω ⊆ Rn. Even more interesting, the sta-
tionarity and minimality properties of u are transferred to its extension, and conversely.
In view of these transfer properties and the “equivalence” between the fractional Dirichlet
energy Es and the weighted Dirichlet energy Es, in many cases we may chose indifferently
to work either with u or with its extension ue, whichever is more handy.

However, working with the extension has one huge advantage: there is a monotonicity
formula for the extension of stationary harmonic maps (originally proven in [80]). Precisely,
if u is a stationary s-harmonic map in Ω, then for every x = (x, 0) such that x ∈ Ω, the
function r 7→ r2s−nEs(ue, B+

R(x)) is nondecreasing. In analogy with classical harmonic
maps, this allows for the construction of tangent maps, stratification of the singular set,
and the use of Federer’s dimension reduction argument, but also a control of the BMO
seminorm of stationary s-harmonic maps.

Minimizing 1/2-harmonic maps. In Chapter 1, we focus on minimizing 1/2-harmonic
maps into spheres. First we improve Theorem I.1.18 in the minimizing case when d > 3,
proving the following theorem.
Theorem I.1.19. Assume that d > 3. Let Ω ⊆ Rn be a smooth bounded open set. If
u ∈ Ĥ1/2(Ω;Sd−1) is a minimizing 1/2-harmonic map in Ω, then sing (u) = ∅ for n 6 2,
sing (u) is locally finite in Ω for n = 3, and dimH sing (u) 6 n− 3 for n > 4.

Using Federer’s dimension reduction argument, proving the theorem amounts to show-
ing that there exists no nontrivial 0-homogeneous minimizing 1/2-harmonic map from R2

into Sd−1. As in the classical case, where it was possible to show smoothness for weak
harmonic maps from R3 into S3 using a geometric argument involving minimal surfaces,
our proof in the setting of 1/2-harmonic maps relies on a geometric result on minimal
surfaces with partially free boundary. To be precise we use the recent result by A. Fraser
and R. Schoen[48], that a minimal disk whose boundary lies in the (d − 1)-dimensional
unit sphere, for d > 3, must be a flat disk through the origin, extending a famous result
of J. C. C. Nitsche[87] for d = 3 to arbitrary spheres. This implies that any 1/2-harmonic
from the real line into Sd−1 lies in an equator, and as a consequence that any nonconstant
0-homogeneous 1/2-harmonic map from R2 into Sd−1 is equatorial. When can then desta-
bilize this tangent map by doing variations in the orthogonal direction of the equator, and
show that it contradicts its minimality. The contradiction arises from the knowledge of
the sharp constant in a Hardy-type inequality, and the fact that 1/2-harmonic maps into
S1 are completely described by so-called Blaschke products (see [80]), so that their energy
is necessarily an integer multiple of π.
Theorem I.1.20. The map u? : R2 → S1 given by u?(x) := x

|x| is a minimizing 1/2-
harmonic map in R2. Moreover, it is the unique nonconstant 0-homogeneous minimizing
1/2-harmonic map up to an orthogonal transformation.

The second main result of Chapter 1 states that a minimizing 1/2-harmonic map from
a two dimensional domain into S1 must have a degree ±1 at each singularity, where the
topological degree at a singular point is defined as the degree of the restriction to any
small circle surrounding the point.
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Theorem I.1.21. Let Ω ⊆ R2 be a smooth bounded open set. If u ∈ Ĥ1/2(Ω; S1) is a
minimizing 1/2-harmonic map in Ω and a ∈ Ω ∩ sing (u), then deg(u, a) ∈ {+1,−1}.

To prove the minimality of u?, we follow a strategy similar to the one employed by H.
Brezis, J.-M. Coron, and E. H. Lieb[13]. Introducing the distributional Jacobian of H1/2

maps via the harmonic extension, we obtain a lower bound on the energy of any minimizing
harmonic map with partially free boundary in Sd−1 which agrees with ue

? outside a compact
subset of B+

1 ∪ (D1×{0}), where D1 denotes the n-dimensional open unit ball in Rn, and
show that this bound agrees with the energy of ue

?. Then to prove uniqueness, we take
advantage of the fact that 1/2-harmonic maps from the real line into S1 are given by
Blaschke products, so that we explicitly know the form of 0-homogeneous 1/2-harmonic
maps from R2 into S1. Direct computations show that u? is the unique minimizer among
0-homogeneous maps with degree ±1, up to orthogonal transformations. Then, as in [13],
we exclude maps of higher degree by using suitable competitors, but the construction is
much more technical and in the end relies on the numerical computation of some integrals.

Stationary and minimizing s-harmonic maps. Chapter 2 is essentially devoted to
the study of regularity for stationary and minimizing s-harmonic maps into spheres Sd−1

of arbitrary dimension, where s ∈ (0, 1). We prove partial regularity results for stationary
s-harmonic maps into spheres, which are, to our knowledge, new results, and improve
already-known partial regularity results in the minimizing case when s 6= 1

2 . Our main
results are summarized in the following theorems.

Theorem I.1.22. Assume that n 6 2s. If u ∈ Ĥs(Ω; Sd−1) is a weakly s-harmonic map
in Ω, then u ∈ C∞(Ω).

Theorem I.1.23. Assume that n > 2s. If u ∈ Ĥs(Ω; Sd−1) is a stationary weakly s-
harmonic map in Ω, then u ∈ C∞(Ω \ sing (u)) and

(1) for s > 1/2 and n > 3, dimH sing (u) 6 n− 2;
(2) for s > 1/2 and n = 2, sing (u) is locally finite in Ω;
(3) for s = 1/2 and n > 2, H n−1(sing (u)) = 0;
(4) for s < 1/2 and n > 2, dimH sing (u) 6 n− 1;
(5) for s < 1/2 and n = 1, sing (u) is locally finite in Ω.

Theorem I.1.24. Assume that n > 2s. If u ∈ Ĥs(Ω;Sd−1) is a minimizing s-harmonic
map in Ω, then u ∈ C∞(Ω \ sing (u)) and

(1) for n > 3, dimH sing (u) 6 n− 2;
(2) for n = 2, sing (u) is locally finite in Ω;
(3) for n = 1, sing (u) = ∅ (i.e., u ∈ C∞(Ω)).

Our approach is inspired by the one carried out by L. Evans in [39], where the author
proves that the singular set of any stationary classical harmonic map from Ω ⊆ Rn into
Sd−1 has null (n − 2)-Hausdorff measure. In fact, we almost have access to the same
ingredients described above in the case of classical harmonic maps:

(i) we have a monotonicity formula, through the fractional harmonic extension;
(ii) using the fractional divergence and gradient quantities recently introduced in [77],

the right-hand side of (I.1.10) “almost” has a fractional div-curl structure;

12
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(iii) in [77], K. Mazowiecka and A. Schikorra prove a fractional div-curl lemma similar
to the one by Coifman, Lions, Meyer and Semmes, so that the right-hand side of
(I.1.10) is the sum of an element in H1(Rn) and of an extra term, which needs to be
carefully examined.

We say that the right-hand side of (I.1.10) “almost” has a fractional div-curl structure,
because, contrary to the classical case, the s-harmonic maps equation cannot be rewritten
as simply as (I.1.6), but an extra term appears. In fact, formally, (I.1.10) may be rewritten
as

(−∆)svi =
d∑
j=1

(Ωi,j � ds v
j) + T, ∀i ∈ {1, . . . , d},

where ds u plays the role of a fractional s-gradient, and Ωi,j and T are defined by

Ωi,j(x, y) := vi(x) ds v
j(x, y)− vj(x) ds u

i(x, y)

T (x) :=
(
ds v

i � (vj(x) ds v
j)
)

(x).

Here we do not elaborate on the meaning of the � product, the idea being that Ωi,j has
vanishing fractional s-divergence, and that Ωi,j � ds v

j has a fractional div-curl structure.
The extra T term can be handled using a nontrivial embedding between Qα,qp -spaces (see
[114]) which is a direct consequence of continuous embeddings between Morrey-Lorentz
flavors of Triebel-Lizorkin spaces proven in [63], as well as identification of those spaces
with Qα,qp -spaces in some cases (see [114, 115]). Combining all these tools, we can prove
an ε-regularity theorem for stationary s-harmonic maps into spheres. An immediate con-
sequence of the ε-regularity theorem is that the singular set of any stationary s-harmonic
map into spheres has null (n− 2s)-Hausdorff measure.

We then improve this result further when s 6= 1
2 by proving compactness of stationary

s-harmonic maps into Sd−1 with bounded fractional Dirichlet energy and then applying
Federer’s dimension reduction principle. In order to prove compactness of those maps,
we need to improve Hölder regularity to Lipschitz regularity away from singular points,
which we do by adapting some proofs by J. Roberts[93], who produced a thorough regu-
larity theory for minimizing fractional harmonic maps in a different setting. In fact, to be
completely exhaustive, we prove that fractional harmonic maps are smooth outside their
singular set, by a rather technical bootstrap procedure based on the fractional harmonic
maps equation. The compactness of stationary s-harmonic maps with bounded fractional
Dirichlet energy when s 6= 1

2 then follows by Marstrand’s theorem, which states that a
Radon measure µ cannot have a positive and finite noninteger density on a set of nonvan-
ishing µ measure. When s = 1

2 , non-compactness is well-known, and we give an example
of a noncompact bounded sequence.

Open questions and perspectives. Let us conclude this summary of our results by
stating a few open questions and perspectives on fractional harmonics maps.

• It would be interesting to see if a construction similar to the one by Tristian Rivière
is possible for 1/2-harmonic maps, i.e., if it is possible to build a 1/2-harmonic map
from D into S1 which is everywhere discontinuous.

• In the case s 6= 1/2, very few properties are known about minimizing s-harmonic
maps for n > 1, except for partial regularity results. We do not even know if
x/|x| is minimizing in dimension 2, that is, if the approach using the distributional
Jacobian is reproductible in that case. Concerning the characterization of tangent

13
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maps from R2 into S1, most of the work done for the case s = 1/2 relies on the full
knowledge of 1/2-harmonic maps from the real line, that is, the fact that they are
given by Blaschke products (see [80]). For s 6= 1/2, we do not know if a similar
characterization can be obtained in dimension 1.

• In the minimizing case, we know that both 1/2-harmonic maps and “classical” har-
monic maps from R2 into Sd−1 are smooth (for d > 3). We have reasons to believe
that, by a compactness argument, we might be able to show that minimizing s-
harmonic maps from R2 into Sd−1 are smooth (for d > 3) when s is close to 1/2 or
close to 1. Then we could investigate whether this is actually true for any s ∈ (1/2, 1).
It would in addition immediately allows us to further reduce the dimension of the
singular set for minimizing s-harmonic maps into spheres to n−3 for any s ∈ (1/2, 1).

I.2 An isoperimetric problem with a nonlocal repulsive po-
tential

Chapter 3 is dedicated to the study of large mass minimizers of the problem

min
{
P (E) +

¨
E×E

K(x− y) dx dy : |E| = m

}
, (P1)

where m is a positive number and P (E) denotes the perimeter of E, defined by

P (E) := sup
{ˆ

E
divϕ : ϕ ∈ D(Rn;Rn) such that ‖ϕ‖L∞(Rn) 6 1

}
.

Sets whose perimeter is finite are naturally called sets of finite perimeter. Observe that
in Problem (P1), we have a competition between two terms: the (local) perimeter term
constrains the set E to concentrate as much as possible, while the nonlocal term acts as a
repulsive term, forcing E to spread. Indeed, it is known that the perimeter is minimized
by balls under volume constraint, while the nonlocal term is maximized by balls. Before
stating the assumptions we make on the kernel K, let us say a few words about this
problem for some specific kernels.

The Riesz case. Problems such as (P1) are motivated by a model for the atomic nucleus
introduced by George Gamow in the late 1920s, which is now referred to as Gamow’s liquid
drop model for the atomic nucleus. This denomination is due to the fact that in this simple
model (then refined by Heisenberg, von Wiezsäcker and Bohr in the 1930s), the protons
and neutrons inside the atomic nucleus are treated as an incompressible and uniformly
charged fluid. In this model, the atomic nucleus is represented by a set Ω ⊆ R3 of volume
m (which we also call the mass), and its energy is given by

P (Ω) + 1
8π

¨
Ω×Ω

1
|x− y|

dx dy.

The perimeter term represents the energy associated with the attractive short-range nu-
clear force, while the Coulombic repulsive term is due to the positively charged protons
pushing themselves away from each other. This model successfully explained the phe-
nomenon of nuclear fission: indeed, there are two critical masses 0 < m1 6 m2 <∞ such
that, below m1, the problem admits a minimizer (no fission), and above m2, there is no
minimizer (fission). In fact, there exists another threshold 0 < m0 6 m1 such that below
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it, the ball is the unique minimizer (up to translation). These results were first rigorously
proven in [66] (see also [67] for the planar case). Many variants and generalizations of this
model have been proposed and extensively studied since then (see e.g. [67, 66, 68, 65, 10,
45]), one of the most natural being to replace the Newton potential 1

|x|n−2 in dimension 3
by Riesz potentials in arbitrary dimension n > 2, that is,

K(x) = 1
|x|n−α

, α ∈ (0, n).

The Newton case α = 2 in dimension n > 3 was treated e.g. in [65], the Riesz cases with
α ∈ (0, n − 1) in [10], and the complete Riesz case α ∈ (0, n) in any dimension in [45],
where the perimeter P (E) can also be replaced by fractional perimeters Ps(E), s ∈ (0, 1).

In the two following theorems we give a nonexhaustive summary of some results known
in the Riesz case.

Theorem I.2.1 ([67, 66, 65, 10, 45]). Given n > 2 and α ∈ (0, n), there exists m0 =
m0(n, α) such that for any m < m0 the ball of volume m, denoted by [B]m, is the unique
minimizer, up to translations, of Problem (P1) for K(x) = |x|−(n−α). Here [B]m denotes
the unit open ball of volume m in Rn, centered at the origin.

There are also some nonexistence results.

Theorem I.2.2 ([67, 66, 72]). Given n > 2 and α ∈ (n − 2, n), then there exists m1 =
m1(n, α) such that for any m > m1, Problem (P1) admits no minimizer for K(x) =
|x|−(n−α).

We can give clues as to why Problem (P1) admits no large mass minimizers in the
Riesz case. First, observe that without the perimeter term, the problem

min
{¨

E×E

1
|x− y|n−α

dx dy : |E| = m

}

admits no minimizer, since it is always better (Riesz kernels being stricly radially decreas-
ing) to split a set E into infinitely many pieces and send them farther from each other
at infinity. Secondly, the relatively slow decay at infinity of the Riesz kernels make them
nonintegrable, which would indicate that the repulsive potential takes over the perimeter
term in Problem (P1) for large masses, and would explain the nonexistence of large mass
minimizers.

As for the thresholds m0, m1, and m2, physical evidence indicate that in dimension
n = 3 at least, they should be equal, but this has yet to be proven.

The Bessel case. Other physically relevant potentials have been suggested (e.g. in [68]),
such as Bessel potentials, which are rapidly decreasing kernels compared with Riesz kernels,
and are in particular integrable at infinity. Bessel kernels are given by the operators
(I −∆)−

α
2 for α ∈ (0, n), i.e., the Bessel kernel of order α is the fundamental solution of

(I −∆)
α
2 f = δ0,

where δ0 is the Dirac distribution at the origin. In fact, we can consider the “generalized”
Bessel-type potentials given by (I − κ∆)−

α
2 , where α, κ ∈ (0,+∞). As far as we know

there is little literature on Problem (P1) when K is a Bessel kernel, and especially on
the asymptotic behavior for large masses. Unlike Riesz kernels (which are fundamental
solutions of (−∆)

α
2 f = δ0), Bessel kernels are generally not explicit, in the sense that they
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only have an integral representation, and they do not behave as nicely as Riesz kernels
under scaling. Near the origin, Riesz and Bessel kernels of the same order α behave
similarly, however at infinity Bessel kernels decay much faster: their decay at infinity is
exponential.

For small masses, the similarity between Riesz and Bessel kernels near the origin
suggests that Problem (P1) presents the same kind of behavior whether K is a Riesz or a
Bessel kernel of order α, that is, there exists a critical mass below which, up to translations,
the ball of volume m is the unique minimizer. In this “small volume” case we believe the
approach for the Riesz case in [45] can be adapted without major difficulties, but this is
not the subject of Chapter 3. We are more interested in the case of large volumes. For
Riesz kernels of order α ∈ (n − 2, n), by Theorem I.2.2 we know that above a critical
mass, Problem (P1) admits no minimizer. Here, as we prove in Chapter 3, the better
integrability of the Bessel kernels changes the asymptotic behavior when the mass goes
to infinity: if κ is small enough, Problem (P1) admits large mass minimizers, and up to
translations, any sequence of normalized (to unit mass) minimizers converges to the unit
ball as the mass goes to infinity.

Compactly supported potentials. Since we see that the Riesz and the Bessel cases
present a very different behavior, which we attribute to the faster decay at infinity of the
Bessel kernels, an interesting question is: what happens when the decay is even faster
than exponential, e.g. when K is compactly supported?

Recalling our informal discussion on nonexistence for Riesz potentials, we see that in
the compact support case, sending disjoint pieces of a set E at infinity does not decrease
the energy of the nonlocal term: when the pieces are far enough, they simply have no
interaction between each other. Thus we may imagine that we should be able to build
a minimizing sequence lying in a fixed ball, hence get some compactness and prove the
existence of minimizers by the direct method in the calculus of variations. In dimension
n = 2 this strategy can be implemented quite easily (the advantage being that sets of
finite perimeter are essentially bounded, i.e. included in a ball), but in higher dimension
it is not that simple.

Using the link between minimizers of (P1) and so-called “quasi-minimizers” of the
perimeter (in Chapter 3 we prefer the terminology of “almost-minimizers”), that case was
nonetheless successfully treated by S. Rigot in [88], yielding the following result.

Theorem I.2.3 ([88]). If K is compactly supported, then Problem (P1) always admits
minimizers. In addition, for any minimizer E, ∂∗E is a C1, 1

2 -hypersurface, and, up to
a renormalization, E has a finite number of connected components N , where N and the
regularity constant of ∂∗E can be bounded depending only on K and n.

General assumptions. In Chapter 3, we consider general kernels K satisfying the
following assumptions:

(H1) K ∈ L1(Rn) ∩W 1,1
loc (Rn \ {0}), and

ˆ
Rn
|x|K(x) dx < +∞,

ˆ
Rn
|∇K(x)||x|dx < +∞,

ˆ
Rn
|∇K(x)||x|2 dx < +∞;

(H2) there exists a nonnegative and nonincreasing function k : (0,+∞) → R such that
K(x) = k(|x|) for L n − a.e. x ∈ Rn;

(H3) k′ is continuous on (0,+∞).
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Sometimes, we add the extra assumption

(H4) K(x) = o(|x|n+1) at infinity, and there exists some α > 0 such thatK(x) = o(|x|α−n)
near the origin.

It is easy to see that all four assumptions are satisfied by the generalized Bessel kernels
for all α, κ ∈ (0,+∞). To state our main results, we define

I l,pK :=
ˆ
Rn
|x|p|∂lrK(x)|dx = n|B1|

ˆ ∞
0
|k′(r)|rp+n−1 dr

for l ∈ {0, 1} and p ∈ {0, 1, 2}, where ∂rK is the radial derivative of K, and

Kp,n := −
ˆ
Sn−1
|e · x|p dH n−1

x ,

which does not depend on e ∈ Sn−1 by symmetry.
One of the keys to study Problem (P1) is to notice that

¨
E×E

K(x− y) dx dy = mI0,0
K −

¨
E×Ec

K(x− y) dx dy,

since K is integrable, so that Problem (P1) is equivalent to

min {PerK(E) : |E| = m} ,

where
PerK(E) :=

¨
E×Ec

K(x− y) dx dy,

which should be seen as a “nonlocal perimeter” term. Another key is to write PerK(E) as

PerK(E) = 1
2

¨
Rn

|χE(x)− χE(y)|
|x− y|

η(x− y) dx dy,

where χE is the indicator function of E and η(x) := |x|K(x). We can then use the
results of J. Bourgain, H. Brezis, and P. Mironescu[12] (more precisely its extension to BV
functions obtained in [32]) to show that the nonlocal perimeter Γ-converges to a positive
constant C times the classical perimeter when m goes to infinity. Hence we can hope that
there exists a critical mass above which Problem (P1) admits a minimizer whenever the
constant C is small enough. This is our first main result.

Theorem I.2.4. Assume I0,1
K < 2

K1,n
. Then there exists me = me(n,K) such that, for any

m > me, Problem (P1) admits a minimizer, and any minimizer E is, up to a translation,
included in 4[B]m up to a set of vanishing Lebesgue measure, where [B]m is the ball of
volume m centered at the origin.

The proof of existence is not trivial, the main obstacle for using the direct method
in the calculus of variations being the possibility for a minimizing sequence to have some
mass escape at infinity. We solve this problem of lack of compactness by showing that
for large masses, a minimizing sequence may be constrained inside a ball via a truncation
lemma.

We then study the Γ-limit of the rescaled functional of Problem (P1), and show that
if I0,1

K is small enough, the Γ-limit is a positive multiple of the perimeter. This implies our
second main result.
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Theorem I.2.5. Assume I0,1
K < 2

K1,n
. Let (mk)k∈N be a sequence of positive real numbers

going to infinity, and for all k ∈ N, let Ek be a minimizer of Problem (P1) of mass mk

such that
´
Ek
x dx = 0. Then letting Fk :=

(
|B1|
mk

) 1
n
Ek, the sequence (Fk)k∈N of sets of

finite perimeter of volume |B| converges to the unit ball B centered at the origin w.r.t. to
the L1 norm, i.e.,

|Fk4B|
k→∞−−−→ 0.

Applying results from [88], when I0,1
K < 2

K1,n
, we obtain that minimizers have a C1, 1

2

reduced boundary, and we show that they are necessarily connected whenever K is non-
trivial. Then we recall a well-suited notion of stability and show that if I0,1

K is above the
threshold given in the statements of the previous theorems, then for large masses, balls
are not stable, and thus cannot be minimizers of Problem (P1).

Theorem I.2.6. If I0,1
K > 2

K1,n
and K satisfies (H4), there exists mu such that for any

m > mu the ball [B]m is not stable for the functional of Problem (P1).

In particular, if I0,1
K > 2

K1,n
, then balls cannot be minimizers (if one exists) for large

masses. This is particularly interesting in the case where K is compactly supported.
Indeed for such kernels we know that Problem (P1) admits minimizers for all masses, and
for large masses none of them can be a ball, i.e., symmetry breaking occurs.

The proof for the instability of large balls relies essentially on the study of the Jacobi
operator associated with the minimized functional, and on a result similar to the one by
J. Bourgain, H. Brezis, and P. Mironescu in [12] for W 1,2(Sn−1), i.e., computation of the
limit, ¨

Sn−1×Sn−1

|f(x)− f(y)|2

|x− y|2
ηε(x− y) dH n−1

x dH n−1
y ,

where (ηε)ε>0 is a family of “(n− 1)-dimensional mollifiers”.

Open questions and perspectives. Here again, we conclude this introductory part
by stating a few open questions and perspectives on this isoperimetric problem.

• As stated in the exploratory Section 3.4.5, it should be possible to improve the
convergence and show that the reduced boundary of rescaled minimizers converge to
the ball w.r.t. the Hausdorff distance, but for this one would need to obtain density
estimates for rescaled minimizers of Problem (P1) uniform in m1/n, which has yet
to be done.

• Then we would like to address the question of whether there exists a critical mass
such that for larger masses, the ball is a minimizer, when I0,1

K < 2
K1,n

. For this, a
first step is to study the stability of the ball in the different regimes (small masses,
large masses, and the intermediate case). By Theorem I.2.6 shown in Chapter 3,
we know that large balls are not stable if I0,1

K > 2
K1,n

, but we do not know if large
balls can be stable if I0,1

K is small enough. We believe stability could be proven by
obtaining uniform upper bounds for the quantity

¨
Sn−1×Sn−1

|f(x)− f(y)|2

|x− y|2
η(x− y) dH n−1

x dH n−1
y

in terms of
´
Sn−1 |∇f |2 dH n−1 for f ∈ W 1,2(Sn−1). If large balls are stable for any

I0,1
K small enough, it could be possible to show that they are local minimizers w.r.t.
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L1 perturbations, and then perhaps global minimizers, but these are only conjectures
for now.

• It could also be interesting to make numerical simulations in dimension 2 for different
Bessel potentials, to test whether minimizers exist in the intermediate regime, and
if they are close to balls or not.
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Chapter 1

Minimizing 1/2-harmonic maps into
spheres

1.1 Introduction

In a series of articles [29, 28, 23, 24], F. Da Lio & T. Rivière have introduced and
studied fractional 1/2-harmonic maps from the real line into a manifold. Given a compact
smooth submanifold N ⊆ Rm without boundary, 1/2-harmonic maps into N are defined
as critical points of the so-called 1/2-Dirichlet energy under the constraint to be N -valued.
They naturally appear in several geometric problems such as minimal surfaces with free
boundary, see [24, 26, 27, 47, 99, 110] and Section 1.4.2. They also come into play in
some Ginzburg-Landau models for supraconductivity, see e.g. [8] and references therein.
The Euler-Lagrange equation satisfied by 1/2-harmonic maps is in strong analogy with
the standard harmonic map system. Instead of the usual Laplace operator, the equation
involves the square root Laplacian as defined in Fourier space (i.e., the multiplier operator
of symbol 2π|ξ|), and it suffers the same pathologies regarding regularity. A main issue was
then to prove the smoothness a priori of weak solutions. It has been achieved in [29, 28],
thus extending the famous regularity result of F. Hélein for harmonic maps from surfaces
[61]. The notion of 1/2-harmonic maps has been extended in [80, 86] to higher dimensions,
and partial regularity for minimizing or stationary 1/2-harmonic maps established (again
in analogy with minimizing/stationary harmonic maps [9, 39, 103]). Before going further,
let us now describe in detail the mathematical framework.

Given a bounded open set Ω ⊆ Rn, the 1/2-Dirichlet energy in Ω of a measurable map
u : Rn → Rm is defined as

E 1
2
(u,Ω) := γn

4

¨
(Rn×Rn)\(Ωc×Ωc)

|u(x)− u(y)|2

|x− y|n+1 dxdy ,

where Ωc := Rn \ Ω. The normalization constant γn := π−
n+1

2 Γ(n+1
2 ) is chosen in such a

way that
E 1

2
(u,Ω) = 1

2

ˆ
Rn

∣∣(−∆)
1
4u
∣∣2 dx for every u ∈ D(Ω) .

Following [80, Section 2], we denote by Ĥ1/2(Ω;Rm) the Hilbert space made of all u ∈
L2

loc(Rn;Rm) such that E 1
2
(u,Ω) <∞, and we set

Ĥ1/2(Ω;N ) :=
{
u ∈ Ĥ1/2(Ω;Rm) : u(x) ∈ N for a.e. x ∈ Rn

}
.
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1.1. Introduction

Definition 1.1.1. A map u ∈ Ĥ1/2(Ω;N ) is said to be a weakly 1/2-harmonic map in Ω
with values in N if[ d

dtE 1
2

(πN (u+ tϕ),Ω)
]
|t=0

= 0 ∀ϕ ∈ D(Ω;Rm) ,

where πN denotes the nearest point projection on N .

According to [80, Section 4], a weakly 1/2-harmonic map in Ω satisfies the variational
Euler-Lagrange equation

γn
2

¨
(Rn×Rn)\(Ωc×Ωc)

(
u(x)− u(y)

)
·
(
ϕ(x)− ϕ(y)

)
|x− y|n+1 dxdy = 0 (1.1.1)

for every ϕ ∈ H1/2
00 (Ω;u∗TN ). In other words, (1.1.1) holds for every ϕ ∈ H1/2

00 (Ω;Rm)
satisfying ϕ(x) ∈ Tan(u(x),N ) for a.e. x ∈ Ω (recall that H1/2

00 (Ω) is the completion of
D(Ω) in H1/2(Rn) for the norm topology). This equation is the weak formulation of the
nonlinear system

(−∆)
1
2u ⊥ Tan(u,N ) in Ω , (1.1.2)

where (−∆)
1
2 is the integro-differential operator given by

(−∆)
1
2u(x) := γn p.v.

(ˆ
Rn

u(x)− u(y)
|x− y|n+1 dy

)
.

(The notation p.v. means that the integral is taken in the Cauchy principal value sense.)
In the case N = Sm−1 (the unit sphere of Rm), the Lagrange multiplier relative to the
constraint to be Sm−1-valued takes a very simple form, and equation (1.1.2) rewrites (see
[80, Remark 4.3])

(−∆)
1
2u(x) =

(
γn
2

ˆ
Rn

|u(x)− u(y)|2

|x− y|n+1 dy
)
u(x) in Ω . (1.1.3)

In this case, it is clear that the right-hand side in (1.1.3) has a priori no better integrability
than L1(Ω), and thus linear elliptic theory does not apply to determine the smoothness
of solutions. In [29, 28] and subsequently in [77], the authors have shown that the source
term can actually be rewritten in some “fractional div-curl form". As a consequence,
nonlinear compensations appear and the right-hand side of (1.1.3) belongs in fact to the
Hardy space. In dimension 1, it leads to continuity and then full regularity as it happens
for harmonic maps in dimension 2 [61]. In higher dimensions, we do not expect any kind
of regularity for weakly 1/2-harmonic maps into a general manifold, again by analogy
with weakly harmonic maps in dimensions greater than three [92]. However, some partial
regularity does hold for minimizing (or at least stationary) 1/2-harmonic maps.

Definition 1.1.2. A map u ∈ Ĥ1/2(Ω;N ) is said to be a minimizing 1/2-harmonic map
in Ω with values in N if

E 1
2
(u,Ω) 6 E 1

2
(v,Ω)

for every competitor v ∈ Ĥ1/2(Ω;N ) such that spt(v − u) ⊆ Ω.

The result of [80, 86] asserts that a minimizing 1/2-harmonic map u in Ω belongs to
C∞

(
Ω \ sing (u)

)
where sing (u) is the singular set of u in Ω defined as

sing (u) := Ω \
{
x ∈ Ω : u is continuous in a neighborhood of x

}
, (1.1.4)
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which is a relatively closed subset of Ω. Moreover, dimH sing (u) 6 n − 2 for n > 3,
and sing (u) is locally finite in Ω for n = 2 (the notation dimH stands for the Hausdorff
dimension), see Corollary 1.3.7.

The main purpose of this article is to improve this general regularity result in the case
of minimizing 1/2-harmonic maps into the sphere Sm−1. In a first direction, we prove that
the size of the singular set can be reduced in case of two or higher dimensional spheres.

Theorem 1.1.3. Assume that m > 3. Let Ω ⊆ Rn be a smooth bounded open set. If
u ∈ Ĥ1/2(Ω; Sm−1) is a minimizing 1/2-harmonic map in Ω, then sing (u) = ∅ for n 6 2,
sing (u) is locally finite in Ω for n = 3, and dimH sing (u) 6 n− 3 for n > 4.

For m = 2, i.e., in the case of minimizing 1/2-harmonic maps into S1, such improved
regularity cannot hold for topological reasons, even in dimension 2. To illustrate this fact,
let us consider the following variational problem

min
{
E 1

2
(u,D) : u ∈ Ĥ1/2(D;S1) , u(x) = g(x/|x|) for a.e. x ∈ Dc

}
,

where D denotes the open unit disk in R2, and g : S1 → S1 is a smooth given map of nonva-
nishing topological degree. Existence of minimizers easily follows from the direct method
of calculus of variations, and any minimizer is obviously a minimizing 1/2-harmonic map
in D. On the other hand, the degree condition on g implies that g does not admit a
continuous extension to the whole disk D, and thus any minimizer must have at least one
singular point. In dimension 2, we already know that the set of singularities is locally
finite, and our purpose is to give a description of “their shape". This description relies on
a blow-up analysis near a singular point (see Section 1.5.4), and the study of all possible
blow-up limits, usually called tangent maps. They turn out to be 0-homogeneous and
minimizing 1/2-harmonic maps over the whole space (i.e., minimizing in every ball). Our
next theorem provides the classification of all 0-homogeneous minimizing 1/2-harmonic
maps from R2 into S1.

Theorem 1.1.4. The map u? : R2 → S1 given by u?(x) := x
|x| is a minimizing 1/2-

harmonic map in R2. Moreover, it is the unique nonconstant 0-homogeneous minimizing
1/2-harmonic map up to an orthogonal transformation. In other words, if u ∈ H1/2

loc (R2; S1)
is a nonconstant 0-homogeneous minimizing 1/2-harmonic map in R2, then there exists
A ∈ O(2,R) such that u(x) = u?(Ax) for every x ∈ R2 \ {0}.

As a corollary of Theorem 1.1.4, we obtain that a minimizing 1/2-harmonic map from a
two dimensional domain into S1 must have a degree ±1 at each singularity. The topological
degree at a singular point is here defined as the degree of the restriction to any small circle
surrounding the point.

Theorem 1.1.5. Let Ω ⊆ R2 be a smooth bounded open set. If u ∈ Ĥ1/2(Ω; S1) is a
minimizing 1/2-harmonic map in Ω and a ∈ Ω ∩ sing (u), then deg(u, a) ∈ {+1,−1}.

The results and proofs presented in this note represent fractional H1/2-counterparts of
classical results on minimizing harmonic maps into spheres. First, to prove Theorem 1.1.3,
we show that a 0-homogeneous minimizing 1/2-harmonic maps from R2 into Sm−1 must
be constant if m > 3. This can be seen as the analogue of R. Schoen & K. Uhlenbeck
result [104, Proposition 1.2] about the constancy of 0-homogeneous minimizing harmonic
maps from R3 into S3. Their result relies on the fact that a harmonic 2-sphere into S3

must be equatorial, a consequence of a theorem of F.J. Almgren [1] and E. Calabi [19].
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Constancy then follows through a second variation argument, destabilizing nonconstant
maps in the orthogonal direction to the image. In our context, any 1/2-harmonic circle
(see Section 1.4.1) turns out to be the boundary of a minimal disk with free boundary
in Sm−1. Recently, A.M. Fraser & R. Schoen [48] proved that such a minimal disk must
be a flat disk through the origin, extending a famous result of J.C.C. Nitsche [87] for
m = 3 to arbitrary spheres. As a consequence, any 1/2-harmonic circle is equatorial
(see Corollary 1.4.6), and we use this fact to destabilize nonconstant 0-homogeneous 1/2-
harmonic maps from R2 into Sm−1 using again variations in the orthogonal direction to
their image (see Proposition 1.4.7). Let us mention that, surprisingly, the same strategy
applies to prove smoothness of minimizing “fractional s-harmonic maps" from the line into
a sphere for s ∈ (0, 1/2), see [82].

Concerning Theorem 1.1.4 and Theorem 1.1.5, we have obtained the H1/2-analogue
of a classical result of H. Brezis, J.M. Coron, and E.H. Lieb [13] (see also [2]). In the
spirit of [13], the minimality of x/|x| is obtained by means of sharp energy lower bounds,
which in turn rely on the distributional Jacobian for H1/2-maps into S1, see [11, 79, 91].
To prove the uniqueness part, we use the fact that all 0-homogeneous 1/2-harmonic maps
in R2 can be written in terms of finite Blaschke products, which are rational functions
of the complex variable. This fact has been established in [80] (see also [8, 23]). Using
this representation, we prove rigidity among degree ±1 maps by domain deformations.
Then we exclude maps with higher degree by suitable constructions of competitors in the
spirit of [13, Proof of Theorem 7.4]. Compared to [13], the construction turns out to be
more involved as it requires additional steps and the numerical evaluation of certain in-
tegrals. Finally, Theorem 1.1.5 is obtained through the aforementioned blow-up analysis
near a singularity. More precisely, we prove that homothetic expansions of a minimiz-
ing 1/2-harmonic map near a singular point converge up to subsequences to a nontrivial
0-homogeneous minimizing 1/2-harmonic map, so that the conclusion follows from The-
orem 1.1.4. Compared to [13] again, we do not know if a minimizing 1/2-harmonic map
u satisfies u(x) ∼ A(x − a)/|x − a| near a singular point a ∈ Ω for some A ∈ O(2,R), or
equivalently if uniqueness of the blow-up limits holds. For classical minimizing harmonic
maps (into analytic manifolds), uniqueness of blow-ups (i.e., of tangent maps) at isolated
singularities has been proved in [107, 108]. It rests on the so-called Łojasiewicz-Simon
inequality, which is not known in our context.

In most of the proofs, we follow the approach of [80] using of the harmonic extension
to the upper half-space Rn+1

+ given by the convolution with the Poisson kernel. This
allows us to realize the 1/2-Laplacian as the associated Dirichlet-to-Neumann map (see
Section 1.2), and then rephrase the 1/2-harmonic map equation as a harmonic map system
with (partially) free boundary condition, see Section 1.3. In particular, we make use of
the existing regularity and compactness results of R. Hardt & F.H. Lin [58], F. Duzaar &
K. Steffen [37, 38], and F. Duzaar & J.F. Grotowski [36, 35], see Section 1.3.1.

Notation

Throughout the paper, Rn+1
+ is the open upper half-space Rn × (0,∞), and Rn can

be identified with ∂Rn+1
+ = Rn × {0}. More generally, a set A ⊆ Rn can be identified

with A × {0} ⊆ ∂Rn+1
+ . Points in Rn+1 are written x = (x, xn+1) with x ∈ Rn and

xn+1 ∈ R. We shall denote by Br(x) the open ball in Rn+1 of radius r centered at
x = (x, xn+1), while Dr(x) is the open ball (or disk) in Rn centered at x (and thus
Dr(x)× {0} = Br

(
(x, 0)

)
∩ (Rn × {0})). If the center is at the origin, we simply write Br

and Dr the corresponding balls. In case n = 2, we write D := D1.
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Chapter 1. Minimizing 1/2-harmonic maps into spheres

• For an arbitrary set G ⊆ Rn+1, we define

G+ := G ∩ Rn+1
+ and ∂+G := (∂G)+ = ∂G ∩ Rn+1

+ .

• If G ⊆ Rn+1
+ is a bounded open set, we shall say that G is admissible whenever

(i) ∂G is Lipschitz regular;

(ii) the (relative) open set ∂0G ⊆ Rn × {0} defined by

∂0G :=
{
x ∈ ∂G ∩ ∂Rn+1

+ : B+
r (x) ⊆ G for some r > 0

}
is non-empty and has a Lipschitz boundary in Rn;

(iii) ∂G = ∂+G ∪ ∂0G .

According to this definition, an half ball B+
r is admissible, and ∂0B+

r = Dr × {0}.
• The tangent space to a manifold N at a point p ∈ N is denoted by Tan(p,N ) (while
the tangent bundle of N is simply denoted by TN ).
• We often identify R2 with the complex plane C, and if x = (x1, x2) ∈ R2, the complex
variable is written z := x1 + ix2. Functions taking values into R2 are also understood as
complex valued functions. The product of two such functions are thus understood in the
sense of complex multiplication.

Finally, we always denote by C a generic positive constant which may only depend
on the dimension n, and possibly changing from line to line. If a constant depends on
additional given parameters, we shall write those parameters using the subscript notation.

1.2 Harmonic extension & the 1/2-Laplacian

1.2.1 Harmonic extension

For a measurable function u : Rn → Rm, we denote by ue its extension to the upper
half-space Rn+1

+ given by the convolution of u with the Poisson kernel, i.e.,

ue(x) := γn

ˆ
Rn

xn+1u(y)
(|x− y|2 + x2

n+1)
n+1

2
dy for x = (x, xn+1) ∈ Rn+1

+ .

This extension is well defined whenever u belongs to the Lebesgue Lp over Rn with respect
to the finite measure (1 + |x|2)−

n+1
2 dx for some 1 6 p 6∞. In this case, it is well known

that ue provides an harmonic extension of u to Rn+1
+ . In other words, ue solves{

∆ue = 0 in Rn+1
+ ,

ue = u on ∂Rn+1
+ = Rn × {0} .

Moreover, ue ∈ L∞(Rn+1
+ ) whenever u ∈ L∞(Rn), and

‖ue‖L∞(Rn+1
+ ) 6 ‖u‖L∞(Rn) . (1.2.1)

We shall make use of the following lemma about the harmonic extension. Using the
Fourier transform1, its proof is elementary and it is left to the reader.

1Recall that the Fourier transform of the Poisson kernel is given by exp(−2πxn+1|ξ|).
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1.2. Harmonic extension & the 1/2-Laplacian

Lemma 1.2.1. If u ∈ L2(Rn) ∩ L1(Rn), then
ˆ
Rn
|ue(x, xn+1)|2 dx 6 ‖u‖2L2(Rn) ∀xn+1 > 0 ,

and ˆ
Rn
|ue(x, xn+1)|2 dx 6

C‖u‖2L1(Rn)
xnn+1

∀xn+1 > 0 ,

for a constant C depending only on n.

We complete this subsection recalling the classical identity relating the H1/2-seminorm
over Rn with the Dirichlet energy of the harmonic extension:

γn
4

¨
Rn×Rn

|u(x)− u(y)|2

|x− y|n+1 dxdy = 1
2

ˆ
Rn+1

+

|∇ue|2 dx

= min
{

1
2

ˆ
Rn+1

+

|∇v|2 dx : v ∈ Ḣ1(Rn+1
+ ;Rd) , v = u on ∂Rn+1

+

}
(1.2.2)

for every u in the homogeneous Sobolev space Ḣ1/2(Rn;Rm).

1.2.2 The 1/2-Laplacian and the Dirichlet-to-Neumann map

Given a smooth bounded open set Ω ⊆ Rn, the 1/2-Laplacian (−∆)
1
2 : Ĥ1/2(Ω;Rm)→(

Ĥ1/2(Ω;Rm)
)′ is defined as the continuous linear operator induced by the quadratic form

E 1
2
(·,Ω). For u ∈ Ĥ1/2(Ω;Rm), the action of (−∆)

1
2u on an element ϕ ∈ Ĥ1/2(Ω;Rm) is

denoted by
〈
(−∆)

1
2u, ϕ

〉
Ω, and it is given by

〈
(−∆)

1
2u, ϕ

〉
Ω = γn

2

¨
(Rn×Rn)\(Ωc×Ωc)

(u(x)− u(y)) · (ϕ(x)− ϕ(y))
|x− y|n+1 dxdy . (1.2.3)

Note that, when restricted to H1/2
00 (Ω;Rm), the distribution (−∆)

1
2u actually belongs to

H−1/2(Ω;Rm).
It is well known that the fractional Laplacian (−∆)

1
2 coincides with the Dirichlet-to-

Neumann operator associated with the harmonic extension to Rn+1
+ . To be more specific,

if u ∈ Ĥ1/2(Ω;Rm), then ue is well defined, and ue ∈ H1(G;Rm) for every admissible
bounded open set G ⊆ Rn+1

+ satisfying ∂0G ⊆ Ω× {0}. Hence, ue admits a distributional
exterior normal derivative ∂νue on Ω × {0}. By harmonicity of ue, its action on ϕ ∈
D(Ω;Rm) can be defined as

〈
∂νu

e, ϕ
〉

Ω :=
ˆ
Rn+1

+

∇ue · ∇Φ dx , (1.2.4)

where Φ is any smooth extension of ϕ compactly supported in Rn+1
+ ∪ (Ω × {0}). By

approximation, the same identity holds for any Φ ∈ H1(Rn+1
+ ;Rm) compactly supported

in Rn+1
+ ∪(Ω×{0}). In this way, the distribution ∂νue appears to belong to H−1/2

00 (Ω;Rm),
and the following identity holds (see [80, Lemma 2.9])〈

∂νu
e, ϕ

〉
Ω =

〈
(−∆)

1
2u, ϕ

〉
Ω ∀ϕ ∈ H1/2

00 (Ω;Rm) . (1.2.5)

All details can be found in [80, Section 2].
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Chapter 1. Minimizing 1/2-harmonic maps into spheres

1.3 1/2-harmonic maps vs harmonic maps with free bound-
ary

1.3.1 Minimizing harmonic maps with free boundary

For an admissible bounded open set G ⊆ Rn+1
+ , we consider the Dirichlet energy

E 1
2
(·, G) defined on H1(G;Rm) by

E 1
2
(v,G) := 1

2

ˆ
G
|∇v|2 dx . (1.3.1)

We also consider a given smooth submanifold N ⊆ Rm that we assume to be compact and
without boundary.

Definition 1.3.1. Let G ⊆ Rn+1
+ be an admissible bounded open set, and consider a map

v ∈ H1(G;Rm) satisfying v(x) ∈ N H n-a.e. on ∂0G. We say that v is a minimizing
harmonic map in G with respect to the partially free boundary condition v(∂0G) ⊆ N if

E 1
2
(v,G) 6 E 1

2
(w,G)

for every competitor w ∈ H1(G;Rm) satisfying w(x) ∈ N for H n-a.e. x ∈ ∂0G, and such
that spt(w − v) ⊆ G ∪ ∂0G. In short, we may say that v is a minimizing harmonic map
with free boundary in G.

Using variations supported in the open set G, one obtains that a minimizing harmonic
map v with free boundary is harmonic in G, i.e.,

∆v = 0 in G .

In particular, v ∈ C∞(G) by standard elliptic theory. Hence the regularity issue is at the
(partially) free boundary ∂0G. As in [37, 58], one obtains from minimality the boundary
condition

∂v

∂ν
⊥ Tan(v,N ) on ∂0G ,

which has to be understood in the weak sense, that is
ˆ
G
∇v · ∇ζ dx = 0

for every ζ ∈ H1(G;Rm) satisfying ζ(x) ∈ Tan(v(x),N ) for H n-a.e. x ∈ ∂0G and such
that spt(ζ) ⊆ G ∪ ∂0G.

Assuming that v ∈ L∞(G), one may apply the (partial) regularity results of [37, 58] to
derive the following theorem (see [80, Section 4] or [86]). In its statement, sing (v) denotes
the so-called singular set of v (in ∂0G), i.e.,

sing (v) := ∂0G \
{
x ∈ ∂0G : v is continuous in a neighborhood of x

}
,

which turns out to be a relatively closed subset of ∂0G.

Theorem 1.3.2. Let v ∈ H1(G;Rm) ∩ L∞(G) satisfying v(∂0G) ⊆ N be a minimizing
harmonic map with free boundary in G. Then v ∈ C∞

(
(G ∪ ∂0G) \ sing (v)

)
, sing (v) is

locally finite in ∂0G for n = 2, and dimH sing (v) 6 n− 2 for n > 3.
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1.3. 1/2-harmonic maps vs harmonic maps with free boundary

By means of Federer’s dimension reduction principle, the size of the singular set can
be further reduced according to the existence or nonexistence of nontrivial tangent maps.
Those maps are defined as all possible blow-up limits of minimizing harmonic maps with
free boundary at a point of the free boundary ∂0G, see [58, Section 3.5]. In our set-
ting, they appear to be 0-homogeneous maps v0 ∈ H1

loc(R
n+1
+ ;Rm) ∩ L∞(Rn+1

+ ) satisfying
v0(∂Rn+1

+ ) ⊆ N which are minimizing harmonic maps with free boundary in B+
R for every

R > 0. Applying [58, Theorem 3.6] (see also [38, Remark 4.3]), we readily obtain the
following result.

Theorem 1.3.3. Let ` = `(N ) be the largest integer such that any bounded and 0-
homogeneous minimizing harmonic map with free boundary v0 from Rj+1

+ to Rm with
v0(∂Rj+1

+ ) ⊆ N is a constant for each j = 1, . . . , `. For any minimizing harmonic map v
with free boundary as in Theorem 1.3.2, we have sing (v) = ∅ if n 6 `, sing (v) is locally
finite in ∂0G if n = `+ 1, and dimH sing (v) 6 n− `− 1 if n > `+ 2.

Remark 1.3.4. Note that, in applying [58], we use the fact that any bounded and 0-
homogeneous minimizing harmonic map with free boundary v0 satisfies the uniform bound

‖v0‖L∞(Rj+1
+ ) = ‖v0|Rj×{0}‖L∞(Rj) 6 CN ,

where CN is (essentially) the width of N (assuming that 0 ∈ N ). This estimate follows
from the fact v0 is precisely given by the harmonic extension to Rj+1

+ of its restriction
to Rj × {0}. In other words, if we set u0 := v0|Rj×{0}, then v0 = (u0)e (the convolution
product of u0 with the j-dimensional Poisson kernel). Indeed, the difference v0 − (u0)e

is a bounded harmonic function in Rj+1
+ . Since it vanishes on ∂Rj+1

+ , it has to vanish
identically by the classical Liouville theorem.

We conclude this subsection with an important compactness result for minimizing
harmonic maps with free boundary (on which Theorem 1.3.2 and Theorem 1.3.3 are based).
It corresponds to a weaker version of a more general compactness theorem obtained in [36,
Theorem 2.2] (see also [35, Theorem 2.2]).

Theorem 1.3.5 (compactness). Let (vk) ⊆ H1(G;Rm) be a bounded sequence of mini-
mizing harmonic maps in G with respect to the partially free boundary condition vk(∂0G) ⊆
N . There exist a (not relabeled) subsequence and v ∈ H1(G;Rm) a minimizing harmonic
map with free boundary in G such that vk → v strongly in H1

loc(G ∪ ∂0G).

1.3.2 Harmonic extension of minimizing 1/2-harmonic maps

In this subsection, our aim is to prove that minimizing 1/2-harmonic maps and mini-
mizing harmonic maps with free boundary can be made in one-to-one correspondance by
means of the harmonic extension. It has been proven in [80, Proposition 4.9] that the
harmonic extension of a minimizing 1/2-harmonic map returns a minimizing harmonic
map with free boundary in the upper half-space. We shall improve this result showing
that a converse statement holds true. Here again, N ⊆ Rm denotes a given smooth and
compact submanifold without boundary.

Theorem 1.3.6 (minimality transfer). Let Ω ⊆ Rn be a bounded smooth open set. A
map u ∈ Ĥ1/2(Ω;N ) is a minimizing 1/2-harmonic map in Ω if and only if its harmonic
extension ue is a minimizing harmonic map with free boundary in every admissible bounded
open set G ⊆ Rn+1

+ such that ∂0G ⊆ Ω× {0}.
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Proof. According to [80, Corollary 2.10 & Proposition 4.9], if u ∈ Ĥ1/2(Ω;N ) is a mini-
mizing 1/2-harmonic map in Ω, then ue is a minimizing harmonic map with free boundary
in every admissible bounded open set G ⊆ Rn+1

+ such that ∂0G ⊆ Ω × {0}. It hence
remains to prove the converse statement. We thus assume that ue is minimizing har-
monic map with free boundary in every admissible bounded open set G ⊆ Rn+1

+ such that
∂0G ⊆ Ω× {0}.
Step 1. We consider an arbitrary competitor w ∈ Ĥ1/2(Ω;N ), and we assume that h :=
w − u is compactly supported in an open set Ω′ ⊆ Rn with Ω′ ⊆ Ω. The map h being
compactly supported in Ω′, it belongs to H1/2

00 (Ω;Rm)∩L1(Rn). In view of identity (1.2.2),
its harmonic extension he belongs to the homogeneous Sobolev space Ḣ1(Rn+1

+ ;Rm).
We would like to use directly we as a competitor for ue and use the minimality of ue,

however we cannot do so, since he = (w−u)e is not compactly supported in some bounded
open set G ⊆ Rn+1

+ such that ∂0G ⊆ Ω×{0} (in fact, it is not even necessarily compactly
supported in Rn+1

+ ). Instead, we claim that there exists a sequence (hk) ⊆ H1(Rn+1
+ ;Rm)

such that each hk is supported in Gk ∪ ∂0Gk for some admissible bounded open set Gk ⊆
Rn+1

+ satisfying ∂0Gk ⊆ Ω× {0}, hk |Rn×{0} = h,
ˆ
Rn+1

+

|∇hk|2 dx −→
k→∞

ˆ
Rn+1

+

|∇he|2 dx , (1.3.2)

and we will use ue + hk as competitors for ue. Before proving this claim, we complete the
proof of the theorem.

By assumption ue is a minimizing harmonic map with free boundary in Gk. Since
ue + hk is an admissible competitor for the minimality of ue in Gk, we infer that

1
2

ˆ
Rn+1

+

|∇hk|2 dx +
ˆ
Rn+1

+

∇hk · ∇ue dx = E 1
2
(ue + hk, Gk)−E 1

2
(ue, Gk) > 0 . (1.3.3)

On the other hand, (1.2.4) and (1.2.5) yield
ˆ
Rn+1

+

∇hk · ∇ue dx =
〈
(−∆)

1
2u, h

〉
Ω , (1.3.4)

since hk = h on Rn × {0}. Letting k → ∞ in (1.3.3), we deduce from (1.3.2) and (1.3.4)
that

1
2

ˆ
Rn+1

+

|∇he|2 dx +
〈
(−∆)

1
2u, h

〉
Ω > 0 . (1.3.5)

In view of (1.2.2) and (1.2.3), we have

1
2

ˆ
Rn+1

+

|∇he|2 dx = E 1
2
(h,Ω) = E 1

2
(w,Ω) + E 1

2
(u,Ω)−

〈
(−∆)

1
2u,w

〉
Ω ,

and since〈
(−∆)

1
2u, h

〉
Ω =

〈
(−∆)

1
2u,w

〉
Ω −

〈
(−∆)

1
2u, u

〉
Ω =

〈
(−∆)

1
2u,w

〉
Ω − 2E 1

2
(u,Ω) ,

inequality (1.3.5) yields
E 1

2
(w,Ω)− E 1

2
(u,Ω) > 0 .

Thus u is indeed a minimizing 1/2-harmonic map in Ω.

29



1.3. 1/2-harmonic maps vs harmonic maps with free boundary

Ω× {0} Rn

R+

Gk+1

Gk

Figure 1.1: Construction of (hk) s.t. spthk ⊆ Gk ∪ ∂0Gk

Step 2. We now proceed to the construction of the sequence (hk) satisfying (1.3.2), cutting-
off h appropriately (see Figure 1.1). For an integer i > 1, we denote by χi ∈ C∞(R; [0, 1])
a smooth cutoff function satisfying χi(t) = 1 for |t| 6 i, and χi(t) = 0 for |t| > i+ 1, with
|χ′i| 6 C for some constant C independent of i. We first define

h
(1)
i (x) := χi(xn+1)he(x) .

By Lemma 1.2.1, h(1)
i ∈ L2(Rn+1

+ ), so that h(1)
i ∈ H1(Rn+1

+ ;Rm). Moreover, h(1)
i = h on

Rn × {0}, and
ˆ
Rn+1

+

|∇h(1)
i |

2 dx =
ˆ
Rn+1

+

χ2
i |∇he|2 dx

+ 2
ˆ
{i<xn+1<i+1}

χiχ
′
i h

e · ∂n+1h
e dx +

ˆ
{i<xn+1<i+1}

|χ′i|2|he|2 dx .

From Lemma 1.2.1 and Fubini’s theorem, we infer thatˆ
{i<xn+1<i+1}

|χ′i|2|he|2 dx 6
C

in
‖h‖2L1(Rn) . (1.3.6)

Since he ∈ Ḣ1(Rn+1
+ ;Rm), it follows by dominated convergence, (1.3.6), and Hölder in-

equality, that ˆ
Rn+1

+

|∇h(1)
i |

2 dx −→
i→∞

ˆ
Rn+1

+

|∇he|2 dx .

We can thus find an integer ik > 1 such that∣∣∣∣∣
ˆ
Rn+1

+

|∇h(1)
ik
|2 dx−

ˆ
Rn+1

+

|∇he|2 dx
∣∣∣∣∣ 6 2−k−2 . (1.3.7)

Next we define for an integer j > 1,

h
(2)
j (x) := χj(|x|)h(1)

ik
(x) .

Then h(2)
j ∈ H1(Rn+1

+ ;Rm), and one classically shows (using h(1)
ik
∈ H1(Rn+1

+ ;Rm)) that
ˆ
Rn+1

+

|∇h(2)
j |

2 dx −→
j→∞

ˆ
Rn+1

+

|∇h(1)
ik
|2 dx .
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In view of (1.3.7), we can find an integer jk > 1 in such a way that∣∣∣∣∣
ˆ
Rn+1

+

|∇h(2)
jk
|2 dx−

ˆ
Rn+1

+

|∇he|2 dx
∣∣∣∣∣ 6 2−k−1 , (1.3.8)

and Ω× {0} ⊆ ∂0Bjk to ensure that h(2)
jk

= h
(1)
ik

= h on Rn × {0}.
Let us now fix a small parameter δ > 0 such that dist(∂Ω,Ω′) > 3δ, and consider a

smooth cutoff function ψ ∈ C∞(R; [0, 1]) satisfying ψ(t) = 0 for |t| < δ, and ψ(t) = 1 for
|t| > 2δ. For an integer ` > 1, we consider a further cutoff function η` ∈ C∞(R; [0, 1]) such
that η`(t) = 1 for |t| 6 2−`, η`(t) = 0 for |t| > 2−`+1, and |η′`| 6 C2` for some constant C
independent of `. Setting

ζ`(x) := 1− η`(xn+1)ψ
(

dist(x,Ω′)
)
,

we define
h

(3)
` (x) := ζ`(x)h(2)

jk
(x) .

Setting G` to be the interior of the set({
dist(x,Ω′) 6 2δ , 0 6 xn+1 6 2−`

}
∪
{
xn+1 > 2−`

})
∩Bjk ,

then G` is an admissible bounded open set satisfying ∂0G` ⊆ Ω × {0}. The map h
(3)
`

belongs to H1(Rn+1
+ ;Rm), it is supported in G` ∪ ∂0G`, and h

(3)
` = h

(2)
jk

= h on the
boundary Rn × {0}. Then, we have
ˆ
Rn+1

+

|∇h(3)
` |

2 dx =
ˆ
Rn+1

+

ζ2
` |∇h

(2)
jk
|2 dx

+ 2
ˆ
Rn+1

+

ζ`
(
∇ζ` · ∇h

(2)
jk

)
· h(2)

jk
dx +

ˆ
Rn+1

+

|h(2)
jk
|2|∇ζ`|2 dx . (1.3.9)

Writing A` :=
{

dist(x,Ω′) > δ , 2−` < xn+1 < 2−`+1 }, we estimate

ˆ
Rn+1

+

|h(2)
jk
|2|∇ζ`|2 dx 6 Cδ

ˆ
A`

|h(2)
jk
|2

x2
n+1

dx . (1.3.10)

Since h(2)
jk

= h = 0 on
{

dist(x,Ω′) > δ
}
× {0}, we infer from Hardy’s inequality that

ˆ{
dist(x,Ω′)>δ

}
×R+

|h(2)
jk
|2

x2
n+1

dx 6 C

ˆ{
dist(x,Ω′)>δ

}
×R+

|∇h(2)
jk
|2 dx

6 C

ˆ
Rn+1

+

|∇h(2)
jk
|2 dx .

As a consequence, ˆ
A`

|h(2)
jk
|2

x2
n+1

dx −→
`→∞

0 ,

by dominated convergence. In turn, (1.3.10) implies
ˆ
Rn+1

+

|h(2)
jk
|2|∇ζ`|2 dx −→

`→∞
0 .
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Back to (1.3.9), we deduce (still by dominated convergence and Hölder inequality) thatˆ
Rn+1

+

|∇h(3)
` |

2 dx −→
`→∞

ˆ
Rn+1

+

|∇h(2)
jk
|2 dx .

In view of (1.3.8), we may now select a subsequence {`k} such that∣∣∣∣∣
ˆ
Rn+1

+

|∇h(3)
`k
|2 dx−

ˆ
Rn+1

+

|∇he|2 dx
∣∣∣∣∣ 6 2−k ,

and the conclusion follows for hk := h
(3)
`k

and Gk := G`k .

As a consequence of Theorem 1.3.6, we can derive a partial regularity theory for mini-
mizing 1/2-harmonic from the regularity of minimizing harmonic maps with free boundary
(see [80, 86]). Notice that, in applying Theorem 1.3.2 and Theorem 1.3.3, we use that
ue ∈ L∞(Rn+1

+ ) by (1.2.1) and the fact that u is taking values in the compact manifold N .
Recall that sing (u) denotes the singular set of u in Ω (see (1.1.4)), which is a relatively
closed subset of Ω.

Corollary 1.3.7 ([86] and [80, Theorem 1.2 & Remark 4.24]). Let Ω ⊆ Rn be a bounded
smooth open set. If u ∈ Ĥ1/2(Ω;N ) is a minimizing 1/2-harmonic map in Ω, then u ∈
C∞(Ω \ sing (u)), sing (u) is locally finite in Ω for n = 2, and dimH sing (u) 6 n− 2 for
n > 3.

Exactly as in Theorem 1.3.3, the estimate on the Hausdorff dimension of sing (u) can
be improved according to the existence or nonexistence of 0-homogeneous minimizing
1/2-harmonic maps, i.e., maps in H1/2

loc (Rn;N ) which are minimizing in every ball.

Definition 1.3.8. A map u0 ∈ H1/2
loc (Rn;N ) is said to be a 0-homogenous 1/2-harmonic

map if u0 is 0-homogeneous and a weakly 1/2-harmonic map in every ball of Rn. Similarly,
u0 is said to be a 0-homogenous minimizing 1/2-harmonic map if it is 0-homogeneous and
a minimizing 1/2-harmonic map in every ball of Rn.

Corollary 1.3.9. Let ¯̀ = ¯̀(N ) be the largest integer such that any 0-homogeneous min-
imizing 1/2-harmonic map from Rj into N is a constant for each j = 1, . . . , ¯̀. For any
minimizing 1/2-harmonic map u as in Corollary 1.3.7, we have sing (u) = ∅ if n 6 ¯̀,
sing (u) is locally finite in Ω if n = ¯̀+ 1, and dimH sing (u) 6 n − ¯̀− 1 if n > ¯̀+ 2.
Moreover, ¯̀= ` where ` is given by Theorem 1.3.3.

Proof. By Theorem 1.3.6, if u0 is a 0-homogeneous minimizing 1/2-harmonic map from
Rj into N , then (u0)e is a bounded minimizing harmonic map with free boundary in
every half ball B+

R . Since the harmonic extension preserves homogeneity, (u0)e is also
0-homogeneous. Hence (u0)e is constant whenever j 6 ` with ` given by Theorem 1.3.3,
and so is u0. This shows that ` 6 ¯̀. The other way around, if v0 : Rj+1

+ → Rd with
v0(Rj × {0}) ⊆ N is a bounded and 0-homogeneous minimizing harmonic map with free
boundary, then v0 = (v0|Rj×{0})e according to Remark 1.3.4. By Theorem 1.3.6, it follows
that v0|Rj×{0} is a 0-homogeneous minimizing 1/2-harmonic map from Rj into N . By
definition of ¯̀, v0|Rj×{0} is constant whenever j 6 ¯̀. Hence v0 is constant for j 6 ¯̀, which
shows that ¯̀6 `. We have thus proved that ¯̀= `.

Now, if u is as in Corollary 1.3.7, then Theorem 1.3.6 tells us that ue is a bounded
minimizing harmonic map with free boundary in every admissible bounded open set G ⊆
Rn+1

+ such that ∂0G ⊆ Ω×{0}. Hence the conclusion follows from Theorem 1.3.2 knowing
that ¯̀= `.

32



Chapter 1. Minimizing 1/2-harmonic maps into spheres

1.4 Minimizing 1/2-harmonic maps into a sphere

1.4.1 1/2-harmonic circles

The purpose of this first subsection is to recall the notion 1/2-harmonic circle into a
manifold N , and its relation established in [80] with 0-homogeneous 1/2-harmonic maps
from R2 into N . Once again, N is assumed to be a smooth and compact submanifold of
Rm without boundary. Let us start with the definition of a 1/2-harmonic circle into N .
First, the 1/2-Dirichlet energy of a map g ∈ H1/2(S1;Rm) is defined as

E 1
2
(g,S1) := γ1

4

¨
S1×S1

|g(x)− g(y)|2

|x− y|2
dxdy with γ1 = 1

π
. (1.4.1)

The choice of the constant γ1 in (1.4.1) is made in such a way that

E 1
2
(g,S1) = 1

2

ˆ
D
|∇wg|2 dx ∀g ∈ H1/2(S1;Rm) , (1.4.2)

where wg ∈ H1(D;Rm) denotes the (unique) harmonic extension of g to the unit disk D
of the plane R2, i.e., the unique solution of{

∆wg = 0 in D
wg = g on ∂D = S1 ,

(1.4.3)

see e.g. [80, Section 4.2].

Definition 1.4.1. A map g ∈ H1/2(S1;N ) is said to be a (weakly) 1/2-harmonic circle
into N if [ d

dtE 1
2

(
g + tϕ

|g + tϕ|
, S1
)]
|t=0

= 0 ∀ϕ ∈ C∞(S1;Rm) .

Remark 1.4.2. Any 1/2-harmonic circle g is smooth, i.e., g ∈ C∞(S1). This follows directly
from the regularity theory for weakly 1/2-harmonic maps in one space dimension of [29,
28] (see also [80, Theorem 4.18 & Remark 4.24]). Indeed, as in [80, Remark 4.29], g ∈
H1/2(S1;N ) is weakly 1/2-harmonic if and only if g ◦ C|R ∈ Ḣ1/2(R;N ) is a weakly 1/2-
harmonic map on R, where C : R2

+ → D \ {(1, 0)} is the (conformal) Cayley transform
(see (1.5.36)) and C|R : R→ S1 \ {(1, 0)} its restriction to R ' ∂R2

+. Hence the regularity
result of [29, 28] applies, and it yields g ∈ C∞(S1 \ {(1, 0)}). On the other hand, the map
g̃(x) := g(−x) is clearly 1/2-harmonic (by invariance of the energy under the symmetry
x 7→ −x), so that g̃ ∈ C∞(S1 \ {(1, 0)}). Thus g is in fact also smooth near (1, 0), and the
conclusion follows.

We are interested in 1/2-harmonic circles since they appear as angular profiles of 0-
homogeneous 1/2-harmonic maps on R2. More precisely, we have the following proposition
proved in [80, Proposition 4.30]. (Note that this proposition is stated for N = S1, but the
proof actually applies to any target manifold N .)

Proposition 1.4.3 ([80]). A map u0 ∈ H1/2
loc (R2;N ) is a 0-homogeneous 1/2-harmonic

map if and only if u0(x) = g
(
x
|x|
)
for some 1/2-harmonic circle g : S1 → N .

Remark 1.4.4. Note that, by Proposition 1.4.3 and Remark 1.4.2, a 0-homogeneous mini-
mizing 1/2-harmonic map on R2 is smooth away from the origin.
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1.4.2 1/2-harmonic circles into spheres

The goal of this subsection is to establish a crucial classification result for 1/2-harmonic
circles into spheres, a cornerstone in the proofs of both Theorem 1.1.3 and Theorem 1.1.4.
From now on, we restrict ourselves to the case N = Sm−1 with m > 3.

If g : S1 → Sm−1 is a 1/2-harmonic circle into Sm−1 (and thus smooth), then wg defines
a smooth map from the closed unit disk D into the closed unit ball Bm of Rm. By the
maximum principle wg maps the open disk D into the unit open ball Bm, and of course
wg(∂D) ⊆ Sm−1 = ∂Bm by the boundary condition. In terms of wg, the Euler-Lagrange
equation for g being 1/2-harmonic writes (see e.g. [80, Remark 4.29])

∂wg
∂ν
∧ wg = 0 on ∂D . (1.4.4)

It has been (independently) proved in [8, 23, 24, 27], and [80, Lemma 4.27 & Remark 4.29]
that g being 1/2-harmonic implies that wg is (weakly) conformal or anti-conformal, i.e.,
it satisfies 

∣∣∣∣∂wg∂x1

∣∣∣∣ =
∣∣∣∣∂wg∂x2

∣∣∣∣
∂wg
∂x1
· ∂wg
∂x2

= 0
in D .

In addition, |∇wg| does not vanish near ∂D whenever g is not constant (by the Hopf
boundary lemma applied to |wg|2, see e.g. [24, Proof of Theorem 2.7])2. As a consequence,
if g is not constant, then wg is a (branched) minimal immersion of the unit disk up to
the boundary (with branched points only in the interior), and the boundary condition
(1.4.4) tells us that wg(D) meets ∂Bm orthogonally. For m = 3, a celebrated result of
J.C.C. Nitsche [87] says that wg(D) has to be the intersection of B3 with a plane through
the origin. This result has been extended recently to arbitrary dimensions m > 3 in [48,
Theorem 2.1]. In conclusion, if g : S1 → Sm−1 is a nonconstant 1/2-harmonic circle, then
g(S1) is an equatorial circle of Sm−1. By invariance of the energy under rotations on the
image, we can assume that such 1/2-harmonic map g takes values into R2×{0}m−2 ⊆ Rm,
so that it takes the form g = (ĝ, 0) where ĝ : S1 → S1 is a nonconstant 1/2-harmonic circle.
On the other hand, the classification of all 1/2-harmonic circles into S1 has been obtained
in [8, 23, 24, 80]: they are given by finite Blaschke products (see also [84] for a preliminary
result where Blaschke products were first identified). The result can be stated as follows.

Theorem 1.4.5. A map ĝ : S1 → S1 is a nonconstant 1/2-harmonic circle if and only if
there exist an integer d > 1, θ ∈ [0, 2π], and α1, . . . , αd ∈ D such that wĝ or its complex
conjugate equals

z 7→ eiθ
d∏

k=1

z − αk
1− ᾱkz

.

In particular, E 1
2
(ĝ,S1) = πd.

2One can also prove that ∂νwg does not vanish on ∂D as follows. Using (1.4.2) and (constrained) outer
variations of E 1

2
(·, S1) at g, we can argue as in [80, Remark 4.3] to derive the equation

∂wg
∂ν

(x) =
(
γ1

2

ˆ
S1

|g(x)− g(y)|2

|x− y|2 dy
)
g(x) for x ∈ S1 .

Then, assuming by contradiction that ∂νwg vanishes at some point x0 ∈ S1, this equation implies that g
is equal to the constant g(x0) (since |g| = 1).
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Gathering the above results, we may now state the following corollary.

Corollary 1.4.6. Assume that m > 3. If g : S1 → Sm−1 is a nonconstant 1/2-harmonic
circle, then g(S1) is an equatorial circle of Sm−1, and E 1

2
(g,S1) = πd with d = |deg(g)| ∈

N \ {0}.

1.4.3 Proof of Theorem 1.1.3

We are now ready to prove Theorem 1.1.3. According to Corollary 1.3.9, it is enough
to prove Proposition 1.4.7 below.

Proposition 1.4.7. Assume that m > 3. If u0 ∈ H
1/2
loc (R2;Sm−1) is a 0-homogeneous

minimizing 1/2-harmonic map, then u0 is constant.

Proof. Assume by contradiction that u0 is not constant. From Proposition 1.4.3, we know
that

u0(x) = g

(
x

|x|

)
,

for some nonconstant 1/2-harmonic circle g : S1 → Sm−1. According to Corollary 1.4.6,
g(S1) is an equatorial circle of Sm−1, and

E 1
2
(g,S1) = πd for some integer d > 1.

Rotating coordinates in the image if necessary, we may assume without loss of generality
that g(S1) = S1 × {0}m−2.

Let us now fix an arbitrary radial function ζ ∈ C∞c (R2), and define ϕ(x) := ζ(x)em,
where (e1, . . . , em) denotes the canonical basis of Rm. Then ϕ ∈ C∞c (R2;Rm), and consider
a radius R = R(ζ) > 0 such that spt(ζ) ⊆ DR. For ε ∈ (−1, 1), we define

uε := u0 + εϕ√
1 + ε2|ϕ|2

.

Note that uε ∈ H1/2
loc (R2;Rm), and since ϕ(x) ·u0(x) = 0 for every x 6= 0, we actually have

uε ∈ H1/2
loc (R2; Sm−1). By construction we have spt(uε − u) ⊆ DR, so that

E 1
2
(uε, DR) > E 1

2
(u,DR)

for every ε ∈ (−1, 1) by minimality of u0. Equality obviously holds at ε = 0, and thus[
d2

dε2E 1
2
(uε, DR)

]
|ε=0

> 0 . (1.4.5)

Straightforward computations yield

u̇ :=
(duε

dε

)
|ε=0

= ϕ and ü :=
(

d2uε
dε2

)
|ε=0

= −|ϕ|2u0 ∈ H1/2
00 (DR;Rm) ,

and[
d2

dε2E 1
2
(uε, DR)

]
|ε=0

= γ2
2

¨
(R2×R2)\(DcR×D

c
R)

|u̇(x)− u̇(y)|2

|x− y|3
dxdy

+ γ2
2

¨
(R2×R2)\(DcR×D

c
R)

(u0(x)− u0(y)) · (ü(x)− ü(y))
|x− y|3

dxdy .
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Since |ϕ|2 = ζ2 and ζ is compactly supported in DR, we obtain[
d2

dε2E 1
2
(uε, DR)

]
|ε=0

= γ2
2

¨
R2×R2

|ζ(x)− ζ(y)|2

|x− y|3
dxdy −

〈
(−∆)

1
2u0, ζ

2u0
〉
DR

. (1.4.6)

Recalling the weak formulation of (1.1.3) (or [80, Remark 4.3]), we have

(−∆)
1
2u0(x) =

(
γ2
2

ˆ
R2

|u0(x)− u0(y)|2

|x− y|3
dy
)
u0(x) in H−1/2(DR) .

Using the above equation in (1.4.6) and the fact that |u0| = 1, we deduce from (1.4.5) that
¨

R2×R2

|ζ(x)− ζ(y)|2

|x− y|3
dxdy >

ˆ
R2

(ˆ
R2

|u0(x)− u0(y)|2

|x− y|3
dy
)
ζ2(x) dx . (1.4.7)

Computing the right-hand side of this inequality in polar coordinates leads to (recall that
ζ is assumed to be radial, i.e., ζ(x) = ζ(|x|))
ˆ
R2

(ˆ
R2

|u0(x)− u0(y)|2

|x− y|3
dy
)
ζ2(x) dx

=
ˆ ∞

0
ζ2(r)

(¨
S1×S1

|g(σ1)− g(σ2)|2
[ˆ ∞

0

ρ

|σ1 − ρσ2|3
dρ
]

dσ1dσ2

)
dr .

By formula [54, GW (213)(5b) p. 326], one has
ˆ ∞

0

ρ

|σ1 − ρσ2|3
dρ =

ˆ ∞
0

ρ

(1− 2ρσ1 · σ2 + ρ2)3/2 dρ

= 1
1− σ1 · σ2

= 2
|σ1 − σ2|2

∀σ1 6= σ2 .

Therefore,
ˆ
R2

(ˆ
R2

|u0(x)− u0(y)|2

|x− y|3
dy
)
ζ2(x) dx = 8

γ1
E 1

2
(g,S1)

ˆ ∞
0

ζ2(r) dr = 4πd
ˆ
R2

ζ2

|x|
dx ,

and we conclude from (1.4.7) that
¨

R2×R2

|ζ(x)− ζ(y)|2

|x− y|3
dxdy > 4πd

ˆ
R2

ζ2

|x|
dx . (1.4.8)

In view of the arbitrariness of ζ, we conclude that (1.4.8) holds for every radial function
ζ ∈ C∞c (R2). On the other hand, Hardy’s inequality in H1/2(R2) (see e.g. [46, 62]) says
that ¨

R2×R2

|ζ(x)− ζ(y)|2

|x− y|3
dxdy > C]

ˆ
R2

ζ2

|x|
dx ∀ζ ∈ C∞c (R2) , (1.4.9)

with optimal constant

C] := 8π
(Γ(3/4)

Γ(1/4)

)2
.

Moreover, the constant C] is still sharp when restricting (1.4.9) to radial functions (by
symmetric decreasing rearrangement, see e.g. [48]). In view of (1.4.8), we finally deduce
that

4πd 6 C] ,

that is d 6 2
(

Γ(3/4)
Γ(1/4)

)2
< 1, a contradiction.
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1.5 Minimizing 1/2-harmonic maps into the circle

The aim of this section is now to prove Theorem 1.1.4 and Theorem 1.1.5. We thus
assume that n = m = 2. In the first subsection, we recall the construction and properties
of the distributional Jacobian in H1/2-spaces (see [11, 91] or [79]). In the spirit of [13], the
distributional Jacobian appears to be the main tool to derive energy lower bounds, and in
particular to prove the minimality of x

|x| , see Section 1.5.2. The uniqueness part of Theo-
rem 1.1.4 is proved in Section 1.5.3. It relies on Theorem 1.4.5 and subtle constructions of
competitors, again in the spirit of [13]. Compared to [13], the argument is more intricate
as it requires a preliminary construction (see Lemma 1.5.8) and the numerical evaluation
of certain integrals. The last subsection is devoted to the proof of Theorem 1.1.5. The
proof here is more classical and it is essentially based on Theorem 1.1.4.

1.5.1 The distributional Jacobian

For a map g ∈ H1/2(∂B+
1 ;R2), we define a distribution T (g) ∈ (Lip(∂B+

1 ))′ in the
following way. Consider u ∈ H1(B+

1 ;R2) such that u = g on ∂B+
1 , and set

H(u) := 2(∂2u ∧ ∂3u, ∂3u ∧ ∂1u, ∂1u ∧ ∂2u) ∈ L1(B+
1 ;R3) ,

where ∧ denotes the wedge product on R2 (i.e., a ∧ b := det(a, b) for a, b ∈ R2).
For a scalar function ϕ ∈ Lip(∂B+

1 ) and an arbitrary extension Φ ∈ Lip(B+
1 ) of ϕ to

the closed half ball B+
1 , we define the action of T (g) on ϕ by setting

〈T (g), ϕ〉 :=
ˆ
B+

1

H(u) · ∇Φ dx .

Noticing that
div H(u) = 0 in D ′(B+

1 ) ,
it is routine to check that T (g) is well defined, i.e., it does not depend on the extensions
u and Φ, see e.g. [11, Lemma 3]. In addition, the mapping T : g 7→ T (g) is continuous,
see [11, Lemma 9].
Lemma 1.5.1. The mapping T : H1/2(∂B+

1 ;R2) → (Lip(∂B+
1 ))′ is strongly continuous.

More precisely, there exists a constant C such that∣∣〈T (g1)− T (g2), ϕ〉
∣∣ 6 C

(
[g1]H1/2(∂B+

1 ) + [g2]H1/2(∂B+
1 )

)
[g1 − g2]H1/2(∂B+

1 )[ϕ]lip

for every g1, g2 ∈ H1/2(∂B+
1 ;R2) and ϕ ∈ Lip(∂B+

1 ), where

[g]2
H1/2(∂B+

1 ) :=
¨
∂B+

1 ×∂B
+
1

|g(x)− g(y)|2

|x− y|3 dH 2
x dH 2

y

and
[ϕ]lip := sup

x,y∈∂B+
1

x 6=y

|ϕ(x)− ϕ(y)|
|x− y|

.

We shall make use of the following explicit representation of T (g) for maps g belonging
to the following class of partially regular maps

R :=
{
g ∈ H1/2(∂B+

1 ;R2) : g|D×{0} ∈W 1,1(D;S1) , g is smooth on ∂+B1,

smooth in a neighborhood of ∂D× {0},

and smooth away from finitely many points in D× {0}
}
.
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For a map g ∈ R and a ∈ D a singular point of g|D×{0} : D → S1, we shall denote by
deg(g, a) the topological degree of g restricted to any small circle around a (oriented in the
counterclockwise sense). We have the following representation of T (g) for g in the class
R.

Proposition 1.5.2. Let g ∈ R be such that g ∈ C∞
(
(D × {0}) \ {a1, . . . , aK}

)
for some

distinct points a1, . . . , aK ∈ D× {0}. If di := deg(g, ai), then

〈T (g), ϕ〉 = 2
ˆ
∂+B1

det(∇τg)ϕdH 2 − 2π
K∑
i=1

diϕ(ai) ∀ϕ ∈ Lip(∂B+
1 ) , (1.5.1)

where ∇τg denotes the tangential gradient3 of g on ∂+B1.

Proof. By the smoothness assumption on g, we may find an extension u of g which is
smooth in B+

1 \ {a1, . . . , aK}. We first claim that

〈T (g), ϕ〉 = 2
ˆ
∂+B1

det(∇τg)ϕdH 2 +
ˆ
D

(g∧∇g) ·∇⊥ϕdx−
ˆ
∂D

(g∧∂τg)ϕdH 1 , (1.5.2)

where ∇ := (∂x1 , ∂x2) and ∇⊥ := (−∂x2 , ∂x1) on D, and ∂τ denotes the tangential deriva-
tion on ∂D (oriented in the counterclockwise sense). Smoothing u near the a′is, we can
find a sequence (uk) of smooth maps over B+

1 such that uk = u in a neighborhood of
∂+B1, uk → u strongly in H1(B+), and uk |D×{0} → g|D×{0} strongly in W 1,1(D) with
‖uk |D×{0}‖L∞(D) 6 1. In particular, given an extension Φ ∈ Lip(B+

1 ) of ϕ, we have
ˆ
B+

1

H(uk) · ∇Φ dx −→
k→∞
〈T (g), ϕ〉 . (1.5.3)

Since div H(uk) = 0, by the divergence theorem we have
ˆ
B+

1

H(uk) · ∇Φ dx =
ˆ
∂+B1

x ·H(uk)ϕdH 2 − 2
ˆ
D

(∂1uk ∧ ∂2uk)ϕdx

= 2
ˆ
∂+B1

det(∇τg)ϕdH 2 − 2
ˆ
D

(∂1uk ∧ ∂2uk)ϕdx . (1.5.4)

Noticing that 2∂1uk ∧ ∂2uk = curl(uk ∧∇uk), a further integration by parts yields

2
ˆ
D

(∂1uk ∧ ∂2uk)ϕdx = −
ˆ
D

(uk ∧∇uk) · ∇⊥ϕdx+
ˆ
∂D

(uk ∧ ∂τuk)ϕdH 1

= −
ˆ
D

(uk ∧∇uk) · ∇⊥ϕdx+
ˆ
∂D

(g ∧ ∂τg)ϕdH 1 . (1.5.5)

Gathering (1.5.3)-(1.5.4)-(1.5.5) and letting k → ∞ now leads to (1.5.2) by dominated
convergence.

To prove (1.5.1), it is now enough to show that

ˆ
D

(g ∧∇g) · ∇⊥ϕdx =
ˆ
∂D

(g ∧ ∂τg)ϕdH 1 − 2π
K∑
i=1

ϕ(ai) . (1.5.6)

3For x ∈ ∂+B1 and τ1, τ2 ∈ Tan(x, ∂+B) such that (τ1, τ2, x) is a direct orthonormal basis of R3, we
have ∇τg(x) := (∂τ1g(x), ∂τ2g(x)), and det(∇τg(x)) does not depend on the choice of τ1 and τ2.

38



Chapter 1. Minimizing 1/2-harmonic maps into spheres

To this purpose we consider a sequence (ϕk) of Lipschitz functions over D such that ϕk is
constant in a neighborhood of each ai, ϕk → ϕ uniformly on D, and ∇ϕk ⇀ ∇ϕ weakly*
in L∞(D). In this way,

ˆ
D

(g ∧∇g) · ∇⊥ϕk dx −→
k→∞

ˆ
D

(g ∧∇g) · ∇⊥ϕdx .

Given k, we consider εk > 0 small enough in such a way that D2εk(ai) ∩D2εk(aj) = ∅ for
i 6= j, D2εk(ai) ∩ ∂D = ∅ for each i, and ϕk = ϕk(ai) in Dεk(ai). Then,
ˆ
D

(g ∧∇g) · ∇⊥ϕk dx =
ˆ
D\
⋃K

i=1 Dεk (ai)
(g ∧∇g) · ∇⊥ϕk dx

=− 2
ˆ
D\
⋃K

i=1 Dεk (ai)
(∂1g ∧ ∂2g)ϕk dx+

ˆ
∂D

(g ∧ ∂τg)ϕk dH 1

−
K∑
i=1

ϕk(ai)
ˆ
∂Dεk (ai)

(g ∧ ∂τg) dH 1

=
ˆ
∂D

(g ∧ ∂τg)ϕk dH 1 − 2π
K∑
i=1

diϕk(ai) . (1.5.7)

In the last identity, we have used the fact that ∂1g ∧ ∂2g = det(∇g) = 0 in the region
D\

⋃K
i=1Dεh(ai), since g is S1-valued and smooth in that region. Letting k →∞ in (1.5.7)

finally leads to (1.5.6).

1.5.2 Proof of Theorem 1.1.4, part 1.

By Theorem 1.3.6, to prove the minimality of u?(x) := x
|x| , it is enough to prove that

its harmonic extension is minimizing, and this is the way we proceed. First, we need to
compute explicitly its harmonic extension. To this purpose, it is useful to consider the
inverse stereographic projection S : D→ S2

+ given by

S(x) :=
(

2x1
1 + |x|2 ,

2x2
1 + |x|2 ,

1− |x|2

1 + |x|2

)
, (1.5.8)

and its inverse S−1 : S2
+ → D (which is the stereographic projection from the south pole):

S−1(x) =
(

x1
1 + x3

,
x2

1 + x3

)
= x1 + ix2

1 + x3
. (1.5.9)

Let us recall that S is a conformal transformation.

Lemma 1.5.3. The harmonic extension of the map u?(x) := x/|x| is given by

ue
?(x) = x

|x|+ x3
.

Proof. Since u? is 0-homogeneous, its harmonic extension ue
? is also 0-homogeneous. Being

harmonic in R3
+, it satisfies∆S2ue

? = 0 on S2
+ ,

ue
? = u? on ∂S2

+ = S1 × {0} ,
(1.5.10)
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1.5. Minimizing 1/2-harmonic maps into the circle

where ∆S2 denotes the Laplace-Beltrami operator on S2. Next we define w : D → R2 by
setting

w(x) := ue
?

(
S(x)

)
,

where S is the inverse stereographic projection from the closed unit disk into S2
+ defined

in (1.5.8). Since S is conformal, and S(x) = (x, 0) for x ∈ ∂D, we infer from (1.5.10) that{
∆w = 0 in D ,
w(x) = x on ∂D .

By uniqueness of the harmonic extension, we deduce that w(x) = x for every x ∈ D, and
consequently

ue
?(x) = S−1(x) = x

1 + x3
for every x = (x, x3) ∈ S2

+ .

The conclusion follows by 0-homogeneity of ue
?.

In what follows, we keep the notation u?(x) := x/|x|. In the following lemma, we
provide an approximation result to reduce the class of competitors (to test the minimality
of u?) to the ones belonging to the class R.

Lemma 1.5.4. Let u ∈ H1/2(D;S1) be such that u = u? in a neighborhood of ∂D. There
exists a sequence (uk) ⊆ H1/2(D;S1) ∩W 1,1(D) such that uk = u? in a neighborhood of
∂D, uk is smooth away from finitely many points, and uk → u strongly in H1/2(D).

Proof. Identifying R2 with the complex plane C, we recall that both H1/2(D;C)∩L∞(D)
and W 1,1(D;C)∩L∞(D) are Banach algebras. If ū? denotes the complex conjugate of u?,
the map w := ū?u belongs to H1/2(D;S1)∩W 1,1(D), and it is identically equal to one in a
neighborhood of ∂D. Extending w by the value one outside D, we can apply the method
in [79, Proof of Theorem 2.16] to produce a sequence (wk) ⊆ H

1/2
loc (R2; S1) ∩ W 1,1

loc (R2)
such that wk is smooth outside a finite subset of R2, and wk → w strongly in H1/2

loc (R2).
Using that w equals one near ∂D, a quick inspection of the construction (which is based
on a convolution argument with a sequence of mollifiers) shows that wk is also equal
to one near ∂D (at least for k large enough). Therefore, setting uk := u?wk, we have
uk ∈ H1/2(D; S1) ∩W 1,1(D), uk is equal to u? near ∂D, uk is smooth away from a finite
set, and uk → u? strongly in H1/2(D).

We shall need the following theorem which is a slight generalization of [13, Theo-
rem 7.5]. Since the proof follows closely [13] with only minor modifications, we shall omit
it.

Theorem 1.5.5 ([13]). Let (M , δ) be a compact metric space, and µ a nonnegative Radon
measure on M satisfying µ(M ) = 1. Given a closed subset A ⊆M , N > 1 distinct points
a1, . . . , aN ⊆ A, and d1, . . . , dN ∈ Z satisfying

∑
i di = 1, define for ν :=

∑
i diδai,

I(ν) := sup
{ˆ

M
ϕdµ−

ˆ
M
ϕdν : ϕ ∈ Lip(M ) , [ϕ]lip 6 1

}
,

with [ϕ]lip := supx6=y
|ϕ(x)−ϕ(y)|
δ(x,y) . Then,

I(ν) > min
c∈A

ˆ
M
δ(x, c) dµx .
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Chapter 1. Minimizing 1/2-harmonic maps into spheres

Proof of Theorem 1.1.4: minimality of u?. By Theorem 1.3.6, to prove that u? is a 0-
homogeneous minimizing 1/2-harmonic map, it is enough to show that ue

? is a minimizing
harmonic map with free boundary in every bounded admissible open set G ⊆ R3

+. In turn,
it reduces to prove that ue

? is a minimizing harmonic map with free boundary in B+
R for

every radius R > 0. By 0-homogeneity of ue
?, it is enough to show that ue

? is a minimizing
harmonic map with free boundary in B+

1 .
First, we compute using Lemma 1.5.3,

E 1
2
(ue
?, B

+
1 ) =

ˆ
B+

1

dx
(|x|+ x3)2 =

ˆ
∂+B1

dH 2

(1 + x3)2 = π . (1.5.11)

In view of (1.5.11), it is thus enough to show that

E 1
2
(v,B+

1 ) > π (1.5.12)

for every map v ∈ H1(B+
1 ;R2) such that v = ue

? in a neighborhood of ∂+B1 and |v| = 1
on D× {0}.

Let us consider such a map v. From the pointwise inequality |∇v|2 > |H(v)|, we first
infer that

E 1
2
(v,B+

1 ) > 1
2

ˆ
B+

1

|H(v)|dx . (1.5.13)

Then, consider an arbitrary function ϕ ∈ Lip(∂B+
1 ) satisfying |ϕ(x)− ϕ(y)| 6 |x− y| for

every x,y ∈ ∂B+
1 . By the McShane-Whitney extension theorem, we can find a 1-Lipschitz

function Φ ∈ Lip(B+
1 ) such that Φ|∂B+

1
= ϕ. Since |∇Φ| 6 1 a.e. in B+

1 , we deduce from
(1.5.13) that

E 1
2
(v,B+

1 ) > 1
2

ˆ
B+

1

H(v) · ∇Φ dx = 1
2〈T (g), ϕ〉 , (1.5.14)

where g := v|∂B+
1
∈ H1/2(∂B+

1 ;R2) is equal to ue
? in a neighborhood of ∂+B1.

By Lemma 1.5.4, we can find a sequence (uk) ⊆ H1/2(D; S1) ∩ W 1,1(D) such that
uk = u? in a neighborhood of ∂D, uk is smooth away from finitely many points in D, and
uk → g|D×{0} strongly in H1/2(D). Setting

gk(x) :=
{
g(x) if x ∈ ∂+B1 ,

uk(x) if x = (x, 0) ∈ D× {0} ,

we have gk ∈ R, gk = ue
? in a neighborhood of ∂+B1, and gk → g strongly in H1/2(∂B+

1 ).
Let us now fix the index k. Since gk ∈ R, we can find distinct points a1, . . . , aNk in D

such that gk is smooth away from the ai’s. In addition, if di := deg(gk, ai), then

Nk∑
i=1

di = deg(gk, ∂D) = deg(u?, ∂D) = 1 .4

4 Indeed, defining fk : D \ {a1, . . . , aNk} → S1 by fk(z) = ΠNk
i=1

(
z−ai
|z−ai|

)di
gk(z), then deg(fk, ∂D) =

deg(gk, ∂D) −
∑Nk

i=1 di, using the well-known properties of the topological degree that deg(fg, ∂D) =
deg(f, ∂D) + deg(g, ∂D) and deg(f, ∂D) = − deg(f, ∂D) for every f, g ∈ C(∂D, S1). In addition,
deg(fk, ∂(Dri(ai))) = 0 for some small r1, . . . , rNk ∈ (0, 1) by construction, thus there exists f̃k ∈ C(D, S1)
agreeing with fk on D \

(
∪Nki=1Dri(ai)

)
. Since f̃k is a continuous map from D into S1, it is homotopic

to a point and deg(f̃k, ∂D) = 0. Hence 0 = deg(f̃k, ∂D) = deg(fk, ∂D) = deg(gk, ∂D) −
∑Nk

i=1 di since
f̃k|∂D = fk|∂D.
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1.5. Minimizing 1/2-harmonic maps into the circle

Applying Proposition 1.5.2 to gk and using that det(∇τ gk) = x ·H(ue
?) on ∂+B1 yields

1
2〈T (gk), ϕ〉 = π

 1
π

ˆ
∂+B1

ϕ

(1 + x3)2 dH 2 −
Nk∑
i=1

diϕ(ai)

 .

In turn, applying Theorem 1.5.5 with M = ∂B+
1 endowed with the Euclidean metric,

A = D× {0}, µ = 1
π (1 + x3)−2H 2 ∂+B1, and ν =

∑
i diδai , yields

sup
[ϕ]lip61

1
2〈T (gk), ϕ〉 > min

c∈D×{0}

ˆ
∂+B1

|x− c|
(1 + x3)2 dH 2 . (1.5.15)

Next, observe that the minimum value above is achieved at c = 0. Indeed, the function

V : z ∈ D 7→
ˆ
∂+B1

|x− (z, 0)|
(1 + x3)2 dH 2

is clearly convex, and

∇V (0) = −
ˆ
∂+B1

x

(1 + x3) dH 2 = 0 .

Going back to (1.5.15), we have thus proved that

sup
[ϕ]lip61

1
2〈T (gk), ϕ〉 >

ˆ
∂+B1

1
(1 + x3)2 dH 2 = π . (1.5.16)

Now we deduce from Lemma 1.5.1 that

sup
[ϕ]lip61

1
2〈T (g), ϕ〉 > sup

[ϕ]lip61

1
2〈T (gk), ϕ〉 − C[g − gk]H1/2(∂B+

1 ) , (1.5.17)

for a constant C independent of k. Gathering (1.5.14), (1.5.17), and (1.5.16), we obtain

E 1
2
(v,B+

1 ) > π − C[g − gk]H1/2(∂B+
1 ) .

Letting k →∞ leads to (1.5.12), which completes the proof.

1.5.3 Proof of Theorem 1.1.4, part 2.

The goal of this subsection is to prove that u?(x) = x
|x| is the unique 0-homogeneous

1/2-harmonic map from R2 into S1, up to an orthogonal transformation. This is achieved
in two steps. The first one consists in proving that u? is the unique 0-homogeneous
1/2-harmonic map of degree ±1 (at the origin), up to an orthogonal transformation (see
Proposition 1.5.7). In the second step, we prove that a 0-homogeneous 1/2-harmonic map
with a degree (at the origin) different from ±1 is not minimizing (see Proposition 1.5.9).
Lemma 1.5.6. If u0 is a nontrivial 0-homogenous 1/2-harmonic map from R2 into S1,
then

ue
0(x) = w ◦S−1

( x
|x|

)
,

where S−1 is the stereographic projection (1.5.9), and w is a finite Blaschke product or
the complex conjugate of a finite Blaschke product. In other words,

w(z) or w(z) = eiθ
d∏
j=1

z − αj
1− αjz

(1.5.18)

for some θ ∈ [0, 2π[, d ∈ N \ {0}, and α1, . . . , αd ∈ D. As a consequence,

E 1
2
(ue

0, B
+
1 ) = πd . (1.5.19)
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Chapter 1. Minimizing 1/2-harmonic maps into spheres

Proof. By Proposition 1.4.3, u0(x) = g( x
|x|) for every x 6= 0, for some nonconstant 1/2-

harmonic circle g : S1 → S1. By Theorem 1.4.5, the harmonic extension wg of g to the
unit disk D (i.e., the solution of (1.4.3)) is of the form (1.5.18). Hence, we only have to
prove that ue

0(x) = wg ◦S−1( x
|x|). The argument is exactly as in the proof of Lemma 1.5.3.

By 0-homogeneity, ue
0 solves∆S2ue

0 = 0 on S2
+ ,

ue
0(x) = g on ∂S2

+ = S1 × {0} .

As a consequence, ue
0 ◦ S is harmonic in D, and it equals g on ∂D. In other words,

ue
0 ◦S = wg, and (1.5.18) follows.
Next, by 0-homogeneity of ue

0, conformal invariance, (1.4.2), and Theorem 1.4.5,

E 1
2
(ue

0, B
+
1 ) = 1

2

ˆ
∂+B1

|∇τue
0|2 dH 2 = 1

2

ˆ
D
|∇wg|2 dz = E 1

2
(g,S1) = πd ,

which completes the proof.

Proposition 1.5.7. Let g : S1 → S1 be a 1/2-harmonic circle such that deg(g) ∈ {±1}.
Assume that u0 := g( x

|x|) is a 0-homogeneous minimizing 1/2-harmonic map from R2 into
S1. Then g is an orthogonal transformation, i.e., g(x) = Ax for some A ∈ O(2,R).

Proof. Step 1. By Theorem 1.3.6, ue
0 is a minimizing harmonic map with free boundary

in B+
1 . Therefore, ue

0 is stationary in B+
1 in the sense of [80, Definition 4.10], see [80,

Remark 4.13]. In turn, by [80, Remark 4.11] it implies that
ˆ
B+

1

|∇ue
0|2 div X − 2

3∑
i,j=1

(∂iue
0 · ∂jue

0)∂jXi

 dx = 0 (1.5.20)

for every X := (X1, X2, X3) ∈ C1(B+
1 ;R3) compactly supported in B+

1 ∪ ∂0B+
1 and such

that X3 = 0 on ∂0B+
1 .

We now consider a unit vector e ∈ S1×{0} and an even function η ∈ C1(R) compactly
supported in (−1, 1). Using the vector field X(x) := η(|x|)e in (1.5.20), we obtainˆ

B+
1

(
|∇ue

0|2 x · e− 2(e · ∇ue
0) · (x · ∇ue

0)
)
η′(|x|) dx

|x| = 0 . (1.5.21)

On the other hand, since u0 is 0-homogeneous, ue
0 is also 0-homogeneous. Hence x ·∇ue

0 =
0, and by Fubini’s theorem, (1.5.21) yields(ˆ

∂+B1

|∇ue
0|2x · e dH 2

)(ˆ 1

0
η′(r) dr

)
= 0 ,

since ∇ue
0 is homogeneous of degree −1. By arbitrariness of η and e, we conclude thatˆ

∂+B1

|∇ue
0|2x dH 2 = 0 (1.5.22)

(recall that x = (x, x3)).
Step 2. Since minimality is preserved under complex conjugation (i.e., u0 is also a 0-
homogeneous minimizing 1/2-harmonic map), we may assume that deg(g) = 1 (otherwise
we consider g instead of g). Then we infer from Lemma 1.5.6 that

ue
0(x) = w ◦S−1

( x
|x|

)
with w(z) = eiθ

z − α
1− ᾱz ,
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for some θ ∈ [0, 2π[ and α ∈ D (where S−1 is the stereographic projection (1.5.9)).
By conformal invariance, we have

ˆ
∂+B1

|∇ue
0|2x dH 2 = 2

ˆ
D

∣∣∇w(z)
∣∣2 z

1 + |z|2 dz . (1.5.23)

In addition, since w is holomorphic in D, we have

|∇w(z)|2 = 2|w′(z)|2 = (1− |α|2)
|1− αz|4 . (1.5.24)

Hence, combining (1.5.22), (1.5.23), and (1.5.24) yields
ˆ
D

z

(1 + |z|2)|1− αz|4 dz = 0 ,

which in turn implies that α = 0. In other words, g(z) = eiθz, i.e., g is a rotation.

Lemma 1.5.8. Let u0 be a 0-homogeneous minimizing 1/2-harmonic map from R2 into S1.
If ue

0(x) = w ◦S−1( x
|x|) with S−1 the stereographic projection (1.5.9), and

w(z) = eiθ
d∏
j=1

z − αj
1− αjz

,

with d ∈ N \ {0}, and α1, . . . , αd ∈ D, then

|w(z)| 6
(3|z|+ 1
|z|+ 3

)d
for every z ∈ D .

Proof. The case d = 1 is a direct consequence of Proposition 1.5.7, so it remains to consider
the case d > 2. Set δ := maxj |αj | ∈ [0, 1). We may assume without loss of generality
that δ = |αd|. Since minimality is preserved under rotations on the image (i.e., Au0 is
a 0-homogeneous minimizing 1/2-harmonic map for every A ∈ SO(2,R)), we can also
assume that αd ∈ [0, 1), so that δ = αd. Then we write

w(z) = z − δ
1− δz w̃(z) with w̃(z) = eiθ

d−1∏
j=1

z − αj
1− αjz

.

We aim to prove that
δ 6 1/3 , (1.5.25)

which immediately leads to the conclusion since

|z − αj |
|1− αjz|

6
|z|+ |αj |
|αj ||z|+ 1 6

|z|+ δ
δ|z|+ 1 6

3|z|+ 1
|z|+ 3

for each j and every z ∈ D 5.

5 We may see that |z−αj ||1−αjz|
6
|z|+|αj |
|αj ||z|+1 for all z ∈ D, by writing |z−αj |

|1−αjz|
= |ze−iθj−|αj ||
|1−|αj |ze

−iθj |
, where θj =

arg(αj), so that it is enough to show |z−α|
|1−αz| 6

|z|+α
α|z|+1 for all z ∈ D and α ∈ (0, 1). Taking this inequality

to the square and writing z = reiθ this is equivalent to r2+α2−2rα cos θ
1+α2r2−2αr cos θ 6 r2+α2+2αr

1+α2r2+2αr whose left-hand side
is maximal when cos θ = −1, by studying its variations, which gives the result. In addition the right-hand
side of this last inequality is an increasing function of α.
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To prove (1.5.25), we shall construct suitable competitors to test the minimality of
ue

0 in B+
1 (recall that ue

0 is a minimizing harmonic map with free boundary in B+
1 by

Theorem 1.3.6). Given a parameter ε ∈ (0, 1), we consider a smooth function β : [0, 1]→
[0, 1] such that β(r) = δ in a neighborhood of r = 1, β(r) < 1 for r > ε, and β(r) = 1 for
r 6 ε. Next we consider the smooth map on D× [0, 1] given by

ŵ(z, r) := z − β(r)
1− β(r)z w̃(z) .

By construction, ŵ(·, r) is a Blaschke product with d factors for r > ε, and (d− 1) factors
for r 6 ε (more precisely, ŵ(·, r) = w̃ for r 6 ε). Setting gr := ŵ(·, r)|∂D, we then have
deg(gr) = d for r > ε, and deg(gr) = d− 1 for r 6 ε. From (1.4.2) and Theorem 1.4.5, we
infer that

1
2

ˆ
D

∣∣∇zŵ(z, r)
∣∣2 dz = E 1

2
(gr, S1) =

{
πd for r > ε ,

π(d− 1) for r 6 ε .
(1.5.26)

In addition, since |w̃| 6 1, we have the pointwise estimate∣∣∣∣∂ŵ∂r (z, r)
∣∣∣∣2 6

|z2 − 1|2

|1− β(r)z|4 |β
′(r)|2 = (1 + |z|2)2 − 4z2

1
(1− 2β(r)z + β2(r)|z|2)2 |β

′(r)|2 . (1.5.27)

We define a map v ∈ H1(B+
1 ;R2) by setting

v(x) := ŵ

(
S−1

( x
|x|

)
, |x|

)
for x ∈ B+

1 .

Note that |v| = 1 on ∂0B+
1 , and that v = ue

0 in a neighborhood of ∂+B1. Hence v is an
admissible competitor to test the minimality of ue

0 in B+
1 , i.e.,

E 1
2
(v,B+

1 ) > E 1
2
(ue

0, B
+
1 ) = πd , (1.5.28)

where we have used (1.5.19) in the last equality.
Computing the energy of v in polar coordinates, we obtain

E 1
2
(v,B+

1 ) =
ˆ 1

0

(
1
2

ˆ
∂+B1

∣∣∇τv(rx)
∣∣2 dH 2

)
dr

+
ˆ 1

ε

(
r2

2

ˆ
∂+B1

∣∣∂rv(rx)
∣∣2 dH 2

)
dr . (1.5.29)

By conformal invariance, we have

1
2

ˆ
∂+B1

∣∣∇τv(rx)
∣∣2 dH 2 = 1

2

ˆ
D

∣∣∇zŵ(z, r)
∣∣2 dz . (1.5.30)

Combining (1.5.26), (1.5.29), and (1.5.30) yields

E 1
2
(v,B+

1 ) = π(d− ε) +
ˆ 1

ε

(
r2

2

ˆ
∂+B1

∣∣∂rv(rx)
∣∣2 dH 2

)
dr . (1.5.31)

Then, recalling that
S−1

]H
2 S2 = 4

(1 + |z|2)2 dz , (1.5.32)
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1.5. Minimizing 1/2-harmonic maps into the circle

we obtain
r2

2

ˆ
∂+B1

∣∣∂rv(rx)
∣∣2 dH 2 = 2r2

ˆ
D

∣∣∂rŵ(z, r)
∣∣2

(1 + |z|2)2 dz .

In turn, this last identity together with (1.5.27) and Lemma 1.A.1 yields

r2

2

ˆ
∂+B1

∣∣∂rv(rx)
∣∣2 dH 2 6 2πr2F

(
β2(r)

)∣∣β′(r)∣∣2 (1.5.33)

with

F (t) :=
(
t2 − 10t+ 1

(1 + t)4

)
log

(
(1− t)2

4

)
− t2 + 11t− 2

(1 + t)3 .

Notice that F : [0, 1)→ R is an increasing function, and that F (0) = 2− 2 log(2) > 0.
Gathering (1.5.28), (1.5.31), and (1.5.33) leads to

πε 6 2π
ˆ 1

ε
r2F

(
β2(r)

)∣∣β′(r)∣∣2 dr . (1.5.34)

Next we set β(r) =: γ(ε/r), so that γ : [ε, 1]→ [0, 1] satisfies γ(1) = 1, γ(t) < 1 for t < 1,
and γ(t) = δ in a neighborhood of t = ε. Changing variables in (1.5.34), we infer that

1 6 2
ˆ 1

ε
F
(
γ2(t)

)∣∣γ ′(t)∣∣2 dt .

In view of our arbitrary choice of ε and γ, we conclude that

1 6 2
ˆ 1

0
F
(
γ2(t)

)∣∣γ ′(t)∣∣2 dt (1.5.35)

for every C1-function γ : [0, 1]→ [0, 1] satisfying γ(0) = δ and γ(1) = 1. Setting

G(s) :=
ˆ s

0

√
F (t2) dt ,

inequality (1.5.35) must hold for γ(t) := G−1(G(1)t + G(δ)(1 − t)
)
, which returns the

inequality 1 6 2
(
G(1)−G(δ)

)2. Therefore,
1 6
√

2
ˆ 1

δ

√
F (t2) dt =: J(δ) .

Since J(1/3) ≈ 0.971 < 1, we finally reach the conclusion that δ 6 1/3.

Proposition 1.5.9. Let g : S1 → S1 be a 1/2-harmonic circle. If d := | deg(g)| > 2, then
the map u0 := g( x

|x|) is not a 0-homogeneous minimizing 1/2-harmonic map from R2 into
S1.

Proof. We argue by contradiction assuming that u0 is a 0-homogeneous minimizing 1/2-
harmonic map in R2. Once again, it implies that ue

0 is a minimizing harmonic map with
free boundary in B+

1 by Theorem 1.3.6. By Lemma 1.5.6, ue
0 is of the form (1.5.18), and

without loss of generality we can assume that the map w in (1.5.18) is equal to the right-
hand side of (1.5.18) (otherwise we consider the complex conjugate of u0 instead of u0,
which is also minimizing).
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We shall build competitors to test the minimality of ue
0, and to this purpose we consider

the extended complex plane C ∪ {∞}. We also identify R2
+ with the complex upper half-

plane C+ :=
{
z ∈ C : Im(z) > 0

}
. We consider the Cayley transform C : C+ → D \ {1}

given by
C(z) := z − i

z + i
, (1.5.36)

and its inverse
C−1(z) = i(1 + z)

1− z . (1.5.37)

Note that C maps the real line R×{0} = ∂C+ into S1 \ {1} = ∂D \ {1}. In the sequel, we
use the (standard) convention

C−1(1) =∞ and C(∞) = 1 .

We define a map f : D→ C+ ∪ {∞} by setting

f(z) := (C−1 ◦ w)(z) . (1.5.38)

As a complex-valued function, f is a rational function of z with poles (exactly) at the finite
set Z+

w := w−1({1}) ⊆ S1. In particular, f is smooth in D \ Z+
w . In addition, f(D) = C+,

and f
(
S1 \ Z+

w

)
= R× {0}.

Given a parameter ε ∈ (0, 1), we consider a smooth function θ : [0, 1] → [0, 1] such
that θ(r) = 1 in a neighborhood of r = 1, θ(r) > 0 for r > ε, and θ(r) = 0 for r 6 ε.
Next we define the smooth map on B+

1 given by

v(x) := C

( 1
θ(|x|)f ◦S

−1
( x
|x|

))
,

where S−1 is the stereographic projection (1.5.9). With the convention 0/0 = ∞, we
observe that v extends smoothly up to ∂B+

1 except for finitely many points in ∂0B+
1 .

More precisely, setting Z−w := w−1({−1}) ⊆ S1, the set Z−w is finite, and v is smooth in
B+

1 \ (εZ−w × {0}). By construction, v = 1 in B+
ε , |v| = 1 on ∂0B+

1 , and v = ue in a
neighborhood of ∂+B1. As our computations will show, v ∈ H1(B+

1 ;R2) so that v is an
admissible competitor to test the minimality of ue

0 in B+
1 , i.e.,

E 1
2
(v,B+

1 ) > E 1
2
(ue

0, B
+
1 ) = πd , (1.5.39)

where we have used (1.5.19) in the last equality.
To compute the energy of v, it is useful to rewrite v as

v(x) = ŵ

(
S−1

( x
|x|

)
, |x|

)
,

where ŵ is the smooth map defined on D× (ε, 1) by

ŵ(z, r) := C

( 1
θ(r)C

−1(w(z)
))

= C

( 1
θ(r)f(z)

)
.

Notice that for each r ∈ (ε, 1), ŵ(·, r) is a Blaschke product with d factors. Indeed, for each
r ∈ (ε, 1), ŵ(·, r) is clearly holomorphic on D, it is smooth up to ∂D, and |w(·, r)| = 1 on
∂D. By a classical result of Fatou [41], it implies that w(·, r) is a finite Blaschke product.
Since the restriction gr of w(·, r) to ∂D is an S1-valued function of degree d, it must be
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a product of precisely d factors. Therefore, we can infer from (1.4.2) and Theorem 1.4.5
that

1
2

ˆ
D

∣∣∇zŵ(z, r)
∣∣2 dz = E 1

2
(gr, S1) = πd ∀r ∈ (ε, 1) . (1.5.40)

On the other hand, a straightforward computation yields for r ∈ (ε, 1),∣∣∣∣∂ŵ∂r (z, r)
∣∣∣∣2 =

∣∣∣∣C′ (f(z)
θ(r)

)∣∣∣∣2 |f(z)|2

θ2(r)
|θ′(r)|2

= 4|f(z)|2|θ′(r)|2(
θ2(r) + 2θ(r)f2(z) + |f(z)|2

)2 , (1.5.41)

where f2 denotes the imaginary part of f .
Computing the energy of v in polar coordinates, we obtain

E 1
2
(v,B+

1 ) =
ˆ 1

ε

(
1
2

ˆ
∂+B1

∣∣∇τv(rx)
∣∣2 dH 2

)
dr

+
ˆ 1

ε

(
r2

2

ˆ
∂+B1

∣∣∂rv(rx)
∣∣2 dH 2

)
dr . (1.5.42)

Using the conformal invariance of S−1 and (1.5.40), we derive

1
2

ˆ
∂+B1

∣∣∇τv(rx)
∣∣2 dH 2 = 1

2

ˆ
D

∣∣∇zŵ(z, r)
∣∣2 dz = πd ∀r ∈ (ε, 1) . (1.5.43)

Next, (1.5.41) together with (1.5.32) leads to

r2

2

ˆ
∂+B1

∣∣∂rv(rx)
∣∣2 dH 2 = 2

ˆ
D

∣∣∣∣∂ŵ∂r (z, r)
∣∣∣∣2 r2

(1 + |z|2)2 dz

= 8
ˆ
D

|f(z)|2|θ′(r)|2r2(
θ2(r) + 2θ(r)f2(z) + |f(z)|2

)2(1 + |z|2)2
dz . (1.5.44)

for every r ∈ (ε, 1).
Combining (1.5.39), (1.5.42), (1.5.43), and (1.5.44), we deduce that

πdε

8 6
ˆ 1

ε

(ˆ
D

|f(z)|2|θ′(r)|2r2(
θ2(r) + 2θ(r)f2(z) + |f(z)|2

)2(1 + |z|2)2
dz
)

dr . (1.5.45)

Next we set θ(r) =: α(ε/r), so that α : [ε, 1] → [0, 1] satisfies α(1) = 0, α(t) > 0 for
t < 1, and α(t) = 1 in a neighborhood of t = ε. Changing variables in (1.5.45) gives

πd

8 6
ˆ 1

ε
Hf

(
α(t)

)
|α′(t)|2 dt (1.5.46)

with
Hf (a) :=

ˆ
D

|f(z)|2(
a2 + 2af2(z) + |f(z)|2

)2(1 + |z|2)2
dz , a ∈ (0, 1] .

In view of (1.5.38), we can rewrite Hf (a) as

Hf (a) =
ˆ
D

Ka
(
w(z)

)
(1 + |z|2)2 dz ,
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Chapter 1. Minimizing 1/2-harmonic maps into spheres

where Ka : D→ [0,∞) is given by

Ka(z) := |C−1(z)|2

(a2 + 2aC−1
2 (z) + |C−1(z)|2)2 ,

and C−1
2 denotes the imaginary part of C−1.

Since minimality is preserved under rotations on the image, σu0 is a minimizing 0-
homogeneous 1/2-harmonic map for each σ ∈ S1. As a consequence, (1.5.46) must hold
with f replaced by fσ := C−1(σw) for every σ ∈ S1. Averaging the resulting inequalities
over all σ ∈ S1 yields

πd

8 6
1

2π

ˆ
S1

(ˆ 1

ε
Hfσ

(
α(t)

)
|α′(t)|2 dt

)
dσ =

ˆ 1

ε
H̃w

(
α(t)

)
|α′(t)|2 dt (1.5.47)

with

H̃w(a) =
ˆ
D

K̃a
(
w(z)

)
(1 + |z|2)2 dz and K̃a(z) := 1

2π

ˆ
S1
Ka(σz) dσ .

Then observe that K̃a(z) only depends on |z|, i.e., K̃a(z) = K̃a(|z|). Hence Lemma 1.A.2
tells us that

K̃a
(
w(z)

)
= 1

2π

ˆ
S1
Ka
(
|w(z)|σ

)
dσ = J(a, |w(z)|) ,

where the function λ 7→ J(a, λ), given by formula (1.A.5), is an increasing function. Using
that d > 2, we infer from Lemma 1.5.8 that

|w(z)| 6
(3|z|+ 1
|z|+ 3

)2
∀z ∈ D ,

and as a consequence,

H̃w(a) 6 2π
ˆ 1

0
J

(
a,

(3r + 1)2

(r + 3)2

)
r

(1 + r2)2 dr =: 2πF1(a) ∀a ∈ (0, 1] .

Inserting this last inequality in (1.5.47) leads to

d

16 6
ˆ 1

ε
F1
(
α(t)

)
|α′(t)|2 dt .

In view of the arbitrariness of ε and α, we conclude that

d

16 6
ˆ 1

0
F1
(
α(t)

)
|α′(t)|2 dt (1.5.48)

for every C1-function α : [0, 1]→ [0, 1] satisfying α(0) = 1 and α(1) = 0.
Setting

G(α) :=
ˆ α

0

√
F1(a) da

inequality (1.5.48) must hold for α(t) = G−1(G(1)(1 − t)
)
, which returns the inequality

d/16 6 (G(1))2. In other words,

√
d 6 4

ˆ 1

0

√
F1(a) da . (1.5.49)
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Now we change variable in this integral setting t = 1−a
1+a . Using formula (1.A.5), we obtain

4
ˆ 1

0

√
F1(a) da = 2

ˆ 1

0

√
F2(t) dt 6 2

(ˆ 1

0
F2(t) dt

)1/2

(1.5.50)

with

F2(t) :=
ˆ 1

0

((2t2 + 1)t2(3r + 1)12 − (6t2 − 1)(3r + 1)8(r + 3)4

((r + 3)4 − (3r + 1)4t2)3

+ t2(3r + 1)4(r + 3)8 + (r + 3)12

((r + 3)4 − (3r + 1)4t2)3

)
r dr

(1 + r2)2 .

From (1.5.49) and (1.5.50), we conclude that d 6 4
´ 1

0 F2(t) dt. However, a direct (numer-
ical) computation provides the estimate 4

´ 1
0 F2(t) dt ' 1.93 < 2, which contradicts d > 2,

and the proof is complete.

1.5.4 Proof of Theorem 1.1.5

We complete this section with the proof of Theorem 1.1.5, and to this purpose we
consider u ∈ Ĥ1/2(Ω;S1) a minimizing 1/2-harmonic map in a smooth bounded open set
Ω ⊆ R2. By Corollary 1.3.7, u is smooth in Ω away from a locally finite subset of Ω.
Assume that a ∈ Ω is a singular point of u, and assume without loss of generality that
a = 0. Fix R > 0 such that D2R ⊆ Ω and u ∈ C∞(D2R \ {0}). Then,

d := deg(u, 0) = deg(u|∂Dρ) ∀ρ ∈ (0, 2R) . (1.5.51)

By Theorem 1.3.6, ue is a minimizing harmonic map with free boundary in B+
R . Therefore,

ue is stationary in B+
R in the sense of [80, Definition 4.10], see [80, Remark 4.13]. In turn,

by [80, Remark 4.11] it implies that

ˆ
B+
R

|∇ue|2 div X − 2
3∑

i,j=1
(∂iue · ∂jue)∂jXi

 dx = 0 (1.5.52)

for every X := (X1, X2, X3) ∈ C1(B+
R;R3) compactly supported in B+

R ∪ ∂0B+
R and such

that X3 = 0 on ∂0B+
R . Arguing as in [80, Proof of Lemma 5.2, Step 2], we infer from

(1.5.52) that

1
r
E 1

2
(ue, B+

r )− 1
s
E 1

2
(ue, B+

s ) =
ˆ r

s

1
t

(ˆ
∂+Bt

∣∣∣∣∂ue

∂ν

∣∣∣∣2 dH 2
)

dt ∀ 0 < s < r < R .

(1.5.53)
As a consequence, r 7→ 1

rE 1
2
(ue, B+

r ) is nondecreasing, and the limit

Θ := lim
r↓0

1
r
E 1

2
(ue, B+

r )

exists. Since 0 is a singular point of u (and thus of ue), it follows that Θ > 0 by e.g. [58,
Theorem 3.4] (recall our discussion before Theorem 1.3.2).

We now consider a sequence ρk ↓ 0 with ρk 6 R, and we set for x ∈ D2R/ρk ,

uk(x) := u(ρkx) .
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Then, uk ∈ Ĥ1/2(D2R/ρk ;S1), ue
k(x) = ue(ρkx), and ue

k ∈ H1(B+
2R/ρk) is a minimizing

harmonic map with free boundary in B+
2R/ρk . Since

1
rn−1 E 1

2
(ue
k, B

+
r ) = 1

(ρkr)n−1 E 1
2
(ue, B+

ρkr
) ∀ 0 < r <

R

ρk
, (1.5.54)

we infer from (1.5.53) that E 1
2
(ue
k, B

+
r ) is bounded with respect to k for every r < R/ρk.

Recalling that |ue
k| 6 1 (since uk is S1-valued), we can apply Theorem 1.3.5 to find a (not

relabeled) subsequence such that ue
k → v strongly in H1(B+

r ) for every r > 0, where v is
minimizing harmonic map with free boundary in B+

r for every r > 0. Setting u0 := v|∂R3
+
,

we have uk → u0 strongly in H1/2(Dr) for every r > 0. Hence ue
k → ue

0 in L2(B+
r ) for

every r > 0 by [80, Lemma 2.4], which shows that v = ue
0. In view of (1.5.54) and the

strong convergence of ue
k, we have

1
rn−1 E 1

2
(ue

0, B
+
r ) = lim

k→∞

1
rn−1 E 1

2
(ue
k, B

+
r ) = Θ ∀r > 0 . (1.5.55)

In turn, rescaling (1.5.53) yields
ˆ r

s

1
t

(ˆ
∂+Bt

∣∣∣∣∂ue
0

∂ν

∣∣∣∣2 dH 2
)

dt = lim
k→∞

ˆ r

s

1
t

(ˆ
∂+Bt

∣∣∣∣∂ue
k

∂ν

∣∣∣∣2 dH 2
)

dt

= lim
k→∞

( 1
rn−1 E 1

2
(ue
k, B

+
r )− 1

rn−1 E 1
2
(ue
k, B

+
s )
)

= 0

for every r > s > 0. Therefore, ue
0 is 0-homogeneous, and thus ue

0 is a 0-homogeneous
minimizing harmonic map with free boundary. Since Θ > 0, we deduce from (1.5.55)
that ue

0 is not constant. Then u0 is a nontrivial 0-homogeneous minimizing 1/2-harmonic
map on R2 by Theorem 1.3.6. Then Theorem 1.1.4 tells us that u0(x) = Ax

|x| for some
orthogonal matrix A ∈ O(2,R). In particular,

deg(u0|∂Dr) ∈ {±1} ∀r > 0 . (1.5.56)

Now, by the strong H1-convergence of (ue
k) and Fubini’s theorem, (up to a further sub-

sequence if necessary) we can find r∗ ∈ (0, 1) such that ue
k → ue

0 strongly in H1(∂+Br∗).
By continuity of the trace operator, we have uk → u0 strongly in H1/2(∂Dr∗). The degree
being continuous with respect to the strong H1/2-convergence (see [14]), we deduce from
(1.5.56) that deg(uk |∂Dr∗ ) ∈ {±1} for k large enough, that is deg(u|∂Dρkr∗ ) ∈ {±1}. In
view of (1.5.51), we have thus proved that d ∈ {±1}, which completes the proof.

Appendix

1.A Detailed computations

We provide in this appendix some details about the computations performed in Sec-
tion 1.5.3.
Lemma 1.A.1. For every γ ∈ [0, 1),

I(γ) :=
ˆ
D

(1 + |z|2)2 − 4z2
1

(1− 2γz1 + γ2|z|2)(1 + |z|2)2 dz = πF (γ2)

with
F (t) :=

(
t2 − 10t+ 1

(1 + t)4

)
log

(
(1− t)2

4

)
− t2 + 11t− 2

(1 + t)3 .
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Proof. Write I(γ) = A(γ)− 4B(γ) with

A(γ) :=
ˆ
D

1
(1− 2γz1 + γ2|z|2) dz

and
B(γ) :=

ˆ
D

z2
1

(1− 2γz1 + γ2|z|2)(1 + |z|2)2 dz .

Using polar coordinates, we further rewrite

A(γ) =
ˆ 1

0
M(γr)r dr and B(γ) =

ˆ 1

0

N(γr)r3

(1 + r2)2 dr ,

where

M(a) :=
ˆ 2π

0

dθ
(1− 2a cos(θ) + a2)2 and N(a) :=

ˆ 2π

0

cos2(θ)
(1− 2a cos(θ) + a2)2 dθ

are defined for a ∈ [0, 1).
Lengthy but elementary computations yield

M(a) = 2π 1 + a2

(1− a2)3 and N(a) = 2π
(

1 + a2

(1− a2)3 −
1

2(1− a2)

)
.

Then we first obtain

A(γ) = 2π
ˆ 1

0

γ2r3 + r

(1− γ2r2)3 dr = π

[
r2

(1− γ2r2)2

]1

0
= π

(1− γ2)2 . (1.A.1)

Concerning B(γ), we can rewrite it as

B(γ) = π
(
2U(γ2)− V (γ2)

)
(1.A.2)

with

U(t) :=
ˆ 1

0

(1 + tr2)r3

(1− tr2)3(1 + r2)2 dr and V (t) :=
ˆ 1

0

r3

(1− tr2)(1 + r2)2 dr .

Once again, elementary computations lead to

V (t) = 1
2(1 + t)2 log

( 2
1− t

)
− 1

4(1 + t)

and

U(t) =
(
t2 − 4t+ 1
2(1 + t)4

)
log

( 2
1− t

)
+ 1

8(1− t)2 + 1
2P (t) ,

with

P (t) := 1
4(1− t) + 1

4(1 + t) −
3

4(1 + t)2 + t2 + 2t
(1 + t)2(1− t)

− t

(1 + t)(1− t) −
4t2

(1 + t)3(1− t) −
1− t

2(1 + t)3 .
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Therefore,

2U(t)− V (t) =
(
t2 − 10t+ 1

2(1 + t)4

)
log

( 2
1− t

)
+ 1

4(1− t)2 + P (t) + 1
4(1 + t) . (1.A.3)

A direct computation shows that

P (t) + 1
4(1 + t) = t2 + 11t− 2

4(1 + t)3 . (1.A.4)

Gathering (1.A.1)-(1.A.2)-(1.A.3)-(1.A.4) now leads to I(γ) = πF (γ2) as announced.

Lemma 1.A.2. Let C be the Cayley transform (defined in (1.5.36)). For a ∈ (0, 1] and
z ∈ D, let

Ka(z) := |C−1(z)|2

(a2 + 2aC−1
2 (z) + |C−1(z)|2)2 ,

where C−1
2 denotes the imaginary part of C−1. Define for λ ∈ (0, 1),

J(a, λ) := 1
2π

ˆ
S1
Ka(λσ) dσ .

Then,

J(a, λ) = (1 + t)4

16

(
(2t2 + 1)t2λ6 − (6t2 − 1)λ4 + t2λ2 + 1

(1− λ2t2)3

)
with t := 1− a

1 + a
(1.A.5)

for every λ ∈ [0, 1]. In addition, λ ∈ [0, 1] 7→ J(a, λ) is increasing for every a ∈ (0, 1].

Proof. Recalling that
C−1]H 1 S1 = 2

1 + x2 dx ,

we change variables to obtain

1
2π

ˆ
S1
Ka(λz) dH 1 = 1

π

ˆ
R

Ka
(
λC(x)

)
1 + x2 dx .

Next we set
c := 1− λ

1 + λ
∈ (0, 1) , A := a+ c

1 + ac
, B := c2 + 1

c2 ,

to compute

Ka
(
λC(x)

)
=
(

c2

(1 + ac)4

)
x4 +Bx2 + 1

(x2 +A2)2 .

By Lemma 1.A.4 below, we have

J(a, λ) = c2

(1 + ac)4

(
1 +A2

2A3 + B − 2
2A(A+ 1)2

)
.

In terms of the variables t and µ := λ2 ∈ (0, 1), we obtain

J(a, λ) = (1 + t)4

16

(
(2t2 + 1)t2µ3 − (6t2 − 1)µ2 + t2µ+ 1

(1− µt2)3

)
,
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which is the announced formula. Next, if

f : µ ∈ (0, 1) 7→ (2t2 + 1)t2µ3 − (6t2 − 1)µ2 + t2µ+ 1
(1− µt2)3 ,

we have
f ′(µ) = 4t2(1− µ)2 + 2µ(1− t2)2

(1− µt2)4 > 0 ,

which shows that λ 7→ J(a, λ) is indeed increasing for every a ∈ (0, 1).

Remark 1.A.3. Note that the function J(a, λ) defined in (1.A.5) can be rewritten as

J(a, λ) = (1 + t)4

32

(
(1− λ2)2

(1 + λt)(1− λt)3 + (1− λ2)2

(1 + λt)3(1− λt) + 4λ2

1− λ2t2

)
.

From this formula, one easily determines the behavior of J as a ∼ 0 and λ ∼ 1.

Lemma 1.A.4. For A,B > 0, we have

1
π

ˆ
R

x4 +Bx2 + 1
(1 + x2)(x2 +A2)2 dx = 1 +A2

2A3 + B − 2
2A(A+ 1)2 . (1.A.6)

Proof. Write X := x2, and observe that

X2 +BX + 1
(X + 1)(X +A2)2 = 2−B

(1−A2)2
1

X + 1

+
(

1 + B − 2
(1−A2)2

) 1
X +A2

+
(

(1−A2) + (2−B) A2

1−A2

)
1

(X +A2)2 .

On the other hand,

1
π

ˆ
R

dx

1 + x2 = 1 , 1
π

ˆ
R

dx

x2 +A2 = 1
A
,

1
π

ˆ
R

dx

(x2 +A2)2 = 1
2A3 ,

and (1.A.6) follows.
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Chapter 2

Partial regularity for fractional harmonic
maps into spheres

2.1 Introduction

The theory of fractional harmonic maps into a manifold is quite recent. It is has been
initiated some years ago by F. Da Lio and T. Rivière in [29, 28]. In those first articles,
they have introduced and studied 1/2-harmonic maps from the real line into a smooth
and compact closed submanifold N ⊆ Rd. A map u : R→ N is said to be a 1/2-harmonic
map into N if it is a critical point of the 1/2-Dirichlet energy

E 1
2
(u,R) := 1

2

ˆ
R

∣∣(−∆)
1
4u
∣∣2 dx = 1

4π

¨
R×R

|u(x)− u(y)|2

|x− y|2
dxdy ,

among all maps with values into N , or equivalently, if it satisfies the Euler-Lagrange
equation

(−∆)
1
2u ⊥ Tan(u,N ) (2.1.1)

in the distributional sense. Here (−∆)s denotes the integro-differential (multiplier) opera-
tor associated to the Fourier symbol (2π|ξ|)2s, s ∈ (0, 1). The notion of 1/2-harmonic map
into N appears in several geometrical problems, such as free boundary minimal surfaces
or Steklov eigenvalue problems, see [24] and references therein. The special case N = Sd−1

is important for both geometrical and analytical issues. From the analytical point of view,
it enlightens the internal structure of equation (2.1.1). Indeed, the Lagrange multiplier as-
sociated to the constraint to be Sd−1-valued takes a very simple form, and (2.1.1) reduces
to the equation

(−∆)
1
2u(x) =

(
1

2π

ˆ
R

|u(x)− u(y)|2

|x− y|2
dy
)
u(x) , (2.1.2)

which is in clear analogy with the equation for usual harmonic maps from a 2d-domain
into the sphere. In particular, there is a similar analytical issue concerning regularity of
solutions since the right-hand side of (2.1.2) has a priori no better integrability than L1,
and elliptic linear theory does not apply. In their pioneering work [29], F. Da Lio and
T. Rivière proved complete smoothness of 1/2-harmonic maps through a reformulation of
equation (2.1.2) in terms of algebraic quantities, the “3-terms commutators", exhibiting
some compensation phenomena. In [28] (dealing with arbitrary targets), smoothness of
1/2-harmonic maps follows from a more general compensation result for nonlocal systems
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with antisymmetric potential, in the spirit of [90]. In the same stream of ideas, K. Ma-
zowiecka and A. Schikorra obtained in [77] a new proof of the regularity of 1/2-harmonic
maps, very close to the original argument of F. Hélein [60] to prove smoothness of har-
monic maps from surfaces into spheres (see also [61]). Once again, the key point in [77]
is to rewrite the right-hand side of (2.1.2) to discover a suitable “fractional div-curl struc-
ture". From the new form of the equation, they deduce that (−∆)

1
2u belongs (essentially)

to the Hardy space H 1 by applying their main result [77, Theorem 2.1], a generalization
to the fractional setting of the div-curl estimate of R. Coifman, P.L. Lions, Y. Meyer,
and S. Semmes [21]. Continuity of solutions is then a consequence of Calderón-Zygmund
theory, from which it is possible to deduce C∞-regularity.

Several generalizations of the regularity result of [29, 28] have been obtained, e.g. for
critical points of higher order or/and p-power type energies (still in the corresponding
critical dimension), see [25, 30, 31, 77, 101, 100, 98]. The regularity theory for 1/2-
harmonic maps into a manifold in higher dimensions has been addressed in [86] and [80]
(see also Chapter 1 and [78]). In higher dimensions, the theory provides partial regularity
(i.e. regularity away from a “small” singular set) for stationary 1/2-harmonic maps (i.e.
critical points for both inner and outer variations), and energy minimizing 1/2-harmonic
maps. It can be seen as the analogue of the partial regularity theory for harmonic maps
by R. Schoen and K. Uhlenbeck [103, 104] in the minimizing case, and by L.C. Evans [39]
and F. Bethuel [9] in the stationary case. In [80], the argument consists in considering
the harmonic extension to the upper half-space in one more dimension provided by the
convolution with the Poisson kernel. The extended map is then harmonic and satisfies a
nonlinear Neumann boundary condition which fits within the (previously known) theory
of harmonic maps with partially free boundary, see [37, 38, 64, 58, 97].

The purpose of this article is to extend the regularity theory for fractional harmonic
maps in arbitrary dimensions to the context of s-harmonic maps, i.e., when the operator
(−∆)

1
2 is replaced by (−∆)s with arbitrary power s ∈ (0, 1). As a first attempt in this

direction, we only consider the case where the target manifold N is the standard unit
sphere Sd−1 of Rd, d > 2. We now describe the functional setting.

Given s ∈ (0, 1) and Ω ⊆ Rn a bounded open set, the fractional s-Dirichlet energy in
Ω of a measurable map u : Rn → Rd is defined by

Es(u,Ω) := γn,s
4

¨
(Rn×Rn)\(Ωc×Ωc)

|u(x)− u(y)|2

|x− y|n+2s dxdy , (2.1.3)

where Ωc denotes the complement of Ω, i.e. Ωc := Rn \ Ω. The normalization constant
γn,s > 0, whose precise value is given by (2.2.1), is chosen in such a way that

Es(u,Ω) = 1
2

ˆ
Rn

∣∣(−∆)
s
2u
∣∣2 dx ∀u ∈ D(Ω;Rd) .

Following [80, 81], we denote by Ĥs(Ω;Rd) the Hilbert space made of L2
loc(Rn)-maps u

such that Es(u,Ω) <∞, and we set

Ĥs(Ω; Sd−1) :=
{
u ∈ Ĥs(Ω;Rd) : u(x) ∈ Sd−1 for a.e. x ∈ Rn

}
.

We then define weakly s-harmonic maps in Ω as critical points of Es(u,Ω) in the (nonlinear)
space Ĥs(Ω;Sd−1). More precisely, we say that a map u ∈ Ĥs(Ω; Sd−1) is a weakly s-
harmonic map in Ω into Sd−1 if[ d

dtEs
( u+ tϕ

|u+ tϕ|
,Ω
)]
|t=0

= 0 ∀ϕ ∈ D(Ω,Rd) .
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Exactly as (2.1.2), the Euler-Lagrange equation reads

(−∆)su(x) =
(
γn,s
2

ˆ
Rn

|u(x)− u(y)|2

|x− y|n+2s dy
)
u(x) in D ′(Ω) , (2.1.4)

where (−∆)s is the integro-differential operator given by

(−∆)su(x) := p.v.
(
γn,s

ˆ
Rn

u(x)− u(y)
|x− y|n+2s dy

)
,

and the notation p.v. means that the integral is taken in the Cauchy principal value sense.
We refer to Sections 2.2 and 2.3 for the precise weak (variational) formulation of equation
(2.1.4).

Once again, the right-hand side in (2.1.4) has a priori no better integrability than L1,
and linear elliptic theory does not apply to determine the regularity of solutions. However,
in the case n 6 2s, that is n = 1 and s ∈ [1/2, 1), the equation is subcritical. For n = 1
and s = 1/2, this is the result of [29, 28]. For n = 1 and s ∈ (1/2, 1), solutions are at
least Hölder continuous by the embedding Hs ↪→ C0,s−1/2, and this is to enough to reach
C∞-smoothness by applying Schauder type estimates for the fractional Laplacian.

Theorem 2.1.1. Assume that n = 1 and s ∈ [1/2, 1). If u ∈ Ĥs(Ω;Sd−1) is a weakly
s-harmonic map in Ω, then u ∈ C∞(Ω).

On the other hand, the case n > 2s is supercritical, and by analogy with (usual)
weakly harmonic maps in dimension > 3, we do not expect any regularity without fur-
ther assumptions. Indeed, in his groundbreaking article [92], T. Rivière has constructed a
weakly harmonic map from the 3-dimensional ball into S2 which is everywhere discontin-
uous. A natural extra assumption one can add to weakly s-harmonic maps is stationarity,
that is [ d

dtEs
(
u ◦ φt,Ω

)]
|t=0

= 0 ∀X ∈ C1
c (Ω;Rn) ,

where {φt}t∈R denotes the integral flow of the vector field X. According to the standard
terminology in calculus of variations, a weakly s-harmonic map in Ω is a critical point of
Es(·,Ω) with respect to outer variations (i.e. in the target), a stationary map is a critical
point of Es(·,Ω) with respect to inner variations (i.e. in the domain), and thus a stationary
weakly s-harmonic map in Ω is a critical point of Es(·,Ω) with respect to both inner and
outer variations.

Our second main result provides partial regularity for such maps. In its statement, the
singular set of u in Ω is defined as

sing(u) := Ω \
{
x ∈ Ω : u is continuous in a neighborhood of x

}
,

dimH denotes the Hausdorff dimension, and H n−1 is the (n− 1)-dimensional Hausdorff
measure.

Theorem 2.1.2. Assume that s ∈ (0, 1) and n > 2s. If u ∈ Ĥs(Ω; Sd−1) is a stationary
weakly s-harmonic map in Ω, then u ∈ C∞(Ω \ sing(u)) and

1. for s > 1/2 and n > 3, dimH sing(u) 6 n− 2;

2. for s > 1/2 and n = 2, sing(u) is locally finite in Ω;

3. for s = 1/2 and n > 2, H n−1(sing(u)) = 0;
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4. for s < 1/2 and n > 2, dimH sing(u) 6 n− 1;

5. for s < 1/2 and n = 1, sing(u) is locally finite in Ω.

The other common assumption to consider is energy minimality. We say that a map
u ∈ Ĥs(Ω; Sd−1) is a minimizing s-harmonic map in Ω if

Es(u,Ω) 6 Es(v,Ω)

for every competitor v ∈ Ĥs(Ω; Sd−1) such that v−u is compactly supported in Ω. Notice
that minimality implies criticality with respect to inner and outer variations, so that a
minimizing s-harmonic map in Ω is in particular a stationary weakly s-harmonic map in
Ω. However, minimality implies a stronger partial regularity, at least for s ∈ (0, 1/2).

Theorem 2.1.3. Assume that s ∈ (0, 1) and n > 2s. If u ∈ Ĥs(Ω; Sd−1) is a minimizing
s-harmonic map in Ω, then u ∈ C∞(Ω \ sing(u)) and

1. for n > 3, dimH sing(u) 6 n− 2;

2. for n = 2, sing(u) is locally finite in Ω;

3. for n = 1, sing(u) = ∅ (i.e., u ∈ C∞(Ω)).

Before describing the way we prove Theorem 2.1.2 and Theorem 2.1.3, let us comment
on the sharpness of the results above.
Remark 2.1.1. In the case s ∈ (0, 1/2), essentially no better regularity than the one coming
from the energy space can be expected from a weakly s-harmonic map in Ω. Indeed, for an
arbitrary set E ⊆ Rn such that the characteristic function χE belongs to Ĥs(Ω), consider
the function u := χE − χEc . Identifying R2 with the complex plane C, we can see u as a
map from Rn into S1, and it belongs to Ĥs(Ω;S1). It has been observed in [81, Remark
1.7] that u is a weakly s-harmonic map in Ω into S1, i.e., it satisfies (2.1.4). For s = 1/2,
we believe that, in the spirit of [92], it should be possible to construct an example of
1/2-harmonic map from the 2-dimensional disk into S1 which is discontinuous everywhere
using the material in [79]. However, for s ∈ (1/2, 1) and n = 2, it remains open whether
or not such a pathological example exists.
Remark 2.1.2. For s ∈ (0, 1/2), the partial regularity for stationary weakly s-harmonic
maps is sharp in the sense that the size of the singular set can not be improved. Following
Remark 2.1.1 above and [81, Remark 1.7], for a set E ⊆ Rn such that χE ∈ Ĥs(Ω), the
map u := χE − χEc is a weakly s-harmonic map in Ω into S1, and

Es(u,Ω) = γn,sP2s(E,Ω) ,

where P2s(E,Ω) is the fractional 2s-perimeter of E in Ω introduced by L. Caffarelli, J.M.
Roquejoffre, and O. Savin [17], and given by

P2s(E,Ω) =
(¨

(E∩Ω)×(Ec∩Ω)
+
¨

(E∩Ωc)×(Ec∩Ω)
+
¨

(E∩Ω)×(Ec∩Ωc)

)
dxdy

|x− y|n+2s .

Therefore, u is a stationary weakly s-harmonic map in Ω if and only if E is stationary in
Ω for P2s(·,Ω) (see [81]). This includes the case where ∂E is a nonlocal minimal surface
in the sense of [17]. In particular, if E is a half-space, then u is a stationary weakly
s-harmonic map in Ω and sing(u) = ∂E ∩ Ω is an hyperplane.
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Remark 2.1.3. For arbitrary spheres, Theorem 2.1.3 is sharp for s = 1/2. Indeed, we know
from Theorem 1.1.4 ([78, Theorem 1.4]) that the map x/|x| is a minimizing 1/2-harmonic
map into S1 in the unit disk D1 ⊆ R2. The minimality of x/|x| for s 6= 1/2 is open, but
one can check that it is at least a stationary s-harmonic map into S1 in D1, showing that
Theorem 2.1.2 is sharp also for s ∈ [1/2, 1).

For arbitrary s ∈ (0, 1), the following classical example suggests that Theorem 2.1.3
might be sharp anyway. Consider the minimization problem (still in dimension n = 2),

min
{
Es(u,D1) : u ∈ Ĥs(D1,S1) , u(x) = x/|x| in R2 \D1

}
.

Existence of solutions follows easily from the direct method of calculus of variations, and
any solution is obviously a minimizing s-harmonic map in D1. Since x/|x| does not admit
any S1-valued continuous extension to D1, any solution must have at least one singular
point in D1.
Remark 2.1.4. For s = 1/2 and d > 3 (i.e., for S2 or higher dimensional target spheres),
the size of the singular set of a minimizing 1/2-harmonic map can be reduced. It has been
proved in Theorem 1.1.3 ([78, Theorem 1.3]) that in this case, sing(u) = ∅ for n = 2, it is
locally finite for n = 1, and dimH sing(u) 6 n − 3 for n > 4. It would be interesting to
know if this improvement persists for s 6= 1/2.

The proof of Theorems 2.1.1, 2.1.2 and 2.1.3 relies on several ingredients that we
now briefly describe. The first one consists in applying the so-called Caffarelli-Silvestre
extension procedure [18] to the open upper half-space Rn+1

+ := Rn× (0,+∞). This exten-
sion (which may have originated in the probability literature [85]) allows us to represent
(−∆)s as the Dirichlet-to-Neumann operator associated with the degenerate elliptic op-
erator Ls := −div(z1−2s∇·), where z ∈ (0,+∞) denotes the extension variable. In this
way (after extension), we can reformulate the s-harmonic map equation as a degenerate
harmonic map equation with partially free boundary, very much like in [80, 81]. Under the
stationarity assumption, the extended map satisfies a fundamental monotonicity formula,
which in turn implies local controls in BMO (bounded mean oscillation) of the s-harmonic
map under consideration by its energy.

Probably the main step in the proof is an epsilon-regularity result where we show that
under a (standard) smallness assumption on the energy Es in a ball, then the (stationary)
s-harmonic map is Hölder continuous in a smaller ball. The strategy we follow here is
quite inspired from the argument of L.C. Evans [39] making use of the conservation laws
discovered by F. Hélein [60] and the duality H 1/BMO. In our fractional setting, we make
use of the fractional conservation laws together with the “fractional div-curl lemma” of
K. Mazowiecka and A. Schikorra [77]. A main difference with [39] lies in the fact that
an additional “error term” appears when rewriting the s-harmonic map equation in the
suitable form where compensation can be seen. To control this error term in arbitrary
dimensions, we make use of a recent embedding result between Triebel-Lizorkin-Morrey
type spaces [63] and various characterizations of these spaces [96, 114].

Once Hölder continuity is obtained, we prove Lipschitz continuity in an even smaller
ball using an adjustment of the classical “harmonic replacement” technique, see [102].
More precisely, using the extension, we adapt an argument due to J. Roberts [93] in the
case of degenerate harmonic maps with free boundary (i.e., with homogeneous - degenerate
- Neumann boundary condition). With Lipschitz continuity in hands, we are then able to
derive C∞-regularity from Schauder estimates for the fractional Laplacian.

To obtain the bounds on the size of the singular set, we follow somehow the usual
dimension reduction argument of Almgren & Federer for harmonic maps (see [107]), which
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is based on the strong compactness of blowups around points. Here compactness (for
s 6= 1/2) is obtained as in [81], and it is a consequence of the monotonicity formula
together with Marstrand’s Theorem (see e.g. [76]). Finally, in the minimizing case and
s ∈ (0, 1/2), we obtain an improvement on the size of the singular set (compared with the
stationary case) from the triviality of the so-called “tangent maps” (i.e. blowup limits), a
consequence of the regularity of minimizing s-harmonic maps in one dimension proved in
[82].

Notation

Throughout the paper, Rn is often identified with ∂Rn+1
+ = Rn ×{0}. More generally,

sets A ⊆ Rn can be identified with A × {0} ⊆ ∂Rn+1
+ . Unlike Chapter 1, points in Rn+1

are here written x = (x, z)1 with x ∈ Rn and z ∈ R. We shall denote by Br(x) the open
ball in Rn+1 of radius r centered at x = (x, z), while Dr(x) := Br(x)∩Rn is the open ball
(or disk) in Rn centered at x. For an arbitrary set G ⊆ Rn+1, we write

G+ := G ∩ Rn+1
+ and ∂+G := ∂G ∩ Rn+1

+ .

If G ⊆ Rn+1
+ is a bounded open set, we shall say that G is admissible whenever

• ∂G is Lipschitz regular;

• the (relative) open set ∂0G ⊆ Rn defined by

∂0G :=
{
x ∈ ∂G ∩ ∂Rn+1

+ : B+
r (x) ⊆ G for some r > 0

}
,

is non-empty and has Lipschitz boundary;

• ∂G = ∂+G ∪ ∂0G .

Finally, we usually denote by C a generic positive constant which only depends on
the dimension n and s ∈ (0, 1), and possibly changing from line to line. If a constant de-
pends on additional given parameters, we shall write those parameters using the subscript
notation.

2.2 Functional spaces, fractional operators, and compen-
sated compactness

2.2.1 Fractional Hs-spaces

For an open set Ω ⊆ Rn, the Sobolev-Slobodeckij space Hs(Ω) is made of all functions
u ∈ L2(Ω) such that2

[u]2Hs(Ω) := γn,s
2

¨
Ω×Ω

|u(x)− u(y)|2

|x− y|n+2s dxdy <∞ , γn,s := s 22sπ−
n
2

Γ
(
n+2s

2
)

Γ(1− s) . (2.2.1)

1An extra weight is associated with the (n + 1)-th dimension whenever s 6= 1/2. To emphasize the
particular role played by the (n+ 1)-th variable and to simplify notations, we prefer to write z instead of
xn+1 in this chapter.

2The normalization constant γn,s is chosen in such a way that [u]2Hs(Rn) =
ˆ
Rn

(2π|ξ|)2s|û|2 dξ , where

û denotes the (ordinary frequency) Fourier transform of u.
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It is a separable Hilbert space normed by ‖ · ‖2Hs(Ω) := ‖ · ‖2L2(Ω) + [·]2Hs(Ω). The space
Hs

loc(Ω) denotes the class of functions whose restriction to any relatively compact open
subset Ω′ of Ω belongs to Hs(Ω′). The linear subspace Hs

00(Ω) ⊆ Hs(Rn) is in turn defined
by

Hs
00(Ω) :=

{
u ∈ Hs(Rn) : u = 0 a.e. in Rn \ Ω

}
.

Endowed with the induced norm, Hs
00(Ω) is also a Hilbert space, and

[u]2Hs(Rn) = γn,s
2

¨
(Rn×Rn)\(Ωc×Ωc)

|u(x)− u(y)|2

|x− y|n+2s dxdy = 2Es(u,Ω) ∀u ∈ Hs
00(Ω) ,

where Es(·,Ω) is the s-Dirichlet energy defined in (2.1.3).
If Ω is bounded and its boundary is smooth enough (e.g. if ∂Ω is Lipschitz regular),

then

Hs
00(Ω) = D(Ω) ‖·‖Hs(Rn) (2.2.2)

(see [57, Theorem 1.4.2.2]) . The topological dual space of Hs
00(Ω) is denoted by H−s(Ω).

We are mostly interested in the class of functions

Ĥs(Ω) :=
{
u ∈ L2

loc(Rn) : Es(u,Ω) <∞
}
.

The following properties hold for any open subsets Ω and Ω′ of Rn:

• Ĥs(Ω) is a linear space;

• Ĥs(Ω) ⊆ Ĥs(Ω′) whenever Ω′ ⊆ Ω, and Es(·,Ω′) 6 Es(·,Ω) ;

• if Ω′ is bounded, then Ĥs(Ω) ∩Hs
loc(Rn) ⊆ Ĥs(Ω′) ;

• if Ω is bounded, then Hs
loc(Rn) ∩ L∞(Rn) ⊆ Ĥs(Ω) .

From Lemma 2.2.1 below, it follows that Ĥs(Ω) is a Hilbert space for the scalar product
induced by the Hilbertian norm u 7→ ‖u‖

Ĥs(Ω) :=
(
‖u‖2L2(Ω) + Es(u,Ω)

)1/2 (see e.g. [81]
and [80, proof of Lemma 2.1]).

Lemma 2.2.1. Let x0 ∈ Ω and ρ > 0 be such that Dρ(x0) ⊆ Ω. There exists a constant
Cρ = Cρ(n, s) > 0, independent of x0, such that

ˆ
Rn

|u(x)|2

(|x− x0|+ 1)n+2s dx 6 Cρ
(
Es
(
u,Dρ(x0)

)
+ ‖u‖2L2(Dρ(x0))

)
for every u ∈ Ĥs(Ω).

Remark 2.2.2. From the Hilbertian structure of Ĥs(Ω), it follows that any bounded se-
quence {uk} in Ĥs(Ω) admits a subsequence converging weakly in Ĥs(Ω). In addition,
if uk ⇀ u weakly in Ĥs(Ω), then uk → u strongly in L2(Ω) by the compact embed-
ding Hs(Ω) ↪→ L2(Ω). In particular, ‖uk‖L2(Ω) → ‖u‖L2(Ω). Since lim infk ‖uk‖Ĥs(Ω) >

‖u‖
Ĥs(Ω), it follows that lim infk Es(uk,Ω) > Es(u,Ω).
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2.2.2 Fractional operators and compensated compactness

Given an open set Ω ⊆ Rn, the fractional Laplacian (−∆)s in Ω is defined as the
continuous linear operator (−∆)s : Ĥs(Ω) → (Ĥs(Ω))′ induced by the quadratic form
Es(·,Ω). In other words, the (distributional) fractional Laplacian (−∆)su of a given func-
tion u ∈ Ĥs(Ω) is defined through its action on Ĥs(Ω) by

〈
(−∆)su, ϕ

〉
Ω := γn,s

2

¨
(Rn×Rn)\(Ωc×Ωc)

(
u(x)− u(y)

)(
ϕ(x)− ϕ(y)

)
|x− y|n+2s dxdy . (2.2.3)

Notice that the restriction of the linear form (−∆)su to the subspace Hs
00(Ω) belongs to

H−s(Ω) with the estimate ‖(−∆)su‖2H−s(Ω) 6 2Es(u,Ω).

Remark 2.2.3. Notice that the operator (−∆)s has the following local property: if u ∈
Ĥs(Ω) and Ω′ ⊆ Ω is an open subset, then〈

(−∆)su, ϕ
〉
Ω =

〈
(−∆)su, ϕ

〉
Ω′ ∀ϕ ∈ H

s
00(Ω′) .

Following [77], we now relate the fractional Laplacian (−∆)s to suitable notions of
fractional gradient and fractional divergence. To this purpose, we first need to recall from
[77] the notion of (fractional) “s-vector field” over a domain. The space of s-vector fields
in Ω, that we shall denote by L2

od(Ω) (in agreement with [77]), is defined as the Lebesgue
space of L2-scalar functions over the open set (Rn × Rn) \ (Ωc × Ωc) ⊆ R2n with respect
to the measure |x− y|−ndxdy. In other words,

L2
od(Ω) :=

{
F : (Rn × Rn) \ (Ωc × Ωc)→ R : ‖F‖L2

od(Ω) <∞
}
,

with
‖F‖2L2

od(Ω) :=
¨

(Rn×Rn)\(Ωc×Ωc)

|F (x, y)|2

|x− y|n
dxdy .

We endow L2
od(Ω) with the product operator � : L2

od(Ω)× L2
od(Ω)× → L1(Ω) given by

F �G(x) :=
ˆ
Rn

F (x, y)G(x, y)
|x− y|n

dy .

Note that � is a continuous bilinear operator thanks to Fubini’s theorem, and it plays
the role of “pointwise scalar product” between two s-vector fields. With this respect, we
define the (pointwise) “squared modulus” of a s-vector field F ∈ L2

od(Ω) by

|F |2 := F � F ∈ L1(Ω) . (2.2.4)

The (fractional) s-gradient is defined in [77] as a linear operator from the space of scalar
valued functions Ĥs(Ω) into the space of s-vector fields over Ω. More precisely, we define
it as the continuous linear operator ds : Ĥs(Ω)→ L2

od(Ω) given by

dsu(x, y) :=
√
γn,s√
2

u(x)− u(y)
|x− y|s

. (2.2.5)

Obviously, one has

‖dsu‖2L2
od(Ω) = 2Es(u,Ω) and

∥∥|dsu|2∥∥L1(Ω) 6 2Es(u,Ω)

for every u ∈ Ĥs(Ω).
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In turn, the (fractional) s-divergence, denoted by divs, is defined by duality as the
adjoint operator to the s-gradient operator restricted to Hs

00(Ω). To do so, the main
observation is that for F ∈ L2

od(Ω), we have

F � dsϕ ∈ L1(Rn) ∀ϕ ∈ Hs
00(Ω) ,

with
‖F � dsϕ‖L1(Rn) 6 ‖F‖L2

od(Ω)[ϕ]Hs(Rn) .

In this way, we can indeed define divs : L2
od(Ω)→ H−s(Ω) as the continuous linear operator

given by 〈
divsF,ϕ

〉
Ω :=

ˆ
Rn
F � dsϕdx ∀ϕ ∈ Hs

00(Ω) ,

which satisfies the estimate ‖divsF‖H−s(Ω) 6 ‖F‖L2
od(Ω) for all F ∈ L2

od(Ω).
From the definition of ds and divs, it readily follows that

Proposition 2.2.4. We have (−∆)s = divs(ds), i.e.,

〈
(−∆)su, ϕ

〉
Ω =
ˆ
Rn

dsu� dsϕdx

for every u ∈ Ĥs(Ω) and every ϕ ∈ Hs
00(Ω).

One of the main results in [77] is a compensated compactness result relative to the
s-gradient and s-divergence operators in the spirit of the classical “div-curl” lemma [21].
To present this result, let us recall that the space BMO(Rn) is defined as the set of all
u ∈ L1

loc(Rn) such that

[u]BMO(Rn) := sup
Dr(y)

−
ˆ
Dr(y)

|u− (u)y,r|dx < +∞ ,

where (u)y,r denotes the average of u over the ball Dr(y). The following theorem corre-
sponds to [77, Proposition 2.4].

Theorem 2.2.1. Let F ∈ L2
od(Ω) be such that

divsF = 0 in H−s(Ω) .

There exist a universal Λ > 1 such that for every ball Dr(x0) satisfying DΛr(x0) ⊆ Ω,∣∣∣∣ˆ
Rn

(
F � dsu

)
ϕdx

∣∣∣∣ 6 C‖F‖L2
od(Ω)

√
Es(u,Ω)

(
[ϕ]BMO(Rn) + r−n‖ϕ‖L1(Rn)

)

for every u ∈ Ĥs(Ω) and ϕ ∈ D(Dr(x0)), and a constant C = C(n, s).

Remark 2.2.5. In the statement of [77, Proposition 2.4], the s-vector field F is assumed to
be s-divergence free in the whole Rn and u ∈ Hs(Rn). However, a careful reading of the
proof reveals that only the assumptions in Theorem 2.2.1 on F and u are used.
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2.2.3 Weighted Sobolev spaces

For an open set G ⊆ Rn+1, we consider the weighted L2-space

L2(G, |z|adx) :=
{
v ∈ L1

loc(G) : |z|
a
2 v ∈ L2(G)

}
with a := 1− 2s ,

normed by
‖v‖2L2(G,|z|adx) :=

ˆ
G
|z|a|v|2 dx .

Accordingly, we introduce the weighted Sobolev space

H1(G, |z|adx) :=
{
v ∈ L2(G, |z|adx) : ∇v ∈ L2(G, |z|adx)

}
,

normed by
‖v‖H1(G,|z|adx) := ‖v‖L2(G,|z|adx) + ‖∇v‖L2(G,|z|adx) .

Both L2(G, |z|adx) and H1(G, |z|adx) are separable Hilbert spaces when equipped with
the scalar product induced by their respective Hilbertian norms.

On H1(G, |z|adx), we define the weighted Dirichlet energy Es(·, G) by setting

Es(v,G) := δs
2

ˆ
G
|z|a|∇v|2 dx with δs := 22s−1 Γ(s)

Γ(1− s) . (2.2.6)

The relevance of the normalization constant δs > 0 will be revealed in Section 2.2.4 (see
(2.2.16)).

Some relevant remarks about H1(G, |z|adx) are in order. For a bounded admissible
open set G ⊆ Rn+1

+ , if s ∈ (0, 1/2), the space L2(G, |z|adx) embeds continuously into
Lγ(G) for every 1 6 γ < 1

1−s by Hölder inequality, and if s ∈ [1/2, 1), L2(G, |z|adx)
obviously embeds continuously into L2(G) since a 6 0. In any case,

H1(G, |z|adx) ↪→W 1,γ(G) (2.2.7)

continuously for some γ > 1. As a first consequence,H1(G, |z|adx) ↪→ L1(G) with compact
embedding. Secondly, for such a γ, the compact linear trace operator

v ∈W 1,γ(G) 7→ v|∂0G ∈ L1(∂0G) (2.2.8)

induces a compact linear trace operator from H1(G, |z|adx) into L1(∂0G), extending the
usual trace of smooth functions. We shall denote by v|∂0G the trace of v ∈ H1(G, |z|adx)
on ∂0G, or simply by v if it is clear from the context. We may now recall the following
Poincaré inequality, see e.g. [81, Lemma 2.5].

Lemma 2.2.6. If v ∈ H1(B+
r , |z|adx), then∥∥v − (v)r
∥∥
L1(Dr) 6 Cr

n+2s
2 ‖∇v‖L2(B+

r ,|z|adx) ,

for a constant C = C(n, s), where (v)r denotes the average of v over Dr.

The next lemma states that the trace v|∂0G has actually Hs-regularity, at least locally.

Lemma 2.2.7. If v ∈ H1(B+
2r, |z|adx), then the trace of v on ∂0B+

r ' Dr belongs to
Hs(Dr), and

[v]2Hs(Dr) 6 C Es(v,B+
2r) ,

for a constant C = C(n, s).
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Proof. The proof follows exactly the one in [82, Lemma 2.3] which is stated only in di-
mension n = 1. We reproduce the proof (in arbitrary dimension) for convenience of the
reader, slightly anticipating a well-known identity presented in Section 2.2.4 (see (2.2.16)).

Rescaling variables, we can assume that r = 1. Moreover, we may assume without loss
of generality that v has a vanishing average over the half-ball B+

2 . Let ζ ∈ C∞(B2; [0, 1])
be a cutoff function such that ζ(x) = 1 for |x| 6 1, ζ(x) = 0 for |x| > 3/2. The function
v∗ := ζv belongs to H1(Rn+1

+ , |z|adx), and Poincaré inequality in H1(Rn+1
+ , |z|adx) (see

e.g. [40]) yields
ˆ
Rn+1

+

za|∇v∗|2 dx 6 2Es(v,B+
2 ) + C

ˆ
B+

2

za|v|2 dx 6 CEs(v,B+
2 ) , (2.2.9)

for a constant C = C(ζ, n, s). On the other hand, it follows from (2.2.16) in Section 2.2.4
below that

¨
D1×D1

|v(x)− v(y)|2

|x− y|1+2s dxdy 6
¨

Rn×Rn

|v∗(x)− v∗(y)|2

|x− y|n+2s dxdy 6 CEs(v∗,Rn+1
+ ) .

(2.2.10)
Gathering (2.2.9) and (2.2.10) leads to the announced estimate.

2.2.4 Fractional harmonic extension and the Dirichlet-to-Neumann op-
erator

Let us consider the so-called fractional Poisson kernel Pn,s : Rn+1
+ → [0,∞) defined by

Pn,s(x) := σn,s
z2s

|x|n+2s with σn,s := π−
n
2

Γ(n+2s
2 )

Γ(s) , (2.2.11)

where x := (x, z) ∈ Rn+1
+ := Rn×(0,∞). The choice of the constant σn,s is made in such a

way that
´
Rn Pn,s(x, z) dx = 1 for every z > 0 (see e.g. the computation in Remark 2.7.11).

As shown in [18] (see also [85]), the function Pn,s solves{
div(za∇Pn,s) = 0 in Rn+1

+ ,

Pn,s = δ0 on ∂Rn+1
+ ,

where δ0 denotes the Dirac distribution at the origin.
From now on, for a measurable function u defined over Rn, we shall denote by ue its

extension to the half-space Rn+1
+ given by the convolution (in the x-variable) of u with

Pn,s, i.e.,

ue(x, z) := σn,s

ˆ
Rn

z2su(y)
(|x− y|2 + z2)

n+2s
2

dy . (2.2.12)

Notice that ue is well defined if u belongs to the Lebesgue space L1 over Rn with respect
to the probability measure

ms := σn,s(1 + |y|2)−
n+2s

2 dy . (2.2.13)

In particular, ue can be defined whenever u ∈ Ĥs(Ω) for some open set Ω ⊆ Rn by
Lemma 2.2.1. Moreover, if u ∈ L∞(Rn), then ue ∈ L∞(Rn+1

+ ) and

‖ue‖L∞(Rn+1
+ ) 6 ‖u‖L∞(Rn) . (2.2.14)
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For a function u ∈ L1(Rn,ms), the extension ue has a pointwise trace on ∂Rn+1
+ ' Rn

which is equal to u at every Lebesgue point. In addition, ue solves the equation{
div(za∇ue) = 0 in Rn+1

+ ,

ue = u on ∂Rn+1
+ .

(2.2.15)

By analogy with the standard case s = 1/2 (for which (2.2.15) reduces to the Laplace
equation), the map ue is referred to as the fractional harmonic extension of u.

It has been proved in [18] that ue belongs to the weighted space H1(Rn+1
+ , |z|adx)

whenever u ∈ Hs(Rn). Extending a well-known identity for s = 1/2, the Hs-seminorm
of u coincides up to a multiplicative constant with the weighted L2-norm of ∇ue, and ue

turns out to minimize the weighted Dirichlet energy among all possible extensions. In
other words,

[u]2Hs(Rn) = Es(ue,Rn+1
+ ) = inf

{
Es(v,Rn+1

+ ) : v ∈ H1(Rn+1
+ , |z|adx) , v = u on Rn

}
(2.2.16)

for every u ∈ Hs(Rn) (thanks to the choice of the normalization factor δs in (2.2.6)).
If u ∈ Ĥs(Ω) for some open set Ω ⊆ Rn, we have the following estimates on ue,

somehow extending the first equality in (2.2.16) to the localized setting.

Lemma 2.2.8. Let Ω ⊆ Rn be an open set. For every u ∈ Ĥs(Ω), the extension ue given
by (2.2.12) belongs to H1(G, |z|adx)∩L2

loc
(
Rn+1

+ , |z|adx
)
for every bounded admissible open

set G ⊆ Rn+1
+ satisfying ∂0G ⊆ Ω. In addition, for every point x0 = (x0, 0) ∈ Ω×{0} and

r > 0 such that D3r(x0) ⊆ Ω,

‖ue‖2
L2(B+

r (x0),|z|adx) 6 C
(
r2Es

(
u,D2r(x0)

)
+ r2−2s‖u‖2L2(D2r(x0))

)
, (2.2.17)

and
Es
(
ue, B+

r (x0)
)
6 CEs

(
u,D2r(x0)

)
, (2.2.18)

for a constant C = C(n, s).

Proof. Translating and rescaling variables, we can assume that x0 = 0 and r = 1. Then
(2.2.17) follows from [81, Lemma 2.10] (which is stated for s ∈ (0, 1/2), but the proof is
in fact valid for any s ∈ (0, 1)). Denote by ū the average of u over D2. Noticing that
(u− ū)e = ue − ū, and applying [81, Lemma 2.10] to u− ū yields

Es(ue, B+
1 ) 6 C

(
Es(u,D2) + ‖u− ū‖2L2(D2)

)
.

On the other hand, by Poincaré inequality in Hs(D2), we have

‖u− ū‖2L2(D2) 6 C[u]2Hs(D2) 6 CEs(u,D2) ,

and (2.2.18) follows.

Corollary 2.2.9. Let Ω ⊆ Rn be an open set, and G ⊆ Rn+1
+ a bounded admissible open set

such that ∂0G ⊆ Ω. The extension operator u 7→ ue defines a continuous linear operator
from Ĥs(Ω) into H1(G, |z|adx).

Proof. Set δ := dist(∂0G,Ωc), and

h1 := min
{ δ

12 , inf
{
dist(x, ∂Rn+1

+ ) : x = (x, z) ∈ G , dist((x, 0), ∂0G) > δ/2
}}

> 0 ,
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h2 := sup
{

dist(x, ∂Rn+1
+ ) : x = (x, z) ∈ G

}
< +∞ .

We also consider a large radius R > 0 in such a way that G ⊆ DR × R, and we define

ω :=
{
x ∈ Rn : dist((x, 0), ∂0G) < δ/2

}
,

and
G∗ :=

(
ω × (0, h1]

)
∪
(
DR × (h1, h2

))
.

By construction, G∗ is a bounded admissible open set satisfying ∂0G∗ ⊆ Ω and G ⊆ G∗.
Therefore, it is enough to show that the extension operator is continuous from Ĥs(Ω) into
H1(G∗, |z|adx). In other words, we can assume without loss of generality that G = G∗.

Covering ω×(0, h1] by finitely many half-balls B+
δ/6(xi) with xi ∈ ω×{0}, and applying

Lemma 2.2.8 in those balls, we infer that ue ∈ H1(ω × (0, h1), |z|adx), and

‖ue‖2H1(ω×(0,h1),|z|adx) 6 CG
(
Es(u,Ω) + ‖u‖2L2(Ω)

)
,

for a constant CG = CG(G,n, s).
On the other hand, one may derive from formula (2.2.12) and Jensen inequality that

|ue(x)|2 + |∇ue(x)|2 6 CG

ˆ
Rn

|u(y)|2

(|x− y|2 + h2
1)

dy ∀x = (x, z) ∈ DR × (h1, h2) .

It then follows from Lemma 2.2.1 that ue ∈ H1(DR × (h1, h2), |z|adx) with

‖ue‖2H1(DR×(h1,h2),|z|adx) 6 CG
(
Es(u,Ω) + ‖u‖2L2(Ω)

)
,

which completes the proof.

Another useful fact about the extension by convolution with Pn,s, is that it preserves
some local Hölder continuity. It is very classical and follows from the explicit formula (and
regularity) of Pn,s. Details are left to the reader.

Lemma 2.2.10. If u ∈ L∞(Rn) ∩ C0,β(DR) for some β ∈ (0,min(1, 2s)), then ue ∈
C0,β(B+

R/4), and

Rβ[ue]C0,β(B+
R/4) 6 Cβ

(
Rβ[u]C0,β(DR) + ‖u‖L∞(Rn)

)
, (2.2.19)

for a constant Cβ = Cβ(β, n, s).

Let us now assume that Ω ⊆ Rn is a bounded open set with Lipschitz boundary. If
u ∈ Ĥs(Ω), the divergence free vector field za∇ue admits a distributional normal trace on
Ω, that we denote by Λ(2s)u. More precisely, we define Λ(2s)u through its action on a test
function ϕ ∈ D(Ω) by setting

〈
Λ(2s)u, ϕ

〉
Ω

:=
ˆ
Rn+1

+

za∇ue · ∇Φ dx , (2.2.20)

where Φ is any smooth extension of ϕ compactly supported in Rn+1
+ ∪ Ω. Note that the

right-hand side of (2.2.20) is well defined by Lemma 2.2.8. By the divergence theorem,
it is routine to check that the integral in (2.2.20) does not depend on the choice of the
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extension Φ. It can be thought of as a fractional Dirichlet-to-Neumann operator. Indeed,
whenever u is smooth, the distribution Λ(2s)u is the pointwise-defined function given by

Λ(2s)u(x) = − lim
z↓0

za∂zu
e(x, z) = 2s lim

z↓0

ue(x, 0)− ue(x, z)
z2s

at each point x ∈ Ω.
In the case Ω = Rn, it has been proved in [18] that Λ(2s) coincides with the distribution

(−∆)s, up to the multiplicative factor δs. In the localized setting, this identity still holds,
see e.g. [81, Lemma 2.12] and [80, Lemma 2.9].

Lemma 2.2.11. If Ω ⊆ Rn is a bounded open set with Lipschitz boundary, then

(−∆)s = δsΛ(2s) on Ĥs(Ω) .

One of the main consequences of Lemma 2.2.11 is a local counterpart of (2.2.16) con-
cerning the minimality of ue. This is the purpose of Corollary 2.2.12 below, inspired from
[17, Lemma 7.2], and taken from [81, Corollary 2.13].

Corollary 2.2.12. Let Ω ⊆ Rn be a bounded open set, and G ⊆ Rn+1
+ an admissible

bounded open set such that ∂0G ⊆ Ω. Let u ∈ Ĥs(Ω;Rd), and let ue be its fractional
harmonic extension to Rn+1

+ given by (2.2.12). Then,

Es(v,G)−Es(ue, G) > Es(v,Ω)− Es(u,Ω) (2.2.21)

for all v ∈ H1(G;Rd, |z|adx) such that v − ue is compactly supported in G ∪ ∂0G. In the
right-hand side of (2.2.21), the trace of v on ∂0G is extended by u outside ∂0G.

2.2.5 Inner variations, monotonicity formula, and density functions

In this section, our main goal is to present themonotonicity formula satisfied by critical
points of Es(·,Ω) under inner variations, i.e., by stationary points. We start recalling the
notion of first inner variation, and then give an explicit formula to represent it.

Definition 2.2.13. Let Ω ⊆ Rn be a bounded open set. Given a map u ∈ Ĥs(Ω;Rd)
and a vector field X ∈ C1(Rn;Rn) compactly supported in Ω, the first (inner) variation
of Es(·,Ω) at u and evaluated at X is defined as

δEs(u,Ω)[X] :=
[ d

dtEs(u ◦ φ−t,Ω)
]
|t=0

,

where {φt}t∈R denotes the integral flow on Rn generated by X, i.e., for every x ∈ Rn, the
map t 7→ φt(x) is defined as the unique solution of the ordinary differential equation

d
dtφt(x) = X

(
φt(x)

)
,

φ0(x) = x .

The following representation result for δEs was obtained in [81, Corollary 2.14] as a
direct consequence of Corollary 2.2.12. We reproduce here the proof for completeness.
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Proposition 2.2.14. Let Ω ⊆ Rn be a bounded open set, and G ⊆ Rn+1
+ an admissible

bounded open set such that ∂0G ⊆ Ω. For each u ∈ Ĥs(Ω;Rd), and each X ∈ C1(Rn;Rn)
compactly supported in ∂0G, we have

δEs(u,Ω)[X] = δs
2

ˆ
G
za
(
|∇ue|2divX− 2

n+1∑
i,j=1

(∂iue · ∂jue)∂jXi

)
dx

+ δsa

2

ˆ
G
za−1|∇ue|2Xn+1 dx , (2.2.22)

where X = (X1, . . . ,Xn+1) ∈ C1(G;Rn+1) is any vector field compactly supported in
G ∪ ∂0G, and satisfying X = (X, 0) on ∂0G.

Proof. Let X ∈ C1(G,Rn+1) be an arbitrary vector field compactly supported in G∪ ∂0G
and satisfying X = (X, 0) on ∂0G. We consider a compactly supported C1-extension of X
to the whole space Rn+1, still denoted by X, such that X = (X, 0) on Rn×{0} ' Rn. We
define {Φt}t∈R as the integral flow on Rn+1 generated by X. Observe that Φt = (φt, 0)
on Rn, and spt(Φt− idRn+1)∩Rn+1

+ ⊆ G∪ ∂0G. Then, vt := ue ◦Φ−t ∈ H1(G;Rd, |z|adx)
and spt(vt − ue) ⊆ G ∪ ∂0G. By Corollary 2.2.12, we have

Es(vt, G)−Es(ue, G) > Es(vt,Ω)− Es(u,Ω) ∀t ∈ R . (2.2.23)

Since vt = u ◦ φ−t on Rn, dividing both sides of (2.2.23) by t 6= 0, and letting t ↑ 0 and
t ↓ 0 leads to

δEs(u,Ω)[X] =
[ d

dtEs(ue ◦Φ−t, G)
]
|t=0

. (2.2.24)

On the other hand, standard computations (see e.g. [107, Chapter 2.2]) show that the
right-hand side of (2.2.24) is equal to the right-hand side of (2.2.22).

Definition 2.2.15. Let Ω ⊆ Rn be a bounded open set. A map u ∈ Ĥs(Ω;Rd) is said to
be stationary in Ω if δEs(u,Ω) = 0.

As we shall see in the next sections, stationarity is a crucial ingredient in the partial
regularity theory since it implies the aforementioned monotonicity formula. This is the
purpose of the following proposition whose proof follows exactly [81, Proof of Lemma 4.2]
using vector fields in (2.2.22) of the form X = η(|x− x0|)(x− x0) with η(t) ∼ χ[0,r](t).

Proposition 2.2.16. Let Ω ⊆ Rn be a bounded open set. If u ∈ Ĥs(Ω;Rd) is stationary
in Ω, then for every x0 = (x0, 0) ∈ Ω× {0}, the “density function”

r ∈ (0,dist(x0,Ωc)) 7→ Θs(ue,x0, r) := 1
rn−2sEs(ue, B+

r (x0))

is nondecreasing. Moreover,

Θs(ue,x0, r)−Θs(ue,x0, ρ) = δs

ˆ
B+
r (x0)\B+

ρ (x0)
za
|(x− x0) · ∇ue|2

|x− x0|n+2−2s dx

for every 0 < ρ < r < dist(x0,Ωc).

As a straightforward consequence, we have
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Corollary 2.2.17. Let Ω ⊆ Rn be a bounded open set. If u ∈ Ĥs(Ω;Rd) is stationary in
Ω, then for every x0 ∈ Ω, the limit

Ξs(u, x0) := lim
r→0

Θs
(
ue, (x0, 0), r

)
(2.2.25)

exists, and the function Ξs(u, ·) : Ω → [0,∞) is upper semicontinuous. In addition, for
every x0 = (x0, 0) ∈ Ω× {0},

Θs(ue,x0, r)−Ξs(u, x0) = δs

ˆ
B+
r (x0)

za
|(x− x0) · ∇ue|2

|x− x0|n+2−2s dx (2.2.26)

for every 0 < r < dist(x0,Ωc).

Proof. The existence of the limit in (2.2.25) and (2.2.26) are direct consequences of the
monotonicity formula established in Proposition 2.2.16. Then the function Ξs(u, ·) is upper
semicontinuous as a pointwise limit of a decreasing family of continuous functions.

As we previously said, the monotonicity of the density function r 7→ Θs(ue,x0, r) is
one of the most important ingredients to obtain partial regularity. We shall see in the next
sections that the density function relative to the nonlocal energy Es also plays a role. For
u ∈ Ĥs(Ω;Rd) and a point x ∈ Ω, we define the density function r ∈ (0,dist(x,Ωc)) 7→
θs(u, x, r) by setting

θs(u, x0, r) := 1
rn−2sEs

(
u,Dr(x0)

)
. (2.2.27)

Now we aim to show that one density function is small if and only the other one is also
small at a comparable scale. This is the purpose of the following lemma.

Lemma 2.2.18. Let Ω ⊆ Rn be an open set, and u ∈ Ĥs(Ω;Rd) ∩ L∞(Rn) be such that
‖u‖L∞(Rn) 6M . For every ε > 0, there exists δ = δ(n, s,M, ε) > 0 and α = α(n, s,M, ε) ∈
(0, 1/4] such that

Θs(ue,x0, r) 6 δ =⇒ θs(u, x0, αr) 6 ε

for every x0 = (x0, 0) ∈ Ω× {0} and r > 0 satisfying Dr(x0) ⊆ Ω.

Proof. Without loss of generality, we can assume that x0 = 0. We give ourselves ε > 0,
and we shall choose the parameter α ∈ (0, 1/4] later on. Using Lemma 2.2.7, we first
estimate

Es(u,Dαr) 6
γn,s
4

¨
Dr/2×Dr/2

|u(x)− u(y)|2

|x− y|n+2s dxdy + γn,s
2

¨
Dαr×Dcr/2

|u(x)− u(y)|2

|x− y|n+2s dxdy

6 C1Es(ue, B+
r ) + 2M2γn,s

¨
Dαr×Dcr/2

dxdy
|x− y|n+2s ,

where C1 = C1(n, s) > 0. Observe that for (x, y) ∈ Dαr×Dc
r/2, we have |x−y| > |y|−αr >

1
2 |y|, so that

2γn,s
¨
Dαr×Dcr/2

dxdy
|x− y|n+2s 6 2n+2s+1γn,s

¨
Dαr×Dcr/2

dxdy
|y|n+2s = C2α

nrn−2s ,

where C2 = C2(n, s) > 0. Consequently,

θs(u, 0, αr) 6
C1

αn−2sΘs(ue, 0, r) + C2M
2α2s .
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Choosing

α = min
{

1/4,
( ε

2C2M2

)1/2s}
and δ := αn−2sε

2C1
,

provides the desired conclusion.

Corollary 2.2.19. Let Ω ⊆ Rn be an open set. If u ∈ Ĥs(Ω;Rd) ∩ L∞(Rn), then

lim
r→0

θs(u, x0, r) = 0 ⇐⇒ lim
r→0

Θs(ue,x0, r) = 0

for every x0 = (x0, 0) ∈ Ω× {0}.

Proof. By Lemma 2.2.8, we have

Θs(ue,x0, r) 6 Cθs(u, x0, 2r) ,

for a constant C > 0 depending only on n and s, and implication =⇒ follows. The reverse
implication is a straightforward application of Lemma 2.2.18.

2.2.6 Energy monotonicity and mean oscillation estimates

In the light of Proposition 2.2.16, the purpose of this section is to show a mean os-
cillation estimate for maps having a nondecreasing density function at every point. For
v ∈ H1(B+

R ;Rd, |z|adx), a point x ∈ ∂0B+
R , and r ∈ (0, R− |x|), we keep the notation

Θs(v,x0, r) := 1
rn−2sEs

(
v,B+

r (x0)
)
.

The main estimate is the following.

Lemma 2.2.20. Let v ∈ H1(B+
R ;Rd, |z|adx) and ζ ∈ D(D5R/8) be such that 0 6 ζ 6 1,

ζ ≡ 1 in DR/2, and |∇ζ| 6 LR−1 for some constant L > 0. Assume that for every
x ∈ ∂0B+

R , the density function r ∈ (0, R − |x|) 7→ Θs(v,x, r) is nondecreasing. Then
(ζv)|Rn belongs to BMO(Rn) and

[ζv]2BMO(Rn) 6 CL
(
Θs(v, 0, R) +R2s−2−n‖v‖2

L2(B+
R ,|z|adx)

)
for a constant CL = C(L, n, s).

Before proving this lemma, let us recall that u ∈ L1(DR) belongs to BMO(DR) if

[u]BMO(DR) := sup
Dr(y)⊆DR

−
ˆ
Dr(y)

|u− (u)y,r| dx < +∞ ,

where (u)y,r denotes the average of u over the ball Dr(y). To prove Lemma 2.2.20, we
shall make use of the well-known John-Nirenberg inequality, see e.g. [51, Section 6.3].

Lemma 2.2.21. Let u ∈ BMO(DR). For every p ∈ [1,∞), there exists a constant Cp =
Cp(n, p) such that

[u]pBMO(DR) 6 sup
Dr(y)⊆DR

−
ˆ
Dr(y)

|u− (u)y,r|p dx 6 Cp[u]pBMO(DR) .
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Proof of Lemma 2.2.20. Step 1. Rescaling variables, we may assume that R = 1. Let us
fix an arbitrary ball Dr(y) ⊆ D1 with y ∈ D7/8 and 0 < r 6 1/8. Using the Poincaré
inequality in Lemma 2.2.6 and the monotonicity assumption on Θs(v,x, ·), we estimate

1
rn

ˆ
Dr(y)

∣∣v − (v)y,r
∣∣ dx 6 C

√
Θs(v,y, r) 6 C

√
Θs(v,y, 1/8) 6 C

√
Θs(v, 0, 1) ,

where y = (y, 0) and C = C(n, s). In particular, v|D7/8 belongs to BMO(D7/8), and

[v]BMO(D7/8) 6 C
√

Θs(v, 0, 1) . (2.2.28)

By the John-Nirenberg inequality in Lemma 2.2.21, inequality (2.2.28), the continuity of
the trace operator (see Section 2.2.3), and Hölder inequality, it follows that

‖v‖Ln(D7/8) 6
∥∥v − (v)0,7/8

∥∥
Ln(D7/8) + C‖v‖L1(D7/8)

6 C
(
[v]BMO(D7/8) + ‖v‖L1(D1)

)
6 C

(√
Θs(v, 0, 1) + ‖v‖L2(B+

1 ,|z|adx)

)
. (2.2.29)

Step 2. Let us now consider a ball Dr(y) ⊆ D7/8 with y ∈ D3/4 and 0 < r 6 1/8. Since

|ζv− (ζv)y,r| 6 |ζv− ζ(v)y,r|+ |ζ(v)y,r− (ζv)y,r| 6 |v− (v)y,r|+Lr−
ˆ
Dr(y)

|v| dx on D7/8 ,

we can deduce from (2.2.28) and (2.2.29) that

1
rn

ˆ
Dr(y)

∣∣ζv − (ζv)y,r
∣∣ dx 6 CL

(√
Θs(v, 0, 1) + r1−n‖v‖L1(Dr(y))

)
6 CL

(√
Θs(v, 0, 1) + ‖v‖Ln(D7/8)

)
6 CL

(√
Θs(v, 0, 1) + ‖v‖L2(B+

1 ,|z|adx)

)
,

for a constant CL = C(L, n, s).
Next, for a ball Dr(y) with y 6∈ D3/4 and 0 < r 6 1/8, we have

1
rn

ˆ
Dr(y)

∣∣ζv − (ζv)y,r
∣∣ dx = 0 ,

since ζ is supported in D5/8.
Finally, for a ball Dr(y) with r > 1/8, we estimate

1
rn

ˆ
Dr(y)

∣∣ζv − (ζv)y,r
∣∣ dx 6 C

ˆ
D1

|ζv|dx 6 C‖v‖L1(D1) 6 C‖v‖L2(B+
1 ,|z|adx) ,

which completes the proof.

Corollary 2.2.22. Let u ∈ Ĥs(D2R;Rd) and ζ ∈ D(D5R/8) be as in Lemma 2.2.20.
Assume that for every x ∈ ∂0B+

R , the density function r ∈ (0, 2R − |x|) 7→ Θs(ue,x, r) is
nondecreasing. Then ζu belongs to BMO(Rn) and

[ζu]2BMO(Rn) 6 CL
(
θs(u, 0, 2R) +R−n‖u‖2L2(D2R)

)
,

for a constant CL = C(L, n, s) > 0.

Proof. Apply Lemma 2.2.20 to ue in B+
R , and then conclude with the help of Lemma 2.2.8.
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2.3 Fractional harmonic maps and weighted harmonic maps
with free boundary

In this section, our goal is to review in details the notion of weakly s-harmonic maps,
the associated Euler-Lagrange equation, and more importantly to present its characteriza-
tion in terms of fractional (nonlocal) conservation laws. We shall also prove at the end of
this section that the fractional harmonic extension of an s-harmonic map satisfies a suit-
able (degenerate) partially free boundary condition, in the spirit of the classical harmonic
map system with partially free boundary.

2.3.1 Fractional harmonic maps into spheres and conservation laws

Definition 2.3.1. Let Ω ⊆ Rn be a bounded open set. A map u ∈ Ĥs(Ω;Sd−1) is said to
be a weakly s-harmonic map in Ω (with values in Sd−1) if[ d

dtEs
( u+ tϕ

|u+ tϕ|
,Ω
)]
|t=0

= 0 ∀ϕ ∈ D(Ω;Rd) .

If u is also stationary in Ω (in the sense of Definition 2.2.15), we say that u is a stationary
weakly s-harmonic map in Ω.

Definition 2.3.2. Let Ω ⊆ Rn be a bounded open set. A map u ∈ Ĥs(Ω;Sd−1) is said to
be a minimizing s-harmonic map in Ω (with values in Sd−1) if

Es(u,Ω) 6 Es(w,Ω)

for every w ∈ Ĥs(Ω;Sd−1) such that spt(u− w) is compactly included in Ω.

Remark 2.3.3. A minimizing s-harmonic map in Ω is obviously a critical point with respect
to both inner and (constrained) outer variations of the energy. In other words, if u is a
minimizing s-harmonic map in Ω, then u is also a stationary weakly s-harmonic map in
Ω.

Remark 2.3.4. If u ∈ Ĥs(Ω; Sd−1) is a weakly s-harmonic map in Ω (stationary, minimizing,
respectively), then u is also weakly s-harmonic in Ω′ (stationary, minimizing, respectively)
for any open subset Ω′ ⊆ Ω. It can be directly checked from the definitions, or one can
rely on the Euler-Lagrange equation presented below and Remark 2.2.3.

Proposition 2.3.5. Let Ω ⊆ Rn be a bounded open set. A map u ∈ Ĥs(Ω; Sd−1) is weakly
s-harmonic in Ω if and only if 〈

(−∆)su, ϕ
〉

Ω = 0 (2.3.1)

for every ϕ ∈ Hs
00(Ω;Rd) such that spt(ϕ) ⊆ Ω and ϕ(x) ∈ Tan(u(x),Sd−1) for a.e. x ∈ Ω.

Equivalently,

(−∆)su(x) =
(γn,s

2

ˆ
Rn

|u(x)− u(y)|2

|x− y|n+2s dy
)
u(x) in D ′(Ω) . (2.3.2)

Proof. Let u ∈ Ĥs(Ω; Sd−1), fix ϕ ∈ D(Ω;Rd), and notice that[ d
dt
( u+ tϕ

|u+ tϕ|

)]
|t=0

= ϕ− (u · ϕ)u ∈ Hs
00(Ω;Rd) .
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Hence, [ d
dtEs

( u+ tϕ

|u+ tϕ|
,Ω
)]
|t=0

=
〈
(−∆)su, ϕ

〉
Ω −

〈
(−∆)su, (u · ϕ)u

〉
Ω .

On the other hand, since |u|2 = 1, we have

(
u(x)− u(y)

)
·
(
(u(x) · ϕ(x))u(x)− (u(y) · ϕ(y))u(y)

)
= 1

2 |u(x)− u(y)|2u(x) · ϕ(x) + 1
2 |u(x)− u(y)|2u(y) · ϕ(y) ,

and it follows that

〈
(−∆)su, (u · ϕ)u

〉
Ω =
ˆ

Ω

(γn,s
2

ˆ
Rn

|u(x)− u(y)|2

|x− y|n+2s dy
)
u(x) · ϕ(x) dx . (2.3.3)

Consequently, u is weakly s-harmonic in Ω if and only if (2.3.2) holds.
By approximation, (2.3.2) also holds for any test function ϕ ∈ Hs

00(Ω;Rd) ∩ L∞(Rn)
compactly supported in Ω. In view of of the right-hand side of (2.3.2), (2.3.1) clearly holds
for every ϕ ∈ Hs

00(Ω;Rd) ∩ L∞(Rn) compactly supported in Ω and satisfying ϕ · u = 0.
By a standard truncation argument, it implies that (2.3.1) holds for every ϕ ∈ Hs

00(Ω;Rd)
compactly supported in Ω and satisfying ϕ · u = 0.

The other way around, if (2.3.1) holds, then the map ϕ− (u · ϕ)u with ϕ ∈ D(Ω;Rd)
is admissible, and (2.3.1) combined with (2.3.3) shows that (2.3.2) holds, i.e., u is weakly
s-harmonic in Ω.

Remark 2.3.6. The variational equation (2.3.1) corresponds to the weak formulation of
the implicit equation

(−∆)su ⊥ Tan(u,Sd−1) in Ω ,

and in equation (2.3.2), the Lagrange multiplier associated with the Sd−1-constraint is
made explicit.

Remark 2.3.7. A weakly s-harmonic map u in Ω which is smooth in Ω, is stationary in Ω.
Indeed, if X ∈ C1(Ω;Rn) is compactly supported in Ω, the smoothness of u implies that

δEs(u,Ω)[X] =
〈
(−∆)su,X · ∇u

〉
Ω .

Since |u|2 = 1, we have (X · ∇u) · u = 0, and thus δEs(u,Ω)[X] = 0.

Now we rewrite the Euler-Lagrange equation (2.3.2) in a more compact form using the
fractional s-gradient dsu defined in Section 2.2.2. More precisely, if u =: (u1, . . . , ud), then

γn,s
2

ˆ
Rn

|u(x)− u(y)|2

|x− y|n+2s dy =
d∑
j=1

γn,s
2

ˆ
Rn

|uj(x)− uj(y)|2

|x− y|n+2s dy =
d∑
j=1
|dsuj |2 =: |dsu|2 ,

according to (2.2.4) and (2.2.5). We can thus rephrase Proposition 2.3.5 as follows: u ∈
Ĥs(Ω; Sd−1) is weakly s-harmonic in Ω if and only if

(−∆)su(x) = |dsu|2u in D ′(Ω) . (2.3.4)

Our aim is to further rewrite equation (2.3.4), or more precisely its right-hand side, to
reveal the fractional "div-curl structure" of Section 2.2.2 in the spirit of the well known
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div-curl structure hidden in the classical equation for harmonic maps into spheres [60].
Following [77], the starting point is to notice that for each i, j ∈ {1, . . . , d},

|dsuj |2(x)ui(x) =
ˆ
Rn

ui(x)dsuj(x, y)dsuj(x, y)
|x− y|n

dy

=
ˆ
Rn

ui(x)dsuj(x, y)− uj(x)dsui(x, y)
|x− y|n

dsuj(x, y) dy

+ (dsui � dsuj)(x)uj(x) .
(2.3.5)

Then, since |u|2 = 1, we have

d∑
j=1

(dsui � dsuj)(x)uj(x) =
d∑
j=1

γn,s
2

ˆ
Rn

(
uj(x)− uj(y)

)
uj(x)

|x− y|n+2s
(
ui(x)− ui(y)

)
dy

= γn,s
4

ˆ
Rn

|u(x)− u(y)|2

|x− y|n+2s
(
ui(x)− ui(y)

)
dy . (2.3.6)

We can now introduce for i, j ∈ {1, . . . , d},

Ωij(x, y) := ui(x)dsuj(x, y)− uj(x)dsui(x, y) ∈ L2
od(Ω) , (2.3.7)

and
T i(x) := γn,s

4

ˆ
Rn

|u(x)− u(y)|2

|x− y|n+2s
(
ui(x)− ui(y)

)
dy ∈ L1(Ω) , (2.3.8)

to derive from (2.3.5) and (2.3.6) the following reformulation of equation (2.3.4).

Lemma 2.3.8. Let Ω ⊆ Rn be a bounded open set. A map u ∈ Ĥs(Ω;Sd−1) is weakly
s-harmonic in Ω if and only if

(−∆)sui =
( d∑
j=1

Ωij � dsuj
)

+ T i in D ′(Ω) (2.3.9)

for every i = 1, . . . , d, where Ωij and T i are given by (2.3.7) and (2.3.8), respectively.

Remark 2.3.9. The presence of the extra term T i in (2.3.9), compared with the classical
harmonic map equation (see [60]), is essentially due to the fact that the s-gradient dsu is
not tangent to the target sphere.

The fundamental observation made in [77, Lemma 3.1] for Ω = R and s = 1/2 is a
characterization of the 1/2-harmonic map equation in terms of nonlocal conservation laws
satisfied by the Ωij ’s (thus extending [105] to the fractional setting). In the following
proposition, we slightly generalize this result to a domain of arbitrary dimension and
s ∈ (0, 1). The proof remains essentially the same, and we provide it for the reader’s
convenience.

Proposition 2.3.10. Let Ω ⊆ Rn be a bounded open set with Lipschitz boundary. A map
u ∈ Ĥs(Ω;Sd−1) is weakly s-harmonic in Ω if and only if

divs Ωij = 0 in H−s(Ω) (2.3.10)

for each i, j ∈ {1, . . . , d}, where Ωij is given by (2.3.7).
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Proof. Step 1. Assume that u is a weakly s-harmonic in Ω, and let us compute divs Ωij .
For ϕ ∈ D(Ω), we have
ˆ
Rn

Ωij � dsϕdx =
¨

(Rn×Rn)\(Ωc×Ωc)

(
ui(x)dsuj(x, y)dsϕ(x, y)− uj(x)dsui(x, y)dsϕ(x, y)

) dxdy
|x− y|n

.

An elementary computation shows{
ui(x)dsϕ(x, y) = ds(uiϕ)(x, y)− ϕ(y)dsui(x, y)
uj(x)dsϕ(x, y) = ds(ujϕ)(x, y)− ϕ(y)dsuj(x, y)

,

so that
ˆ
Rn

Ωij � dsϕdx =
ˆ
Rn

dsuj � ds(uiϕ) dx−
ˆ
Rn

dsui � ds(ujϕ) dx .

Since ujϕ and uiϕ belong to Hs
00(Ω), we infer from Proposition 2.2.4 and equation (2.3.4)

that
ˆ
Rn

Ωij � dsϕdx =
〈
(−∆)suj , uiϕ

〉
Ω −

〈
(−∆)sui, ujϕ

〉
Ω (2.3.11)

=
ˆ

Ω
|dsu|2ujuiϕdx−

ˆ
Ω
|dsu|2uiujϕdx = 0 .

Therefore divs Ωij = 0 in D ′(Ω), and by approximation also in H−s(Ω) (see (2.2.2)).

Step 2. We assume that (2.3.10) holds, and we aim to prove that (2.3.4) holds. We fix
ϕ ∈ D(Ω), and we set ψ := ϕ− (u · ϕ)u ∈ Hs

00(Ω;Rd), which satisfies ψ · u = 0 a.e. in Rn.
As in the proof of Proposition 2.3.5, proving (2.3.4) reduces to show that〈

(−∆)su, ψ
〉

Ω = 0 .

Using |u|2 = 1, we first observe that

〈
(−∆)su, ψ

〉
Ω =

d∑
i=1

〈
(−∆)sui, ψi

〉
Ω =

d∑
i,j=1

〈
(−∆)sui, (ψiuj)uj

〉
Ω .

Since ψiuj ∈ Hs
00(Ω), we obtain as in (2.3.11),

〈
(−∆)sui, (ψiuj)uj

〉
Ω =

〈
(−∆)suj , (ψiuj)ui

〉
Ω −
ˆ
Rn

Ωij � ds(ψiuj) dx

=
〈
(−∆)suj , (ψiuj)ui

〉
Ω

for every i, j ∈ {1, . . . , d}, thanks to (2.3.10). Therefore,

〈
(−∆)su, ψ

〉
Ω =

d∑
i,j=1

〈
(−∆)suj , (ψiuj)ui

〉
Ω =

d∑
j=1

〈
(−∆)suj , (ψ · u)uj

〉
Ω = 0 ,

and the proof is complete.
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2.3.2 Weighted harmonic maps with free boundary

Definition 2.3.11. Let G ⊆ Rn+1
+ be a bounded admissible open set. A map v ∈

H1(G;Rd, |z|adx) satisfying v(x) ∈ Sd−1 is said to be a weighted weakly harmonic map in
G with respect to the partially free boundary condition v(∂0G) ⊆ Sd−1 if

ˆ
G
za∇v · ∇Φ dx = 0 (2.3.12)

for every Φ ∈ H1(G;Rd, |z|adx) such that Φ = 0 on ∂+G and Φ(x) ∈ Tan(v(x), Sd−1) for
a.e. x ∈ ∂0G. In short, we shall say that v is a weighted weakly harmonic map with free
boundary in G.

Remark 2.3.12. If v ∈ H1(G;Rd, |z|adx) is a weighted weakly harmonic map with free
boundary in G, then (2.3.12) means that v satisfies in the weak sense

div(za∇v) = 0 in G ,

za
∂v

∂ν
⊥ Tan(v,Sd−1) on ∂0G .

(2.3.13)

In particular, v is smooth in G by standard elliptic regularity.

In view of Remark 2.3.6, equation (2.3.13) above, and Lemma 2.2.11, it is clear that
weighted weakly harmonic maps with free boundary and weakly s-harmonic maps are
intimately related. This relation is made precise in the following proposition (see [80,
Proposition 4.6]).

Proposition 2.3.13. Let Ω ⊆ Rn be a bounded open set with Lipschitz boundary. If a map
u ∈ Ĥs(Ω;Sd−1) is a weakly s-harmonic map in Ω, then its extension ue given by (2.2.12)
is a weighted weakly harmonic map with free boundary in every bounded admissible open
set G ⊆ Rn+1

+ satisfying ∂0G ⊆ Ω.

Proof. Let us first assume that u is a weakly s-harmonic map in Ω, and let G ⊆ Rn+1
+ be

bounded admissible open set such that ∂0G ⊆ Ω. Let Φ ∈ H1(G;Rd, |z|adx) such that
Φ = 0 on ∂+G, and Φ · u = 0 on ∂0G. We extend Φ by 0 to the whole half-space Rn+1

+ ,
and the resulting map, still denoted by Φ, belongs to H1(Rn+1

+ ;Rd, |z|adx). In view of
(2.2.16), Φ|Rn ∈ Hs

00(Ω;Rd), and spt(Φ|Rn) ⊆ Ω. Since Φ|Rn · u = 0, we conclude from
Lemma 2.2.11 and Proposition 2.3.5 that

ˆ
G
za∇ue · ∇Φ dx =

ˆ
Rn+1

+

za∇ue · ∇Φ dx = 1
δs

〈
(−∆)su,Φ|Rn

〉
Ω = 0 .

Hence, ue is indeed a weighted weakly harmonic map with free boundary in G.

2.4 Small energy Hölder regularity

In this section, we present the main epsilon-regularity theorem asserting that under a
certain smallness assumption of the energy in a ball, a weakly s-harmonic map satisfying
the monotonicity formula is Hölder continuous in a smaller ball. Hölder regularity will
be improved to Lipschitz regularity in the next section with an explicit control on the
Lipschitz norm in terms of the energy.
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Theorem 2.4.1. There exist constants ε0 = ε0(n, s) > 0 and β0 = β0(n, s) ∈ (0, 1) such
that the following holds. Let u ∈ Ĥs(DR;Sd−1) be a weakly s-harmonic map in DR such
that the function r ∈ (0, R− |x|) 7→ Θs(ue,x, r) is nondecreasing for every x ∈ ∂0B+

R . If

θs(u, 0, R) 6 ε0 , (2.4.1)

then u ∈ C0,β0(DR/2) and

R2β0 [u]2C0,β0 (DR/2) 6 Cθs(u, 0, R) , (2.4.2)

for a constant C = C(n, s).

For what follows, it is useful to translate the epsilon-regularity theorem above only in
terms of the extension. This is the purpose of the following corollary.

Corollary 2.4.1. There exist three constants ε1 = ε1(n, s) > 0, κ1 = κ1(n, s) ∈ (0, 1),
β1 = β1(n, s) ∈ (0, 1) such that the following holds. Let u ∈ Ĥs(D2R;Sd−1) be a weakly
s-harmonic map in D2R such that the function r ∈ (0, 2R − |x|) 7→ Θs(ue,x, r) is nonde-
creasing for every x ∈ ∂0B+

2R. If

Θs(ue, 0, R) 6 ε1 , (2.4.3)

then ue ∈ C0,β1(B+
κ1R

) and
R2β1 [ue]2

C0,β1 (B+
κ1R

) 6 C ,

for a constant C = C(n, s).

Proof. We consider the constant ε0 = ε0(n, s) > 0 given by Theorem 2.4.1. Since |u| ≡ 1,
we obtain from Lemma 2.2.18 the existence of ε1 = ε1(n, s) > 0 and α = α(n, s) ∈ (0, 1/4]
such that the condition Θs(ue, 0, R) 6 ε1 implies θs(u, 0, αR) 6 ε0. In turn, Theorem 2.4.1
tells us that u ∈ C0,β0(DαR/2). Then Lemma 2.2.10 implies that ue ∈ C0,β1(B+

κ1R
) with

β1 := min(β0, s) and κ1 := α/8. Moreover, combining (2.2.19) and (2.4.2) leads to

R2β1 [ue]2
C0,β1 (B+

κ1R
) 6 C

(
R2β1 [u]2C0,β1 (DαR/2) + 1

)
6 C

(
R2β0 [u]2C0,β0 (DαR/2) + 1

)
6 C

(
θs(u, 0, αR) + 1

)
6 C ,

and the proof is complete.

Remark 2.4.2. In the case n 6 2s, the function r ∈ (0, R − |x|) 7→ Θs(ue,x, r) is nonde-
creasing for every u ∈ Ĥs(DR;Rd). In other words, in the case n 6 2s, Theorem 2.4.1
and Corollary 2.4.1 apply to arbitrary weakly s-harmonic maps. Moreover, in the case
n = 1 and s ∈ (0, 1/2) (i.e., n < 2s), the conclusions of Theorem 2.4.1 and Corollary 2.4.1
apply even without the smallness assumptions (2.4.1) or (2.4.3), since it follows from the
classical imbedding Hs(R) ↪→ C0,s−1/2(R). For our purposes, it is convenient to state it
suitably. This is the object of the proposition below, whose proof is postponed to the end
of Section 2.4.1.

Proposition 2.4.3. Assume that n = 1 and s ∈ (1/2, 1). If u ∈ Ĥs(DR;Rd) ∩ L∞(Rn),
then u ∈ C0,s−1/2(DR/2) and

R2s−1[u]2C0,s−1/2(DR/2) 6 Cθs(u, 0, R) , (2.4.4)

for a constant C = C(s).
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Chapter 2. Partial regularity for fractional harmonic maps

2.4.1 Proof of Theorem 2.4.1 and Proposition 2.4.3

The key point to prove Theorem 2.4.1 is to obtain a geometric decay of the energy in
small balls. Then Hölder continuity follows classically from Campanato’s criterion. The
purpose of the next proposition, very much inspired by [39, Proposition 3.1], is exactly to
show such decay.

Proposition 2.4.4. Assume that n > 2s. There exist two constants ε∗ = ε∗(n, s) > 0
and τ = τ (n, s) ∈ (0, 1/4) such that the following holds. Let u ∈ Ĥs(D1;Sd−1) be a
weakly s-harmonic map in D1 such that the function r ∈ (0, 1 − |x|) 7→ Θs(ue,x, r) is
nondecreasing for every x ∈ ∂0B+

1 . If

Es(u,D1) 6 ε∗ ,

then
1

τn−2sEs(u,Dτ ) 6 1
2Es(u,D1) .

Proof. We fix the constant τ ∈ (0, 1/4) that will be specified later on. We proceed by
contradiction assuming that there exists a sequence {uk} of stationary weakly s-harmonic
maps in D1 satisfying

ε2
k := Es(uk, D1) −→

k→∞
0 ,

and
1

τn−2sEs(uk, Dτ ) > 1
2Es(uk, D1) . (2.4.5)

(Note that this later condition ensures that εk > 0.) Then we consider the (expanded)
map

wk := uk − (uk)0,1
εk

∈ Ĥs(D1;Rd) ∩ L∞(Rn) ,

which satisfies
−
ˆ
D1

wk dx = 0 and Es(wk, D1) = 1 .

Assumption (2.4.5) also rewrites

1
τn−2sEs(wk, Dτ ) > 1

2 . (2.4.6)

By Poincaré inequality in Hs(D1), we have

‖wk‖2L2(D1) 6 CEs(wk, D1) 6 C .

Therefore {wk} is bounded in Ĥs(D1;Rd), so that we can find a (not relabeled) subse-
quence and w ∈ Ĥs(D1;Rd) such that wk ⇀ w weakly in Ĥs(D1) and wk → w strongly
in L2(D1) (see Remark 2.2.2). In particular, ‖w‖L2(D1) 6 C. By lower semicontinuity of
the energy Es(·, D1), we also have Es(w,D1) 6 1 (see again Remark 2.2.2).

Recalling that uk satisfies

〈
(−∆)suk, ϕ

〉
D1

=
ˆ
D1

|dsuk|2uk · ϕdx ∀ϕ ∈ D(D1;Rd) ,

we obtain in terms of wk,〈
(−∆)swk, ϕ

〉
D1

= εk

ˆ
D1

|dswk|2uk · ϕdx ∀ϕ ∈ D(D1;Rd) . (2.4.7)
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2.4. Small energy Hölder regularity

Since |uk| ≡ 1, it leads to∣∣∣〈(−∆)swk, ϕ
〉
D1

∣∣∣ 6 εk
∥∥|dswk|2∥∥L1(D1)‖ϕ‖L∞(D1)

6 2εkEs(wk, D1)‖ϕ‖L∞(D1) = 2εk‖ϕ‖L∞(D1) −→
k→∞

0

for every ϕ ∈ D(D1;Rd). On the other hand, the weak convergence in Ĥs(D1) of wk
towards w implies that〈

(−∆)swk, ϕ
〉
D1
−→
k→∞

〈
(−∆)sw,ϕ

〉
D1

∀ϕ ∈ D(D1;Rd) .

As a consequence, w satisfies

(−∆)sw = 0 in H−s(D1) . (2.4.8)

By Lemma 2.B.6 in Appendix 2.B, w is (locally) smooth in D1, and we have the estimate

‖w‖2L∞(D1/2) + ‖∇w‖2L∞(D1/2) 6 C
(
Es(w,D1) + ‖w‖2L2(D1)

)
6 C . (2.4.9)

In view of (2.4.9), we have
¨
Dτ×Dτ

|w(x)− w(y)|2

|x− y|n+2s dxdy 6 C

¨
Dτ×Dτ

dxdy
|x− y|n+2s−2 6 Cτn+2−2s . (2.4.10)

Then, writing
¨
Dτ×Dcτ

|w(x)− w(y)|2

|x− y|n+2s dxdy =
¨
Dτ×(D1/2\Dτ )

|w(x)− w(y)|2

|x− y|n+2s dxdy

+
¨
Dτ×Dc1/2

|w(x)− w(y)|2

|x− y|n+2s dxdy , (2.4.11)

we first estimate, using (2.4.9),
¨
Dτ×(D1/2\Dτ )

|w(x)− w(y)|2

|x− y|n+2s dxdy 6 C

¨
Dτ×(D1/2\Dτ )

dxdy
|x− y|n+2s−2 6 Cτn . (2.4.12)

Next we infer from Lemma 2.2.1 and (2.4.9) that
¨
Dτ×Dc1/2

|w(x)− w(y)|2

|x− y|n+2s dxdy 6 2
¨
Dτ×Dc1/2

|w(x)|2 + |w(y)|2

|x− y|n+2s dxdy

6 C
( ˆ

Dτ

|w(x)|2 dx+ τn
ˆ
Dc1/2

|w(y)|2

(|y|+ 1)n+2s dy
)
6 Cτn . (2.4.13)

Gathering (2.4.10), (2.4.11), (2.4.12), and (2.4.13) yields

1
τn−2sEs(w,Dτ ) 6 Cτ 2s . (2.4.14)

By Lemma 2.4.5 – which is postponed at the end of the proof – there exists a universal
constant σ ∈ (0, 1) such that

wk → w strongly in Hs(Dσ) . (2.4.15)
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In view of (2.4.14), we can choose τ (depending only on n and s) in such a way that

0 < τ < σ/2 and 1
τn−2sEs(w,Dτ ) 6 1

4 . (2.4.16)

From (2.4.10) and the strong convergence in (2.4.15), we first infer that for k large enough,
¨
Dτ×Dτ

|wk(x)− wk(y)|2

|x− y|n+2s dxdy 6
¨
Dτ×Dτ

|w(x)− w(y)|2

|x− y|n+2s dxdy + τn . (2.4.17)

In the same way, for k large enough, one obtains from (2.4.15),
¨
Dτ×Dcτ

|wk(x)− wk(y)|2

|x− y|n+2s dxdy =
¨
Dτ×(Dσ\Dτ )

|wk(x)− wk(y)|2

|x− y|n+2s dxdy

+
¨
Dτ×Dcσ

|wk(x)− wk(y)|2

|x− y|n+2s dxdy

6 τn +
¨
Dτ×(Dσ\Dτ )

|w(x)− w(y)|2

|x− y|n+2s dxdy

+
¨
Dτ×Dcσ

|wk(x)− wk(y)|2

|x− y|n+2s dxdy . (2.4.18)

Then we estimate by means of Lemma 2.2.1,
¨
Dτ×Dcσ

|wk(x)− wk(y)|2

|x− y|n+2s dxdy 6 2
¨
Dτ×Dcσ

|wk(x)|2 + |wk(y)|2

|x− y|n+2s dxdy

6 C
( ˆ

Dτ

|wk(x)|2 dx+ τn
ˆ
Dcσ

|wk(y)|2

(|y|+ 1)n+2s dy
)
6 C

(ˆ
Dτ

|wk(x)|2 dx+ τn
)
.

Since wk → w strongly in L2(D1) and in view of (2.4.9), we deduce that for k large enough,
¨
Dτ×Dcσ

|wk(x)− wk(y)|2

|x− y|n+2s dxdy 6 C
(ˆ

Dτ

|w(x)|2 dx+ τn
)
6 Cτn . (2.4.19)

Combining (2.4.17), (2.4.18), and (2.4.19) together with (2.4.16), we conclude that for k
large enough,

1
τn−2sEs(wk, Dτ ) 6 1

τn−2sEs(w,Dτ ) + Cτ 2s 6
1
4 + Cτ 2s .

Hence, we can choose τ ∈ (0, 1/4) small enough (depending only on n and s) in such a
way that 1

τn−2sEs(wk, Dτ ) 6 1/2 whenever k is large enough, contradicting (2.4.6).

As it is transparent from the proof above, Proposition 2.4.4 crucially rests on the strong
convergence stated in (2.4.15) that we now prove.

Lemma 2.4.5. There exists a universal constant σ ∈ (0, 1) such that the weakly converging
subsequence {wk} (towards w) actually converges strongly in Hs(Dσ).

Proof. We choose the constant σ as follows:

σ := min
{ 4

5Λ ,
1
32
}
,

where Λ > 1 is the universal constant given by Theorem 2.2.1.
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Step 1. Subtracting (2.4.8) from equation (2.4.7) leads to

〈
(−∆)s(wk − w), ϕ

〉
D1

= εk

ˆ
D1

|dswk|2uk · ϕdx ∀ϕ ∈ D(D1;Rd) . (2.4.20)

By approximation (see (2.2.2)), this equation also holds for every ϕ ∈ Hs
00(D1;Rd) ∩

L∞(D1) compactly supported inD1. Let us now fix a smooth cutoff function ζ ∈ D(D5σ/4)
such that 0 6 ζ 6 1, ζ = 1 in Dσ. Using the test function ϕk := ζ(wk−w) ∈ Hs

00(D1;Rd)∩
L∞(D1) in (2.4.20) yields

〈
(−∆)s(wk − w), ϕk

〉
D1

= εk

ˆ
D1

|dswk|2uk · ϕk dx . (2.4.21)

Setting

Lk :=
〈
(−∆)s(wk − w), ζ(wk − w)

〉
D1

and Rk := εk

ˆ
D1

|dswk|2uk · ϕk dx ,

we claim that
Lk > [wk − w]2Hs(Dσ) + o(1) as k →∞ , (2.4.22)

and
lim
k→∞

Rk = 0 . (2.4.23)

Identity (2.4.21) rewrites Lk = Rk, and the two claims above will imply that [wk −
w]2Hs(Dσ) → 0 as k →∞, whence the conclusion.
Step 2. This step is devoted to the proof of (2.4.22). For simplicity, let us denote

4k := wk − w .

Since ζ = 1 in Dσ, and ζ = 0 in Dc
2σ, we have

Lk = [4k]2Hs(Dσ) + γn,s
2
(
L

(1)
k + L

(2)
k + L

(3)
k

)
, (2.4.24)

with

L
(1)
k :=

¨
(D1\Dσ)×(D1\Dσ)

(4k(x)−4k(y)) · (ζ(x)4k(x)− ζ(y)4k(y))
|x− y|n+2s dxdy ,

L
(2)
k := 2

¨
Dσ×(D1\Dσ)

(4k(x)−4k(y)) · (ζ(x)4k(x)− ζ(y)4k(y))
|x− y|n+2s dxdy ,

and
L

(3)
k := 2

¨
D2σ×Dc1

(4k(x)−4k(y)) · 4k(x)
|x− y|n+2s ζ(x) dxdy ,

Concerning L(1)
k , we first rewrite

L
(1)
k =

¨
(D1\Dσ)×(D1\Dσ)

(
(4k(x)−4k(y)) · 4k(x)

)
(ζ(x)− ζ(y))

|x− y|n+2s dxdy

+
¨

(D1\Dσ)×(D1\Dσ)

|4k(x)−4k(y)|2

|x− y|n+2s ζ(y) dxdy

>
¨

(D1\Dσ)×(D1\Dσ)

(
(4k(x)−4k(y)) · 4k(x)

)
(ζ(x)− ζ(y))

|x− y|n+2s dxdy .
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Recalling that
Es(4k, D1) 6 2Es(wk, D1) + 2Es(w,D1) 6 4 ,

we estimate by means of Hölder inequality,∣∣∣∣∣
¨

(D1\Dσ)×(D1\Dσ)

(
(4k(x)−4k(y)) · 4k(x)

)
(ζ(x)− ζ(y))

|x− y|n+2s dxdy
∣∣∣∣∣

6
√
Es(4k, D1)

(¨
(D1\Dσ)×(D1\Dσ)

|4k(x)|2|ζ(x)− ζ(y)|2

|x− y|n+2s dxdy
)1/2

6 C

(¨
(D1\Dσ)×(D1\Dσ)

|4k(x)|2

|x− y|n+2s−2 dxdy
)1/2

6 C‖4k‖L2(D1) .

Since ‖4k‖L2(D1) → 0, we conclude that

L
(1)
k > o(1) as k →∞ . (2.4.25)

Exactly in the same way, one derives

L
(2)
k > o(1) as k →∞ . (2.4.26)

For the last term L
(3)
k , we use again Hölder inequality to derive

∣∣L(3)
k

∣∣ 6 2
√
Es(4k, D1)

(¨
D2σ×Dc1

|4k(x)|2ζ2(x)
|x− y|n+2s dxdy

)1/2

6 C‖4k‖L2(D1) = o(1)

(2.4.27)
as k →∞. Gathering now (2.4.24) with (2.4.25), (2.4.26), and (2.4.27) leads to (2.4.22).
Step 3. In order to prove (2.4.23), we need to rewrite Rk in a suitable form. First, we
rewrite

Rk = 1
εk

ˆ
D1

|dsuk|2uk · ϕk dx ,

and we recall from Lemma 2.3.8 that for each i = 1, . . . , d,

|dsuk|2uik =
( n∑
j=1

Ωij
k � dsujk

)
+ T ik = εk

( n∑
j=1

Ωij
k � dswjk

)
+ T ik ,

where Ωij
k ∈ L2

od(D1) is given by

Ωij
k (x, y) := uik(x)dsujk(x, y)− ujk(x)dsuik(x, y) ,

and

T ik(x) := γn,s
4

ˆ
Rn

|uk(x)− uk(y)|2

|x− y|n+2s
(
uik(x)− uik(y)

)
dy

= γn,sε
3
k

4

ˆ
Rn

|wk(x)− wk(y)|2

|x− y|n+2s
(
wik(x)− wik(y)

)
dy .

Hence,

Rk =
( n∑
i,j=1

ˆ
D1

(
Ωij
k � dswjk

)
ϕik dx

)
+ ε2

k

ˆ
D1

T̃k · ϕk dx =: R(1)
k +R

(2)
k ,
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where we have set

T̃k(x) := γn,s
4

ˆ
Rn

|wk(x)− wk(y)|2

|x− y|n+2s
(
wk(x)− wk(y)

)
dy .

Step 4. We shall now prove that
lim
k→∞

R
(1)
k = 0 . (2.4.28)

First, notice that formula (2.2.12) shows that ue
k = εkw

e
k + (uk)0,1, which implies that

Θs(ue
k,x, r) = ε2

kΘs(we
k,x, r) for every x ∈ ∂0B+

1 and r ∈ (0, 1− |x|) .

As a consequence, our assumption on Θs(ue
k,x, r) tells us that r 7→ Θs(we

k,x, r) defined
on ∈ (0, 1− |x|) is nondecreasing for every x ∈ ∂0B+

1 .
Applying Corollary 2.2.22 (with R = 2σ), we deduce that

[ζwk]BMO(Rn) 6 C
(
Es(wk, 4σ) + ‖wk‖2L2(D4σ)

)1/2
6 C ,

for some constant C depending only on n, s, and ζ. Since wk → w strongly in L2(D1)
and ζ is supported in D5σ/4, we have ζwk → ζw strongly in L1(Rn) (in other words,
‖ϕk‖L1(Rn) → 0). By lower semicontinuity of the BMO-seminorm with respect to the
L1-convergence, we deduce that ζw ∈ BMO(Rn), and then, recalling ϕk = ζ(wk − w),

[ϕk]BMO(Rn) 6 C .

Next, we recall from Proposition 2.3.10 that uk being weakly s-harmonic in D1 yields

divs Ωij
k = 0 in H−s(D1) ,

for each i, j ∈ {1, . . . , d}. Applying Theorem 2.2.1 (with x0 = 0 and r = 5σ/4), we infer
that∣∣∣∣∣
ˆ
D1

(
Ωij
k � dswjk

)
ϕik dx

∣∣∣∣∣ 6 C‖Ωij
k ‖L2

od(D1)

√
Es(wjk, D1)

(
[ϕik]BMO(Rn) + ‖ϕik‖L1(Rn)

)
6 C‖Ωij

k ‖L2
od(D1) .

Since |uk| ≡ 1, we have the pointwise estimate |Ωij
k (x, y)| 6 |dsujk(x, y)|+|dsuik(x, y)| which

leads to ‖Ωij
k ‖2L2

od(D1) 6 CEs(uk, D1) = O(ε2
k) for each i, j ∈ {1, . . . , d}. Consequently,

R
(1)
k = O(εk) ,

and (2.4.28) is proved.
Step 5. We complete the proof of (2.4.23) showing now that

lim
k→∞

R
(2)
k = 0 . (2.4.29)

Using the fact that ϕk is supported in D5σ/4 ⊆ D1/20 ⊆ D1/16, we first write

R
(2)
k = ε2

k

ˆ
D1

T̃k · ϕk dx = γn,s
4 ε2

k

(
Ik + IIk

)
, (2.4.30)
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with

Ik :=
¨
D1/16×D1/16

|wk(x)− wk(y)|2

|x− y|n+2s
(
wk(x)− wk(y)

)
· ϕk(x) dxdy

= 1
2

¨
D1/16×D1/16

|wk(x)− wk(y)|2

|x− y|n+2s
(
wk(x)− wk(y)

)
·
(
ϕk(x)− ϕk(y)

)
dxdy ,

and

IIk :=
¨
D1/20×Dc1/16

|wk(x)− wk(y)|2

|x− y|n+2s
(
wk(x)− wk(y)

)
· ϕk(x) dxdy . (2.4.31)

We shall estimate separately the two terms Ik and IIk.
Concerning Ik, we apply Hölder inequality to reach

|Ik| 6
1
2

¨
D1/16×D1/16

|wk(x)− wk(y)|3|ϕk(x)− ϕk(y)|
|x− y|n+2s dxdy

6 C[wk]3W s/3,6(D1/16)[ϕk]Hs(D1/16) , (2.4.32)

where [·]3
W s/3,6(D1/16) denotes the W

s/3,6(D1/16)-seminorm (i.e., of the Sobolev-Slobodeckij
space, see (2.C.9)). Recalling our notation 4k := wk −w and the fact that 0 6 ζ 6 1, we
have

[ϕk]2Hs(D1/16) 6 C

(
[4k]2Hs(D1/16) +

¨
D1/16×D1/16

|ζ(x)− ζ(y)|2|4k(x)|2

|x− y|n+2s dxdy
)

6 C

(
[4k]2Hs(D1/16) +

¨
D1/16×D1/16

|4k(x)|2

|x− y|n+2s−2 dxdy
)

6 C
(
Es(4k, D1/16) + ‖4k‖2L2(D1/16)

)
6 C . (2.4.33)

To estimate [wk]W s/3,6(D1/16), we proceed as follows. First, we fix a further cutoff function
η ∈ D(D1/8) satisfying 0 6 η 6 1, η ≡ 1 in D1/16, and |∇η| 6 C. Then we apply
Corollary 2.C.11 (in Appendix 2.C) to ηwk to derive

[wk]2W s/3,6(D1/16) = [ηwk]2W s/3,6(D1/16) 6 C
(

sup
Dr(x̄)⊆Rn

1
rn−2s [ηwk]2Hs(Dr(x̄))

)
, (2.4.34)

and it remains to estimate the right-hand side of (2.4.34). To this purpose, we need to
distinguish different types of balls:

Case 1: x̄ ∈ D3/16 and 0 < r 6 1/16. Arguing as in (2.4.33), we obtain

[ηwk]2Hs(Dr(x̄)) 6 C

(
[wk]2Hs(Dr(x̄)) +

¨
Dr(x̄)×Dr(x̄)

|wk(x)|2

|x− y|n+2s−2 dxdy
)

6 C
(
[wk]2Hs(Dr(x̄)) + r2−2s‖wk‖2L2(Dr(x̄))

)
.

Applying Hölder inequality in the case n > 3, we obtain

[ηwk]2Hs(Dr(x̄)) 6


C
(
[wk]2Hs(Dr(x̄)) + rn−2s‖wk‖2Ln(Dr(x̄))

)
if n > 3

C
(
[wk]2Hs(Dr(x̄)) + r2−2s‖wk‖2L2(Dr(x̄))

)
if n 6 2 .

(2.4.35)
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Let us now recall that r 7→ Θs(we
k,x, r) is nondecreasing for every x ∈ B+

1 (see Step 4).
By the proof of Lemma 2.2.20, Step 1 (applied to we

k), we have

[wk]BMO(D7/16) 6 C
√

Es(we
k, B

+
1/2) 6 C

√
Es(wk, D1) 6 C , (2.4.36)

where we have used Lemma 2.2.8 in the last inequality. In case n > 3, we apply the John-
Nirenberg inequality in Lemma 2.2.21 and use the fact that Dr(x̄) ⊆ D7/16, to derive

‖wk‖Ln(Dr(x̄)) 6 ‖wk‖Ln(D7/16) 6
∥∥wk − (wk)0,7/16

∥∥
Ln(D7/16) + C‖wk‖L1(D7/16)

6 C
(
[wk]BMO(D7/16) + ‖wk‖L2(D7/16)

)
6 C . (2.4.37)

Back to (2.4.35) and in view of Lemma 2.2.7, we have thus proven that

[ηwk]2Hs(Dr(x̄)) 6 C
(
[wk]2Hs(Dr(x̄)) + rn−2s)

6 C
(
Es
(
we
k, B

+
2r(x̄)

)
+ rn−2s

)
6 Crn−2s(Θs(we

k, x̄, 2r) + 1
)
,

with x̄ := (x̄, 0). Then the monotonicity of r 7→ Θs(we
k, x̄, 2r) together with Lemma 2.2.8

yields

1
rn−2s [ηwk]2Hs(Dr(x̄)) 6 C

(
Θs(we

k, x̄, 1/8) + 1
)

6 C
(
Es(we

k, B
+
1/2) + 1

)
6 C

(
Es(wk, D1) + 1

)
6 C .

Case 2: x̄ 6∈ D3/16 and 0 < r 6 1/16. This case is trivial since ηwk ≡ 0 in Dr(x̄).
Case 3: x̄ ∈ Rn and r > 1/16. Since ηwk is supported in D1/8 and 0 6 η 6 1, we have

(recall that n− 2s > 0)

1
rn−2s [ηwk]2Hs(Dr(x̄)) 6 162s−n[ηwk]2Hs(Rn)

6 C
(
[ηwk]2Hs(D1/4) +

¨
D1/8×Dc1/4

|η(x)wk(x)|2

|x− y|n+2s dxdy
)

6 C
(
[ηwk]2Hs(D1/4) + ‖wk‖2L2(D1/8)

)
.

Arguing as in (2.4.33), we obtain

[ηwk]2Hs(D1/4) 6 C
(
Es(wk, D1/4) + ‖wk‖2L2(D1/4)

)
,

and thus
1

rn−2s [ηwk]2Hs(Dr(x̄)) 6 C
(
Es(wk, D1) + ‖wk‖2L2(D1)

)
6 C . (2.4.38)

Gathering Cases 1, 2, and 3 above, we have proved that the right-hand side of (2.4.34)
remains bounded independently of k. We can now conclude that [wk]W s/3,6(D1/16) 6 C

using (2.4.34). In view of (2.4.32) and (2.4.33), we have thus obtained that

|Ik| 6 C , (2.4.39)

and it only remains to estimate the term IIk (defined in (2.4.31)).
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First, we trivially have

|IIk| 6
¨
D1/20×Dc1/16

|wk(x)− wk(y)|3

|x− y|n+2s |4k(x)| dxdy

6 4
¨
D1/20×Dc1/16

|wk(x)|3

|x− y|n+2s |4k(x)|dxdy

+ 4
¨
D1/20×Dc1/16

|wk(y)|3

|x− y|n+2s |4k(x)|dxdy .

(2.4.40)

On the other hand,
¨
D1/20×Dc1/16

|wk(x)|3

|x− y|n+2s |4k(x)|dxdy 6 C

ˆ
D1/20

|wk(x)|3|4k(x)|dx

6 C‖wk‖3L6(D1/20)‖4k‖L2(D1) .

Recalling from (2.4.36) that {wk} is bounded in BMO(D7/16), we can argue as in (2.4.37)
to infer that {wk} is bounded in L6(D1/20). Hence,

¨
D1/20×Dc1/16

|wk(x)|3

|x− y|n+2s |4k(x)|dxdy 6 C‖4k‖L2(D1) . (2.4.41)

Since |uk| ≡ 1, we have |wk| 6 2/εk, and consequently

¨
D1/20×Dc1/16

|wk(y)|3

|x− y|n+2s |4k(x)|dxdy 6
2
εk

ˆ
D1/20

ˆ
Dc1/16

|wk(y)|2

|x− y|n+2s dy

 |4k(x)|dx

6
C

εk

ˆ
D1/20

(ˆ
Rn

|wk(y)|2

(|y|+ 1)n+2s dy
)
|4k(x)|dx

6
C

εk

(
Es(wk, D1) + ‖wk‖2L2(D1)

)
‖4k‖L2(D1) ,

(2.4.42)

where we have used Lemma 2.2.1 in the last inequality. Combining (2.4.40), (2.4.41), and
(2.4.42), we obtain the estimate

|IIk| 6 Cε−1
k ‖4k‖L2(D1) = o(ε−1

k ) . (2.4.43)

In view of (2.4.30), (2.4.39), and (2.4.43), we have thus proved that

R
(2)
k = o(εk) ,

and thus (2.4.29) holds, which completes the whole proof.

Proof of Theorem 2.4.1. Rescaling variables, we can assume that R = 2. We need to
distinguish the two cases n > 2s, and n = 1 with s ∈ (1/2, 1).
Case 1: n > 2s. We choose ε0 := 22s−nε∗ where ε∗ = ε∗(n, s) > 0 is the constant provided
by Proposition 2.4.4. We fix an arbitrary point x0 ∈ D1, and we observe that condition
(2.4.1) implies

Es
(
u,D1(x0)

)
6 Es(u,D2) = 2n−2sθs(u, 0, 2) 6 ε∗ .
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Setting e := Es(u,D2), Proposition 2.4.4 then leads to

1
τn−2sEs

(
u,Dτ (x0)

)
6

1
2Es

(
u,D1(x0)

)
6

1
2e , (2.4.44)

where τ = τ (n, s) ∈ (0, 1/4). Considering the rescaled map uτ (x) := u(τx + x0), one
realizes from (2.4.44) that uτ satisfies Es(uτ , D1) 6 1

2ε∗, and thus Proposition 2.4.4 applies.
Unscaling variables, it yields

1
(τn−2s)2Es(u,Dτ2(x0)

)
= 1
τn−2sEs(uτ , Dτ )

6
1
2Es(uτ , D1) = 1

2τn−2sEs
(
u,Dτ (x0)

)
6

1
4e .

Arguing by induction, we infer that

Es
(
u,Dτk(x0)

)
6
τ k(n−2s)

2k e for each k = 0, 1, 2, 3, . . . . (2.4.45)

Let us now fix an arbitrary r ∈ (0, 1), and consider the integer k such that τ k+1 < r 6 τ k.
From (2.4.45), we deduce that

1
rn−2sEs

(
u,Dr(x0)

)
6

1
rn−2sEs

(
u,Dτk(x0)

)
6
τ 2s−n

2k e 6 2τ 2s−ne r2β0 ,

with 2β0 := log(2)/ log(1/τ ). By the Poincaré inequality in Hs(Dr(x0)), it yields

1
rn

ˆ
Dr(x0)

∣∣u− (u)x0,r

∣∣2 dx 6
C

rn−2s [u]2Hs(Dr(x0)) 6
C

rn−2sEs
(
u,Dr(x0)

)
6 Ce r2β0 .

In view of the arbitrariness of r and x0, we can apply Campanato’s criterion (see e.g. [73,
Theorem I.6.1]), and it yields u ∈ C0,β0(D1) with

|u(x)− u(y)| 6 C
√

e |x− y|β0 ∀x, y ∈ D1 ,

which completes the proof.
Case 2: n = 1 and s ∈ (1/2, 1). In this case, we simply choose ε0 := 1, and we invoke
Proposition 2.4.3 whose proof is given below.

Proof of Proposition 2.4.3. Rescaling variables, we can assume that R = 1. Without loss
of generality, we can also assume that u has a vanishing average over D1. We consider a
given cutoff function ζ ∈ D(D3/4) such that 0 6 ζ 6 1 and ζ = 1 in D1/2. Arguing as
(2.4.38), we obtain that ζu ∈ Hs(R;Rd) with

[ζu]2Hs(R) 6 C
(
Es(u,D1) + ‖u‖2L2(D1)

)
. (2.4.46)

On the other hand, by the continuous embedding Hs(Rn) ↪→ C0,s−1/2(Rn) (see e.g. [57,
Theorem 1.4.4.1]), we have

[ζu]2C0,s−1/2(R) 6 C
(
[ζu]2Hs(R) + ‖ζu‖2L2(R)

)
6 C

(
[ζu]2Hs(R) + ‖u‖2L2(D1)

)
. (2.4.47)

Combining (2.4.47) with (2.4.46) and applying Poincaré inequality in Hs(D1), we derive
that

[u]2C0,s−1/2(D1/2) 6 [ζu]2C0,s−1/2(R) 6 C
(
Es(u,D1) + ‖u‖2L2(D1)

)
6 CEs(u,D1) ,

which completes the proof of (2.4.4).
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2.5 Small energy Lipschitz regularity

In this section, our goal is to improve the conclusion of Theorem 2.4.1 to Lipschitz
continuity, as stated in the following theorem. Higher order regularity will be the object
of the next section.

Theorem 2.5.1. Let ε1 = ε1(n, s) > 0 be the constant given by Corollary 2.4.1. There ex-
ists a constant κ2 = κ2(n, s) ∈ (0, 1) such that the following holds. Let u ∈ Ĥs(D2R; Sd−1)
be a weakly s-harmonic map in D2R such that the function r ∈ (0, 2R−|x|) 7→ Θs(ue,x, r)
is nondecreasing for every x ∈ ∂0B+

2R. If

Θs(ue, 0, R) 6 ε1 , (2.5.1)

then u ∈ C0,1(Dκ2R) and

R2‖∇u‖2L∞(Dκ2R) 6 CΘs(ue, 0, R) ,

for a constant C = C(n, s).

The proof of Theorem 2.5.1 consists in considering the system satisfied by the Sd−1-
valued map ue/|ue|. By Corollary 2.4.1, ue is Hölder continuous, and therefore |ue| >
1/2 in a smaller half-ball B+

r . In particular, v := ue/|ue| is well defined and Hölder
continuous in B+

r . We shall see that it satisfies in the weak sense the degenerate system
with homogeneous Neumann boundary condition

−div
(
zaρ2∇v

)
= zaρ2|∇v|2v in B+

r ,

zaρ2 ∂v

∂ν
= 0 on ∂0B+

r ,
(2.5.2)

with Hölder continuous weight ρ2 := |ue|2. Up to the extra weight term ρ2, this system
fits into the class of degenerate harmonic map systems with free boundary considered in
[93]. Adjusting the arguments in [93] to take care of the extra weight ρ2, we shall prove
that v is Lipschitz continuous in an even smaller half-ball. Since ue = v on ∂0B+

r , the
conclusion will follow straight away.

2.5.1 Proof of Theorem 2.5.1

The aforementioned Lipschitz estimate on the map ue/|ue| is the object of the following
proposition.

Proposition 2.5.1. Let u ∈ Ĥs(D2R; Sd−1) be a weakly s-harmonic map in D2R. Assume
that ue ∈ C0,β(B+

R) for some exponent β ∈ (0, 1), and that |ue| > 1/2 in B+
R . Setting

η := Rβ[ue]C0,β(B+
R), the map ue/|ue| is Lipschitz continuous in B+

R/3, and

R2‖∇
(
ue/|ue|

)
‖2
L∞(B+

R/3) 6 Cη,βΘs(ue, 0, R) ,

for a constant Cη,β = Cη,β(η, β, n, s).

Before proving this proposition, we need to show that ue/|ue| satisfies system (2.5.2)
in the weak sense.
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Lemma 2.5.2. Let u ∈ Ĥs(D2R; Sd−1) be a weakly s-harmonic map in D2R. Assume
that ρ := |ue| satisfies ρ > 1/2 a.e. in B+

R . Then the map v := ue/ρ belongs to
H1(B+

R ;Rd, |z|adx) and it satisfies
ˆ
B+
R

zaρ2∇v · ∇φ dx =
ˆ
B+
R

zaρ2|∇v|2v · φ dx

for every φ ∈ H1(B+
R ;Rd, |z|adx) ∩ L∞(B+

R) such that φ = 0 on ∂+BR.

Proof. First recall from (2.2.14) and Lemma 2.2.8 that ue belongs to H1(B+
R ;Rd, |z|adx)∩

L∞(Rn+1
+ ), and consequently, ρ ∈ H1(B+

R , |z|adx) ∩ L∞(Rn+1
+ ). By assumption ρ > 1/2,

so that 1/ρ ∈ H1(B+
R , |z|adx) ∩ L∞(Rn+1

+ ). The space H1(B+
R , |z|adx) ∩ L∞(Rn+1

+ ) being
an algebra, it follows that v ∈ H1(B+

R ;Rd, |z|adx), and by definition |v| = 1 a.e. in B+
R .

Let us now fix Φ ∈ H1(B+
R ;Rd, |z|adx) ∩ L∞(B+

R) such that Φ = 0 on ∂+BR. Again,
H1(B+

R ;Rd, |z|adx)∩L∞(B+
R) being an algebra, ψ := Φ− (Φ · v)v ∈ H1(B+

R ;Rd, |z|adx)∩
L∞(B+

R). It also satisfies ψ = 0 on ∂+BR, and by construction, we have v · ψ = 0 a.e. in
B+
R . Now we consider ξ := ρψ ∈ H1(B+

R ;Rd, |z|adx) ∩ L∞(Rn), which still satisfies ξ = 0
on ∂+BR, and ue · ξ = 0 in B+

R . In particular, u · ξ = 0 on ∂0B+
R .

By Proposition 2.3.13, the map ue is a weighted weakly harmonic map with free bound-
ary in the half-ball B+

R , i.e., it satisfies (2.3.12). Hence,
ˆ
B+
R

za∇ue · ∇ξ dx = 0 . (2.5.3)

On the other hand, ∂iue = ∂iρv + ρ∂iv and ∂iξ = ∂iρψ + ρ∂iψ in B+
R for i = 1, . . . , n+ 1.

Then we notice that v · ψ = 0 implies v · ∂iψ = −∂iv · ψ in B+
R for i = 1, . . . , n + 1. In

the same way, the fact that |v|2 = 1 leads to v · ∂iv = 0 in B+
R for i = 1, . . . , n + 1. As a

consequence,

∂iu
e · ∂iξ =

(
∂iρv + ρ∂iv

)
·
(
∂iρψ + ρ∂iψ

)
= ρ2∂iv · ∂iψ a.e. in B+

R ,

for i = 1, . . . , n+ 1. Inserting this identity in (2.5.3) yields
ˆ
B+
R

zaρ2∇v · ∇ψ dx = 0 . (2.5.4)

To conclude, we notice that

∂iv ·∂iψ = ∂iv ·
(
∂iΦ− (v ·Φ)∂iv− (∂iv ·Φ + v ·∂iΦ)v

)
= ∂iv ·∂iΦ−|∂iv|2v ·Φ a.e. in B+

R ,

for i = 1, . . . , n+1. Using this last identity in (2.5.4) leads to the announced conclusion.

As usual, to deal with homogeneous Neumann condition, we extend the equation to
the whole ball by symmetry. In this way, proving estimates up to the boundary reduces
to prove interior estimates.

Corollary 2.5.3. Let u ∈ Ĥs(D2R; Sd−1) be a weakly s-harmonic map in D2R. Assume
that |ue| > 1/2 a.e. in B+

R . Then the function ρ and the map v defined by

ρ(x) :=
{
|ue(x, z)| if x = (x, z) ∈ B+

R

|ue(x,−z)| if x = (x, z) ∈ B−R
(2.5.5)
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and

v(x) :=
{
ue(x, z)/ρ(x) if x = (x, z) ∈ B+

R

ue(x,−z)/ρ(x) if x = (x, z) ∈ B−R
(2.5.6)

belong to H1(BR, |z|adx) ∩ L∞(BR) and H1(BR;Rd, |z|adx) ∩ L∞(BR) respectively, and
ˆ
BR

|z|aρ2∇v · ∇Φ dx =
ˆ
BR

|z|aρ2|∇v|2v · Φ dx (2.5.7)

holds for every Φ ∈ H1(BR;Rd, |z|adx) ∩ L∞(BR) such that Φ = 0 on ∂BR.

Proof. The fact that ρ and v belong to H1(BR, |z|adx)∩L∞(BR) and H1(BR;Rd, |z|adx)∩
L∞(BR) respectively follows from Lemma 2.5.2 together with the symmetry with respect
to the hyperplane {z = 0}.

We now consider an arbitrary Φ ∈ H1(BR;Rd, |z|adx) ∩ L∞(BR) satisfying Φ = 0 on
∂BR. We split Φ into its symmetric and anti-symmetric parts defined by

Φs(x, z) := Φ(x, z) + Φ(x,−z)
2 and Φa(x, z) := Φ(x, z)− Φ(x,−z)

2 .

Clearly, Φs,Φa ∈ H1(BR;Rd, |z|adx) ∩ L∞(BR) and Φs = Φa = 0 on ∂BR. By con-
struction, we have Φs(x,−z) = Φs(x, z) and Φa(x,−z) = −Φa(x, z), so that ∂zΦs(x, z) =
−∂zΦs(x,−z) and ∂zΦa(x, z) = ∂zΦa(x,−z). The map v being symmetric with respect to
{z = 0}, it also satisfies ∂zv(x, z) = −∂zv(x,−z). Therefore,

(∇v · ∇Φs)(x, z) = (∇v · ∇Φs)(x,−z) and (∇v · ∇Φa)(x, z) = −(∇v · ∇Φa)(x,−z) .

As a first consequence, ˆ
BR

|z|aρ2∇v · ∇Φa dx = 0 . (2.5.8)

Since (v · Φa)(x,−z) = −(v · Φa)(x, z), we also have
ˆ
BR

|z|aρ2|∇v|2v · Φa dx = 0 . (2.5.9)

Then we infer from Lemma 2.5.2 that
ˆ
BR

|z|aρ2∇v · ∇Φs dx = 2
ˆ
B+
R

zaρ2∇v · ∇Φs dx

= 2
ˆ
B+
R

zaρ2|∇v|2v · Φs dx =
ˆ
BR

|z|aρ2|∇v|2v · Φs dx . (2.5.10)

Gathering (2.5.8), (2.5.9), and (2.5.10) leads to (2.5.7), and the proof is complete.

Proof of Proposition 2.5.1. Rescaling variables, we can assume without loss of generality
that R = 1. Throughout the proof, we shall write for a measurable set A ⊆ Rn+1,

|A|a :=
ˆ
A
|z|a dx ,

and we notice that for y ∈ Rn × {0},

|Br(y)|a = |Br|a = |B1|arn+2−2s . (2.5.11)
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We start by applying Corollary 2.5.3 to consider the (symmetrized) modulus function ρ
and the (symmetrized) phase map v defined by (2.5.5) and (2.5.6), respectively. Since ue

belongs to C0,β(B+
R) and |ue| > 1/2 in B+

R , it follows that v ∈ C0,β(BR), and ρ ∈ C0,β(BR)
with ρ > 1/2 in BR. By Corollary 2.5.3, v satisfies (2.5.7), and from this equation we shall
obtain that v ∈ C0,1(BR/3). We proceed in several steps.
Step 1. Let us fix y ∈ D1/2 × {0} and r ∈ (0, 1/2]. We consider the unique weak solution
w ∈ H1(Br(y);Rd, |z|adx) of{

div(|z|a∇w) = 0 in Br(y) ,
w = v on ∂Br(y) ,

(2.5.12)

see Appendix 2.A. The map v being continuous in Br(y), it follows from Lemma 2.A.3 that
w ∈ C0(Br(y)). Moreover, since v is symmetric with respect to the hyperplane {z = 0},
Lemma 2.A.2 tells us that w is also symmetric with respect to {z = 0}.

Now we estimate through Minkowski inequality,(
1

|Br/2|a

ˆ
Br/2(y)

|z|aρ2|∇v|2 dx
)1/2

6

(
1

|Br/2|a

ˆ
Br/2(y)

|z|aρ2|∇w|2 dx
)1/2

+ C

(
1
|Br|a

ˆ
Br(y)

|z|aρ2|∇(v − w)|2 dx
)1/2

, (2.5.13)

and our first aim is to estimate the two terms in the right-hand side of this inequality.
From the definition of η and the fact that 0 6 ρ 6 1, we have

|ρ2(x)− ρ2(y)| 6 2η|x− y|β 6 Cηrβ ∀x ∈ Br(y) . (2.5.14)

Consequently,ˆ
Br/2(y)

|z|aρ2|∇w|2 dx 6 ρ2(y)
ˆ
Br/2(y)

|z|a|∇w|2 dx +
ˆ
Br/2(y)

|z|a|ρ2 − ρ2(y)||∇w|2 dx

6 (1 + Cηrβ)
ˆ
Br/2(y)

|z|a|∇w|2 dx . (2.5.15)

Since w is symmetric with respect to {z = 0}, we infer from Lemma 2.A.4 and (2.5.11)
that the function

t ∈ (0, r] 7→ 1
|Bt|a

ˆ
Bt(y)

|z|a|∇w|2 dx

is nondecreasing. Hence,

1
|Br/2|a

ˆ
Br/2(y)

|z|aρ2|∇w|2 dx 6
(1 + Cηrβ)
|Br|a

ˆ
Br(y)

|z|a|∇w|2 dx

6
(1 + Cηrβ)
|Br|a

ˆ
Br(y)

|z|a|∇v|2 dx ,

where we have used the minimality of w stated in Lemma 2.A.1 in the last inequality.
Using ρ(y) = 1 and ρ > 1/2, we now estimate as above,ˆ

Br(y)
|z|a|∇v|2 dx 6

ˆ
Br(y)

|z|aρ2|∇v|2 dx +
ˆ
Br(y)

|z|a|ρ2 − ρ2(y)||∇v|2 dx

6 (1 + Cηrβ)
ˆ
Br(y)

|z|aρ2|∇v|2 dx ,
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to reach

1
|Br/2|a

ˆ
Br/2(y)

|z|aρ2|∇w|2 dx 6
(1 + Cηrβ)2

|Br|a

ˆ
Br(y)

|z|aρ2|∇v|2 dx . (2.5.16)

Next, we recall that v − w ∈ H1(Br(y);Rd, |z|adx) satisfies v − w = 0 on ∂Br(y).
Hence, we can apply Corollary 2.5.3 to deduce that

ˆ
Br(y)

|z|aρ2|∇(v − w)|2 dx

=
ˆ
Br(y)

|z|aρ2∇v · ∇(v − w) dx−
ˆ
Br(y)

|z|aρ2∇w · ∇(v − w) dx

=
ˆ
Br(y)

|z|aρ2|∇v|2v · (v − w) dx−
ˆ
Br(y)

|z|aρ2∇w · ∇(v − w) dx .

(2.5.17)
On the other hand, the equation (2.5.12) satisfied by w yields
ˆ
Br(y)

|z|aρ2∇w · ∇(v − w)|dx = ρ2(y)
ˆ
Br(y)

|z|a∇w · ∇(v − w) dx

+
ˆ
Br(y)

|z|a
(
ρ2 − ρ2(y)

)
∇w · ∇(v − w) dx

=
ˆ
Br(y)

|z|a
(
ρ2 − ρ2(y)

)
∇w · ∇(v − w) dx . (2.5.18)

By (2.5.14) and the minimality of w, we have∣∣∣∣∣
ˆ
Br(y)

|z|a
(
ρ2 − ρ2(y)

)
∇w · ∇(v − w) dx

∣∣∣∣∣ 6 Cηrβ
ˆ
Br(y)

|z|a|∇w||∇(v − w)|dx

6 Cηrβ
ˆ
Br(y)

|z|a
(
|∇w|2 + |∇v|2

)
dx

6 Cηrβ
ˆ
Br(y)

|z|a|∇v|2 dx

6 Cηrβ
ˆ
Br(y)

|z|aρ2|∇v|2 dx , (2.5.19)

where we have used that ρ > 1/2 in the last inequality. Combining (2.5.17), (2.5.18),
(2.5.19), and using that |v| = 1, we infer that
ˆ
Br(y)

|z|aρ2|∇(v − w)|2 dx 6
(
‖v − w‖L∞(Br(y)) + Cηrβ

) ˆ
Br(y)

|z|aρ2|∇v|2 dx . (2.5.20)

Let us now bound ‖v − w‖L∞(Br(y)). First, notice that for x ∈ Br(y),

|v(x)− w(x)| 6 |v(x)− v(y)|+ |w(x)− v(y)| 6 Cηrβ + |w(x)− v(y)| . (2.5.21)

Next we observe that for each i = 1, . . . , d, the scalar function x 7→ wi(x) − vi(y) in
H1(Br(y), |z|adx) satisfies in the weak sense{

div
(
|z|a∇(wi − vi(y))

)
= 0 in Br(y) ,

wi − vi(y) = vi − vi(y) on ∂Br(y) .
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It then follows from Lemma 2.A.3 that for each i = 1, . . . , d,

‖wi − vi(y)‖L∞(Br(y)) 6 ‖vi − vi(y)‖L∞(∂Br(y)) 6 ‖v − v(y)‖L∞(∂Br(y)) 6 Cηrβ .

Back to (2.5.21), we have thus obtained

‖w − v‖L∞(Br(y)) 6 Cηrβ .

Using this estimate in (2.5.20), we derive thatˆ
Br(y)

|z|aρ2|∇(v − w)|2 dx 6 Cηrβ
ˆ
Br(y)

|z|aρ2|∇v|2 dx . (2.5.22)

Now, inserting estimates (2.5.16) and (2.5.22) in (2.5.13), and then squaring both sides
of the resulting inequality, we are led to

1
|Br/2|a

ˆ
Br/2(y)

|z|aρ2|∇v|2 dx 6
(1 + Cηr

β/2)
|Br|a

ˆ
Br(y)

|z|aρ2|∇v|2 dx ,

for a constant Cη = Cη(η, n, s). Iterating this inequality along dyadic radii rk := 2−k with
k > 1, we deduce that

1
|Brk+1 |a

ˆ
Brk+1 (y)

|z|aρ2|∇v|2 dx 6
( k∏
j=1

(1 + Cη2−jβ/2)
) 1
|B1/2|a

ˆ
B1/2(y)

|z|aρ2|∇v|2 dx

6 Cη,β

ˆ
B1

|z|aρ2|∇v|2 dx , (2.5.23)

for a constant Cη,β = Cη,β(η, β, n, s). Next, for an arbitrary radius r ∈ (0, 1/2], we consider
the integer k > 1 satisfying rk+1 < r 6 rk, and estimate

1
|Br|a

ˆ
Br(y)

|z|aρ2|∇v|2 dx 6
2n+2−2s

|Brk |a

ˆ
Brk (y)

|z|aρ2|∇v|2 dx ,

to conclude from (2.5.23) and the symmetry of v and ρ with respect to {z = 0} that
1
|Br|a

ˆ
Br(y)

|z|aρ2|∇v|2 dx 6 Cη,β

ˆ
B+

1

|z|aρ2|∇v|2 dx ∀r ∈ (0, 1/2] .

Noticing that |∇ue|2 = |∇ρ|2 + ρ2|∇v|2, and in view of the arbitrariness of y, we have
thus proved that

1
|Br|a

ˆ
Br(y)

|z|aρ2|∇v|2 dx 6 Cη,β

ˆ
B+

1

|z|a|∇ue|2 dx ∀y ∈ D1/2 × {0} , ∀r ∈ (0, 1/2] .

(2.5.24)
Step 2. Our main goal in this step is to obtain an estimate similar to (2.5.24) for balls
which are not centered at points of {z = 0}. By symmetry of v and ρ with respect to
{z = 0}, it is enough to consider balls centered at points of Rn+1

+ .
Let us fix an arbitrary point y = (y, t) ∈ B+

1/3, and notice that Bt/2(y) ⊆ B+
1 . We also

consider an arbitrary radius r ∈ (0, t/2] (so that Br(y) ⊆ B+
1 ). As in Step 1, we introduce

the (weak) solution w ∈ H1(Br(y);Rd, |z|adx) of (2.5.12). Exactly as in (2.5.13), we have((2
r

)n+1 ˆ
Br/2(y)

|z|aρ2|∇v|2 dx
)1/2

6

((2
r

)n+1 ˆ
Br/2(y)

|z|aρ2|∇w|2 dx
)1/2

+ C

(
1

rn+1

ˆ
Br(y)

|z|aρ2|∇(v − w)|2 dx
)1/2

. (2.5.25)
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Arguing precisely as in Step 1, we derive that (2.5.22) still holds. Then, we estimate as in
(2.5.15), ˆ

Br/2(y)
|z|aρ2|∇w|2 dx 6 (ρ2(y) + Cηrβ)

ˆ
Br/2(y)

|z|a|∇w|2 dx . (2.5.26)

Applying Lemma 2.A.5 with θ = t/r and then the minimality of w, we obtain(2
r

)n+1 ˆ
Br/2(y)

|z|a|∇w|2 dx 6
(
1 + Cr

t

) 1
rn+1

ˆ
Br(y)

|z|a|∇w|2 dx

6
(
1 + Cr

t

) 1
rn+1

ˆ
Br(y)

|z|a|∇v|2 dx . (2.5.27)

Combining (2.5.26) with (2.5.27), and using again the Hölder continuity of ρ2 (as in
(2.5.14)) together with 1/2 6 ρ 6 1, we deduce that(2

r

)n+1 ˆ
Br/2(y)

|z|aρ2|∇w|2 dx 6
(
1 + C(ηrβ + r/t)

) 1
rn+1

ˆ
Br(y)

|z|aρ2|∇v|2 dx .

(2.5.28)

Inserting (2.5.22) and (2.5.28) in (2.5.25), we infer that

1
|Br/2(y)|

ˆ
Br/2(y)

|z|aρ2|∇v|2 dx 6
1 + Cη(rβ/2 + r/t)

|Br(y)|

ˆ
Br(y)

|z|aρ2|∇v|2 dx ,

for a constant Cη = Cη(η, n, s). Arguing as Step 1 (using the dyadic radii rk := 2−kt), the
arbitrariness of r ∈ (0, t/2] in this latter estimate implies that

1
|Br(y)|

ˆ
Br(y)

|z|aρ2|∇v|2 dx 6
Cη,β
|Bt/2(y)|

ˆ
Bt/2(y)

|z|aρ2|∇v|2 dx ∀r ∈ (0, t/2] , (2.5.29)

for a constant Cη,β = Cη,β(η, β, n, s). Then, we notice that for every radius r ∈ (0, t/2],

|Br(y)|a 6
{
ta(1 + r/t)a|Br(y)| if s 6 1/2 ,
ta(1− r/t)a|Br(y)| if s > 1/2 ,

and

|Br(y)|a >
{
ta(1− r/t)a|Br(y)| if s 6 1/2 ,
ta(1 + r/t)a|Br(y)| if s > 1/2 .

Consequently, dividing (2.5.29) by ta, we obtain
1

|Br(y)|a

ˆ
Br(y)

|z|aρ2|∇v|2 dx 6
Cη,β

|Bt/2(y)|a

ˆ
Bt/2(y)

|z|aρ2|∇v|2 dx ∀r ∈ (0, t/2] .

(2.5.30)
Setting ỹ := (y, 0) ∈ D1/3×{0}, we now observe that Bt/2(y) ⊆ B+

3t/2(ỹ) and 3t/2 6 1/2.
Using the symmetry of v and ρ with respect to {z = 0} and (2.5.24), we deduce that

1
|Bt/2(y)|a

ˆ
Bt/2(y)

|z|aρ2|∇v|2 dx 6
C

|B+
3t/2(ỹ)|a

ˆ
B+

3t/2(ỹ)
|z|aρ2|∇v|2 dx

6
C

|B3t/2(ỹ)|a

ˆ
B3t/2(ỹ)

|z|aρ2|∇v|2 dx

6 Cη,β

ˆ
B+

1

|z|a|∇ue|2 dx . (2.5.31)
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Combining (2.5.30) and (2.5.31), and in view of the arbitrariness of y, we infer that

1
|Br(y)|a

ˆ
Br(y)

|z|aρ2|∇v|2 dx 6 Cη,β

ˆ
B+

1

|z|a|∇ue|2 dx,

for every y = (y, t) ∈ B+
1/3 and every r ∈ (0, t/2]. Still by symmetry of v and ρ, this

estimate actually holds for every y = (y, t) ∈ B1/3 \ {z = 0} and r ∈ (0, |t|/2). By
Lebesgue’s differentiation theorem, we have thus proved that

ρ2|∇v|2 6 Cη,β

ˆ
B+

1

|z|a|∇ue|2 dx a.e. in B1/3 ,

and the conclusion follows from the fact that ρ > 1/2.

Proof of Theorem 2.5.1. Once again, rescaling variables, we can assume that R = 1.
Under condition (2.5.1), Corollary 2.4.1 says that ue ∈ C0,β1(B+

κ1) and [ue]C0,β1 (B+
κ1 ) is

bounded by a constant depending only on n and s. Since |ue| = |u| = 1 on ∂0B+
κ1 , we can

thus find a constant κ2 = κ2(n, s) ∈ (0, 1) such that 6κ2 6 κ1 and |ue| > 1/2 in B+
3κ2 .

Since β1 = β1(n, s), and (3κ2)β1 [ue]C0,β1 (B+
3κ2

) is bounded by a constant depending only

on n and s, Proposition 2.5.1 implies that v := ue/|ue| is Lipschitz continuous in B+
κ2 with

|v(x)− v(y)| 6 CΘs(ue, 0,κ2)|x− y| 6 CΘs(ue, 0, 1)|x− y| ∀x,y ∈ B+
κ2 ,

for a constant C = C(n, s). Since v(x) = u(x) for every x = (x, 0) ∈ ∂0B+
κ2 , the conclusion

follows.

2.6 Higher order regularity

We have now reached the final stage of our small energy regularity result where it only
remains to prove that a Lipschitz continuous s-harmonic map is of class C∞. To reach
this result, we shall apply (local) Schauder type estimates for (−∆)s. We only refer to
[94] for those estimates as it is best suited to our presentation (see also [106]).

Theorem 2.6.1. Let u ∈ Ĥs(D1;Sd−1) be a weakly s-harmonic map in D1. If u is
Lipschitz continuous in D1, then u ∈ C∞(D1/2).

Proof. The proof of Theorem 2.6.1 follows from a bootstrap procedure. The initiation
of the induction consists in passing from Lipschitz regularity to C1,α-regularity, and it
is the object of Proposition 2.6.1 in the following subsection. Then we shall prove in
Proposition 2.6.5 that Ck,α-regularity upgrades to Ck+1,α-regularity for every integer k >
1. In applying this bootstrap argument, we first fix an arbitrary point x0 ∈ D1/2 and
an integer k > 1. We translate variables by x0 and rescale suitably in order to apply
Proposition 2.6.1 and Proposition 2.6.5, and then conclude that u is Ck,α in a neighborhood
of x0.

2.6.1 Hölder continuity of first order derivatives

Proposition 2.6.1. Let u ∈ Ĥs(D3; Sd−1) be a weakly s-harmonic map in D3. If u is
Lipschitz continuous in D3, then u ∈ C1,α(Dr∗) for every α ∈ (0, 1) and some r∗ =
r∗(n, s) ∈ (0, 1/2).
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One of the main ingredients to obtain an improved regularity is the following elemen-
tary lemma.
Lemma 2.6.2. Let f : D3 → Rd be a Lipschitz continuous function, g : D3 → Rd an
Hölder continuous function, and ζ : D1 → [0, 1] a measurable function. Assume that one
of the following items holds:
(i) s ∈ (0, 1/2) and g ∈ C0,α(D3) for some α ∈ (2s, 1];

(ii) s ∈ (0, 1/2) and g ∈ C0,α(D3) for every α ∈ (0, 2s);

(iii) s ∈ [1/2, 1) and g ∈ C0,α(D3) for every α ∈ (0, 1).
Then the function

G : x ∈ D1 7→
ˆ
D1

(
f(x+ y)− f(x)

)
·
(
g(x+ y)− g(x)

)
|y|n+2s ζ(y) dy (2.6.1)

belongs to
1. C0,α(D1) in case (i);

2. C0,α′(D1) for every α′ ∈ (0, 2s) in case (ii);

3. C0,α′(D1) for every α′ ∈ (0, 2− 2s) in case (iii).
Proof. Step 1. We first claim that G is well defined in all cases. To simplify the notation,
we write

Γ(x, y) :=
(
f(x+ y)− f(x)

)
·
(
g(x+ y)− g(x)

)
. (2.6.2)

Observe that in all cases, we have 1 + α > 2s (it holds for every α ∈ (0, 2s) in case (ii),
and we can choose such α ∈ (0, 1) in case (iii)). Since |Γ(x, y)| 6 Cf,g,α|y|1+α, we haveˆ

D1

|Γ(x, y)|
|y|n+2s dy 6 Cf,g,α

ˆ
D1

dy
|y|n+2s−(1+α) 6 Cf,g,α ∀x ∈ D1 ,

for a constant Cf,g,α depending only on f , g, α, n, and s.
Step 2, case (i). Fix arbitrary points x, h ∈ D1. Since∣∣Γ(x+ h, y)− Γ(x, y)

∣∣ 6 Cf,g,α|h|α|y|α ∀y ∈ D1 , (2.6.3)

we have
|G(x+ h)−G(x)| 6 Cf,g,α|h|α

ˆ
D1

1
|y|n+2s−α dy 6 Cf,g,α|h|α ,

for a constant Cf,g,α depending only on f , g, α, n, and s.
Step 3, case (ii). Let us fix an arbitrary ε ∈ (0, s). We set α := 2s − ε and β := 1 − 2ε.
Since ∣∣Γ(x+ h, y)− Γ(x, y)

∣∣ 6 ∣∣Γ(x+ h, y)
∣∣+ ∣∣Γ(x, y)

∣∣ 6 Cf,g,ε|y|1+α ,

we can use (2.6.3) to obtain∣∣Γ(x+ h, y)− Γ(x, y)
∣∣ 6 Cf,g,ε|y|(1+α)(1−β)|h|αβ|y|αβ = Cf,g,ε|y|2s+ε|h|αβ ∀y ∈ D1 .

(2.6.4)
Hence,

|G(x+ h)−G(x)| 6 Cf,g,ε|h|αβ
ˆ
D1

1
|y|n−ε

dy 6 Cf,g,ε|h|αβ , (2.6.5)

for a constant Cf,g,ε > 0 depending only on f , g, ε, n, and s.
Step 4, case (iii). Now we fix an arbitrary ε ∈ (0, 1 − s), and we set α := 1 − ε and
β := 2− 2s− 2ε. Then (2.6.4) still holds, and consequently also (2.6.5).
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Proof of Proposition 2.6.1. Step 1. We start by fixing a radial cutoff function ζ ∈ D(Rn)
such that 0 6 ζ 6 1, ζ = 1 in D1/2, and ζ = 0 in Rn \D3/4. With ζ in hands, we rewrite
for x ∈ D1,
ˆ
Rn

|u(x)− u(y)|2

|x− y|n+2s dy =
ˆ
Rn

|u(x+ y)− u(x)|2

|y|n+2s dy

=
ˆ
D1

|u(x+ y)− u(x)|2

|y|n+2s ζ(y) dy +
ˆ
Dc1/2

|u(x+ y)− u(x)|2

|y|n+2s (1− ζ(y)) dy ,
(2.6.6)

and we set
Gu(x) :=

ˆ
D1

|u(x+ y)− u(x)|2

|y|n+2s ζ(y) dy . (2.6.7)

By Lemma 2.6.2 (applied to f = g = u), the function Gu is Lipschitz continuous in D1 for
s ∈ (0, 1/2), and it belongs to C0,α(D1) for every α ∈ (0, 2− 2s) for s ∈ [1/2, 1).

Concerning the second term in the right-hand side of (2.6.6), we use the identity
|u|2 = 1 to rewrite it as

ˆ
Dc1/2

|u(x+ y)− u(x)|2

|y|n+2s (1− ζ(y)) dy =
ˆ
Rn

2(1− ζ(y))
|y|n+2s dy

−
(ˆ

Rn

2(1− ζ(y))
|y|n+2s u(x+ y) dy

)
· u(x) . (2.6.8)

In view of (2.6.8), it is convenient to introduce the constant Lζ > 0 and the function
Z ∈ C∞(Rn) given by

Lζ :=
ˆ
Rn

2(1− ζ(y))
|y|n+2s dy and Z(x) := 2

Lζ

(1− ζ(x))
|x|n+2s .

In this way, the right-hand side of (2.6.8) can be written as

Hu(x) := Lζ
(
1− Z ∗ u(x) · u(x)

)
for x ∈ D1 . (2.6.9)

Notice that Z ∗ u ∈ C∞(Rn), so that Hu is Lipschitz continuous in D1.
Summarizing our manipulations in (2.6.6) and (2.6.8), we have obtained

ˆ
Rn

|u(x)− u(y)|2

|x− y|n+2s dy = Gu(x) +Hu(x) ∀x ∈ D1 .

Now we introduce the map Fu : D1 → Rd given by

Fu(x) := γn,s
2
(
Gu(x) +Hu(x)

)
u(x) . (2.6.10)

Then Fu ∈ C0,1(D1) for s ∈ (0, 1/2), and Fu ∈ C0,α(D1) for every α ∈ (0, 2 − 2s) for
s ∈ [1/2, 1).
Step 2. We consider the map u0 : Rn → Rd given by u0 := ζu. Then u0 ∈ C0,1(Rn)
and u0 = 0 in Rn \ D1. In particular, u0 ∈ Hs

00(D1;Rd). A lengthy but straightforward
computation shows that

(−∆)su0 = ζ(−∆)su+
(
(−∆)sζ

)
u− γn,s

ˆ
Rn

(ζ(x)− ζ(y))(u(x)− u(y))
|x− y|n+2s dy
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in H−s(D1;Rd), i.e., in the sense of (2.2.3). Since u is a weakly s-harmonic map in D3, it
satisfies equation (2.3.2). In view of Step 1, we thus have

(−∆)su0 = ζFu +
(
(−∆)sζ

)
u− γn,s

ˆ
Rn

(ζ(x)− ζ(y))(u(x)− u(y))
|x− y|n+2s dy in H−s(D1;Rd) .

(2.6.11)
The function (−∆)sζ being smooth over Rn, we infer from Step 1 that ζFu +

(
(−∆)sζ

)
u

belongs to C0,1(D1) for s ∈ (0, 1/2), and to C0,α(D1) for every α ∈ (0, 2 − 2s) for s ∈
[1/2, 1). We now determine the regularity of the last term in the right-hand side of (2.6.11)
arguing as in Step 1. We write it as

ˆ
Rn

(ζ(x)− ζ(y))(u(x)− u(y))
|x− y|n+2s dy =: I(x) + II(x) ,

with
I(x) :=

ˆ
D1

(ζ(x+ y)− ζ(x))(u(x+ y)− u(x))
|y|n+2s ζ(y) dy ,

and

II(x) :=
ˆ
Rn

(ζ(x+ y)− ζ(x))(u(x+ y)− u(x))
|y|n+2s (1− ζ(y)) dy

=
ˆ
Rn

(ζ(x)− ζ(y))(u(x)− u(y))
|x− y|n+2s (1− ζ(x− y)) dy .

By Lemma 2.6.2, the term I belongs to C0,1(D1) for s ∈ (0, 1/2), and to C0,α(D1) for
every α ∈ (0, 2− 2s) for s ∈ [1/2, 1). On the other hand, the function ζ being smooth and
equal to 1 in D1/2, the term II has clearly the regularity of u in D1, that is C0,1(D1).
Summarizing these considerations, we have shown that u0 ∈ Hs(Rn;Rd) ∩ L∞(Rn) is a
weak solution of {

(−∆)su0 = F0 in D1 ,

u0 = 0 in Rn \D1 ,

for a right-hand side F0 which belongs to C0,1(D1) for s ∈ (0, 1/2), and to C0,α(D1) for
every α ∈ (0, 2 − 2s) for s ∈ [1/2, 1). From well-known (by now) regularity estimates for
this equation (see e.g. [94, Section 2] or Theorem A.2.1), the map u0 belongs to C1,α(D1/2)
for every α ∈ (0, 2s) for s ∈ (0, 1/2), and to C1,α(D1/2) for every α ∈ (0, 1) for s ∈ [1/2, 1).
Since u0 = u in D1/2, the proposition is proved in the case s ∈ [1/2, 1), and we obtained
u ∈ C1,α(D1/2) for every α ∈ (0, 2s) for s ∈ (0, 1/2).
Step 3. We now assume that s ∈ (0, 1/2), and it remains to prove that u actually belongs
to C1,α(Dr∗) for every α ∈ (0, 1) and a radius r∗ ∈ (0, 1/2) depending only on s. To
this purpose, we rescale u by setting ũ(x) := u(x/6), and from Step 3, we infer that
ũ ∈ C1,α(D3) for every α ∈ (0, 2s). We shall now make use of the following lemma.

Lemma 2.6.3. Assume that s ∈ (0, 1/2). Let f : D3 → Rd and g : D3 → Rd be two
C1-functions, and ζ : D1 → [0, 1] a measurable function. Assume that one of the following
items holds:

(i) f, g ∈ C1,α(D3) for every α ∈ (0, 2s);

(ii) f, g ∈ C1,α(D3) for some α ∈ (2s, 1);

Then the function G : D1 → R given by (2.6.1) belongs to
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1. C1,α′(D1) for every α′ ∈ (0, 2s) in case (i);

2. C1,α(D1) in case (ii);

and for x ∈ D1,

∂iG(x) =
ˆ
D1

(
∂if(x+ y)− ∂if(x)

)
·
(
g(x+ y)− g(x)

)
|y|n+2s ζ(y) dy

+
ˆ
D1

(
f(x+ y)− f(x)

)
·
(
∂ig(x+ y)− ∂ig(x)

)
|y|n+2s ζ(y) dy , (2.6.12)

for i = 1, . . . , n.

Proof. We keep using notation (2.6.2). First we fix an arbitrary point x ∈ D1 and we
claim that G admits a partial derivative ∂iG at x. Indeed, for t > 0 small enough, we have∣∣Γ(x+ tei, y)− Γ(x, y)

∣∣ 6 Cf,g|y|t ∀y ∈ D1 ,

since f and g are C1 over D3. Hence,

|Γ(x+ tei, y)− Γ(x, y)|
|y|n+2st

6 Cf,g|y|1−2s−n ∈ L1(D1) ,

and it follows from the dominated convergence theorem that G admits a partial derivative
∂iG at x given by formula (2.6.12).

Next we apply Lemma 2.6.2 to the right-hand side of (2.6.12) to deduce that ∂iG is
Hölder continuous, and the conclusion follows.

Proof of Proposition 2.6.1 completed. We consider the function Gũ : D1 → R as defined
in (2.6.7) with ũ in place of u. By Lemma 2.6.3 (applied to f = g = ũ), Gũ ∈ C1,α(D1)
for every α ∈ (0, 2s). On the other hand, the function Hũ : D1 → R as defined in (2.6.9)
clearly belongs to C1,α(D1) for every α ∈ (0, 2s). Consequently, the map Fũ : D1 → Rd as
defined in (2.6.10) also belongs to C1,α(D1) for every α ∈ (0, 2s). Since ũ is a rescaling of
u, it is also s-harmonic in D1, and thus (−∆)sũ = Fũ in D ′(D1). Next, we keep arguing
as in Step 2, and we consider the bounded map ũ0 := ζũ. Applying Lemma 2.6.3 again,
we argue as in Step 2 to infer that (−∆)sũ0 = F̃0 in H−s(D1;Rd), for a right-hand side
F̃0 ∈ C1,α(D1) for every α ∈ (0, 2s). By the results in [94], we have ũ0 ∈ C1,α(D1/2) for
every α ∈ (0, 4s) if 4s < 1, and ũ0 ∈ C1,α(D1/2) for every α ∈ (0, 1) if 4s > 1. Once
again, since ũ0 = ũ in D1/2, we have ũ ∈ C1,α(D1/2) for every α ∈ (0, 4s) if 4s < 1, and
ũ ∈ C1,α(D1/2) for every α ∈ (0, 1) if 4s > 1.

In the case s ∈ [1/4, 1/2), we have thus proved that u ∈ C1,α(D1/12) for every α ∈ (0, 1).
Hence it remains to consider the case s < 1/4. In that case, we repeat the preceding
argument considering the rescaling û(x) := ũ(x/6). Following the same notation as above,
Lemma 2.6.3 tells us that Gû belongs to C1,α(D1) for every α ∈ (0, 4s), and hence also
Fû. Then, applying the results of [94] to û0, we conclude that û ∈ C1,α(D1/2) for every
α ∈ (0, 6s) if 6s < 1, and û ∈ C1,α(D1/12) for every α ∈ (0, 1) if 6s > 1. Therefore, if
s > 1/6, then u ∈ C1,α(D1/72) for every α ∈ (0, 1), which is the announced regularity. On
the other hand, if s ∈ (0, 1/6), then we repeat the argument. It is now clear that repeating
a finite number ` of times this argument, one reaches the conclusion that u ∈ C1,α(D(6)−`/2)
for every α ∈ (0, 1), and ` is essentially the integer part of 1/2s.

Before closing this subsection, we provide an analogue of Lemma 2.6.3 in the case
s ∈ [1/2, 1).
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Lemma 2.6.4. Assume that s ∈ [1/2, 1). Let f : D3 → Rd and g : D3 → Rd be two
C1-functions, and ζ : D1 → [0, 1] a measurable function. If f and g belongs to C1,α(D3)
for every α ∈ (0, 1), then the function G : D1 → R given by (2.6.1) belongs to C1,α′(D1)
for every α′ ∈ (0, 2− 2s), and (2.6.12) holds.

Proof. We proceed as in the proof of Lemma 2.6.3 using notation (2.6.2). We fix an
arbitrary point x ∈ D1 and we want to show that G admits a partial derivative ∂iG at x.
For t > 0 small, we have

Γ(x+tei, y)−Γ(x, y) =
( ˆ t

0

(
∂if(x+y+ρei)−∂if(x+ρei)

)
dρ
)
·
(
g(x+y+tei)−g(x+tei)

)
+
(
f(x+ y)− f(x)

)
·
(ˆ t

0

(
∂ig(x+ y + ρei)− ∂ig(x+ ρei)

)
dρ
)

for every y ∈ D1. Fixing an exponent α ∈ (2s− 1, 1), we deduce that∣∣Γ(x+ tei, y)− Γ(x, y)
∣∣ 6 Cf,g,α|y|1+αt ∀y ∈ D1 .

Consequently,

|Γ(x+ tei, y)− Γ(x, y)|
|y|n+2st

6 Cf,g,α|y|n+2s−1−α ∈ L1(D1) .

As in the proof of Lemma 2.6.3, it now follows that G admits a partial derivative ∂iG at x
given by (2.6.12), and the Hölder continuity of the partial derivatives of G is a consequence
of Lemma 2.6.2.

2.6.2 Hölder continuity of higher order derivatives

Proposition 2.6.5. Let u ∈ Ĥs(D3;Sd−1) be a weakly s-harmonic map in D3. If u ∈
Ck,α(D3) for some integer k > 1 and every α ∈ (0, 1), then u ∈ Ck+1,α(Dr∗) for every
α ∈ (0, 1), where the radius r∗ ∈ (0, 1/2) is given by Proposition 2.6.1.

Proof. We proceed as in Step 1 in the proof of Proposition 2.6.1, and we consider the
function Gu : D1 → R given by (2.6.7). We claim that Gu ∈ Ck,α(D1) for every α ∈ (0, 1)
if s ∈ (0, 1/2), and that Gu ∈ Ck,α(D1) for every α ∈ (0, 2 − 2s) if s ∈ [1/2, 1), together
with the formula

∂βGu(x) =
∑
ν6β

(
β

ν

) ˆ
D1

(∂νu(x+ y)− ∂νu(x)) · (∂β−νu(x+ y)− ∂β−νu(x))
|y|n+2s ζ(y) dy

(2.6.13)
for every multi-index β ∈ Nn of length |β| 6 k. To prove this claim, we distinguish the
case s ∈ (0, 1/2) from the case s ∈ [1/2, 1).
Case s ∈ (0, 1/2). We proceed by induction. First notice that the fact that Gu ∈ C1,α(D1)
for every α ∈ (0, 1) follows from Lemma 2.6.3, as well as (2.6.13) with |β| = 1. Next we
assume that Gu ∈ C`,α(D1) for every α ∈ (0, 1) for some integer ` < k, and that (2.6.13)
holds for every multi-index β satisfying |β| = `. Applying Lemma 2.6.3 to each term in
the right-hand side of (2.6.13), we infer that ∂βGu ∈ C1,α(D1) for every α ∈ (0, 1) and
each β satisfying |β| = `, and that (2.6.13) holds for multi-indices β′ in place of β of length
|β′| = |β|+ 1. The claim is thus proved for s ∈ (0, 1/2).
Case s ∈ [1/2, 1). We proceed exactly as in the previous case but using Lemma 2.6.4
instead of Lemma 2.6.3.
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Now we consider the function Hu : D1 → R given by (2.6.9) which clearly belongs
to Ck,α(D1) for every α ∈ (0, 1) by our assumption on u. Consequently, the map Fu :
D1 → Rd belongs to Ck,α(D1) for every α ∈ (0, 1) if s ∈ (0, 1/2), and to Ck,α(D1) for every
α ∈ (0, 2−2s) if s ∈ [1/2, 1). By the results in [94] (together with Lemmas 2.6.3 and 2.6.4),
it implies that the map u0 := ζu as defined in Step 2, proof of Proposition 2.6.1, belongs to
Ck+1,α(D1/2) for every α ∈ (0, 2s) if s ∈ (0, 1/2), and to Ck+1,α(D1/2) for every α ∈ (0, 1)
if s ∈ [1/2, 1). Since u0 = u in D1/2, the proof is thus complete for s ∈ [1/2, 1). In the case
s ∈ (0, 1/2), we argue as in the proof of Proposition 2.6.1, Step 3, applying (inductively)
Lemma 2.6.3 to formula (2.6.13) with |β| = k. It leads to the fact that u ∈ Ck+1,α(Dr∗)
for every α ∈ (0, 1), and hence concludes the proof.

2.7 Partial regularity for stationary and minimizing s-harm-
onic maps

In this section, we complete the proof of Theorems 2.1.1, 2.1.2 and 2.1.3. For n > 2s, we
need to prove compactness of stationary / minimizing s-harmonic map to apply Federer’s
dimension reduction principle. This is the object of the first subsection.

2.7.1 Compactness properties of s-harmonic maps

Theorem 2.7.1. Assume that n > 2s and s 6= 1/2. Let Ω ⊆ Rn be a bounded open
set with Lipschitz boundary. Let {uk} ⊆ Ĥs(Ω;Sd−1) be a sequence of stationary weakly
s-harmonic maps in Ω. Assume that supk Es(uk,Ω) < +∞, and that uk → u a.e. in
Rn. Then u ∈ Ĥs(Ω; Sd−1), uk ⇀ u weakly in Ĥs(Ω;Rd), and u is a stationary weakly
s-harmonic map in Ω. In addition, for every open subset ω ⊆ Ω and every admissible
bounded open set G ⊆ Rn+1

+ satisfying ω ⊆ Ω and ∂0G ⊆ Ω,

(i) uk → u strongly in Ĥs(ω;Rd);

(ii) ue
k → ue strongly in H1(G;Rd, |z|adx).

Theorem 2.7.2. Assume that s ∈ (0, 1/2). In addition to Theorem 2.7.1, if each uk
is assumed to be a minimizing s-harmonic map in Ω, then the limit u is a minimizing
s-harmonic map in Ω.

Theorem 2.7.3. Let Ω ⊆ Rn be a bounded open set and {uk} ⊆ Ĥ1/2(Ω; Sd−1) be a
sequence of minimizing 1/2-harmonic maps in Ω. Assume that supk E 1

2
(uk,Ω) < +∞, and

that uk → u a.e. in Rn. Then the conclusion of Theorem 2.7.1 holds and the limit u is a
minimizing 1/2-harmonic map in Ω.

Remark 2.7.1. In the case s ∈ (1/2, 1), we do not know if minimality of the sequence {uk}
implies minimality of the limit. We believe this is indeed the case, but we won’t need this
fact.

Remark 2.7.2. In the case n = 1 and s ∈ (1/2, 1), sequences of (arbitrary) weakly s-
harmonic maps with uniformly bounded energy are relatively compact, i.e., the conclusion
of Theorem 2.7.1 holds. This fact is a consequence of the Lipschitz estimate established
in Theorem 2.5.1 together with Remark 2.4.2. Since we shall not need this, we leave the
details to the reader.
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Remark 2.7.3. In the case s = 1/2, sequences of (stationary or not) 1/2-harmonic maps
are not compact in general, see e.g. [23, 79, 84, 78]. The prototypical example is the
following sequence of smooth 1/2-harmonic maps from Rn into S1 ⊂ C given by

uk(x) = uk(x1) := kx1 − i
kx1 + i

, k ∈ N ,

which is converging weakly but not strongly to the constant map 1 in Ĥ1/2(Dr) for every
r > 0. (Recall that uk being smooth, it is stationary, see Remark 2.3.7.)

Proof of Theorem 2.7.1. Step 1. We fix two arbitrary admissible bounded open sets G,G′
of Rn+1

+ such that G ⊆ G′ ∪ ∂0G′ and satisfying ∂0G′ ⊆ Ω. Since uk → u a.e. in Rn
and |uk| = 1, we first deduce that |u| = 1 and uk → u strongly in L2

loc(R2;Rd). It
then follows from our assumption that {uk} is bounded in Ĥs(Ω;Rd). Then we derive
from Remark 2.2.2 that u ∈ Ĥs(Ω;Sd−1) and uk ⇀ u weakly in Ĥs(Ω;Rd). In view of
Corollary 2.2.9, ue

k ⇀ ue weakly in H1(G′;Rd, |z|adx). Since |uk| 6 1, we have ue
k(x) →

ue(x) for every x ∈ G′ by dominated convergence. In turn, we have |ue
k − ue| 6 2, and

it follows by dominated convergence again that ue
k → ue strongly in L2(G′;Rd, |z|adx).

Recalling that div(za∇ue
k) = 0 in G′, we infer from standard elliptic regularity that ue

k →
ue in C1

loc(G′). In particular,

ue
k → ue strongly in H1

loc(G′;Rd) . (2.7.1)

We aim to show that ue
k → ue strongly in H1(G;Rd, |z|adx). To prove this strong

convergence, we consider the finite measures on G′ ∪ ∂0G′ given by

µk := δs
2 z

a|∇ue
k|2L n+1 G′ .

Since supk µk(G′ ∪ ∂0G′) < +∞, we can find a further (not relabeled) subsequence such
that

µk ⇀
δs
2 z

a|∇ue|2L n+1 G′ + µsing as k →∞ , (2.7.2)

weakly* as Radon measures on G′ ∪ ∂0G′ for some finite nonnegative measure µsing. In
view of (2.7.1), the defect measure µsing is supported by ∂0G′.

Since uk is stationary in Ω, it satisfies the monotonicity formula in Proposition 2.2.16,
and thus

µk(Bρ(x)) 6 µk(Br(x)) (2.7.3)

for every x ∈ ∂0G′ and 0 < ρ < r < dist(x, ∂+G′). From the weak* convergence of µk
towards µ, we then infer that

µ(Bρ(x)) 6 µ(Br(x))

for every x ∈ ∂0G′ and 0 < ρ < r < dist(x, ∂+G′). As a consequence, the (n − 2s)-
dimensional density

Θn−2s(µ,x) := lim
r→0

µ(Br(x))
rn−2s

exists and is finite at every point x ∈ ∂0G′. More precisely, (2.7.3) implies that

Θn−2s(µ,x) 6
(
dist(x, ∂+G′)

)2s−n sup
k

Es(uk, G′) < +∞ ∀x ∈ ∂0G′ .

We now consider the “concentration set”

Σ :=
{
x ∈ ∂0G′ : inf

r

{
lim inf
k→∞

r2s−nµk(Br(x)) : 0 < r < dist(x, ∂+G′)
}
> ε1

}
,
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where the constant ε1 > 0 is given by Corollary 2.4.1. From the monotonicity of µk and
µ together with (2.7.2), we deduce that

Σ =
{
x ∈ ∂0G′ : lim

r→0
lim inf
k→∞

r2s−nµk(Br(x)) > ε1
}

=
{
x ∈ ∂0G′ : lim

r→0
r2s−nµ(Br(x)) > ε1

}
,

that is
Σ =

{
x ∈ ∂0G′ : Θn−2s(µ,x) > ε1

}
.

Observing that x ∈ ∂0G′ 7→ Θn−2s(µ,x) is upper semicontinuous, the set Σ is thus a
relatively closed subset of ∂0G′.

We claim that spt(µsing) ⊆ Σ. To prove this inclusion, we fix an arbitrary point
x0 = (x0, 0) ∈ ∂G′ \ Σ. Then we can find a radius 0 < r < dist(x0, ∂

+G′) such that
r2s−nµ(Br(x0)) < ε1 and µ(∂Br(x0)) = 0. By (2.7.2) and our choice of r, we have
limk µk(Br(x0)) = µ(Br(x0)). Therefore, r2s−nµk(Br(x0)) < ε1 for k large enough, and
we derive from Theorem 2.5.1 that for k large enough, uk is bounded in C0,1(Dκ2r(x0))
(and u ∈ C0,1(Dκ2r(x0))), where the constant κ2 ∈ (0, 1) only depends on n and s. It
then follows by dominated convergence that

[uk − u]2Hs(Dκ2r(x0)) −→
k→∞

0 .

Setting wk := uk − u, we now estimate

Es(wk, D2κ2r/3(x0)) 6 C
(
[uk − u]2Hs(Dκ2r(x0))

+
¨
D2κ2r/3(x0)×Dcκ2r(x0)

|wk(x)− wk(y)|2

|x− y|n+2s dxdy
)
.

Since |wk| 6 2 and wk → 0 a.e. in Rn, by dominated convergence we have
¨
D2κ2r/3(x0)×Dcκ2r(x0)

|wk(x)− wk(y)|2

|x− y|n+2s dxdy −→
k→∞

0 . (2.7.4)

Hence Es(wk, D2κ2r/3(x0))→ 0, and it follows from Lemma 2.2.8 that

Es
(
ue
k − ue, B+

κ2r/3(x0)
)
6 Es(uk − u,D2κ2r/3(x0))→ 0 .

Hence, ue
k → ue strongly in H1(B+

κ2r/3(x0), |z|adx), and thus µsing(Bκ2r/3(x0)) = 0. This
shows that x0 6∈ spt(µsing), and the claim is proved.

Next we claim that µ(Σ) = 0. Indeed, assume by contradiction that µ(Σ) > 0. Then
the density Θn−2s(µ,x) exists, it is positive (greater than ε1) and finite, at every point
x ∈ Σ. By Marstrand’s theorem (see e.g. [76, Theorem 14.10]), it implies that n − 2s is
an integer, a contradiction.

Knowing that µ(Σ) = 0, we then deduce that µsing(Σ) = 0. But µsing being supported
by Σ, it implies that µsing ≡ 0. As a consequence, Es(ue

k, G)→ Es(ue, G), which combined
with the weak convergence in H1(G;Rd, |z|adx) implies that Es(ue

k−ue, G)→ 0. We have
thus proved that ue

k → ue strongly in H1(G;Rd, |z|adx).
Step 2. We consider in this step an open subset ω ⊆ Ω such that ω ⊆ Ω, and our goal is
to prove that uk → u strongly in Ĥs(ω;Rd). Set δ := 1

8dist(ω,Ωc), and consider a finite
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covering of ω by balls (Dδ(xi))i∈I with xi ∈ ω. By Lemma 2.2.7 and Step 1, we have for
each i ∈ I,

[uk − u]2Hs(D2δ(xi)) 6 CEs(ue
k − ue, B+

4δ(xi)) −→k→∞ 0 , (2.7.5)

where xi := (xi, 0). Writing again wk := uk − u, we now estimate

Es(wk, ω) 6 C

¨
ω×Rn

|wk(x)− wk(y)|2

|x− y|n+2s dxdy

6 C
∑
i∈I

¨
Dδ(xi)×Rn

|wk(x)− wk(y)|2

|x− y|n+2s dxdy

6 C
∑
i∈I

(
[wk]2Hs(D2δ(xi)) +

¨
Dδ(xi)×Dc2δ(xi)

|wk(x)− wk(y)|2

|x− y|n+2s dxdy
)
. (2.7.6)

As in (2.7.4), by dominated convergence we have
¨
Dδ(xi)×Dc2δ(xi)

|wk(x)− wk(y)|2

|x− y|n+2s dxdy −→
k→∞

0 ∀i ∈ I . (2.7.7)

Combining (2.7.5), (2.7.6), and (2.7.7) leads to Es(wk, ω) → 0, and thus uk → u strongly
in Ĥs(ω;Rd).
Step 3. Our aim in this step is to show that u is a weakly s-harmonic map in Ω, i.e., u
satisfies equation (2.3.2), or equivalently (2.3.4), by Proposition 2.3.5. To this purpose, we
fix an arbitrary ϕ ∈ D(Ω;Rd), and we choose an open subset ω ⊆ Ω such that spt(ϕ) ⊆ ω
and ω ⊆ Ω. Writing again wk := uk − u, we have proved in Step 2 that Es(wk, ω)→ 0.

Recalling our notations from Section 2.2.2, we observe that

|dsuk|2 − |dsu|2 = |dswk|2 + 2dswk � dsu ,

and then estimate∥∥|dsuk|2 − |dsu|2∥∥L1(ω) 6
∥∥|dswk|2∥∥L1(ω) + 2

∥∥dswk � dsu
∥∥
L1(ω)

6 2Es(wk, ω) + 2‖dswk‖L2
od(ω)‖dsu‖L2

od(ω)

6 2Es(wk, ω) + 2
√

2‖dsu‖L2
od(ω)

√
Es(wk, ω) .

Therefore |dsuk|2 → |dsu|2 in L1(ω), and we can find a further (not relabeled) subsequence
and h ∈ L1(ω) such that

|dsuk|2(x)→ |dsu|2(x) for a.e. x ∈ ω, and |dsuk|2(x) 6 h(x) for a.e. x ∈ ω .

Since |uk| = 1 and uk → u a.e. in ω, it follows by dominated convergence that |dsuk|2uk
converges to |dsu|2u in L1(ω). Consequently,

ˆ
Ω
|dsuk|2uk · ϕdx −→

k→∞

ˆ
Ω
|dsu|2u · ϕdx .

On the other hand, since uk converges to u weakly in Ĥs(Ω;Rd), we have
〈
(−∆)suk, ϕ

〉
Ω →〈

(−∆)su, ϕ
〉
Ω. Hence,〈

(−∆)su, ϕ
〉
Ω = lim

k→∞

〈
(−∆)suk, ϕ

〉
Ω = lim

k→∞

ˆ
Ω
|dsuk|2uk · ϕdx =

ˆ
Ω
|dsu|2u · ϕdx ,
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so that u is indeed weakly s-harmonic in Ω (see (2.3.4)).
Step 4. It now only remains to prove that u is stationary in Ω. This is in fact an easy
consequence of the strong convergence of ue established in Step 1. Indeed, let us fix
an arbitrary vector field X ∈ C1(Rn;Rn) compactly supported in Ω. Combining the
strong convergence of ue

k established in Step 1 together with the representation of the first
variation δEs stated in Proposition 2.2.14, we obtain that δEs(uk,Ω)[X] → δEs(u,Ω)[X],
whence δEs(u,Ω) = 0.

Proof of Theorem 2.7.2. In view of Remark 2.3.3 and Theorem 2.7.1, it only remains to
prove that the limiting map u is a minimizing s-harmonic map in Ω. We follow here the
argument in [82, Theorem 4.1].

Let us now consider an arbitrary ũ ∈ Ĥs(Ω; Sd−1) such that spt(u− ũ) ⊆ Ω. We select
an open subset ω ⊆ Ω with Lipschitz boundary such that spt(u − ũ) ⊆ ω and ω ⊆ Ω.
Define

ũk(x) :=
{
ũ(x) if x ∈ ω ,
uk(x) otherwise .

Since s ∈ (0, 1/2) and ∂ω is Lipschitz regular, it turns out that ũk ∈ Ĥs(Ω; Sd−1) (see
e.g. [81, Section 2.1]), and spt(uk − ũk) ⊆ Ω. By minimality of uk, we have Es(uk,Ω) 6
Es(ũk,Ω). Since ũk = uk in Rn \ ω, it reduces to

Es(uk, ω) 6 Es(ũk, ω)

= γn,s
4

¨
ω×ω

|ũ(x)− ũ(y)|2

|x− y|n+2s dxdy + γn,s
2

¨
ω×ωc

|ũ(x)− uk(y)|2

|x− y|n+2s dxdy .

On the other hand,
|ũ(x)− uk(y)|2

|x− y|n+2s 6
4

|x− y|n+2s ∈ L
1(ω × ωc) ,

since ω has Lipschitz boundary. Hence, Es(ũk, ω) → Es(ũ, ω) by dominated convergence
and the fact that ũ = u in Rn\ω. By Fatou’s Lemma, we have lim infk Es(uk, ω) > Es(u, ω),
and we reach the conclusion that Es(u, ω) 6 Es(ũ, ω). Once again, the fact that ũ = u in
Rn \ ω then implies that Es(u,Ω) 6 Es(ũ,Ω). By arbitrariness of ũ, we conclude that u is
indeed a minimizing s-harmonic map in Ω.

We now close this subsection with an easy consequence of Theorem 2.7.1 and Theo-
rem 2.7.3 in terms of the pointwise density function Ξs(u, ·) defined in (2.2.25).
Corollary 2.7.4. Assume that n > 2s. In addition to Theorem 2.7.1 and Theorem 2.7.3,
if {xk} ⊆ Ω is a sequence converging to x∗ ∈ Ω, then

lim sup
k→∞

Ξs(uk, xk) 6 Ξs(u, x∗) .

Proof. Without loss of generality, we can assume that x∗ = 0. Applying Corollary 2.2.17,
we obtain for r > 0 small enough and rk := |xk|,

Ξs(uk, xk) 6 Θ(ue
k,xk, r) 6

1
rn−2sEs(ue

k, B
+
r+rk) , (2.7.8)

where xk := (xk, 0). By Theorem 2.7.1 (in the case s 6= 1/2) and Theorem 2.7.3 (in the
case s = 1/2), ue

k → ue strongly in H1(B+
2r, |z|adx). Since rk → 0, we deduce from (2.7.8)

that
lim sup
k→∞

Ξs(uk, xk) 6 Θ(ue, 0, r) ,

and the conclusion follows letting r → 0.

106



Chapter 2. Partial regularity for fractional harmonic maps

2.7.2 Tangent maps

We assume throughout this subsection that s ∈ (0, 1) and n > 2s. We consider a
bounded open set Ω ⊆ Rn and a map u ∈ Ĥs(Ω; Sd−1) that we assume to be

• a stationary weakly s-harmonic map in Ω for s 6= 1/2;

• a minimizing 1/2-harmonic map in Ω for s = 1/2.

We shall apply the results of Section 2.7.1 to define the so-called tangent maps of u at a
given point. To this purpose, we fix a point of study x0 ∈ Ω and a reference radius ρ0 > 0
such that D2ρ0(x0) ⊆ Ω. We introduce the rescaled function

ux0,ρ(x) := u(x0 + ρx) ,

and we observe that (ux0,ρ)e(x) = ue(x0 + ρx) = ue
x0,ρ(x) with x0 = (x0, 0). Rescaling

variables, ux0,ρ is a stationary weakly s-harmonic map in (Ω − x0)/ρ for s 6= 1/2, or a
minimizing 1/2-harmonic map in (Ω− x0)/ρ for s = 1/2. In addition,

Θs(ue
x0,ρ, 0, r) = Θs(ue,x0, ρr) ∀r ∈ (0, ρ0/ρ] . (2.7.9)

Together with the monotonicity formula in Proposition 2.2.16 and Lemma 2.2.8, this
identity yields

Θs(ue
x0,ρ, 0, r) 6 Θs(ue,x0, ρ0) 6 Cρ2s−n

0 Es(u,Ω) ∀r ∈ (0, ρ0/ρ] ,

for a constant C depending only on n and s. In turn, Lemma 2.2.7 implies that

[ux0,ρ]2Hs(D2r) 6 Cρ2s−n
0 rn−2sEs(u,Ω) ∀r ∈ (0, ρ0/(4ρ)] .

Using |ux0,ρ| = 1, we can now estimate for r ∈ (0, ρ0/(4ρ)],

Es(ux0,ρ, Dr) 6 C
(
[ux0,ρ]2Hs(D2r) +

¨
Dr×Dc2r

dxdy
|x− y|n+2s

)
6 Crn−2s(ρ2s−n

0 Es(u,Ω) + 1
)
.

Given a sequence ρk → 0, we deduce from the above estimate that

lim sup
k→∞

Es(ux0,ρk , Dr) < +∞ ∀r > 0 .

Applying Theorem 2.7.1, Theorem 2.7.2, and Theorem 2.7.3, we can now find a subse-
quence {ρ′k} and ϕ ∈ Hs

loc(Rn;Sd−1) such that

ux0,ρ′k
→ ϕ strongly in Ĥs(Dr) ,

and
ue
x0,ρ′k

→ ϕe strongly in H1(B+
r , |z|adx) for all r > 0 ,

where

(i) if s 6= 1/2: ϕ is a stationary weakly s-harmonic map in Dr for all r > 0;

(ii) if s 6 1/2 and u minimizing: ϕ is a minimizing s-harmonic map in Dr for all r > 0.

Definition 2.7.5. Every function ϕ obtained by this process will be referred to as a
tangent map to u at the point x0. The family of all tangent maps to u at x0 is denoted
by Tx0(u).
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We now present some classical properties of tangent maps following e.g. [107] or [81,
Section 6].

Lemma 2.7.6. If ϕ ∈ Tx0(u), then

Θs(ϕe, 0, r) = Ξs(ϕ, 0) = Ξs(u, x0) ∀r > 0 ,

and ϕ is positively 0-homogeneous, i.e., ϕ(λx) = ϕ(x) for every λ > 0 and x ∈ Rn. In
particular,

Ξs(ϕ, λx) = Ξs(ϕ, x) for every x ∈ Rn \ {0} and λ > 0 . (2.7.10)

Proof. From the strong convergence of ue
x0,ρ′k

to ϕe in H1(B+
r , |z|adx) and (2.7.9), we first

deduce that
Θs(ϕe, 0, r) = lim

k→∞
Θs(ue,x0, ρ

′
kr) = Ξs(u, x0) ∀r > 0 .

Then, the constancy of r 7→ Θs(ϕe, 0, r) together with the monotonicity formula in Propo-
sition 2.2.16 implies that x · ∇ϕe(x) = 0 for every x ∈ Rn+1

+ . Hence, ϕe is positively
0-homogeneous, and the homogeneity of ϕ follows. As a consequence, for x ∈ Rn \ {0}
and λ > 0,

Θs(ϕe, λx, r) = Θs(ϕe,x, r/λ) ,
where x := (x, 0). Letting now r → 0 yields (2.7.10).

Lemma 2.7.7. If ϕ ∈ Tx0(u), then

Ξs(ϕ, y) 6 Ξs(ϕ, 0) ∀y ∈ Rn .

In addition, the set
S(ϕ) :=

{
y ∈ Rn : Ξs(ϕ, y) = Ξs(ϕ, 0)

}
is a linear subspace of Rn, and ϕ(x+ y) = ϕ(x) for every y ∈ S(ϕ) and every x ∈ Rn.

Proof. Step 1. By Corollary 2.2.17, we have have for every y ∈ Rn and ρ > 0,

Ξs(ϕ, y) + δs
ˆ
B+
ρ (y)

za
|(x− y) · ∇ϕe|2

|x− y|n+2−2s dx = Θs(ϕe,y, ρ) , (2.7.11)

where y = (y, 0). On the other hand, by homogeneity of ϕ,

Θs(ϕe,y, ρ) 6 (ρ+ |y|)n−2s

ρn−2s Θs(ϕe, 0, ρ+ |y|) = (ρ+ |y|)n−2s

ρn−2s Ξs(ϕ, 0) .

Combining this inequality with (2.7.11) and letting ρ→∞ yields

Ξs(ϕ, y) + δs
ˆ
Rn+1

+

za
|(x− y) · ∇ϕe(x)|2

|x− y|n+2−2s dx 6 Ξs(ϕ, 0) .

Step 2. Next, assume that Ξs(ϕ, y) = Ξs(ϕ, 0) for some y 6= 0. Then (x−y) · ∇ϕe(x) = 0
for all x ∈ Rn+1

+ . By 0-homogeneity of ϕe, we then have y · ∇ϕe(x) = 0 for all x ∈ Rn+1
+ ,

and thus
ϕ(x+ y) = ϕ(x) ∀x ∈ Rn . (2.7.12)

The other way around, if (2.7.12) holds for some y 6= 0, then (x − y) · ∇ϕe(x) = 0 for
all x ∈ Rn+1

+ (again by homogeneity). We then infer from (2.7.11) and (2.7.12) that for
ρ > 0,

Ξs(ϕ, y) = Θs(ϕe,y, ρ) = Θs(ϕe, 0, ρ) = Ξs(ϕ, 0) ,
i.e., y ∈ S(ϕ). Hence, (2.7.12) caracterizes S(ϕ), and the linearity of S(ϕ) follows.
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Remark 2.7.8. If there exists ϕ ∈ Tx0(u) such that dimS(ϕ) = n, then ϕ is clearly
constant, and thus Ξs(u, x0) = Ξs(ϕ, 0) = 0. By Theorem 2.5.1, u is thus continuous in a
neighborhood of x0, so that ϕ = u(x0). In other words, Tx0(u) = {u(x0)}.

As a consequence, if on the contrary Ξs(u, x0) > 0, then all tangent maps ϕ ∈ Tx0(u)
must be nonconstant, and hence satisfy dimS(ϕ) 6 n− 1.

Lemma 2.7.9. Assume that s ∈ [1/2, 1). If ϕ ∈ Tx0(u) is not constant, then

dimS(ϕ) 6 n− 2 .

Proof. We proceed by contradiction assuming that there exists a nonconstant tangent map
ϕ ∈ Tx0(u) such that dimS(ϕ) = n− 1. Rotating coordinates if necessary, we can assume
that S(ϕ) = {0} × Rn−1. By Lemma 2.7.7, the map ϕ only depends on the x1-variable,
that is ϕ(x) =: ψ(x1) where ψ ∈ Hs

loc(R; Sd−1). Since ϕ is positively 0-homogeneous and
nonconstant, the map ψ is of the form

ψ(x1) =
{

a if x1 > 0
b if x1 < 0 ,

(2.7.13)

for some points a, b ∈ Sd−1, a 6= b. However, the space Hs
loc(R) embeds into C0,s−1/2

loc (R),
which enforces a = b, a contradiction.

Lemma 2.7.10. Assume that n > 2, s ∈ (0, 1/2), and that u is a minimizing s-harmonic
map in Ω. If ϕ ∈ Tx0(u) is not constant, then

dimS(ϕ) 6 n− 2 .

To prove Lemma 2.7.10, we shall make use of the following pleasant computation.
Remark 2.7.11. For n > 2, we have

αn,s :=
ˆ
Rn−1

dx′

(1 + |x′|2)
n+2s

2
= γ1,s
γn,s

. (2.7.14)

Indeed, we easily compute in polar coordinates, and then setting t := r2,
ˆ
Rn−1

dx′

(1 + |x′|2)
n+2s

2
= |Sn−2|

ˆ +∞

0

rn−2

(1 + r2)
n+2s

2
dr = |S

n−2|
2

ˆ +∞

0

t
n−1

2 −1

(1 + t)
n+2s

2
dt .

Recalling the value of γn,s given in (2.2.1), we thus have
ˆ
Rn−1

dx′

(1 + |x′|2)
n+2s

2
= |S

n−2|
2 B

(n− 1
2 ,

1 + 2s
2

)
= |S

n−2|
2

Γ(n−1
2 )Γ(1+2s

2 )
Γ(n+2s

2 )
= π

n−1
2

Γ(1+2s
2 )

Γ(n+2s
2 )

= γ1,s
γn,s

, (2.7.15)

where B(·, ·) denotes the Euler Beta function.

Proof of Lemma 2.7.10. Step 1. We proceed again by contradiction assuming that there
exists a nonconstant tangent map ϕ ∈ Tx0(u) such that dimS(ϕ) = n − 1. Rotating
coordinates if necessary, we can proceed as in the proof of Lemma 2.7.9 to infer that
ϕ(x) =: ψ(x1) where ψ ∈ Hs

loc(R;Sd−1) is of the form (2.7.13) for some points a,b ∈ Sd−1,
a 6= b. We claim that ψ is a minimizing s-harmonic map in the interval (−1, 1). Once
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the claim is proved (which is the object of the next step), we infer from the regularity
result [82, Theorem 1.2] that ψ is continuous in (−1, 1), which again enforces a = b, a
contradiction.
Step 2. We now prove that ψ is a minimizing s-harmonic map in (−1, 1). To this purpose,
we fix an arbitrary competitor v ∈ Ĥs((−1, 1);Sd−1) such that spt(v − ψ) ⊆ (−1, 1).
Given r > 1, we consider the open set Qr ⊆ Rn defined by Qr := (−1, 1) × D′r where
D′r denotes the open ball in Rn−1 centered at the origin of radius r. We define a map
ṽr ∈ Ĥs(Qr;Sd−1) by setting for x = (x1, x

′) ∈ Rn,

ṽr(x) :=
{
v(x1) if |x′| < r ,

ψ(x1) if |x′| > r .

Recalling that u is assumed to be minimizing, ϕ is minimizing in every ball. Since spt(ṽr−
ϕ) ⊆ Qr+1, we thus have

Es(ϕ,Qr+1) 6 Es(ṽr, Qr+1) .

Since ṽr = ϕ in Rn \Qr, it reduces to

Es(ϕ,Qr) 6 Es(ṽr, Qr) . (2.7.16)

We claim that
1
|D′r|

Es(ṽr, Qr) −→
r→∞

Es
(
v, (−1, 1)

)
, (2.7.17)

where |D′r| denotes the volume of D′r in Rn−1. Since we could have taken v to be equal to
ψ, (2.7.17) also holds with ϕ in place of ṽr and ψ in place of v. Therefore, dividing both
sides of (2.7.16) by |D′r| and letting r →∞ leads to

Es
(
ψ, (−1, 1)

)
6 Es

(
v, (−1, 1)

)
,

which proves that ψ is indeed minimizing in (−1, 1).
Let us now compute Es(ṽr, Qr) to prove (2.7.17). First, by Fubini’s theorem we have

¨
Qr×Qr

|ṽr(x)− ṽr(y)|2

|x− y|2
dxdy

=
¨

(−1,1)2
|v(x1)− v(y1)|2

(¨
D′r×D′r

dx′dy′

(|x1 − y1|2 + |x′ − y′|2)
n+2s

2

)
dx1dy1 .

Then we observe that a change of variables yields
¨
D′r×D′r

dx′dy′

(|x1 − y1|2 + |x′ − y′|2)
n+2s

2

=
¨
D′r×Rn

dx′dy′

(|x1 − y1|2 + |x′ − y′|2)
n+2s

2
−Ar(|x1 − y1|)

= αn,s|D′r|
|x1 − y1|1+2s −Ar(|x1 − y1|) ,

where αn,s is given by (2.7.14), and Ar(t) is defined for t > 0 by

Ar(t) :=
¨
D′r×(D′r)c

dx′dy′

(t2 + |x′ − y′|2)
n+2s

2
.
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Therefore,
¨
Qr×Qr

|ṽr(x)− ṽr(y)|2

|x− y|2
dxdy = αn,s|D′r|

¨
(−1,1)2

|v(x1)− v(y1)|2

|x1 − y1|2
dx1dy1

−
¨

(−1,1)2
|v(x1)− v(y1)|2Ar(|x1 − y1|) dx1dy1 . (2.7.18)

Similarly, we compute
¨
Qr×(Qr)c

|ṽr(x)− ṽr(y)|2

|x− y|2
dxdy

=
¨

(−1,1)×(−1,1)c
|v(x1)− v(y1)|2

(¨
D′r×Rn

dx′dy′

(|x1 − y1|2 + |x′ − y′|2)
n+2s

2

)
dx1dy1

+
¨

(−1,1)2
|v(x1)− ψ(y1)|2Ar(|x1 − y1|) dx1dy1 ,

so that
¨
Qr×(Qr)c

|ṽr(x)− ṽr(y)|2

|x− y|2
dxdy = αn,s|D′r|

¨
(−1,1)×(−1,1)c

|v(x1)− v(y1)|2

|x1 − y1|2
dx1dy1

+
¨

(−1,1)2
|v(x1)− ψ(y1)|2Ar(|x1 − y1|) dx1dy1 . (2.7.19)

Combining (2.7.18) and (2.7.19) leads to
1
|D′r|

Es(ṽr, Qr) = Es
(
v, (−1, 1)

)
− Ir + IIr ,

where
Ir := γ1,s

4|D′r|

¨
(−1,1)2

|v(x1)− v(y1)|2Ar(|x1 − y1|) dx1dy1 ,

and
IIr := γ1,s

2|D′r|

¨
(−1,1)2

|v(x1)− ψ(y1)|2Ar(|x1 − y1|) dx1dy1 .

Since |v| = |ψ| = 1, we have

Ir + IIr 6 Cr1−n
¨

(−1,1)2
Ar(|x1 − y1|) dx1dy1 ,

and using Fubini’s theorem again, we estimate¨
(−1,1)2

Ar(|x1 − y1|) dx1dy1

6
¨
D′r×(D′r)c

(¨
(−1,1)×R

dx1dy1

(|x1 − y1|2 + |x′ − y′|2)
n+2s

2

)
dx′dy′

6 C

¨
D′r×(D′r)c

dx′dy′

|x′ − y′|n−1+2s

6 Crn−1−2s .

Therefore,
1
|D′r|

Es(ṽr, Qr) = Es
(
v, (−1, 1)

)
+O(r−2s) ,

and the proof is complete.
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2.7.3 Proof of Theorems 2.1.1, 2.1.2 and 2.1.3

Proof of Theorem 2.1.1. Let us fix an arbitrary point x0 ∈ Ω, and set r0 := 1
2dist(x0,Ωc).

Without loss of generality, we can assume that x0 = 0, so that our aim is to show that
u is smooth in a neighborhood of x0 = 0. As noticed in Remark 2.4.2, the function
r ∈ (0, 2r0 − |x|) 7→ Θs(ue,x, r) is nondecreasing for every x ∈ ∂0B+

2r0 . Moreover, since
2s− n = 2s− 1 > 0, we have

lim
r→0

θs(u, 0, r) = 0 .

Then we deduce from Corollary 2.2.19 that

lim
r→0

Θs(ue, 0, r) = 0 .

As a consequence, we can find r1 ∈ (0, r0) such that Θ(ue, 0, r1) 6 ε1, where the constant
ε1 is given by Corollary 2.4.1. From Theorem 2.5.1, we infer that u ∈ C0,1(Dκ2r1) for
a constant κ2 ∈ (0, 1) depending only on s. In turn, Theorem 2.6.1 tells us that u ∈
C∞(Dκ2r1/2).

Proof of Theorem 2.1.2, case s = 1/2. Considering the constant ε1 > 0 given by Corol-
lary 2.4.1, we define

Σ :=
{
x ∈ Ω : Ξs(u, x) > ε1

}
. (2.7.20)

By Corollary 2.2.17, Σ is a relatively closed subset of Ω. On the other hand, it is well
known that H n−1(Σ) = 0, see e.g. [116, Corollary 3.2.3].

We claim that u ∈ C∞(Ω \ Σ). Indeed, if x0 ∈ Ω \ Σ, then we can find a radius r ∈
(0, 1

2dist(x0,Ωc)) such that Θ(ue, 0, r) 6 ε1. Applying Theorem 2.5.1 and Theorem 2.6.1,
we conclude that u ∈ C∞(Dκ2r/2), and the claim is proved.

Obviously, sing(u) ⊆ Σ, and it now only remains to show that sing(u) = Σ. This is in
fact a direct consequence of the regularity result in [64, Theorem 4.1]. Indeed, assume by
contradiction that there is a point x0 ∈ Σ\sing(u). Since sing(u) is relatively closed subset
of Ω, we can find r > 0 such that D2r(x0) ⊆ Ω \ sing(u), i.e., u is continuous in D2r(x0).
Consequently, ue is continuous in B+

r (x0) ∪ ∂0B+
r (x0), where x0 = (x0, 0). However, by

Proposition 2.3.13 (with s = 1/2), ue ∈ H1(B+
r (x0);Rd) also solves

ˆ
Br(x0)

∇ue · ∇Φ dx = 0

for every Φ ∈ H1(Br(x0);Rd) such that Φ = 0 on ∂+Br(x0) and u · Φ = 0 on ∂0Br(x0).
Then [64, Theorem 4.1] tells us that ue ∈ C1,α(B+

r/2(x0)) for every α ∈ (0, 1). Conse-
quently, Ξs(u, x0) = 0, i.e., x0 6∈ Σ, a contradiction.

Proof of Theorem 2.1.2, case s 6= 1/2. We still consider the relatively closed subset Σ of
Ω defined in (2.7.20). As in the case s = 1/2, it follows from Theorem 2.5.1 and The-
orem 2.6.1 that u ∈ C∞(Ω \ Σ). In particular, sing(u) ⊆ Σ. On the other hand, if u
is continuous in a neighborhood of a point x0 ∈ Ω, then Tx0(u) = {u(x0)}, and thus
Ξs(u, x0) = 0. Hence, x0 6∈ Σ, and we conclude that sing(u) = Σ. In view of Remark 2.7.8
and Lemma 2.7.9, we have

Σ =


{
x ∈ Ω : dimS(ϕ) 6 n− 1 ∀ϕ ∈ Tx(u)

}
if s ∈ (0, 1/2) ;{

x ∈ Ω : dimS(ϕ) 6 n− 2 ∀ϕ ∈ Tx(u)
}

if s ∈ (1/2, 1) .
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We can now apply e.g. [107, Chapter 3.4, proof of Lemma 1] (which only relies on the
upper semicontinuity of Ξs stated in Corollary 2.7.4, the strong convergence of blowups
to tangent maps, and the structure results on tangent maps established in Section 2.7.2)
to conclude that dimH Σ 6 n − 1 for s ∈ (0, 1/2), dimH Σ 6 n − 2 for s ∈ (1/2, 1), and
that Σ is locally finite in Ω if n = 1 with s ∈ (0, 1/2) or n = 2 with s ∈ (1/2, 1).

Proof of Theorem 2.1.3. For s ∈ (1/2, 1), we simply apply Theorem 2.1.2 (recalling min-
imality implies stationarity). We thus assume that s ∈ (0, 1/2]. Since u is minimizing in
Ω, the results in Section 2.7.2 apply. Hence, we can repeat the proof of Theorem 2.1.2 to
derive that u ∈ C∞(Ω \ Σ), sing(u) = Σ, where Σ is still given by (2.7.20). In view of
Lemma 2.7.9 and Lemma 2.7.10, we now have

Σ =
{
x ∈ Ω : dimS(ϕ) 6 n− 2 ∀ϕ ∈ Tx(u)

}
.

Once again, [107, Chapter 3.4, proof of Lemma 1] shows that dimH Σ 6 n − 2, and that
Σ is locally finite in Ω if n = 2.

Appendices

2.A On the degenerate Laplace equation

In this first appendix, our aim is to recall some of the properties satisfied by weak
solutions of the (scalar) degenerate linear elliptic equation

div(|z|a∇w) = 0 in BR(x0) , (2.A.1)

with x0 = (x0, z0) ∈ Rn+1. Those properties are essentially taken from [93], and we
reproduce here the statements for convenience of the reader. The notion of weak solution
to this equation corresponds to the variational formulation. In other words, we say that
w ∈ H1(BR(x0), |z|adx) is a weak solution of (2.A.1) if

ˆ
BR

|z|a∇w · ∇Φ dx = 0

for every Φ ∈ H1(BR(x0), |z|adx) such that Φ = 0 on ∂BR(x0).
One may complement (2.A.1) with a boundary condition of the form w = v on ∂BR(x0)

for a given v ∈ H1(BR(x0), |z|adx). This boundary condition is thus interpreted in the
sense of traces. Classically, such a boundary condition uniquely determines the solution
of (2.A.1) which can be characterized by energy minimality.

Lemma 2.A.1. Let v ∈ H1(BR(x0), |z|adx). The equation{
div(|z|a∇w) = 0 in BR(x0) ,
w = v on ∂BR(x0) ,

(2.A.2)

admits a unique weak solution which is characterized by
ˆ
BR(x0)

|z|a|∇w|2 dx 6
ˆ
BR(x0)

|z|a|∇Φ|2 dx

for every Φ ∈ H1(BR(x0), |z|adx) satisfying Φ = v on ∂BR(x0).
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2.7. Partial regularity for stationary and minimizing s-harmonic maps

As for the usual Laplace equation, energy minimality can be used to prove that w
inherits symmetries from the boundary condition. In our case, we make use of the following
lemma.

Lemma 2.A.2. Let x0 ∈ Rn×{0} and v ∈ H1(BR, |z|adx). If v is symmetric with respect
to {z = 0}, then the weak solution w of (2.A.2) is also symmetric with respect to {z = 0}.

Concerning interior regularity of weak solutions, the issue is of course near the hyper-
plane {z = 0}. Indeed, if the ball BR(x0) is away from {z = 0}, then the operator becomes
uniformly elliptic with smooth coefficients, and the classical elliptic theory tells us that
weak solutions are C∞ in the interior. For an arbitrary ball, the general results of [40]
about degenerate elliptic equations apply, and they provide at least local Hölder continu-
ity in the interior. Using the invariance of the equation with respect to the x-variables,
the regularity can be further improved (see e.g. [93, Corollary 2.13]). Some boundary
regularity and related maximum principles are also known from the general theory in [59].
We reproduce here the statement in [93, Lemma 2.18].

Lemma 2.A.3. Let v ∈ H1(BR(x0), |z|adx) ∩ C0(BR(x0)
)
. The weak solution w of

(2.A.2) belongs to C0(BR(x0)
)
. Moreover,

min
BR(x0)

w = min
∂BR(x0)

v and max
BR(x0)

w = max
∂BR(x0)

v .

A further fundamental property of weak solutions of (2.A.1) is an energy monotonicity
in which one has to distinguish balls centered at a point of {z = 0} from balls lying away
from {z = 0}. The two following lemmas are taken from [93, Lemma 2.8] and [93, Lemma
2.17], respectively.

Lemma 2.A.4. Let x0 ∈ Rn × {0} and w ∈ H1(BR(x0), |z|adx) be a weak solution of
(2.A.1). Assume that either s > 1/2, or that s < 1/2 and w is symmetric with respect to
the hyperplane {z = 0}. Then,

1
ρn+2−2s

ˆ
Bρ(x0)

|z|a|∇w|2 dx 6
1

rn+2−2s

ˆ
Br(x0)

|z|a|∇w|2 dx

for every 0 < ρ 6 r 6 R.

Lemma 2.A.5. Let w ∈ H1(BR(x0), |z|adx) be a weak solution of (2.A.1). If x0 =
(x0, z0) ∈ Rn+1

+ and R > 0 are such that BR(x0) ⊆ Rn+1
+ and z0 > θR for some θ > 2,

then ( 2
R

)n+1 ˆ
BR/2(x0)

|z|a|∇w|2 dx 6
(
1 + C

θ − 1
) 1
Rn+1

ˆ
BR(x0)

|z|a|∇w|2 dx ,

for a constant C = C(n).

2.B A Lipschitz estimate for s-harmonic functions

The purpose of this appendix is to provide an interior Lipschitz estimate for weak
solutions w ∈ Ĥs(D1) of the fractional Laplace equation

(−∆)sw = 0 in H−s(D1) . (2.B.3)

The notion of weak solution is understood here according to the weak formulation of the
s-Laplacian operator, see (2.2.3). Interior regularity for weak solutions is known, and it
tells us that w is locally C∞ in D1. The following estimate is probably also well known,
but we give a proof for convenience of the reader.
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Lemma 2.B.6. If w ∈ Ĥs(D1) is a weak solution of (2.B.3), then w ∈ C∞(D1/2), and

‖w‖2L∞(D1/2) + ‖∇w‖2L∞(D1/2) 6 C
(
Es(w,D1) + ‖w‖2L2(D1)

)
, (2.B.4)

for a constant C = C(n, s).

Proof. As we already mentioned, the regularity theory is already known, and we take
advantage of this to only derive estimate (2.B.4). Let us fix an arbitrary point x0 ∈ D1/2.
We consider the extension we which belongs to H1(B+

1/4(x0), |z|adx) with x0 := (x0, 0) by
Lemma 2.2.8. In view of Lemma 2.2.11, it satisfies

ˆ
B+

1/4(x0)
za∇we · ∇Φ dx = 0

for every Φ ∈ H1(B+
1/4(x0), |z|adx) such that Φ = 0 on ∂+B+

1/4(x0). Then we con-
sider the even extension of we to the whole ball B1/4(x0) that we still denote by we (i.e.
we(x, z) = we(x,−z)). Then we ∈ H1(B1/4(x0), |z|adx), and arguing as in the proof of
Corollary 2.5.3, we infer that we is a weak solution of (2.A.1) with R = 1/4. Accord-
ing to [93, Corollary 2.13], the weak derivatives ∂iwe belongs to H1(B1/8(x0), |z|adx) for
i = 1, . . . , n, and they are weak solutions of (2.A.1) with R = 1/8. Now, applying [40,
Theorem 2.3.12] to we and ∇xwe, we infer that we ∈ C1,α(B1/16(x0)) for some exponent
α = α(n, s) ∈ (0, 1),

[we]C0,α(B1/16(x0)) 6 C‖we‖L2(B1/8(x0),|z|adx) , (2.B.5)

and
[∇xwe]C0,α(B1/16(x0)) 6 C‖∇xwe‖L2(B1/8(x0),|z|adx) , (2.B.6)

for a constant C = C(n, s).
On the other hand, for every x ∈ B1/16(x0), we have (recall our notation in (2.5.11))

|we(x)| 6
∣∣∣we(x)− 1

|B1/16|a

ˆ
B1/16(x0)

|z|awe(y)dy
∣∣∣+ 1
|B1/16|a

ˆ
B1/16(x0)

|z|a|we(y)|dy

6 C
(
[we]C0,α(B1/16(x0)) + ‖we‖L2(B1/16(x0),|z|adx)

)
.

Combining this estimate with (2.B.5) and Lemma 2.2.8 leads to

‖we‖2L∞(B1/16(x0)) 6 C
(
Es(w,D1) + ‖w‖2L2(D1)

)
.

The same argument applied to ∇xwe and using (2.B.6) instead of (2.B.5) yields

‖∇xwe‖2L∞(B1/16(x0)) 6 C‖∇xwe‖2L2(B1/8(x0),|z|adx) 6 CEs(w,D1) ,

thanks to Lemma 2.2.8 again. Now the conclusion follows from the fact that we = w and
∇xwe = ∇w on ∂0B+

1/16(x0).

2.C An embedding theorem between generalized Qα-spaces

In this appendix, our goal is to prove one of the crucial estimates used in the proof of
Theorem 2.4.1, Corollary 2.C.11 below. In turns out that this estimate does not explicitly
appear in the existing literature (to the best of our knowledge), but it can be shortly
derived from recent results in harmonic analysis. The purpose of this appendix is thus
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2.7. Partial regularity for stationary and minimizing s-harmonic maps

to explain how to combine those results to reach our goal. First, we need to recall some
definitions and notations.

The space S∞(Rn) can be defined as the topological subspace of the Schwartz class
S (Rn) made of all functions ϕ such that the seminorm

‖ϕ‖M := sup
|γ|6M

sup
ξ∈Rn

∣∣∂γϕ̂(ξ)
∣∣(|ξ|M + |ξ|−M )

is finite for every M ∈ N, where γ = (γ1, . . . , γn) ∈ Nn, |γ| := γ1 + . . . + γn, and ∂γ :=
∂γ1

1 . . . ∂γnn . Its topological dual is denoted by S ′
∞(Rn), and it is endowed with the weak

∗-topology, see e.g. [112, 114].
The following Qα,qp -spaces were introduced in [22, 114], generalizing the notion of Qα-

space (see [96, Section 1.2.4] and references therein), in the sense thatQα(Rn) = Qα,2n/α(Rn).

Definition 2.C.7 ([22, 114]). Given α ∈ (0, 1), p ∈ (0,∞] and q ∈ [1,∞), define Qα,qp (Rn)
as the space made of elements f ∈ S ′

∞(Rn) such that f(x)−f(y) is a measurable function
on Rn × Rn and

‖f‖Qα,qp (Rn) := sup
Q
|Q|1/p−1/q

(¨
Q×Q

|f(x)− f(y)|q

|x− y|n+αq dxdy
)1/q

< +∞ ,

where Q ranges over all cubes of dyadic edge lengths in Rn.

Remark 2.C.8. Endowed with ‖ · ‖Qα,qp (Rn), the space Qα,qp (Rn) is a seminormed vector
space, and

Nα,p,q(f) := sup
Dr(x0)⊆Rn

rn/p−n/q
(¨

Dr(x0)×Dr(x0)

|f(x)− f(y)|q

|x− y|n+αq dxdy
)1/q

provides an equivalent seminorm.
The following embeddings between Qα,qp -spaces hold.

Theorem 2.C.1. If 0 < α1 < α2 < 1, 1 6 q2 < q1 <∞, and 0 < λ 6 n are such that

α1 −
λ

q1
= α2 −

λ

q2
, (2.C.7)

then Qα2,q2
nq2
λ

(Rn) ↪→ Qα1,q1
nq1
λ

(Rn) continuously.

As we briefly mentioned at the beginning of this appendix, this theorem actually follows
quite directly from a more general embedding result between some homogeneous Triebel-
Lizorkin-Morrey-Lorentz spaces [63] together with an identification result between various
definitions of homogeneous Triebel-Lizorkin-Morrey type spaces [96], and a characteriza-
tion of the Qα,qp -spaces within this scale of spaces [114]. We refer to the monograph [96]
for what concerns the spaces involved here, and we limit ourselves to their basic definition.
To this purpose, we consider a reference bump function ψ ∈ S (Rn) such that

spt ψ̂ ⊆
{
ξ ∈ Rn : 1

2 6 |ξ| 6 2
}

and |ψ̂(ξ)| > C > 0 for 3
5 6 |ξ| 6 5

3 .

(In particular, ψ ∈ S∞(Rn).) For j ∈ Z, we denote by ψj the function defined by

ψj(x) := 2jnψ(2jx) .
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Definition 2.C.9. Given p, q ∈ (0,∞), s ∈ R, and τ ∈ [0,∞), the homogeneous Triebel-
Lizorkin space Ḟ s,τp,q (Rn) is defined to be the set of all f ∈ S ′

∞(Rn) such that

‖f‖Ḟ s,τp,q (Rn) := sup
Q

1
|Q|τ

ˆ
Q

( ∞∑
j=jQ

(
2js|ψj ∗ f(x)|

)q)p/qdx
1/p

< +∞ ,

where Q ranges over all cubes of dyadic edge lengths in Rn, and jQ := − log2 `(Q) with
`(Q) the edge length of Q.

Definition 2.C.10. Given 0 < p 6 u < ∞ , 0 < q < ∞, and s ∈ R, the homogeneous
Triebel-Lizorkin-Morrey space Ėsp,q,u(Rn) is defined to be the set of all f ∈ S ′

∞(Rn) such
that

‖f‖Ėsp,q,u(Rn) := sup
Q
|Q|1/u−1/p

ˆ
Q

(∑
j∈Z

(
2js|ψj ∗ f(x)|

)p)q/pdx
1/q

< +∞ ,

where Q ranges over all cubes of dyadic edge lengths in Rn.

Proof of Theorem 2.C.1. In [63], the author introduced a more refined scale of homoge-
neous Triebel-Lizorkin spaces of Morrey-Lorentz type, denoted by Ḟ s,uMp,q,λ

(Rn). In the case
u = p = q, those spaces coincide with the homogeneous Triebel-Lizorkin-Morrey spaces
above, namely

Ḟ s,pMp,p,λ
(Rn) = Ėsp,p,np

λ
(Rn)

for every p ∈ (0,∞), λ ∈ (0, n], and s ∈ R. More precisely, their defining seminorms are
equivalent (in one case the supremum is taken over all dyadic cubes, while in the other it
is taken over balls). By [63, Theorem 4.1], under condition (2.C.7) the space Ḟα2,q2

Mq2,q2,λ
(Rn)

embeds continuously into Ḟα1,q1
Mq1,q1,λ

(Rn). In other words,

Ėα2
q2,q2,

nq2
λ

(Rn) ↪→ Ėα1
q1,q1,

nq1
λ

(Rn) (2.C.8)

continuously. On the other hand, [96, Theorem 1.1] tells us that

Ėα1
q1,q1,

nq1
λ

(Rn) = Ḟ
α1,

n−λ
nq1

q1,q1 (Rn) and Ėα2
q2,q2,

nq2
λ

(Rn) = Ḟ
α2,

n−λ
nq2

q2,q2 (Rn) ,

with equivalent seminorms. Finally, by [114, Theorem 3.1] we have

Ḟ
α1,

n−λ
nq1

q1,q1 (Rn) = Qα1,q1
nq1
λ

(Rn) and Ḟ
α2,

n−λ
nq2

q2,q2 (Rn) = Qα2,q2
nq2
λ

(Rn) ,

with equivalent seminorms. Hence, the conclusion follows from (2.C.8).

We are now ready to state the important corollary of Theorem 2.C.1 used in the proof
of Theorem 2.4.1. Given s ∈ (0, 1), p ∈ [1,∞), and an open set Ω ⊆ Rn, we recall that the
Sobolev-Slobodeckij W s,p(Ω)-seminorm of a measurable function f is given by

[f ]pW s,p(Ω) :=
¨

Ω×Ω

|f(x)− f(y)|p

|x− y|n+sp dxdy . (2.C.9)
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Corollary 2.C.11. Let s ∈ (0, 1) and f ∈ L1(Rn) with compact support. If

sup
Dr(x)⊆Rn

r2s−n[f ]2Hs(Dr(x)) < +∞ , (2.C.10)

then,
sup

Dr(x)⊆Rn
r

2s−n
3 [f ]2W s/3,6(Dr(x)) 6 C sup

Dr(x)⊆Rn
r2s−n[f ]2Hs(Dr(x)) ,

for a constant C = C(n, s).

Proof. Since f ∈ L1(Rn) has compact support, it clearly belongs to S ′
∞(Rn). Then, condi-

tion (2.C.10) implies that f ∈ Qs,2n/s(R
n). On the other hand, Qs,2n/s(R

n) ↪→ Qs/3,63n/s (Rn) con-
tinuously by Theorem 2.C.1. Then the conclusion follows from the definition of Qs/3,63n/s (Rn)
together with Remark 2.C.8.
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Chapter 3

Large mass minimizers for an
isoperimetric problem with a repulsive

integrable potential

3.1 Introduction

We study a variant of Gamow’s liquid drop model for the atomic nucleus, in which the
repulsive term is given by a general nonnegative and radially nonincreasing kernel. More
precisely, given K : Rn → [0,+∞) a measurable and nonnegative function, n > 2, we
consider the minimization problem

min
{
P (E) +

¨
E×E

K(x− y) dx dy : |E| = m

}
, (P1)

where the minimum is taken over all sets of finite perimeter of volumem and P (E) denotes
the perimeter of E. Except in Section 3.2, we shall always assume that K satisfies the
following general hypotheses:

(H1) K ∈ L1(Rn) ∩W 1,1
loc (Rn \ {0}), and

ˆ
Rn
|x|K(x) dx < +∞,

ˆ
Rn
|∇K(x)||x| dx < +∞,

ˆ
Rn
|∇K(x)||x|2 dx < +∞;

(H2) there exists a nonnegative and nonincreasing function k : (0,+∞) → R such that
K(x) = k(|x|) for L n − a.e. x ∈ Rn;

(H3) k′ is continuous on (0,+∞).

Starting from Section 3.5, we add the extra assumption

(H4) K(x) = o(|x|−(n+1)) at infinity, and K(x) = o(|x|α−n) near the origin, for some
α > 0.

As we will show, the so-called Bessel kernels are natural examples of kernels satisfying
these assumptions. Let us remark that Problem (P1) is a minimization problem where
the two terms compete with each other: the local perimeter term constrains the set E
to concentrate as much as possible, while the nonlocal term acts as a repulsive term,
forcing E to spread. Indeed, it is known that the perimeter is minimized by balls under
volume constraint, while the nonlocal term is maximized by balls (by Riesz’ symmetric
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rearrangement, using [71, Chapter 3.7] and the fact that K is equal to its symmetric
rearrangement).

We are interested in the asymptotic behavior of this minimization problem for large
masses, and give answers to several natural questions: does Problem (P1) admit mini-
mizers? If so, what do those minimizers look like, are they regular? Can the ball be a
minimizer?

To state our main results, we define

I l,pK :=
ˆ
Rn
|x|p|∂lrK(x)| dx = n|B1|

ˆ ∞
0
|k(l)(r)|rp+n−1 dr

for l ∈ {0, 1} and p ∈ {0, 1, 2}, where ∂rK is the radial derivative of K, and

Kp,n := −
ˆ
Sn−1
|e · x|p dH n−1

x , (3.1.1)

which does not depend on e ∈ Sn−1 by symmetry. We prove that if I0,1
K is small enough,

then there exists a critical mass above which Problem (P1) admits a minimizer, and that
up to translations and rescaling, any sequence of minimizers converges to the unit ball as
the mass goes to infinity.

Theorem 3.1.1. Assume I0,1
K < 2

K1,n
. Then there exists me = me(n,K) such that, for any

m > me, Problem (P1) admits a minimizer, and any minimizer E is, up to a translation,
included in 4[B]m up to a set of vanishing Lebesgue measure, where [B]m denotes the ball
of volume m centered at the origin.

Theorem 3.1.2. Assume I0,1
K < 2

K1,n
. Let (mk)k∈N be a sequence of positive real numbers

going to infinity, and for all k ∈ N, let Ek be a minimizer of Problem (P1) of mass mk

such that ˆ
Ek

x dx = 0.

Then letting Fk :=
(
|B1|
mk

) 1
n
Ek, the sequence (Fk)k∈N of sets of finite perimeter of volume

|B| converges to the unit ball B centered at the origin w.r.t. to the L1 norm, i.e.,

|Fk4B|
k→∞−−−→ 0.

The main obstacle for proving the existence with the direct method in the calculus
of variations is the possibility for a minimizing sequence to have some mass escape at
infinity. We solve this problem of lack of compactness by showing that for large masses
a minimizing sequence may be constrained inside a ball via a truncation lemma. One of
the keys to do so, and to study Problem (P1) in general, is to use the integrability of the
kernel K on Rn, and to rewrite the nonlocal term as

¨
E×E

K(x− y) dx dy = mI0,0
K −

¨
E×Ec

K(x− y) dx dy,

so that Problem (P1) is equivalent to

min {P (E)− PerK(E) : |E| = m} ,

where
PerK(E) :=

¨
E×Ec

K(x− y) dx dy.
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The functional PerK should be considered as a “nonlocal perimeter”, which behaves in
many ways as a (standard) perimeter term rather than a volume term. The convergence of
rescaled minimizers follows from the computation of the Γ-limit of the rescaled functional
of Problem (P1). Applying results from [88], when I0,1

K < 2
K1,n

, we obtain that minimizers
have a C1, 1

2 reduced boundary, and we show that they are necessarily connected whenever
K is not compactly supported.

Then we recall a well-suited notion of stability (see Section 3.5.1) and show that if I0,1
K

is above the threshold of Theorems 3.1.1 and 3.1.2, then for large masses, balls are not
stable, and thus cannot be minimizers of Problem (P1).

Theorem 3.1.3. If I0,1
K > 2

K1,n
and K satisfies (H4) as well, there exists mu = mu(n,K)

such that for any m > mu the ball [B]m is not stable for the functional of Problem (P1).

The proof for the instability of large balls relies essentially on the study of the Jacobi
operator associated with the minimized functional, and on a result similar to the one by
J. Bourgain, H. Brezis, and P. Mironescu in [12] for W 1,2(Sn−1), i.e., computation of the
limit,

lim
ε→0

¨
Sn−1×Sn−1

|f(x)− f(y)|2

|x− y|2
ηε(x− y) dH n−1

x dH n−1
y ,

where (ηε)ε>0 is a family of “(n− 1)-dimensional mollifiers”, and f ∈ C2(∂B).

Outline of the chapter

This chapter is organized as follows. In Section 3.2 we discuss a few variants of Gamow’s
liquid drops model that have already been studied in the literature and motivate the choice
for our assumptions (H1) to (H4). We also recall some well-known results on isoperimetric
inequalities. In Section 3.3 we establish basic prerequisites on nonlocal perimeters, essen-
tially that they behave to some extent similarly to the classical perimeter, and recall the
definition and basic properties of Bessel kernels, which are the typical kernels for which our
results apply. Then in Section 3.4 we prove existence of large mass minimizers, i.e. Theo-
rem 3.1.1. We then compute the Γ-limit of the rescaled functional of Problem (P1), and
show that if I0,1

K is small enough, the Γ-limit is a positive multiple of the perimeter, which
implies Theorem 3.1.2, a straightforward consequence of Corollary 3.4.8. We conclude this
section by establishing C1, 1

2 regularity (applying directly results in [88]) and connected-
ness of minimizers, and by giving some ideas and conjectures for deriving uniform density
estimates (w.r.t. the volune) for minimizers of the rescaled problem, which have yet to be
obtained. Eventually, in Section 3.5, we study the stability of the ball, showing that there
is a threshold for I0,1

K above which large balls are unstable, i.e. Theorem 3.1.3, a direct
consequence of Theorem 3.5.6.

Notation

For any set E ∈ Rn, we define Ec := Rn\E, and we write |E| for its volume. Given two
sets E and F , we note E4F := (E \F )t (F \E) their symmetric difference. We say that
two sets E and F are equivalent if |E4F | = 0. We denote by Br(x) the n-dimensional
open ball of radius r centered at x. For simplicity we write Br when x is the origin, and B
when r = 1. The volume of B is ωn := |B| = π

n
2

Γ(1+n
2 ) , and the area of the unit sphere Sn−1

is H n−1(∂B) = nωn. We also denote by Sk the k-dimensional unit sphere, and simply
|Sk| its area. For any m > 0 and x ∈ Rn we let [B]x,m be the open ball of volume m
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centered at x, or simply [B]m if x = 0. For any open set Ω ⊆ Rn, we denote by BV(Ω)
the space of functions with bounded variation in Ω, and for any f ∈ BV(Ω) we let |Df |
be its total variation measure, and [f ]BV(Ω) :=

´
Ω|Df |. For a set of finite perimeter E

in Ω, we let χE ∈ BV(Ω) be its characteristic function (i.e., χE(x) = 1 if x ∈ E and 0
otherwise), and define its perimeter in Ω by P (E; Ω) :=

´
Ω|DχE |. If Ω = Rn we simply

write P (E) := P (E;Rn). We denote by µE the Gauss–Green measure associated with the
set of finite perimeter E and νE(x) the outer unit normal of ∂∗E at x, where ∂∗E stands
for the reduced boundary of E.

3.2 Motivation and context

3.2.1 No repulsion: the Classical Isoperimetric Problem

Let us first say a few words about the simplest case for Problem (P1), that is, whenK ≡
0. In that case, (P1) is the classical isoperimetric problem which consists in minimizing
the perimeter under a volume constraint. It is known that the unique minimizer, up to
translations, is the ball, which gives the classical isoperimetric inequality

P (E) > P ([B]m),

for any set of finite perimeter E with volume m, and can be rewritten

P (E) > nω
1
n
n |E|1−

1
n . (3.2.1)

We also have a relative version of this isoperimetric inequality: there exists C = C(n)
such that, for any set of finite perimeter E in Rn, then for every ball Br(x) we have

min(|E ∩Br(x)|, |Ec ∩Br(x)|)1− 1
n 6 CP (E;Br(x)).

Besides the fact that balls are solutions to the classical isoperimetric problem, we have the
following related question: if the perimeter of a set E of volume m is close to P ([B]m),
is E close to the ball [B]m in some sense, and if so, is it possible to quantify it? This
question has been answered in [50] (see also [49] for a refinement), and we recall the given
answer below. Given E such that |E| = m, we define the isoperimetric deficit of E by

D(E) := P (E)− P ([B]m)
P ([B]m) ,

and its Fraenkel asymmetry by

α(E) := min
{ |E4[B]y,m|

m
: y ∈ Rn

}
.

The sharp quantitative isoperimetric inequality proven in [50] then states that there exists
C = C(n) such that

α(E) 6 C
√
D(E), (3.2.2)

and that the 1
2 exponent over D(E) is sharp. In addition to their intrinsic interest,

isoperimetric inequalities are a very useful tool to study related isoperimetric problems,
and we shall often rely on them in this chapter.
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Large mass minimizers for an isoperimetric problem

3.2.2 Slow decay at infinity: Riesz potentials

Problems such as (P1) are essentially inspired by a model for the atomic nucleus
introduced by George Gamow in the late 1920s, which is now referred to as Gamow’s
liquid drop model for the atomic nucleus. This denomination is due to the fact that in
this simple model (then refined by Heisenberg, von Wiezsäcker and Bohr in the 1930s),
the protons and neutrons inside the atomic nucleus are treated as an incompressible and
uniformly charged fluid. In this model, the atomic nucleus is represented by a set Ω ⊆ R3

of volume m (which we also call the mass), and its energy is given by

P (Ω) + 1
8π

¨
Ω×Ω

1
|x− y|

dx dy.

The perimeter term represents the energy associated with the attractive short-range nu-
clear force, while the Coulombic repulsive term is due to the positively charged protons
pushing themselves away from each other. This model successfully explained the phe-
nomenon of nuclear fission: indeed, there are two critical masses 0 < m1 6 m2 <∞ such
that, below m1, the problem admits a minimizer (no fission), and above m2, there is no
minimizer (fission). In fact, there exists another threshold 0 < m0 6 m1 such that, below
it, the ball is the unique minimizer (up to translations) These results were first rigorously
proven in [66] (see also [67] for the planar case). Many variants and generalizations of
this model have been proposed since then, one of the most natural being to replace the
Newton potential 1

|x|n−2 in dimension 3 by Riesz potentials in arbitrary dimension n > 2,
that is

K(x) = 1
|x|n−α

, α ∈ (0, n).

The Newton case α = 2 in dimension n > 3 was treated e.g. in [65], the Riesz cases with
α ∈ (0, n − 1) in [10], and the complete Riesz case α ∈ (0, n) in any dimension in [45],
where the perimeter P (E) can also be replaced by fractional perimeters Ps(E), s ∈ (0, 1).

Let us sum up some of what is known in the Riesz case in the following theorems.

Theorem 3.2.1 ([67, 66, 65, 10, 45]). Given n > 2 and α ∈ (0, n), then there exists
m0 = m0(n, α) such that for any m < m0 the ball [B]m is the unique minimizer, up to
translations, of Problem (P1) for K(x) = |x|−(n−α).

There are also some nonexistence results.

Theorem 3.2.2 ([10, 67, 66, 72]). Given n > 2 and α ∈ (n − 2, n), then there exists
m1 = m1(n, α) such that for any m > m1, Problem (P1) admits no minimizer for K(x) =
|x|−(n−α).

These nonexistence results for large masses are in a sense not surprising. Indeed, on
the one hand, note that without the perimeter term the problem

min
{¨

E×E

1
|x− y|n−α

dx dy : |E| = m

}

admits no minimizer, since it is always better (Riesz kernels being stricly radially decreas-
ing) to split a set E into infinitely many pieces and send them farther from each other
at infinity. On the other hand, the relatively slow decay at infinity of the Riesz kernels
make them nonintegrable, which would explain why the repulsive potential takes over the
perimeter term in (P1) for large masses, resulting in the nonexistence of minimizers.

As for the thresholds m0, m1, and m2, physical evidence indicate that in dimension
n = 3 at least, they should be equal, but this has yet to be proven.
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3.2.3 Compactly supported potentials

An interesting case is when the potential K has compact support. Recalling our
informal discussion on nonexistence for Riesz potentials, we see that in the compact case,
sending disjoint pieces of a set E at infinity does not decrease the energy of the nonlocal
term: when the pieces are far enough, they simply have no interaction between each other.
Thus we may imagine that we should be able to build a minimizing sequence lying in a fixed
ball, hence get some compactness and prove the existence of minimizers. In dimension
n = 2 this strategy can be implemented quite easily (the advantage being that sets of
finite perimeter are essentially bounded, i.e., included in a ball), but in higher dimension
it is not that simple.

Fortunately, using the link between minimizers of (P1) and “almost-minimizers” of
the perimeter (see Section 3.4.4), that case was successfully treated by S. Rigot in [88],
yielding the following result.

Theorem 3.2.3 ([88]). If K is compactly supported, then Problem (P1) always admits
minimizers. In addition, for any minimizer E, ∂∗E is a C1, 1

2 -hypersurface, and, up to
a renormalization, E has a finite number of connected components N , where N can be
bounded depending only on K, n and m.

In our case, since the kernels considered are radially symmetric, one can wonder if
minimizers in Theorem 3.2.3 are simply balls. In fact by Theorem 3.1.3, if I0,1

K > 2
K1,n

,
then for large masses this is not the case, and we have the following symmetry-breaking
result.

Corollary 3.2.4. In addition to Theorem 3.2.3, if I0,1
K > 2

K1,n
, none of the minimizers

for Problem (P1) is a ball for m large enough.

3.2.4 In-between: Bessel potentials

Between Riesz kernels, which are slowly decreasing kernels, and compactly supported
kernels, it is natural to wonder what happens in the intermediate case of rapidly decreasing
kernels such as Bessel kernels. Bessel kernels are given by the operators (I − ∆)−

α
2 for

α ∈ (0, n), i.e. the Bessel kernel of order α is the fundamental solution of

(I −∆)
α
2 f = δ0,

where δ0 is the Dirac distribution at the origin. In fact, we can consider the “generalized”
Bessel-type potentials given by (I − κ∆)−

α
2 , where α, κ ∈ (0,+∞). As far as we know

there is little literature on Problem (P1) when K is a Bessel kernel, and especially on the
asymptotic behavior for large masses. Compared with Riesz kernels (which are associated
with the operators (−∆)−

α
2 ), Bessel kernels are generally not explicit, in the sense that

they only have an integral representation, and they do not behave as nicely as Riesz
kernels under scaling. Near the origin, Riesz and Bessel kernels of the same order α
behave similarly, however at infinity Bessel kernels decay much faster. Their decay at
infinity is exponential (in particular, they are integrable), making them an intermediate
case between Riesz kernels and compactly supported kernels. Note that even though Bessel
kernels decay exponentially, the situation is very different from the compact support case:
here, there is always a little interaction between pieces of E, no matter how far they are
to one another, thus we cannot use the strategy implemented in [88] to get compactness
of minimizing sequences, even in dimension n = 2.
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Large mass minimizers for an isoperimetric problem

For small masses, the similarity between Riesz and Bessel kernels near the origin
suggests that Problem (P1) presents the same kind of behavior whether K is a Riesz or a
Bessel kernel of order α, that is, there exists a critical mass below which, up to translations,
the ball of volume m is the unique minimizer. In this “small volume” case we believe the
approach for the Riesz case in [45] can be adapted without major difficulties, but this is
not the subject of this chapter.

We are more interested in the case of large volumes. For Riesz kernels of order α ∈
(n−2, n), it is known that above a critical mass, Problem (P1) admits no minimizer. Here,
the better integrability of the Bessel kernels changes the asymptotic behavior when the
mass goes to infinity: if κ is small enough, Problem (P1) admits large mass minimizers,
and up to translations, any sequence of normalized (to unit mass) minimizers converges
to the unit ball as the mass goes to infinity. We end this introductory discussion on Bessel
kernels here, leaving the more technical reminders for Section 3.3.2.

3.3 Preliminaries

3.3.1 Nonlocal perimeters, reformulation of the problem

First, let us make a few remarks on assumptions (H1) to (H4) made on K, and some
of their immediate consequences.
Remark 3.3.1. By (H1) and (H2), k is absolutely continuous on (0,+∞). In addition,
since K is radial and radially nonincreasing, ∇K(x) · x = k′(|x|)|x| = −|∇K(x)||x|, and

|Sn−1|
ˆ ∞

0
k(r)rn−1 dr =

ˆ
Rn
K(x) dx <∞,

|Sn−1|
ˆ ∞

0
|k′(r)|rn dr =

ˆ
Rn
|∇K(x)||x| dx <∞,

|Sn−1|
ˆ ∞

0
|k′(r)|rn+1 dr =

ˆ
Rn
|∇K(x)||x|2 dx <∞.

By (H2) and (H3), ∇K is also continuous in Rn \ {0}. Furthermore (H1) implies that
K(x) 6 C|x|−(n+1) at infinity for some C > 0. Indeed, we know that if f ∈ L1

loc(0,+∞)
and f ′ ∈ L1(0,+∞), then f has a limit at infinity. Applying this to f(r) := rn+1k(r), we
have f ′ ∈ L1(0,+∞) in view of (H1), thus there exists l > 0 such that rn+1k(r)→ l which
shows that k(r) 6 2lr−(n+1) in a neighborhood of infinity. The same reasoning applied to
f(r) = rnk(r) shows that rnk(r) has a limit in 0+, and for r 7→ rn−1k(r) to be integrable
near the origin, this limit must vanish, thus k(r) = o(r−n) near 0. In addition, we have
the relation

I1,1
K = nI0,0

K . (3.3.1)

Indeed, integrating (k(r)rn)′ = k′(r)rn + nk(r)rn−1 between r and R, we find

k(R)Rn − k(r)rn =
ˆ R

r
k′(s)sn ds+ n

ˆ R

r
k(s)sn−1 ds,

thus using the fact that k(r) = o(r−n) near the origin and at infinity, letting r go to 0 and
R go to infinity yields

−
ˆ ∞

0
k′(s)sn ds = n

ˆ ∞
0

k(s)n−1 ds,

hence (3.3.1), since k′ 6 0.
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Remark 3.3.2. The bounds at the origin and at infinity of K given by (H4) are in fact
required only for the study of the stability of the ball conducted in Section 3.5. The bound
at the origin is required in order to be able to use directly the formula for the second
variation of the nonlocal term computed in [45] (and it may actually be unnecessary),
while the bound at infinity is to ensure that the family of (n − 1)-dimensional mollifiers
given by k satisfies (3.A.5) (which can actually be dropped in dimension larger than 2).

As we mentioned in the introduction, the rest of our study relies on the crucial obser-
vation that Problem (P1) is in fact equivalent to

min
(
P (E)− PerK(E) : |E| = m

)
, (P2)

where
PerK(E) :=

¨
E×Ec

K(x− y) dx dy

is sometimes called the nonlocal K-perimeter of E (see e.g. [7, 20]). Indeed, for any E
such that |E| = m, using the integrability of the kernel K on Rn, we have¨

E×E
K(x− y) dx dy =

¨
E×Rn

K(x− y) dx dy −
¨
E×Ec

K(x− y) dx dy

= m‖K‖L1(Rn) − PerK(E).
(3.3.2)

Since the ball [B]m of volume m maximizes
˜
E×EK(x − y) dx dy, this also shows that

[B]m minimizes PerK(E) among sets of volume m. From now on, we set

FK := P − PerK . (3.3.3)

One of the reasons why PerK can be thought of as a perimeter appears if one imagines
that the kernel K goes to infinity at the origin, and decreases quickly away from it.
Heuristically in that case the part in PerK(E) that prevails would be when |x − y| < ε
where ε is small, i.e.

PerK(E) '
¨

E×Ec

|x−y|<ε

K(x− y) dx dy,

and (E × Ec) ∩ {|x − y| < ε} ⊆ (ε-neighb(∂E))2, where ε-neighb(∂E) denotes an ε-
neighborhood of ∂E, whenever E has a smooth boundary. In our case K may not be
singular at the origin, but we still assume that it is radially decreasing, so that for (x, y) ∈
E×Ec, the closer x and y are to each other (and thus to ∂E), the more K(x−y) increases.
In addition, PerK(E) can be controlled by the classical perimeter if I0,1

K =
´
Rn |x|K(x) dx

is well defined, using that

‖f(h+ ·)− f‖L1(Rn) 6 |h|[f ]BV(Rn), ∀f ∈ BV(Rn), ∀h ∈ Rn.

Indeed, by Fubini’s theorem we find

PerK(E) =
¨
E×Ec

K(x− y) dx dy = 1
2

¨
Rn×Rn

|χE(x+ h)− χE(x)|K(h) dx dh

= 1
2

ˆ
Rn
‖χE(h+ ·)− χE‖L1(Rn)K(h) dh

6
1
2

ˆ
Rn
|h|P (E)K(h) dh = I0,1

K

2 P (E).

We can even refine the constant in this inequality using the following proposition, inspired
by [12, Theorem 2] (see also [32, Lemma 3]).
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Proposition 3.3.3. Let f ∈ BV(BR(x0)) for some x0 ∈ Rn and R > 0, and let ρ :
(0,+∞)→ [0,+∞) a measurable function such that

ˆ
Rn
ρ(|x|) dx = 1. Then

¨
BR(x0)×BR(x0)

|f(x)− f(y)|
|x− y|

ρ(x− y) dx dy 6 K1,n

ˆ
BR(x0)

|Df |, (3.3.4)

where K1,n is defined by (3.1.1). As a consequence, if f ∈ BV(Rn) we have
¨

Rn×Rn

|f(x)− f(y)|
|x− y|

ρ(x− y) dx dy 6 K1,n

ˆ
Rn
|Df |. (3.3.5)

Proof. The proof is similar to [32, Proof of Lemma 3], with the difference that we want
to obtain an upper bound involving only the L1 norm of the gradient on BR(x0). Up
to a translation, without loss of generality we may assume that x0 = 0. By density of
C∞(BR)∩W 1,1(BR) in BV(BR) we shall assume that f ∈ C∞(BR)∩W 1,1(BR). Integrating
on lines we have

f(x+ h)− f(x) =
ˆ 1

0
∇f(x+ th) · hdt,

thus, making the change of variables h = x− y, and noting that h ∈ B2R, using Fubini’s
theorem we find,

¨
BR×BR

|f(x)− f(y)|
|x− y|

ρ(|x− y|) dx dy

=
ˆ
BR

(ˆ
B2R

χBR(x)(h) |f(x)− f(x− h)|
|h|

ρ(|h|) dh
)

dx

=
ˆ
B2R

(ˆ
BR(h)∩BR

|f(x− h)− f(x)|dx
)
ρ(|h|)
|h|

dh

=
ˆ
B2R

(ˆ
BR(h)∩BR

∣∣∣∣∣
ˆ 1

0
∇f(x− th) · hdt

∣∣∣∣∣ dx
)
ρ(|h|)
|h|

dh.

(3.3.6)

Applying the coarea formula to (3.3.6) and then Cauchy-Schwarz inequality and Fubini’s
theorem gives

¨
BR×BR

|f(x)− f(y)|
|x− y|

ρ(|x− y|) dx dy

=
ˆ 2R

0

ˆ
Sn−1

(ˆ
BR(rσ)∩BR

∣∣∣∣∣
ˆ 1

0
∇f(x− trσ) · σ dt

∣∣∣∣∣ dx
)
ρ(r)rn−1 dH n−1

σ dr

6
ˆ 2R

0

ˆ
Sn−1

(ˆ 1

0

ˆ
BR(rσ)∩BR

|∇f(x− trσ) · σ| dx dt
)
ρ(r)rn−1 dH n−1

σ dr.

Since x − trσ ∈ BR whenever x ∈ BR(rσ) ∩ BR and t ∈ [0, 1] (indeed |x − trσ| =
|t(x− rσ) + (1− t)x| 6 t|x− rσ|+ (1− t)|x| < R), a change of variables y = x+ trσ yields

¨
BR×BR

|f(x)− f(y)|
|x− y|

ρ(|x− y|) dx dy

6
ˆ 2R

0

ˆ
Sn−1

(ˆ 1

0

ˆ
BR

|∇f(y) · σ| dy dt
)
ρ(r)rn−1 dH n−1

σ dr

=
ˆ 2R

0

ˆ
Sn−1

ˆ
BR

|∇f(y) · σ|ρ(r)rn−1 dy dH n−1
σ dr.

(3.3.7)
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Using Fubini’s theorem once again and the equality

−
ˆ
Sn−1
|∇f(y) · σ| dH n−1

σ = K1,n|∇f(y)|,

from (3.3.7) we obtain
¨
BR×BR

|f(x)− f(y)|
|x− y|

ρ(|x− y|) dx dy

=
ˆ 2R

0

ˆ
BR

ˆ
Sn−1
|∇f(y) · σ|ρ(r)rn−1 dH n−1

σ dy dr

= |Sn−1|K1,n

ˆ 2R

0

ˆ
BR

|∇f(y)|ρ(r)rn−1 dy dr

= K1,n

(ˆ
BR

|∇f(y)|dy
)(
|Sn−1|

ˆ 2R

0
ρ(r)rn−1 dr

)

6 K1,n

(ˆ
BR

|∇f(y)|dy
)(ˆ

B2R

ρ(|x|) dx
)
,

hence (3.3.4), since ˆ
Rn
ρ(|x|) dx = 1.

We deduce (3.3.5) by letting R go to infinity in (3.3.4).

Remark 3.3.4. Note that by Proposition 3.3.10 below, the constant K1,n is optimal for
(3.3.5).

Corollary 3.3.5. For any E set of finite perimeter, we have

PerK(E) 6 I0,1
K K1,n

2 P (E).

Proof. Setting ρK(x) := |x|K(x)
I0,1
K

, one needs only rewrite PerK(E) as

PerK(E) = 1
2

¨
Rn×Rn

|χE(x)− χE(y)|K(x− y) dx dy

= I0,1
K

2

¨
Rn×Rn

|χE(x)− χE(y)|
|x− y|

ρK(x− y) dx dy

and apply Proposition 3.3.3 to conclude.

Recall that the classical perimeter is lower semicontinuous with respect to the clas-
sical topology of L1(Rn). Here the nonlocal perimeter is in fact continuous for the L1

convergence, as is shown in the following lemma.

Lemma 3.3.6. For any sets E and F with finite Lebesgue measure, we have

|PerK(E)− PerK(F )| 6 I0,0
K |E4F |.

In particular if (Ek)k∈N is a sequence of sets with finite measure converging to E in L1(Rn),
then PerK(Ek)→ PerK(E).
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Proof. Let E and F be sets with finite (possibly different) Lebesgue measure. Using

PerK(E) = 1
2

¨
Rn×Rn

|χE(x)− χE(y)|K(x− y) dx dy,

we have

PerK(E)− PerK(F ) = 1
2

¨
Rn×Rn

(|χE(x)− χE(y)| − |χF (x)− χF (y)|)K(x− y) dx dy.

Thus by the reversed triangle inequality,

|PerK(E)− PerK(F )| 6 1
2

¨
Rn×Rn

(|χE(x)− χF (x)|+ |χE(y)− χF (y)|)K(x− y) dx dy

= 1
2

¨
Rn×Rn

(χE4F (x) + χE4F (y))K(x− y) dx dy

= I0,0
K |E4F |.

The claim of continuity w.r.t. the L1 convergence is clear since ‖χE−χF ‖L1(Rn) = |E4F |.

One of the nice properties of the classical perimeter is its behavior under scaling. For
any set of finite perimeter E and any λ > 0, we obviously have P (λE) = λn−1P (E). This
is unfortunately not the case for such nonlocal perimeters. However just like |P (λE) −
P (E)| 6 C|1−λ|P (E) for some C not depending of E, when λ is close to 1, one can show
that the difference between PerK(λE) and PerK(E) is controlled by a perimeter term of
the form C|1− λ|P (E).

Lemma 3.3.7. For any set of finite perimeter E, t 7→ PerK(tE) ∈ C1(0,+∞), and

d
dt PerK(tE) = 2n

t
PerK(tE) + 1

t

¨
(tE)×(tE)c

∇K(x− y) · (x− y) dx dy. (3.3.8)

In particular, for any t ∈ (1
2 , 2), we have

|PerK(tE)− PerK(E)| 6 C1|1− t|P (E), (3.3.9)

for some C1 = C1(n, I1,0
K , I1,2

K ).

Proof. Up to considering F := Ec, we can assume without loss of generality that |E| <
+∞. By scaling we have

PerK(tE) = t2n
¨
E×Ec

K(t(x− y)) dx dy (3.3.10)

thus t 7→ PerK(t(E) ∈ C1(0,+∞) if and only if f : t 7→
¨
E×Ec

K(t(x − y)) dx dy ∈

C1(0,+∞), and we have

d
dt PerK(tE) = 2nt2n−1

¨
E×Ec

K(t(x− y)) dx dy + t2nf ′(t)

= 2n
t

PerK(tE) + t2nf ′(t).

129



3.3. Preliminaries

Let us show that f ∈ C0(0,+∞). Since K is C0 away from the origin by Remark 3.3.1,
then for L 2n-a.e. (x, y) ∈ E ×Ec, t 7→ K(t(x− y)) ∈ C0(0,+∞). In addition, since K is
positive and radially nonincreasing, for any t > t0 > 0, we have

|K(t(x− y))| 6 K(t0(x− y))

and (x, y) 7→ K(t0(x−y)) is integrable on E×Ec, thus by the theorem of continuity under
the integral, f is continuous on (t0,+∞), for all t0 > 0, hence f ∈ C0(0,+∞).
Given 0 < t0 < t1 we show that f ∈ C1(t0, t1) and compute its derivative. Let t ∈ (t0, t1),
and h0 > 0 so that t0 < t−h0 < t+h0 < t1. For any h 6= 0 such that |h| < h0, integrating
on lines, we write

f(t+ h)− f(t)
h

=
¨
E×Ec

ˆ 1

0
∇K((t+ sh)(x− y)) · (x− y) dsdx dy. (3.3.11)

Given ε > 0, we claim that there exists R > 0 such that for any h ∈ [−h0, h0] \ {0}, we
have

¨

E×Ec

|x−y|< 1
R

or |x−y|>R

ˆ 1

0
|∇K((t+ sh)(x− y)) · (x− y)|dsdx dy 6 ε (3.3.12)

and ¨

E×Ec

|x−y|< 1
R

or |x−y|>R

|∇K(t(x− y)) · (x− y)|dx dy 6 ε. (3.3.13)

Indeed, on the one hand, changing variables we have
¨

E×Ec

|x−y|>R

ˆ 1

0
|∇K((t+ sh)(x− y)) · (x− y)|dsdx dy

6
ˆ 1

0
(t+ sh)−(2n+1)

¨

((t+sh)E)×((t+sh)E)c

|x−y|>R/(t+sh)

|∇K(x− y) · (x− y)|dx dy ds

6
ˆ 1

0
(t+ sh)−(2n+1)

ˆ
(t+sh)E

ˆ
|x−y|>R/(t+sh)

|∇K(x− y) · (x− y)|dx dy ds

6 |E|tn1 t
−(2n+1)
0

ˆ
Bc
R
t1

|∇K(x) · x|dx 6 ε,

(3.3.14)

for any R large enough independently of h, since ∇K(x) · x belongs to L1(Rn). On the
other hand, proceeding similarly, we find

¨

E×Ec

|x−y|< 1
R

ˆ 1

0
|∇K((t+ sh)(x− y)) · (x− y)|dsdx dy

6 |E|tn1 t
−(2n+1)
0

ˆ
B 1
Rt0

|∇K(x) · x| dx 6 ε,

(3.3.15)
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for R large enough as well, hence (3.3.12). Then (3.3.13) follows the same way. Combining
(3.3.11), (3.3.12) and (3.3.13) yields

∣∣∣f(t+ h)− f(t)
h

−
¨

E×Ec

∇K(t(x− y)) · (x− y) dx dy
∣∣∣

6
∣∣∣ ¨

E×Ec
1
R
6|x−y|6R

ˆ 1

0
∇K((t+ sh)(x− y)) · (x− y) dsdx dy

−
¨

E×Ec

1/R6|x−y|6R

∇K(t(x− y)) · (x− y) dx dy
∣∣∣+ 2ε,

(3.3.16)

for some large R independent of h. Since ∇K(x) ·x is continuous away from the origin by
(H3), there exists C > 0 such that

|∇K((t+ sh)(x− y)) · (x− y)| 6 C, whenever 1/R 6 |x− y| 6 R.

In addition
ˆ 1

0
∇K((t+ sh)(x− y)) · (x− y) ds h→0−−−→ ∇K(t(x− y)) · (x− y)

for L 2n-a.e. (x, y) ∈ E × Ec, and L 2n( (E × Ec) ∩ { 1
R 6 |x − y| 6 R}

)
< +∞, thus by

dominated convergence
¨

E×Ec
1
R
6|x−y|6R

ˆ 1

0
|∇K((t+ sh)(x− y)) · (x− y)| dsdx dy

h→0−−−→
¨

E×Ec
1
R
6|x−y|6R

|∇K(t(x− y)) · (x− y)|dx dy
∣∣∣. (3.3.17)

Combining (3.3.16) and (3.3.17) eventually yields

f ′(t) =
¨
E×Ec

∇K(t(x− y)) · (x− y) dx dy

for any t ∈ (t0, t1), by the arbitrariness ε. Then we show the continuity of f ′ in (t0, t1).
For t0 < t < t1 and h0 as before, for any h ∈ [−h0, h0] \ {0} we write

|f ′(t+ h)− f ′(t)|

6
¨

E×Ec
1
R
6|x−y|6R

|∇K((t+ h)(x− y))−∇K(t(x− y))||x− y|dx dy

+
¨

E×Ec

|x−y|< 1
R

or |x−y|>R

|∇K((t+ h)(x− y))−∇K(t(x− y))||x− y|dx dy.

(3.3.18)
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As before, given ε > 0, for R large enough we have
¨

E×Ec

|x−y|< 1
R

or |x−y|>R

|∇K((t+ h)(x− y))−∇K(t(x− y))||x− y|dx dy 6 ε, (3.3.19)

for any h ∈ [−h0, h0]\{0}, and using the continuity of ∇K (in particular its boundedness)
away from the origin, by dominated convergence we find

¨

E×Ec
1
R
6|x−y|6R

|∇K((t+ h)(x− y))−∇K(t(x− y))||x− y|dx dy h→0−−−→ 0. (3.3.20)

Combining (3.3.18), (3.3.19) and (3.3.20) gives the continuity of f ′ in (t0, t1). Hence by
arbitrariness of t0 and t1 and (3.3.10), t 7→ PerK(tE) ∈ C1(0,+∞) with

d
dt PerK(tE) = 2n

t
PerK(tE) + t2n

¨
E×Ec

∇K(t(x− y)) · (x− y) dx dy

= 2n
t

PerK(tE) + 1
t

¨
(tE)×(tE)c

∇K(x− y) · (x− y) dx dy,

which gives (3.3.8). There remains to show (3.3.9). Let t ∈ (1
2 , 2). Integrating in t and

using (3.3.8), we find

|PerK(tE)− PerK(E)| 6
ˆ

[1,t]

∣∣∣∣ d
ds PerK(sE)

∣∣∣∣ ds
6 4n

ˆ
[1,t]

PerK(sE) ds

+ 2
ˆ

[1,t]

¨
(sE)×(sE)c

|∇K(x− y)||x− y|dx dy ds.

(3.3.21)

By Corollary 3.3.5, we have the estimates

PerK(sE) 6 I0,1
K K1,n

2 P (sE)

and ¨
(sE)×(sE)c

|∇K(x− y)||x− y| dx dy 6
I1,2
K K1,n

2 P (sE),

thus with (3.3.21) it follows

|PerK(tE)− PerK(E)| 6
(
2nI0,1

K + I1,2
K

)
P (E)

ˆ
[1,t]

sn−1 ds

6 C|1− tn|P (E)
6 C|1− t|P (E)

for some C = C(n, I0,1
K , I1,2

K ).

In Problem (P2), we may want to work with sets of fixed volume |B| instead of m,
to make the volume constraint appear as a parameter in the functional instead. Thus we
look at the equivalent rescaled problem, defined in the following proposition.
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Proposition 3.3.8 (Rescaling). Given m > 0, let λ :=
(
m
ωn

) 1
n , let us define the functions

ρK , ρK,1/λ : (0,+∞) → [0,+∞) by ρK(r) := rk(r)
I0,1
K

, and ρK,1/λ(r) := λnρK(λnr). Then
(P2) is equivalent to

min {P (F )− VK,λ(F ) : |F | = |B|} , (P2′)

where
VK,λ(F ) : =

¨
F×F c

λn+1K(λ(x− y)) dx dy

= I0,1
K

2

¨
Rn×Rn

|χF (x)− χF (y)|
|x− y|

ρK,1/λ(|x− y|) dx dy,

in the sense that (P2) admits a minimizer if and only if (P2′) does, and E is a minimizer
of (P2) if and only if F := λ−1E is a minimizer of (P2′).

Proof. Given E such that |E| = m, F = λ−1E with λ =
(
m
ωn

) 1
n , we have |F | = ωn = |B|.

Making the change of variables x = λx′, y = λy′ we find
P (E)− PerK(E)

= λn−1
(
P (F )−

¨
F×F c

λn+1K(λ|x− y|) dx dy
)

= λn−1
(
P (F )− I0,1

K

2

¨
Rn×Rn

|χF (x)− χF (y)|
|x− y|

ρK,1/λ(|x− y|) dx dy
)
,

which gives the result.

To study Problems (P1) and (P2) for large volumes, we can thus look instead at
Problem (P2′) and its asymptotic behavior when λ goes to infinity. Letting ε = 1/λ, we
readily check that the family of functions ρK,λ−1 = ρK,ε defined in Proposition 3.3.8 for
all ε > 0 is a family of n-dimensional mollifiers, which we define just below.
Definition 3.3.9. For any n > 1 we say that a family of measurable functions (ρε)ε>0 is
a family of n-dimensional mollifiers if, for all ε > 0,
• ρε : (0,+∞)→ [0,+∞);

• |Sn−1|
ˆ ∞

0
ρε(r)rn−1 dr = 1;

• lim
ε→0

ˆ ∞
δ

ρε(r)rn−1 dr = 0, ∀δ > 0.

The following proposition will help us explain the behavior of Problem (P2′) when λ
goes to infinity.
Proposition 3.3.10 ([32]). Let f ∈ BV(Rn), and (ρε)ε>0, be a family of n-dimensional
mollifiers, then¨

Rn×Rn

|f(x)− f(y)|
|x− y|

ρε(|x− y|) dx dy ε→0−−−→ K1,n

ˆ
Rn
|Df |,

where K1,n is defined in Proposition 3.3.3.
Given a set of finite perimeter E, taking f = χE , this shows that the functional

minimized in Problem (P2′) converges pointwise to a multiple of the classical perimeter
when λ goes to infinity. Thus we may guess that if this multiple is positive, Problem (P2′)
will reduce to minimizing the classical perimeter under volume constraint when λ is large.
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3.3.2 Bessel kernels

For any κ and α in (0,+∞) we denote by Bκ,α the generalized Bessel kernel of order
α in Rn, i.e., the fundamental solution of

(I − κ∆)
α
2 f = δ0

in Rn; or simply Bα when κ = 1. The following proposition sums up some useful properties
on Bα (see e.g. [55, Chapter I.2.2], [109, Chapter V.3] and [5, Chapter II.3]).

Proposition 3.3.11. The Bessel kernel of order α ∈ (0,+∞) in Rn is given by

Bα(x) = 1
(4π)

α
2

1
Γ
(
α
2
) ˆ ∞

0
e−

π|x|2
t e−

t
4π t

α−n
2

dt
t
. (3.3.22)

The kernel Bα is radial, radially nonincreasing, and C1 away from the origin. In addition

I0,0
Bα = 1, I0,1

Bα = n
Γ
(

1+α
2

)
Γ
(
α
2
) Γ

(
1+n

2

)
Γ
(
1 + n

2
) , I1,1

Bα = n, and I1,2
Bα < +∞.

The asymptotic behavior of Bα is

Bα(x) ∼
0



Γ
(
n−α

2
)

2απ
n
2 Γ
(
α
2
) 1
|x|n−α

if 0 < α < n

− log(|x|)
2n−1π

n
2 Γ
(
n
2
) if α = n

Γ
(
α−n

2
)

2nπ
n
2

if n < α,

and
Bα(x) ∼

∞
1

2
n+α−1

2 π
n−1

2 Γ
(
α
2
) |x|α−n−1

2 e−|x|.

By scaling, the generalized Bessel kernel Bκ,α satisfies

Bκ,α(x) = 1
κ
n
2
Bα
(
x√
κ

)
, for a.e. x ∈ Rn, (3.3.23)

thus
I0,0
Bκ,α = 1, I0,1

Bκ,α = κ
1
2 I0,1
Bα , and I1,1

Bκ,α = n.

Proof. The integral representation (3.3.22) and the asymptotics can be found respectively
in [55] and [5], and the fact that I0,0

Bα = ‖Bα‖L1(Rn) = 1 is well known, so we detail only the
computations of

´
Rn |x|Bα(x) dx,

´
Rn |x||∇Bα(x)|dx, and the fact that

´
Rn |x|

2|∇Bα(x)|dx
is finite. By (3.3.22), using Fubini’s theorem, we find

I0,1
Bα =

ˆ
Rn
|x|Bα(x) dx = 1

(4π)
α
2

1
Γ
(
α
2
) ˆ ∞

0
e−

t
4π t

α−n
2

(ˆ
Rn
|x|e−

π|x|2
t dx

) dt
t
. (3.3.24)

Changing variables, we compute
ˆ
Rn
|x|e−

π|x|2
t dx = nωn

(
t

π

)n+1
2
ˆ ∞

0
rne−r

2 dr

= nωn

(
t

π

)n+1
2 Γ

(
n+1

2

)
2 = nt

n+1
2

√
4π

Γ
(
n+1

2

)
Γ
(
1 + n

2
) .

(3.3.25)
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Injecting (3.3.25) into (3.3.24) yields

I0,1
Bα = 1

(4π)
1+α

2

1
Γ
(
α
2
) nΓ

(
n+1

2

)
Γ
(
1 + n

2
) ˆ ∞

0
e−

t
4π t

α+1
2

dt
t

= 1
(4π)

1+α
2

1
Γ
(
α
2
) nΓ

(
n+1

2

)
Γ
(
1 + n

2
) (4π)

1+α
2 Γ

(1 + α

2

)

= n
Γ
(

1+α
2

)
Γ
(
α
2
) Γ

(
1+n

2

)
Γ
(
1 + n

2
) .

Now we show that Bα is C1 away from the origin, and compute its gradient. Note that
the integrand of (3.3.22) is C1 in x for almost every t ∈ (0,+∞). Let r > 0. For every
x ∈ Rn \Br we have∣∣∣∣e−π|x|2t e−

t
4π t

α−n
2

1
t

∣∣∣∣ 6 e−
πr2
t e−

t
4π t

α−n
2 −1 ∈ L1(0,+∞),

thus Bα ∈ C0(Rn\Br) by the theorem of continuity under the integral. By arbitrariness of
R, Bα is then continuous away from the origin. Now let 0 < r < R. For every x ∈ BR \Br,
we have ∣∣∣∣ d

dx

(
e−

π|x|2
t e−

t
4π t

α−n
2

1
t

)∣∣∣∣ =
∣∣∣∣−2πx

t
e−

π|x|2
t e−

t
4π t

α−n
2

1
t

∣∣∣∣
6 2πRe−

πr2
t e−

t
4π t

α−n
2 −2 ∈ L1(0,+∞),

thus by the theorem of derivation under the integral, Bα ∈ C1(BR \ Br), and for every
x ∈ BR \Br,

∇Bα(x) = 1
(4π)

α
2

1
Γ
(
α
2
) ˆ ∞

0
−2πx

t
e−

π|x|2
t e−

t
4π t

α−n
2

dt
t
. (3.3.26)

By arbitrariness of r and R, Bα is C1 away from the origin, and (3.3.26) holds for any
x ∈ Rn\{0}. In view of (3.3.1), if I1,1

Bα =
´
Rn |∂rBα(x)||x| dx and I1,2

Bα =
´
Rn |∂rBα(x)||x|2 dx

are finite, then Bα satisfies (H1) and (H2) and we automatically have

I1,1
Bα = nI0,0

Bα = n,

thus we need only prove that the moments I1,1
Bα and I1,2

Bα are finite, without having to
compute them. For the rest of the proof C denotes a constant, possibly changing from
line to line, depending only on n and α. By Fubini’s theorem, we have

I1,1
Bα 6 C

ˆ ∞
0

e−
t

4π t
α−n

2
2π
t

(ˆ
Rn
|x|2e−

π|x|2
t dx

) dt
t
. (3.3.27)

Changing variables, we compute
ˆ
Rn
|x|2e−

π|x|2
t dx = Ct

n+2
2

ˆ ∞
0

rn+1e−r
2 dr = Ct1+n

2 , (3.3.28)

thus injecting (3.3.28) into (3.3.27) yields

I1,1
Bα 6 C

ˆ ∞
0

e−
t

4π t
α
2−1 dt < +∞.
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There remains to show that I1,2
Bα is finite. Once again, a use of Fubini’s theorem gives

I1,2
Bα 6

1
(4π)

α
2

1
Γ
(
α
2
) ˆ ∞

0
e−

t
4π t

α−n
2

2π
t

(ˆ
Rn
|x|3e−

π|x|2
t dx

) dt
t
,

and a change of variables showsˆ
Rn
|x|3e−

π|x|2
t dx = Ct

n+3
2

ˆ ∞
0

rn+2e−r
2 dr 6 Ct

n+3
2 ,

hence
I1,2
Bα 6 C

ˆ ∞
0

e−
t

4π t
α−n

2 t
n+1

2
dt
t

= C

ˆ ∞
0

e−
t

4π t
α−1

2 dt < +∞,

which concludes the proof.

Remark 3.3.12. The Bα kernel can also be expressed in terms of the modified Bessel
functions of the third kind Kν : (0,+∞)→ (0,+∞), defined for any ν ∈ R by

Kν(r) =
(
π

2

) 1
2 rνe−r

Γ
(
ν + 1

2

) ˆ ∞
0

e−rt
(
t+ t2

2

)ν− 1
2

dt, if ν > −1
2 , (3.3.29)

and the relation Kν = K−ν (see [5, Chapter II.3]). Then by [5, Chapter II.4], Bα is given
by

Bα(x) = 1
2
n+α−2

2 π
n
2 Γ
(
α
2
)Kn−α

2
(|x|)

|x|
n−α

2
, ∀x ∈ Rn \ {0}. (3.3.30)

From (3.3.29) and (3.3.30) it is easy to see that when α = n − 1, Bα takes the explicit
form

Bn−1 = 1
(4π)

n−1
2 Γ

(
n−1

2

) e−|x|
|x|

.

In particular, when n = 3 and α = 2, Bα(x) = 1
4π

e−|x|

|x| . When α = n + 1, changing
variables in (3.3.22), one can compute Bα explicitly as well. Indeed, in that case,

Bn+1(x) = 1
(4π)

n+1
2

1
Γ
(
n+1

2

)2
√

4π
ˆ ∞

0
e−t

2− |x|
2

4t2 dt = 2π
(4π)

n+1
2

1
Γ
(
n+1

2

)e−|x|.
We have the following straightforward corollary of Proposition 3.3.11.

Corollary 3.3.13. For any κ ∈ (0,+∞) and any α ∈ (0,+∞), the kernel Bκ,α satisfies
assumptions (H1) to (H4).

We can express the constants Kp,n in terms of the Gamma function as follows, in order
to make the assumptions on I0,1

K in Theorems 3.1.1 to 3.1.3 more explicit.

Lemma 3.3.14. For any n ∈ N and p > 0, we have

Kp,n =
Γ
(
n
2
)

Γ
(

1+p
2

)
√
π Γ

(
n+p

2

) ,

where Kp,n is given by (3.1.1). In particular

K1,n =
2Γ
(
1 + n

2
)

n
√
π Γ

(
1 + n+1

2

) and K2,n−1 = 1
n
.
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Proof. We may assume e = (0, . . . , 0, 1) so that, e · x = xn. Recall that for every nonneg-
ative H n−1-measurable function g on Sn−1, we have (see e.g. [6, Corollary A.6])

ˆ
Sn−1

g dH n−1 =
ˆ 1

−1
(1− t2)

n−3
2

ˆ
Sn−2

g(
√

1− t2x, t) dH n−2
x dt. (3.3.31)

This way we compute
ˆ
Sn−1
|xn|p dH n−1 = |Sn−2|

ˆ 1

−1
|t|p(1− t2)

n−3
2 dt = |Sn−2|

Γ
(
n−1

2

)
Γ
(
p+1

2

)
Γ
(
n+p

2

) ,

thus

Kp,n = |S
n−2|
|Sn−1|

Γ
(
n−1

2

)
Γ
(
p+1

2

)
Γ
(
n+p

2

) =
Γ
(
n
2
)

Γ
(

1+p
2

)
√
πΓ
(
n+p

2

) .

Eventually, Bessel kernels satisfy all the hypotheses of Theorems 3.1.1 to 3.1.3, and us-
ing Lemma 3.3.14 we can translate the conditions I0,1

Bκ,α <
2

K1,n
and I0,1

Bκ,α >
2

K1,n
explicitly

in terms of κ and α.

Proposition 3.3.15. Let α > 0 and κ > 0. Then defining

κ0,α := π

(n+ 1)Γ
(
α
2
)

2Γ
(

1+α
2

)
2

,

we have I0,1
Bκ,α <

2
K1,n

⇐⇒ κ < κ0,α, and I0,1
Bκ,α >

2
K1,n

⇐⇒ κ > κ0,α. In addition, since
the Bessel kernels Bκ,α satisfy (H1) to (H4), Theorems 3.1.1 to 3.1.3 directly apply.

3.4 Existence and convergence of large mass minimizers

3.4.1 Existence of large mass minimizers

In order to prove the existence of minimizers for large masses, we want to use the
direct method in the calculus of variations, starting from a minimizing sequence. When
I0,1
K is small enough, we will see that any minimizing sequence is bounded in BV(Rn), but
in order to get compactness in L1(Rn) and pass to the limit, we need to show that no
mass escapes at infinity. To do so, we will need to establish a few lemmas. First we show
that for large masses, if the energy FK(E) of some set E is smaller than that of a ball of
same mass, then E is actually close to a ball.

Lemma 3.4.1. Assume that I0,1
K < 2

K1,n
. Then for any set E of volume m = ωnλ

n such
that

FK(E) 6 FK([B]m),
we have

|E4[B]y,m| 6 mη(λ),
for some ball y ∈ Rn, where

η(λ) := C

[
I0,1
K K1,n

2 P (B)− VK,λ(B)
] 1

2

,

and C = C(n, I0,1
K ). Notice that η(λ) goes to 0 as λ goes to infinity by Proposition 3.3.10.
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Proof. The inequality
FK(E) 6 FK([B]m)

rewrites
P (E)− P ([B]m) 6 PerK(E)− PerK([B]m).

Scaling this inequality with F := λ−1E yields

P (F )− P (B) 6 VK,λ(F )− VK,λ(B),

where VK,λ is defined in Proposition 3.3.8. By Corollary 3.3.5, this implies

P (F )− P (B) 6 I0,1
K K1,n

2 P (F )− VK,λ(B)

= I0,1
K K1,n

2 (P (F )− P (B)) + I0,1
K K1,n

2 P (B)− VK,λ(B),

thus
P (F )− P (B) 6 C1f(λ) (3.4.1)

where C1 :=
(

1− I0,1
K K1,n

2

)−1
depends only on n and I0,1

K , and

f(λ) = I0,1
K K1,n

2 P (B)− VK,λ(B). (3.4.2)

Using the quantitative isoperimetric inequality (3.2.2) and (3.4.1), we find

α(F ) 6 C2

√
f(λ)

where C2 = C2(n, I0,1
K ). Hence there exists B1(y) such that

|F4B1(y)| 6 C2

√
f(λ),

which gives the result by (3.4.2), and recalling that E = λF .

We also need a truncation lemma akin to [73, Lemma 29.12] or [45, Lemma 4.5] to
quantify by how much the energy decreases when cutting a set which is already close to a
ball.

Lemma 3.4.2. Assume I0,1
K < 2

K1,n
. There exist C1, C2 ∈ (0,+∞) depending only

on n and I0,1
K such that the following holds. If E is a set of finite perimeter satisfying

|E \ Br0 | 6 η, for some positive constants η and r0, then there exists r ∈ [r0, r0 + C1η
1
n ]

such that
FK(E ∩Br) 6 FK(E)− |E \Br|

C2η
1
n

. (3.4.3)

Proof. Let C1, C2 > 0 to be fixed later, and E be a set of finite perimeter such that |E \
Br0 | 6 η. We define u(r) := |E \Br|, and for now we assume that u(r0 +C1η

1
n ) > 0. Since

u is nonincreasing, we have u(r) > 0, for all r ∈ [r0, r0 +C1η
1
n ]. Notice that u is absolutely

continuous, and u′(r) = −H n−1(E ∩ ∂Br) for L 1-almost every r ∈ [r0, r0 + C1η
1
n ]. By

contradiction, let us assume that

P (E)− PerK(E) < P (E ∩Br)− PerK(E ∩Br) + |E \Br|
C2η

1
n

, (3.4.4)
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for all r ∈ [r0, r0 + C1η
1
n ]. Recall that for almost every r ∈ [r0, r0 + C1η

1
n ] we have

H n−1(∂∗E ∩ ∂Br) = 0 (see e.g. [73, Proposition 2.16]). Given such an r, note that
P (E) = P (E;Br) + P (E;Br

c), and P (E ∩ Br) = P (E;Br) + H n−1(E ∩ ∂Br) (see e.g.
[73, Lemma 15.12]). Thus

P (E)− P (E ∩Br) = P (E;Br) + P (E;Br
c)− P (E;Br)−H n−1(E ∩ ∂Br)

= P (E;Br
c)−H n−1(E ∩ ∂Br)

= P (E \Br)− 2H n−1(E ∩ ∂Br) = P (E \Br) + 2u′(r),
(3.4.5)

where we also used P (E \Br) = P (E;Br
c)+H n−1(E∩∂Br). On the other hand, noticing

that

PerK(E) =
¨

(E\Br)×Ec
K(x− y) dx dy +

¨
(E∩Br)×Ec

K(x− y) dx dy

=
¨

(E\Br)×(E\Br)c
K(x− y) dx dy −

¨
(E\Br)×(E∩Br)

K(x− y) dx dy

+
¨

(E∩Br)×Ec
K(x− y) dx dy

= PerK(E \Br)−
¨

(E\Br)×(E∩Br)
K(x− y) dx dy

+
¨

(E∩Br)×Ec
K(x− y) dx dy

and

PerK(E ∩Br) =
¨

(E∩Br)×Ec
K(x− y) dx dy +

¨
(E∩Br)×(E\Br)

K(x− y) dx dy,

we find

PerK(E)− PerK(E ∩Br) = PerK(E \Br)− 2
¨
E∩Br×E∩Bc

r

K(x− y) dx dy. (3.4.6)

Injecting (3.4.5) and (3.4.6) into (3.4.4), one gets

P (E \Br)− PerK(E \Br) < −2u′(r)− 2
¨
E∩Br×E∩Bc

r

K(x− y) dx dy + u(r)
C2η

1
n

6 −2u′(r) + u(r)
C2η

1
n

,

(3.4.7)

for almost every r ∈ [r0, r0 +C1η
1
n ]. Note that by Corollary 3.3.5, we know that PerK(E \

Br) 6
I0,1
K K1,n

2 P (E \Br), thus(
1− I0,1

K K1,n
2

)
P (E \Br) < −2u′(r) + u(r)

C2η
1
n

, for a.e. r ∈ [r0, r0 + C1η
1
n ]. (3.4.8)

Now by the isoperimetric inequality (3.2.2) we have

P (E \Br) > nω
1
n
n u(r)

n−1
n . (3.4.9)
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Since u is nonincreasing and u(r0) = |E \Br0 | 6 η, we also know that

u(r) 6 u(r0)
1
nu(r)

n−1
n 6 η

1
nu(r)

n−1
n . (3.4.10)

Plugging (3.4.9) and (3.4.10) into (3.4.8), we deduce that for a.e. r ∈ [r0, r0 + C1η
1
n ],

nω
1
n
n

(
1− I0,1

K K1,n
2

)
u(r)

n−1
n < −2u′(r) + u(r)

n−1
n

C2
,

thus
C3nu(r)

n−1
n < −u′(r), (3.4.11)

where

C3 := 1
2

[
ω

1
n
n

(
1− I0,1

K K1,n
2

)
− 1
nC2

]
.

We can choose C2 large enough, depending only on I0,1
K and n, so that C3 > 0. Then

(3.4.11) can be rewritten(
u(r)

1
n

)′
= 1
n
u′(r)u(r)

1
n
−1 < −C3, for a.e. r ∈ [r0, r0 + C1η

1
n ],

thus integrating between r0 and r0 + C1η
1
n , one gets

u(r0 + C1η
1
n )

1
n 6 u(r0)

1
n − C3C1η

1
n 6 (1− C1C3)η

1
n . (3.4.12)

Choosing C1 large enough, depending only on n and I0,1
K , we get u(r0 +C1η

1
n )

1
n < 0, which

is a contradiction. Recall that we assumed u(r0 + C1η
1
n ) > 0, so there are two cases: for

this C1 large enough, either u(r0 + C1η
1
n ) > 0, and then as we have seen there exists

r ∈ [r0, r0 +C1η
1
n ] such that (3.4.3) holds for some C2 = C2(n, I0,1

K ), or u(r0 +C1η
1
n ) = 0,

and then (3.4.3) holds for any C2 with r = r0 + C1η
1
n . In any case, (3.4.3) holds.

We are now able to prove the existence of large mass minimizers.

Proof of Theorem 3.1.1. By (3.3.2), we shall equivalently look at (P2).
Step 1. Let us show that there exists me > 0 depending only on K and n such that the
following holds. For any set of finite perimeter E of mass m > me satisfying FK(E) 6
FK([B]m), up to a translation, there exists F of mass m satisfying

FK(F ) 6 FK(E)− C

m
1
n

|E \ (4[B]m)| and F ⊆ 4[B]m,

for some C > 0 depending only on n. Let me > 0 to be fixed later, and λe :=
(
me
ωn

) 1
n . By

Lemma 3.4.1, if E satisfies |E| = m > me and FK(E) 6 FK([B]m), then up to translating
E, we have

|E4Bλ| = |E4[B]m| 6 mη(λ),

where m = ωnλ
n (and in particular, λ > λe). Using Lemma 3.4.2 with mη(λ) in place of

η, we can find r 6 λ+ C1λη(λ)
1
n such that

FK(E ∩Br) 6 FK(E)− |E \Br|
C2m

1
n η(λ)

1
n

. (3.4.13)
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We are going to show that, providedme (equivalently λe) is large enough, then there exists
F ⊆ B4λ such that |F | = |E| and FK(F ) < FK(E). Let u := |E\Br|

m , so that (3.4.13) can
be rewritten

FK(E ∩Br) 6 FK(E)− ω
n−1
n

n

C2

λn−1u

η(λ)
1
n

. (3.4.14)

Let us define the rescaled set F := µ(E ∩Br), where µ > 0 is such that |F | = m, that is,
µ = (1− u)−

1
n , then we have

P (F )− PerK(F ) = µn−1P (E ∩Br)− PerK
(
µ(E ∩Br)

)
. (3.4.15)

Note that u 6 |E\Bλ|
m 6 η(λ) 6 1− 2−n for λe (equivalently me) large enough, depending

only on K and n, since λ > λe and η(λ) goes to zero at λ goes to infinity. This implies
1 6 µ 6 2. Now by Lemma 3.3.7 we have

PerK(µ(E ∩Br)) > PerK(E ∩Br)− C3(µ− 1)P (E ∩Br) (3.4.16)

for some positive constant C3 that depends only on n, I0,1
K and I1,2

K . Injecting (3.4.16) into
(3.4.15), we find

FK(F ) 6 µn−1P (E ∩Br)− PerK(E ∩Br) + C3(µ− 1)P (E ∩Br)
6 (1 + C5u)P (E ∩Br)− PerK(E ∩Br) + C4uP (E ∩Br)
= (1 + C5u)

(
P (E ∩Br)− PerK(E ∩Br)

)
+ C5uPerK(E ∩Br)

+ C4uP (E ∩Br)
= (1 + C5u)FK(E ∩Br) + C5uPerK(E ∩Br) + C4uP (E ∩Br).

(3.4.17)

where we used the fact that u = (1−µ−n), and introduced some positive constants C4 and
C5 that depend only on n, I0,1

K and I1,2
K , since µ ∈ [1, 2]. Injecting (3.4.14) into (3.4.17),

and using the fact that PerK(E ∩BR) 6 I0,1
K K1,n

2 P (E ∩Br) by Corollary 3.3.5, we get

FK(F ) 6 (1 + C5u)

FK(E)− ω
n−1
n

n

C2

λn−1u

η(λ)
1
n

+ C6uP (E ∩Br)

6 FK(E) + u

C5P (E) + C6P (E ∩Br)−
ω
n−1
n

n

C2

λn−1

η(λ)
1
n


6 FK(E) + u

(C5 + C6)P (E) + C6P (Br)−
ω
n−1
n

n

C2

λn−1

η(λ)
1
n

 ,
(3.4.18)

where C6 depends only on n, I0,1
K and I1,2

K . Recall that FK(E) 6 FK([B]m), thus by
Corollary 3.3.5, (

1− I0,1
K K1,n

2

)
P (E) 6 P ([B]m) = λn−1P (B), (3.4.19)

which implies P (E) 6 C7λ
n−1 where C7 = C7(n, I0,1

K ). Since 0 6 r 6 λ + C1λη(λ)
1
n and

η(λ) vanishes at infinity, we can choose λe (recall that λ > λe) such that

r 6 2λ, (3.4.20)

thus
P (Br) 6 C8λ

n−1, (3.4.21)
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for some C8 = C8(n, I0,1
K ). Plugging (3.4.19) and (3.4.21) into (3.4.18), we reach

FK(F ) 6 FK(E) + uλn−1

(C5 + C6)C7 + C6C8 −
ω
n−1
n

n

C2η(λ)
1
n

 . (3.4.22)

Since η(λ) vanishes at infinity, we can choose λe (i.e. me) even larger depending only on
n, I0,1

K and I1,2
K such that

FK(F ) < FK(E)− C

λ
|E \Br| 6 FK(E)− C

λ
|E \B2λ| (3.4.23)

for some C > 0 depending only on n, where we also used the facts that r 6 2λ by (3.4.20)
and u = |E\Br|

ωnλn
. Recall that F ⊆ Bµr ⊆ B2r ⊆ B4λ, which concludes this step.

Step 2. We prove the existence of minimizers. For m > me, λ =
(
m
ωn

) 1
n , consider a

minimizing sequence (Ek)k∈N for Problem (P2). There are two cases: either [B]m is
a minimizer of Fk, and we are done, or [B]m is not a minimizer of FK , and up to a
subsequence (not relabeled), FK(Ek) 6 FK([B]m). In the latter case, by Step 1 we can
build another minimizing sequence (Fk)k∈N of sets in B4λ such that FK(Fk) < FK(Ek),
for all k ∈ N. Now (χFk)k∈N is also bounded in BV(Rn). Indeed FK(Fk) 6 FK([B]m)
implies (

1− I0,1
K K1,n

2

)
P (Fk) 6 P ([B]m),

thus [χFk ]BV(Rn) is bounded, and ‖χFk‖L1(Rn) = m. By compactness of BV(Rn) in L1
loc(Rn)

and the fact that Fk ⊆ B4λ, up to the extraction of a subsequence (still not relabeled),
χFk converges to some function f ∈ BV(Rn) in L1(Rn) and almost everywhere. The
almost everywhere convergence implies that f is the indicator function of some set of
finite perimeter F , and the L1 convergence ensures |F | = m. Now by lower semicontinuity
of the perimeter w.r.t. the L1 convergence, we have

P (F ) 6 lim inf
k

P (Fk),

and by continuity of the nonlocal perimeter in L1(Rn) shown in Lemma 3.3.6, it follows

PerK(Fk)→ PerK(F ).

Hence
FK(F ) 6 lim inf

k
FK(Fk),

which shows that F is a minimizer of Problem (P2), since Fk is a minimizing sequence.
Step 3. We show that for λe chosen as before, for any λ > λe andm = ωnλ

n, a minimizer of
volume m for Problem (P2) is (up to a Lebesgue negligible set) included in B4λ. Consider
E such a minimizer, then by minimality, we have FK(E) 6 FK([B]m), thus applying Step
1 there exists a set F of mass m such that

FK(F ) 6 FK(E)− C|E \B4λ|,

where C > 0. By minimality of E, necessarily |E \B4λ| = 0, hence the result.
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3.4.2 Indecomposability of minimizers

We recall here a measure theoretic notion of connectedness for sets of finite perimeter
(see e.g. [3]), and show that if K is not compactly supported, then minimizers of Prob-
lem (P1) are indecomposable, which means that they are connected in a measure theoretic
sense.

Definition 3.4.3. We say that a set of finite perimeter E is decomposable if there exist
two sets of finite perimeter E1 and E2 such that E = E1 t E2, |E1| > 0, |E2| > 0 and
P (E) = P (E1)+P (E2). Naturally, we say that a set of finite perimeter is indecomposable
if it is not decomposable.

As with the usual topological notion of connectedness, it is possible to partition a set
of finite perimeter E into indecomposable sets (see [3, Theorem 1]) in a unique way (up
to sets of vanishing Lebesgue measure). We call the sets composing this partition the
M-connected components of E. We have the following result establishing a link between
the M-connected components of a set of finite perimeter and the topological connected
components.

Theorem 3.4.4 ([3, Theorem 2]). If E is an open set of finite perimeter such that
H n−1(∂E) = H n−1(∂∗E), then the M-connected components of E coincide with its
topological connected components.

Proposition 3.4.5. If K is not compactly supported, then any minimizer E of Prob-
lem (P1) which is included in a ball BR for some R > 0 is indecomposable.

Proof. We proceed by contradiction. Assume that there exists a minimizer E ⊆ BR and
two sets of finite E1 and E2 such that E = E1 t E2, |E1| > 0, |E2| > 0 and P (E) =
P (E1) + P (E2). Defining

GK(F ) :=
¨
F×F

K(x− y) dx dy

for any measurable set F , let us write

P (E) +
¨
E×E

K(x− y) dx dy = P (E1) + P (E2) +GK(E1) +GK(E2)

+ 2
¨
E1×E2

K(x− y) dx dy.

Let M > 0 and h ∈ Rn such that |h| > 2R + M . Since E1 and E2 are included in BR,
then for any (x, y) ∈ E1 × (E2 + h) we have |x− y| > M . Obviously P (E2) = P (E2 + h)
and GK(E2) = GK(E2 + h) by a change of variables. Now let us define the competitor
Fh := E1 t (E2 + h), which satisfies |Fh| = |E1|+ |E2| = |E|. Since |x− y| >M whenever
(x, y) ∈ E1 × (E2 + h), P (Fh) = P (E1) + P (E2 + h), thus we compute

P (Fh) +
¨
Fh×Fh

K(x− y) dx dy

= P (E1) + P (E2 + h) +GK(E1) +GK(E2 + h) + 2
¨
E1×(E2+h)

K(x− y) dx dy

= P (E1) + P (E2) +GK(E1) +GK(E2) + 2
¨
E1×(E2+h)

K(x− y) dx dy

= P (E) +GK(E) + 2
¨
E1×(E2+h)

K(x− y) dx dy − 2
¨
E1×E2

K(x− y) dx dy,

(3.4.24)
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where we used the fact that P (E) = P (E1)+P (E2) for the last equality. Since K is radial,
positive and radially nonincreasing, we have

ˆ
A
K(x) dx > 0,

for any set A such that |A| > 0. In particular
¨
E1×E2

K(x− y) dx dy =
ˆ
E1

(ˆ
x−E2

K(y) dy
)

dx > 0 (3.4.25)

since |E1| > 0 and |E2| > 0. By a change of variables, we also have
¨
E1×(E2+h)

K(x− y) dx dy 6
ˆ
E1

(ˆ
Bc
M

K(y) dy
)

dx 6 |E1|
ˆ
Bc
M

K(y) dy. (3.4.26)

Since K ∈ L1(Rn),
´
Bc
M
K(y) dy goes to zero as M goes to infinity, thus by (3.4.26) and

(3.4.25) we can find some M large enough such that
¨
E1×(E2+h)

K(x− y) dx dy − 2
¨
E1×E2

K(x− y) dx dy < 0

which yields, with (3.4.24),

P (Fh) +
¨
Fh×Fh

K(x− y) dx dy < P (E) +
¨
E×E

K(x− y) dx dy

and contradicts the minimality of E.

Remark 3.4.6. In particular, this shows that if I0,1
K < 2

K1,n
, then any minimizer of Prob-

lem (P1) with m > me is indecomposable (where me is given by Theorem 3.1.1), since
it is included in the ball 4[B]m. In fact, we may even drop the assumption E ⊆ BR for
some R > 0 in Proposition 3.4.5, since it turns out to always be the case, as is recalled in
Section 3.4.4.

3.4.3 Γ-convergence to the classical perimeter

Using the results from Section 3.3.1, we establish a Γ-convergence result for the func-
tional of Problem (P2′), and deduce that (rescaled) large mass minimizers converge, up to
translations, to the ball. In view of Proposition 3.3.8, for any λ ∈ (0,+∞), let us define
on L1(Rn) the functional

FK,λ(f) :=



ˆ
Rn
|Df | − I0,1

K

2

¨
Rn×Rn

|f(x)− f(y)|
|x− y|

ρK,1/λ(x− y)

if f ∈ BV(Rn) and
ˆ
Rn
f(x) dx = |B|,

+∞ otherwise,

(3.4.27)

which is well defined and finite whenever
´
Rn f(x) dx = |B| and f ∈ BV(Rn) by Propo-

sition 3.3.3. FK,λ is obviously defined so that it coincides with P − VK,λ when f is a
characteristic function of a set of volume |B|.
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Proposition 3.4.7. Let (λk)k∈N be a sequence of positive real numbers going to infinity.
If I0,1

K < 2/K1,n, then the functionals FK,λk defined by (3.4.27) Γ-converge w.r.t. the usual
L1 topology to the functional

FK,∞(f) :=


(

1− I0,1
K K1,n

2

)ˆ
Rn
|Df | if f ∈ BV(Rn) and

ˆ
Rn
f(x) dx = |B|

+∞ otherwise.
(3.4.28)

Proof. We shall prove, in that order, that

Γ− lim supFK,λk(f) 6 FK,∞(f), and FK,∞(f) 6 Γ− lim inf FK,λk(f),

where
Γ− lim supFK,λk(f) := min

{
lim sup

k
FK,λk(fk) : fk

L1(Rn)−−−−→ f

}
.

and
Γ− lim inf FK,λk(f) := min

{
lim inf

k
FK,λk(fk) : fk

L1(Rn)−−−−→ f

}
.

Step 1. Let f ∈ L1(Rn). If f 6∈ BV(Rn) or
´
Rn f(x) dx 6= |B|, FK,∞(f) = +∞ so the

inequality is trivial. Let us assume f ∈ BV(Rn) with
´
Rn f(x) dx = |B|, and consider the

constant sequence fk ≡ f . Then by Proposition 3.3.10 we have

lim
k
FK,λk(f) = FK,∞(f),

thus Γ− lim supFK,λk(f) 6 FK,∞(f).
Step 2. Given f ∈ L1(Rn), consider a sequence fk ∈ L1(Rn) such that fk

L1
−→ f . If´

Rn f(x) dx 6= |B|, then by L1 convergence we have
´
Rn fk(x) dx 6= |B| for any k large

enough, so that FK,λk(fk) = +∞, in which case

lim inf
k
FK,λk(fk) > FK,∞(f)

is trivial. Thus we may now assume that
´
Rn f(x) dx = |B|. By Proposition 3.3.3, we

have

FK,λk(fk) >
(

1− I0,1
K K1,n

2

)ˆ
Rn
|Dfk|,

which holds even if fk 6∈ BV(Rn) or
´
Rn fk(x) dx 6= |B|. Since the BV seminorm is lower

semicontinuous with respect to the usual L1 topology, and (1− (I0,1
K K1,n)/2) > 0, we find

lim inf
k
FK,λk(fk) >

(
1− I1,0

K K1,n
2

)ˆ
Rn
|Df | = FK,∞(f),

where we used the fact that
´
Rn f(x) dx = |B| for the last equality. This shows that

FK,∞(f) 6 Γ− lim inf FK,λk(f).

As usual, the Γ-convergence tells us that any converging sequence of minimizers of the
functionals FK,λk , where λk → ∞, necessarily converges to a minimizer of the Γ-limit,
which gives the following corollary.

Corollary 3.4.8. Let (λk)k∈N be a sequence of positive real numbers going to infinity. If
I0,1
K < 2

K1,n
, any sequence of minimizers (Fk)k∈N of Problem (P2′) for λ = λk satisfying´

Fk
x dx = 0 converges to B for the L1 norm, i.e.,

|Fk4B|
k→∞−−−→ 0.
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Proof. By minimality of Fk and Proposition 3.3.3, we have(
1− I0,1

K K1,n
2

)
P (Fk) 6 P (Fk)− VK,λk(Fk) 6 P (B),

which yields

P (Fk) 6
(

1− I0,1
K K1,n

2

)−1

P (B), ∀k ∈ N,

since I0,1
K < 2

K1,n
. Let Ek := λkFk, andmk := ωnλ

n
k . Then by Proposition 3.3.8, (Ek)k∈N is

a sequence of minimizers of Problem (P2) under the constraint |Ek| = mk, where mk goes
to infinity. For any k large enough, mk > me, where me is given by Theorem 3.1.1, thus
|Ek \ (4[B]mk)| = 0, i.e. up to subtracting a negligible set we can assume Ek ⊆ 4[B]mk =
B4λk , hence Fk ⊆ B4 for all k ∈ N. By compact embedding of BV(Rn) into L1

loc(Rn), there
exists f ∈ BV(Rn) and a subsequence (Fnk)k∈N such that (χFnk )k∈N converges in L1(Rn)
and almost everywhere to f ∈ BV(Rn). The almost-everywhere convergence shows that
f = χF for some set of finite perimeter F ⊆ B4, and the L1 convergence shows that
|F | = |B|. In addition, still by L1 convergence, we have

´
F x dx = 0. In view of the

Γ-convergence result given by Proposition 3.4.7, χF is a minimizer of the functional FK,∞,
which implies that F is a minimizer of the perimeter functional under the constraint
|F | = |B|. Since the open unit ball centered at the origin is the unique minimizer (up
to a translation) of the perimeter under volume constraint, the facts that |F | = |B| and´
F x dx = 0 imply F = B. The L1 convergence of χFnk to χB simply rewrites

|Fnk4B|
k→0−−−→ 0.

Since we could have done the same reasoning for any subsequence of (Fk)k∈N from the
start, the whole sequence (Fk)k∈N actually converges to B.

Note that Theorem 3.1.2 follows immediately from Corollary 3.4.8, by the equivalence
with Problems (P1) and (P2) due to (3.3.2) and Proposition 3.3.8.

3.4.4 Regularity of minimizers

We address here the question of regularity of minimizers of Problem (P1) (equivalently
(P2)). Applying the extensive uniform regularity theory of volume-constrained almost-
minimizers for the perimeter developed in [88] (here we prefer to adopt a terminology
similar to the one in [45, 49], reserving the denomination of quasi-minimizers to another
kind of minimality that we recall below as well), we readily obtain uniform C1,α-regularity
of the boundary of any minimizer of Problem (P1) up to a singular set of Hausdorff
dimension at most (n− 8) (the singular set being empty for n < 7).

Since sets of finite perimeter are defined up to a Lebesgue negligible set, we shall
specify which sense we are giving to the boundary. Here we are not referring to the
reduced boundary of E (which in fact does not have singular points if E is a minimizer
of Problem (P1)), but rather to the support of the Gauss-Green measure of E, which is
given by

spt νE = {x ∈ Rn : 0 < |E ∩Br(x)| < |Br(x)|, ∀r > 0} .

It is known (see e.g. [73, Proposition 12.19]) that for any set of finite perimeter E, there
exists E0 an equivalent representative of E (that is, |E4E0| = 0) such that the topological
boundary of E0 agrees with spt νE = spt νE0 . Some authors simply denote spt νE by ∂E,
but we will refrain from doing so here.
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Let us first elaborate on a few notions of minimality and quasi-minimality for the
perimeter found in the literature, and recall some of the most remarkable related partial
regularity results.

Definition 3.4.9. We say that a set of finite perimeter E ⊆ Rn is a local minimizer of
the perimeter if for every ball Br(x) ⊆ Rn and for every set of finite perimeter F ⊆ Rn
such that E4F ⊂⊂ Br(x), we have

P (E;Br(x)) 6 P (F ;Br(x)).

It has been shown in [42], through the framework of area minimizing currents, that
for any local minimizer E of the perimeter, spt νE is locally a C1,α-hypersurface outside a
set of at most (n− 8) Hausdorff dimension (it was already proven before in [83], following
[33], that the reduced boundary ∂∗E of any local minimizer of the perimeter is a C1,α-
hypersurface, and that H n−1(spt νE \ ∂∗E) = 0). Similar partial regularity results were
then obtained for sets of finite perimeter with prescribed mean curvature, in a general sense
(see [74, 75]), possibly with a volume constraint (see [52, 53]). They were also extended
to quasi-minimizers of the perimeter, that is, sets of finite perimeter E satisfying

P (E;Br(x)) 6 (1 + ω(r))P (F ;Br(x)),

for every ball Br(x) ⊆ Rn and every set of finite perimeter F such that E4F ⊂⊂ Br(x),
where ω : (0,+∞)→ (0,+∞] is an increasing function vanishing in 0.

It was proven in [111] that if ω(r) = Cr2α for some C > 0 and α ∈ (0, 1
2 ], then the

reduced boundary ∂∗E of any quasi-minimizer of the perimeter E w.r.t. ω is locally a
(n− 1)-dimensional graph of class C1,α, and the Hausdorff dimension of spt νE \ ∂∗E is at
most (n− 8) (if n > 7, the singular set is empty). With no assumption on the function ω
other than the fact that it vanishes at 0, it was then proven in [4] that outside a singular
set of dimension at most (n−8), spt νE is a C0,α-hypersurface for every α ∈ (0, 1), and that
the singular set is still empty for n 6 7. This result however says nothing about the C0,α

constant of a quasi-minimizer E, nor does it say at which scales around a point (outside
the singular set) the boundary of E is the graph of a C0,α map. Finer, uniform versions
of the results of [4] were then obtained by S. Rigot in [89]. It is in particular shown that
if ω(r) = Cr2α for some α ∈ (0, 1

2 ], for any quasi-minimizer E w.r.t. ω, spt νE is locally
a (n − 1)-dimensional graph of class C1,α outside a singular set of Hausdorff dimension
at most (n − 8), and its C1,α-regularity constant can be bounded depending only on n
and ω. In addition, when n 6 7 there exists r0 depending only on n and ω such that
for every x ∈ spt νE , spt νE ∩Br(x) is a (n− 1)-dimensional graph of class C1,α for some
r > r0. S. Rigot then studied in [88] regularity of volume-constrained almost-minimizers
of the perimeter (defined just below), and as an application obtained regularity results for
minimizers of Problem (P1). While in [88] the kernel K of Problem (P1) is assumed to be
compactly supported, this assumption is only used to get existence of a minimizer, and
the regularity results essentially rely on the integrability of the kernel on Rn. Let us now
recall just a few of those results.

Definition 3.4.10 (Volume-constrained almost-minimizers). Let g : [0,+∞) → [0,+∞)
be such that g(r) = o(r

n−1
n ) near 0. We say that a set of finite perimeter E of volume

m is an almost-minimizer of the perimeter w.r.t. g under the volume constraint m if
for every ball Br(x) ⊆ Rn and every set of finite perimeter F of volume m such that
E4F ⊂⊂ Br(x), we have

P (E;Br(x)) 6 P (F ;Br(x)) + g(|E4F |).
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It is shown in [88, Lemma 5.2.1] that any minimizer of Problem (P1) is a volume-
constrained almost-minimizer of the perimeter w.r.t. g(r) = I0,0

K r. It is also a direct
consequence of Lemma 3.3.6. Indeed, we see that if a set E of volume m solves Prob-
lem (P1), then for any set of finite perimeter F such that |F | = m, then

P (E) 6 P (F ) + PerK(E)− PerK(F ) 6 P (F ) + I0,0
K |E4F |.

It is then proven in [88, Proposition 4.3.1] that we can drop the volume-constraint in the
almost-minimality condition, and obtain that any volume-constrained almost-minimizer of
the perimeter w.r.t. g(r) = Crp, for p > n−1

n , is a local quasi-minimizer of the perimeter,
in the following sense.

Definition 3.4.11 (r0-quasi-minimizers of the perimeter). Given r0 > 0 and ω : (0, r0)→
(0,+∞] an increasing function such that ω(r) r→0−−−→ 0, we say that a set of finite perimeter
is a r0-quasi minimizer of the perimeter w.r.t. ω if for every ball Br(x) ⊆ Rn such that
r ∈ (0, r0) and every set of finite perimeter F satisfying E4F ⊂⊂ Br(x), we have

P (E;Br(x)) 6 (1 + ω(r))P (F ;Br(x)).

Proposition 3.4.12 ([88, Proposition 4.3.1]). If g(r) = C1r
p for some p > n−1

n , and E is
a volume-constrained almost-minimizer of the perimeter of volume m w.r.t. g, then there
exist r0 = r0(n,C1, p,m) and C2 = C2(n,C1, p,m) such that E is a r0-quasi-minimizer of
the perimeter w.r.t. to ω(r) := C2r

2α, where α := min(np−(n−1)
2 , 1

2).

Remark 3.4.13. We could also apply directly results from [113] to get rid of the volume
constraint. However, the approach differs from the one in [88] and does not give any control
on the radius r0 of quasi-minimality, which may depend on the minimizer E considered.

From this are deduced partial C1,α-regularity results when n > 8 and C1,α-regularity
everywhere when n > 7 (see [88, Theorems 1.4.8 & 1.4.9], which are consequences of
[89, Theorems 2.6 & 6.4]; see also [4, Theorems 4.7 & 4.10]), with regularity constants
depending only on n, m and g. In our case, p = 1 and we obtain C1, 1

2 regularity. Let us
sum up some of the regularity results we obtain in the end for minimizers of Problem (P1)
or (P2′) in the following theorem.

Theorem 3.4.14. Let E be a minimizer 1 of Problem (P1) or (P2′). Then ∂∗E is locally
a (n− 1)-dimensional graph of class C1, 1

2 . In addition, defining

E0 :=
{
x ∈ Rn : there exists r > 0 s.t. |Br(x) ∩ E| = |Br(x)|

}
,

E0 is an open set equivalent to E whose topological connected components coincide with
the M-connected components of E, and it is included in some ball BR, where R depends
only on n, m (or λ) and I0,0

K . If n 6 7, then ∂E0 = ∂∗E, making the topological boundary
of E0 a C1, 1

2 -hypersurface, and if n > 8, then dimH (∂E0 \ ∂∗E) 6 n − 8. If we assume
that K does not have a compact support, then E0 is connected.

Proof. The fact that E0 is an open set equivalent to E such that ∂E0 = spt νE is due to
[88, Proposition 2.2.1] (see also [89, Lemma 3.6]). By Proposition 3.4.12 with g(r) = I0,0

K r
(i.e. p = 1), E is a r0-quasi-minimizer of the perimeter w.r.t. to ω(r) = Cr for some C and
r0 depending only on n, m and I0,0

K . Using [111, Theorem 1] (see also [73, Theorem 28.1]),
we know that ∂∗E is a C1, 1

2 -hypersurface, with dimH (∂E0 \∂∗E) 6 n−8 whenever n > 8,
1If one exists, no matter the value of I0,1

K compared to the threshold 2
K1,n

.
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and ∂E0 = ∂∗E whenever n 6 7. By the results of [88, 89] we know that there exists a
singular set Σ(E) (which is defined by a condition of mean-flatness, see [89, Section 6] or
[4, Definition 4.6]) such that ∂E0 \ Σ(E) is locally made of (n − 1)-dimensional graphs
of class C1, 1

2 , where dimH (Σ(E)) 6 n − 8 for n > 8 and Σ(E) = ∅ for n < 7 (see [4,
Theorem 4.10]). In addition, a look at the proofs in [4] or at [89] shows that the C1, 1

2 -
regularity constants can be bounded depending only on n, m and I0,0

K . By definition of
this singular set and C1, 1

2 regularity of ∂∗E, we know that Σ(E) ⊆ ∂E0 \ ∂∗E, so that the
constant of C1, 1

2 regularity of ∂∗E is obviously bounded depending only on n, m and I0,0
K

as well. Since E0 is open and H n−1(∂E0) = H n−1(∂∗E), [3, Theorem 2] implies that
the M-connected components of E coincide with the topological connected components
of E0. The fact that E0 is included in a ball BR such that R = R(n,m, I0,0

K ) comes from
the density estimate

|E ∩Br(x)| > c|Br(x)|, for L n-a.e. x ∈ E and every 0 < r < r1, (3.4.29)

where c = c(n,m, I0,0
K ), r1 = r1(n,m, I0,0

K ), which is a consequence of the results in [88].
More precisely, a uniform version of [88, Lemma 2.1.3] is obtained in [88, Section 4.1]
(see in particular paragraph 4.1.3 therein), which readily implies (3.4.29). Eventually, if
K does not have a compact support, by Proposition 3.4.5, E has only oneM-connected
component, thus E0 is connected.

3.4.5 Towards uniform density estimates

In this section we present some results and some ideas which are for now only in the
state of conjectures, the aim being to obtain uniform (in terms of λ) volume and perimeter
density estimates for minimizers of Problem (P2′). As was already mentioned, by [88], for
any minimizer E of Problem (P1) or (P2′), we can find lower density estimates, that is,
there exist some c and r1 depending only on n, λ and I0,0

K such that |E∩Br(x)| > c|Br(x)|
for a.e. x ∈ E and every r ∈ (0, r1). While these estimates do not depend on the minimizer,
they still depend on the mass m (for (P1)) or the λ parameter (for the rescaled problem
(P2′)): it is then possible for the constant c to vanish as λ goes to infinity, preventing us
from saying e.g. that all minimizers of Problem (P2′) lie in some ball BR independently
of λ (however, we already know this fact by Theorem 3.1.1, albeit only for large masses
when I0,1

K <
K1,n

2 ). Still, such uniform density estimates would be particularly useful to
obtain Hausdorff convergence of the boundary of rescaled minimizers to ∂B as λ goes to
infinity.

While S. Rigot does not procede that way to obtain density estimates, those can also
be derived from the r0-quasi-minimality of E (as in [73, Theorem 21.11]). By scaling, a
minimizer E of Problem (P2′) is a volume-constrained almost-minimizer of the perimeter
w.r.t. g(r) = λI0,0

K r. Unfortunately, the fact that the constant of quasi-minimality λI0,0
K

goes to infinity as λ goes to infinity implies that the density lower bound c we deduce
vanishes as λ goes to infinity and prevents us from using this type of almost-minimality if
we want to study the asymptotic behavior of rescaled minimizers.

Instead, we show that any minimizer of Problem (P2) is some type of quasi-minimizer
of the perimeter, where the constant of quasi-minimality is invariant by scaling.
Definition 3.4.15 (Volume-constrained Λ-quasi-minimizers). Let Λ > 0. We say that a
set of finite perimeter E of volume m is a volume-constrained Λ-quasi-minimizer of the
perimeter if, for every ball Br(x) ⊆ Rn and every set of finite perimeter F such that
|F | = |E| and E4F ⊂⊂ Br(x), we have

P (E;Br(x)) 6 ΛP (F ;Br(x)).
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We define the following unconstrained analogue.

Definition 3.4.16 ((Λ, r0)-quasi minimizers). Let Λ > 0 and r0 > 0. We say that a set
of finite perimeter E is a (Λ, r0)-quasi-minimizer for the perimeter if, for every ball Br(x)
such that r ∈ (0, r0) and for every set of finite perimeter F satisfying E4F ⊂⊂ Br(x), we
have

P (E;Br(x)) 6 ΛP (F ;Br(x)).

Note that this would actually correspond to the quasi-minimality defined in Defini-
tion 3.4.11 with g(r) ≡ C (this is however not allowed by the definition, which requires
g(r) = o(1) near 0). We can show that minimizers of Problem (P2) are volume-constrained
Λ-quasi-minimizers for the perimeter, where Λ = Λ(n, I0,1

K ).

Proposition 3.4.17. Let E be a minimizer of Problem (P2) of mass m. Then for every
ball Br(x) and every set of finite perimeter F such that E4F ⊂⊂ Br(x) and |F | = m, we
have (

1− I0,1
K K1,n

2

)
P (E;Br(x)) 6

(
1 + I0,1

K K1,n
2

)
P (F ;Br(x)).

In particular, if I0,1
K < 2

K1,n
, then E is a volume-constrained Λ-quasi-minimizer of the

perimeter with Λ :=
(
1 + I0,1

K K1,n
2

)(
1− I0,1

K K1,n
2

)−1
.

Proof. Without loss of generality, up to a translation we may assume x = 0.
Let E be a minimizer of Problem (P2), and F be a set of finite perimeter such that
|E| = |F | and E4F ⊂⊂ Br. By minimality of E, we have

P (E)−
¨
E×Ec

K(x− y) dx dy 6 P (F )−
¨
F×F c

K(x− y) dx dy. (3.4.30)

Recall that
P (E) = H n−1(∂∗E) = H n−1(∂∗E ∩Br) + H n−1(∂∗E ∩Bc

r)
= P (E;Br) + H n−1(∂∗E ∩Bc

r).

Note that the same holds for F , and ∂∗F ∩ Bc
r = ∂∗E ∩ Bc

r since E4F ⊂⊂ Br. Hence
(3.4.30) becomes

P (E;Br) 6 P (F ;Br) +
¨
E×Ec

K(x− y) dx dy −
¨
F×F c

K(x− y) dx dy. (3.4.31)

Let us write¨
E×Ec

K(x− y) dx dy −
¨
F×F c

K(x− y) dx dy

=
¨

Rn×Rn

(
χE(x)(1− χE(y))− χF (x)(1− χF (y))

)
K(x− y) dx dy.

(3.4.32)

Enumerating the differents cases x, y ∈ (E \ F ), (F \ E), (E ∩ F ) and (Ec ∩ F c), we infer

χE(x)(1− χE(y))− χF (x)(1− χF (y))

=



1 if (x, y) ∈
(
(E \ F )× (F \ E)

)
t
(
(E \ F )× (Ec ∩ F c)

)
t
(
(E ∩ F )× (F \ E)

)
−1 if (x, y) ∈

(
(F \ E)× (E \ F )

)
t
(
(F \ E)× (Ec ∩ F c)

)
t
(
(E ∩ F )× (E \ F )

)
0 otherwise.

(3.4.33)
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Since K is symmetric, we have
¨

(E\F )×(F\E)
K(x− y) dx dy =

¨
(F\E)×(E\F )

K(x− y) dx dy

thus the integrals on (E \ F )× (F \ E) and on (E \ F )× (F \ E) cancel each other, and
(3.4.32) and (3.4.33) yield

¨
E×Ec

K(x− y) dx dy −
¨
F×F c

K(x− y) dx dy

=
¨

(E\F )×(Ec∩F c)
K(x− y) dx dy +

¨
(E∩F )×(F\E)

K(x− y) dx dy

−
¨

(F\E)×(Ec∩F c)
K(x− y) dx dy −

¨
(E∩F )×(E\F )

K(x− y) dx dy.

(3.4.34)
Dismissing the nonpositive terms in (3.4.34) and using that E \ F ⊆ E4F and F \ E ⊆
E4F , we have
¨
E×Ec

K(x− y) dx dy −
¨
F×F c

K(x− y) dx dy

6
¨

(E4F )×(Ec∩F c)
K(x− y) dx dy +

¨
(E∩F )×(E4F )

K(x− y) dx dy

=
¨

(E4F )×(Ec∩F c)
K(x− y) dx dy +

¨
(E4F )×(E∩F )

K(x− y) dx dy,

(3.4.35)

where we used the symmetry of K again for the last equality. Noticing that (E4F )c =
(E ∩ F ) t (Ec ∩ F c), from (3.4.35) and Corollary 3.3.5 it follows

¨
E×Ec

K(x− y) dx dy −
¨
F×F c

K(x− y) dx dy

6
¨

(E4F )×(E4F )c
K(x− y) dx dy 6

I0,1
K K1,n

2 P (E4F ).
(3.4.36)

Now recall that for any sets of finite perimeter A and B, and any open set U , we have

P (A ∪B;U) + P (A ∩B;U) 6 P (A;U) + P (B;U)

and
P (A \B;U) 6 P (A;U) + P (B;U),

thus, using that E4F = (E ∪ F ) \ (E ∩ F ) and E4F ⊂⊂ Br, we find

P (E4F ) = P (E4F ;Br) 6 P (E∪F ;Br)+P (E∩F ;Br) 6 P (E;Br)+P (F ;Br). (3.4.37)

From (3.4.31), (3.4.36) and (3.4.37) we reach(
1− I0,1

K K1,n
2

)
P (E;Br) 6

(
1 + I0,1

K K1,n
2

)
P (F ;Br)

which concludes the proof.

By scaling, we have the following immediate corollary.
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Corollary 3.4.18. If I0,1
K < 2

K1,n
, then every minimizer F of Problem (P2′) is a volume-

constrained Λ-quasi-minimizer of the perimeter, where Λ is given by Proposition 3.4.17.

Without the volume constraint, we can actually obtain scale-invariant density estimates
for (local) quasi-minimizers of the perimeter, but we have yet to deal with the volume
constraint, which will be tackled in a future work.

Proposition 3.4.19 (Density estimates). For any (Λ, r0)-quasi-minimizer of the perime-
ter, we have

1
(1 + Λ)n 6

|E ∩Br(x)|
|Br(x)| 6 1− 1

(1 + Λ)n , ∀r ∈ (0, r0) and L n-a.e. x ∈ E, (3.4.38)

and
c 6

P (E;Br(x))
H n−1(∂Br(x)) 6 Λ, ∀r ∈ (0, r0) and H n−1-a.e. x ∈ ∂∗E, (3.4.39)

where c depends only on n.

Proof. Let E be a (Λ, r0)-quasi-minimizer of the perimeter, and let

E
M :=

{
x ∈ Rn : lim sup

r→0+

|E ∩Br(x)|
|Br(x)| > 0

}

be the essential closure of E. We know that |EM4E| = 0, and also that H n−1(∂∗E \
E
M) = 0, thus we may focus on points in E

M. Let x ∈ EM, and define m : (0, r0) →
[0,+∞) by m(s) := |E ∩ Bs(x)|. By definition of EM it is clear that m(r) > 0 for
all r ∈ (0, r0). Since E is a set of finite perimeter, m is absolutely continuous, and for
L 1-almost every s ∈ (0, r0), we have m′(s) = H n−1(E ∩ ∂Bs(x)). We know by [73,
Proposition 2.16 & Example 2.17] and [73, Lemma 15.12] that for L 1-a.e. r ∈ (0, r0), we
have

H n−1(∂Br(x) ∩ ∂∗E) = 0 (3.4.40)

and
P (E ∩Br(x)) = H n−1(E ∩ ∂Br(x)) + P (E;Br(x)). (3.4.41)

Let us consider a radius r ∈ (0, r0) such that (3.4.40) and (3.4.41) hold, and s ∈ (r, r0).
Consider the competitor F = E \ Br(x), so that E4F ⊆ Br(x) ⊂⊂ Bs(x). Thus by
(Λ, r0)-quasi minimality of E, we have

P (E;Bs(x)) 6 ΛP (F ;Bs(x)). (3.4.42)

Note that
P (F ;Bs(x)) = P (E;Bs(x) \Br(x)) + H n−1(E ∩ ∂Br(x))

thus by (3.4.42) we find

P (E;Bs(x)) 6 Λ
(
P (E;Bs(x) \Br(x)) + H n−1(E ∩ ∂Br(x))

)
. (3.4.43)

Observe that

P (E;Bs(x) \Br(x)) = |νE |(Bs(x) \Br(x)) s→r+
−−−−→|νE |(∂Br(x))

=H n−1(∂∗E ∩ ∂Br(x)) = 0
(3.4.44)
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by our choice of r, thus with (3.4.44), letting s go to r+ in (3.4.43) yields

P (E;Br(x)) 6 ΛH n−1(E ∩ ∂Br(x)). (3.4.45)

In particular we find the upper bound in (3.4.39) for L 1-a.e. r ∈ (0, r0), and hence for
every r ∈ (0, r0) by left-continuity of r 7→ P (E;Br(x)). Adding H n−1(E ∩ ∂Br(x)) to
both sides of (3.4.45) and using (3.4.41) we obtain

P (E ∩Br(x)) 6 (1 + Λ)H n−1(E ∩ ∂Br(x)). (3.4.46)

Using the classical isoperimetric inequality (3.2.1), we have

P (E ∩Br(x)) > nω
1
n
n |E ∩Br(x)|1−

1
n = nω

1
n
nm(r)1− 1

n

thus with (3.4.46) it follows

nω
1
n
nm(r)1− 1

n 6 (Λ + 1)m′(r).

Since m(r) > 0, this implies that for L 1-a.e. r ∈ (0, r0) we have

d
dr
[
m(r)

1
n

]
>

ω
1/n
n

1 + Λ ,

and integrating between 0 and r gives

m(r) > |Br|
(1 + Λ)n ,

which is the lower bound of (3.4.38). Since Ec is a (Λ, r0)-quasi-minimizer of the perimeter
whenever E is a (Λ, r0)-quasi-minimizer of the perimeter, by symmetry we get the corre-
sponding upper bound of (3.4.38) as well. Finally, by the relative isoperimetric inequality
we have

P (E;Br(x)) > C min(|E ∩Br(x)|, |Ec ∩Br(x)|)
n−1
n ,

for some C = C(n), hence the lower bound of (3.4.39) by (3.4.38).

Now let us make some conjectures. We believe that the volume-constraint could be
dropped in such a way that minimizers of Problem (P1) are local (Λ, r0)-quasi-minimizers
of the perimeter for some r0 and Λ depending only on n and K, although it is not clear
how to do so without adding a volume term, which we would like to avoid in order to get
estimates uniform in λ for the rescaled problem. Then looking at the rescaled problem
(P2′), one would obtain that minimizers are (Λ, r0)-quasi-minimizers of the perimeter,
where Λ and r0 depend only on n and K, and use the uniform density estimates of
Proposition 3.4.19 to prove the following: for any sequence of minimizers (Eλk)k∈N of
Problem (P2′) such that λk →∞, the boundaries ∂∗Eλk converge Hausdorff to ∂B.

3.5 Stability of the ball

3.5.1 First and second variations of perimeters

In this subsection we recall formulas for the first and second variations of the classical
and non local perimeters, which can be found e.g. in [45, Section 6]. In all this subsection
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3.5. Stability of the ball

E denotes an open set of finite parameter such that ∂E is a C2 hypersurface. First we
define some terminology.

Given a vector field X ∈ C∞c (Rn;Rn), we define the flow induced by X as the solution
in t ∈ R of the ODEs {

∂tΦt(x) = X(Φt(x))
Φ0(x) = x.

It is well known that Φt(x) is well defined for every t ∈ R and x ∈ Rn, and that (Φt)t∈R
is a one-parameter group of smooth diffeomorphisms on Rn, i.e. Φt ◦ Φs = Φs+t for all
s, t ∈ R, and Φ0 = id|Rn . Given Φt a flow induced by X, we define Et := Φt(E).

Definition 3.5.1. A vector field X ∈ C∞c (Rn;Rn) induces a volume-preserving flow on
E if there exists δ > 0 such that |Et| = |E| for all |t| < δ.

Given a functional F on sets of finite perimeter such that t 7→ F(Et) ∈ C2(−δ, δ)
for some δ > 0, we define the first and second variations of F at E in the direction
X ∈ C∞c (Rn) by

δF(E)[X] :=
[ d

dtF(Et)
]
|t=0

, δ2F(E)[X] :=
[

d2

dt2F(Et)
]
|t=0

.

Then we define the notion of volume-constrained stationary sets for a functional.

Definition 3.5.2. We say that E is a volume-constrained stationary set for the functional
F if δF(E)[X] = 0 for every X ∈ C∞c (Rn) inducing a volume-preserving flow on E.

We are interested in the variations of the classical perimeter P and of the nonlocal
perimeter PerK , which we will deduce from the variations of the nonlocal term

GK(E) :=
¨
E×E

K(x− y) dx dy = |E|I0,1
K − PerK(E).

For the classical perimeter, it is known that t 7→ P (Et) is smooth in (−δ, δ) whenever E
is a set of finite perimeter, and if ∂E is a C2-hypersurface, the first variation is

δP (E)[X] =
ˆ
∂E
H∂E ζ dH

n−1,

where νE is the outer unit normal to E, ζ := X ·νE , and H∂E is the scalar mean curvature
of ∂E. The second variation is given by

δ2P (E)[X] =
ˆ
∂E
|∇τζ|2 − c2

∂E ζ
2 dH n−1

+
ˆ
∂E
H∂E

(
(divX)ζ − divτ (ζXτ )

)
dH n−1,

where c2
∂E is the sum of the squares of the principal curvatures of ∂E, Xτ := X − ζνE

and ∇τ and divτ denote respectively the tangential gradient and divergence on ∂E. In
addition, if E is a volume-constrained stationary set for the perimeter, and X induces a
volume-preserving flow on E, then the second variation of the perimeter takes the simpler
form

δ2P (E)[X] =
ˆ
∂E
|∇τ ζ|2 − c2

∂E ζ
2 dH n−1. (3.5.1)
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Indeed, the fact that t 7→ |Et| is constant in a neighborhood of 0 implies

0 =
[ d

dt |Et|
]
|t=0

=
ˆ
∂E
ζ dH n−1 and 0 =

[
d2

dt2 |Et|
]
|t=0

=
ˆ
∂E

(divX)ζ dH n−1.

As for the second variation of GK , note that K ∈ C1(Rn \{0}), K(x) = o(|x|α−n) near the
origin for some α > 0 by (H4), and K(x) = o(|x|−(n+1)) at infinity by Remark 3.3.1, thus
K satisfies the assumption of the map G in [45, (6.7)], and we can apply [45, Theorem
6.1], to get

δGK(E)[X] =
ˆ
∂E
H∗K,∂E ζ dH

n−1,

δ2GK(E)[X] = −
¨
∂E×∂E

K(x− y)|ζ(x)− ζ(y)|2 dH n−1
x dH n−1

y +
ˆ
∂E
c2
K,∂E ζ

2 dH n−1

+
ˆ
∂E
H∗K,∂E

(
(divX)ζ − divτ (ζXτ )

)
dH n−1,

(3.5.2)
since E is an open set such that ∂E is a C2-hypersurface and |E| < +∞, where

c2
K,∂E(x) :=

ˆ
∂E
K(x− y)|νE(x)− νE(y)|2 dH n−1

y , ∀x ∈ ∂E,

and H∗K,∂E , which plays the role of the mean curvature for the nonlocal perimeter PerK ,
is defined by

H∗K,∂E(x) := 2
ˆ
E
K(x− y) dy, ∀x ∈ ∂E. (3.5.3)

Note that all the integrals of (3.5.2) are finite whenever ∂E is a C2-hypersurface. In-
deed Xτ , ζ and νE are C1 functions, and if ϕ is C1, we have K(x − y)|ϕ(x) − ϕ(y)|2 6
C‖ϕ‖C1(∂B)|x− y|2K(x− y) which ensures that the integrals converge since r 7→ rnk(r) ∈
L1(0,+∞) by (H1). Similarly to the perimeter functional, if E is a volume-constrained
stationary set for GK and X induces a volume-preserving flow on E, the fact that t 7→ |Et|
is constant in a neighborhood of 0 implies that the second variation of GK is simply given
by

δ2GK(E)[X] = −
¨
∂E×∂E

K(x− y)|ζ(x)− ζ(y)|2 dH n−1
x dH n−1

y

+
ˆ
∂E
c2
K,∂E ζ

2 dH n−1.

Observe that
PerK(Et) = I0,1

K |Et| −GK(Et), ∀t ∈ (−δ, δ),

thus E is a volume-constrained stationary set for GK if and only if it is one for PerK , and
in that case, if X induces a volume-preserving flow, |Et| = |E|, thus the second variation
of PerK is given by

δ2 PerK(E)[X] = −δ2GK(E)[X]

=
¨
∂E×∂E

K(x− y)|ζ(x)− ζ(y)|2 dH n−1
x dH n−1

y

−
ˆ
∂E
c2
K,∂E ζ

2 dH n−1.

(3.5.4)

We end this section by recalling the definition of stability in that setting.
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Definition 3.5.3. We say that E is a volume-constrained stable set for a function F if E
is a volume-constrained stationary set for F and

δ2F(E)[X] > 0

for any vector field X ∈ C∞c (Rn) inducing a volume-preserving flow on E.

3.5.2 Instability threshold for large balls

We are interested in the stability of the ball [B]m for (P1). As before, let λ =
(
m
ωn

) 1
n .

Proposition 3.5.4. The ball [B]m is a volume-constrained stationary set for P + GK
(and equivalently P − PerK), and the unit ball B is a volume-constrained stationary set
for FK,λ = P − VK,λ. In addition, [B]m is a volume-constrained stable set for P + GK
(equivalently P −PerK) iff B is stable for FK,λ. For X ∈ C∞c (Rn;Rn) inducing a volume-
preserving flow on B, the second variation of FK,λ is given by

δ2FK,λ(B)[X]

=
ˆ
∂B
|∇τζ|2 dH n−1 − I0,1

K |Sn−2|
|Sn−1|

¨
∂B×∂B

|ζ(x)− ζ(y)|2

|x− y|2
ηK,λ(|x− y|) dH n−1

x dH n−1
y

+
(
I0,1
K |Sn−2|
|Sn−1|

c2
K,λ,∂B − c2

∂B

) ˆ
∂B
ζ2 dH n−1.

where c2
∂B = n− 1 is the sum of the squares of the principal curvatures of ∂B, and where

for all r ∈ (0,+∞), we defined

ηK(r) := |Sn−1|
I0,1
K |Sn−2|

r2k(r), ηK,λ(r) := λn−1ηK(λr),

and
c2
K,λ,∂B :=

ˆ
∂B
ηK,λ(|x− y|) dH n−1

y .

Proof. Since balls minimize the perimeter under volume constraint, they are volume-
constrained stationary sets for P . Recall that GK is maximized by balls under volume
constraint, while PerK is minimized by balls under volume constraint, thus balls are sta-
tionary sets for GK and PerK2. By scaling of PerK , the unit ball minimizes VK,λ under
volume constraint as well. In the end, [B]m is a volume-constrained stationary set for
P + GK and P − PerK , and B is a stationary set for FK,λ. By (3.5.4) we already know
that [B]m is a volume-constrained stable set for P +GK iff it is a stable set for P −PerK .
Applying (3.5.4) to VK,λ = PerKλ where Kλ(x) := λn+1K(λx), we find

δ2VK,λ(B)[X] =
¨
∂B×∂B

λn+1K(λ(x− y))|ζ(x)− ζ(y)|2 dH n−1
x dH n−1

y

−
¨
∂B×∂B

λn+1K(λ(x− y))|x− y|2|ζ(x)|2 dH n−1
x dH n−1

y

(3.5.5)

2One can also notice from (3.5.3) that H∗K,∂B is constant by symmetry, which directly gives the sta-
tionarity of B in view of the expression of the first variation of GK given by (3.5.2).
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for every X ∈ C∞c (Rn;Rn) inducing a volume-preserving flow on B. Scaling back, we see
that

λn−1δ2VK,λ(B)[X]

=
¨
∂Bλ×∂Bλ

K(x− y)|λX(λ−1x) · ν∂Bλ(x)− λX(λ−1y) · ν∂Bλ(y)|2 dH n−1
x dH n−1

y

−
¨
∂Bλ×∂Bλ

K(x− y)|ν∂Bλ(x)− ν∂Bλ(y)|2
(
λX(λ−1x) · ν∂Bλ(x)

)2
dH n−1

x dH n−1
y

=
¨
∂Bλ×∂Bλ

K(x− y)|(Xλ · ν∂Bλ)(x)− (Xλ · ν∂Bλ)(y)|2 dH n−1
x dH n−1

y

−
¨
∂Bλ×∂Bλ

K(x− y)|ν∂Bλ(x)− ν∂Bλ(y)|2(Xλ · ν∂Bλ)2(x) dH n−1
x dH n−1

y

= δ2GK([B]m)[Xλ],

where Xλ is the vector field defined by Xλ(x) = λX(λ−1x). Obviously we have

λn−1δ2P (B)[X] = δ2P ([B]m)[Xλ],

thus
δ2(P − PerK)([B]m)[Xλ] = λn−1δ2FK,λ(B)[X]. (3.5.6)

Observe that X is a volume-preserving flow on B if and only if Xλ is a volume-preserving
flow on Bλ = [B]m. Indeed, the flow induced by Xλ denoted by Φλ is given by Φλ,t(x) =
λΦt(λ−1x), where Φ is the flow induced by X, and it is then easy to see that Φλ,t(λB) =
λΦt(B). Hence with (3.5.6) we see that B is a volume-constrained stable set for FK,λ if
and only if [B]m is stable for P − PerK . In addition, we can rewrite (3.5.5) in terms of
ηK,λ by

δ2VK,λ(B)[X] =
¨
∂B×∂B

|ζ(x)− ζ(y)|2

|x− y|2
λn−1 (λ|x− y|)2 k(λ|x− y|) dH n−1

x dH n−1
y

−
¨
∂B×∂B

λn−1 (λ|x− y|)2 k(λ|x− y|)ζ2(x) dH n−1
x dH n−1

y

= I0,1
K |Sn−2|
|Sn−1|

(¨
∂B×∂B

|ζ(x)− ζ(y)|2

|x− y|2
ηK,λ(x− y) dH n−1

x dH n−1
y

−
¨
∂B×∂B

ηK,λ(x− y)ζ2(x) dH n−1
x dH n−1

y

)
.

Note that
c2
K,λ,∂B =

ˆ
∂B
ηK,λ(x− y) dH n−1

y

does not depend on x ∈ ∂B, since ηK,λ is invariant by rotations, thus by Fubini’s theorem,
we find

δ2VK,λ(B)[X] = I0,1
K |Sn−2|
|Sn−1|

(¨
∂B×∂B

|ζ(x)− ζ(y)|2

|x− y|2
ηK,λ(x− y) dH n−1

x dH n−1
y

− c2
K,λ,∂B

ˆ
∂B
ζ2 dH n−1

)
.

(3.5.7)

Combining (3.5.5) and (3.5.7) gives the result.
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Remark 3.5.5. In view of the expressions of δ2P (B)[X] and δ2VK,λ[X], it would be natural
to define the quadratic functionals

QP (u) :=
ˆ
∂B
|∇τu|2 dH n−1 − (n− 1)

ˆ
∂B
|u|2 dH n−1

and

QVK,λ(u) :=
¨
∂B×∂B

λn+1K(λ(x− y))|u(x)− u(y)|2 dH n−1
x dH n−1

y

−
¨
∂B×∂B

λn+1K(λ(x− y))|x− y|2|u(x)|2 dH n−1
x dH n−1

y ,

on the vector space of functions u ∈ H1(∂B) such that
´
∂B u dH

n−1 = 0, since ζ = X ·νB
is null-averaged on ∂B whenever X induces a volume-preserving flow on B. Instead of
defining the stability of the ball by the nonnegativity of the quantity δ2(P −VK,λ)(B)[X]
for every X inducing a volume-preserving flow on B, we could have defined it by the non-
negativity of the quadratic functional QP −QVK,λ on null-averaged functions in H1(∂B).
In fact, it is interesting to remark that, by the proof of [45, Theorem 7.1], those two notions
of stability coincide.

Let us point out that ηK,λ is chosen in such a say that

|Sn−2|
ˆ ∞

0
ηK,λ(r)rn−2 dr = |S

n−1|
I0,1
K

ˆ ∞
0

rk(r)rn−1 dr = 1.

Thus, similarly to Section 3.3.1, we may see that, setting ηK,ε := ηK,1/λ, (ηK,ε)ε>0 is a
family of (n − 1)-dimensional mollifiers. We wish to pass to the limit, however here we
integrate on the product ∂B × ∂B, so we cannot use Proposition 3.3.10. In [69, Theo-
rem 1.1], an equivalent to Proposition 3.3.10 is given for smooth Riemannian manifolds,
unfortunately the assumptions on the family of mollifiers are too strong to be applicable
here (in particular, the monotonicity of ηε, for all ε, which we do not assume). In Sec-
tion 3.A we prove the required counterpart to Proposition 3.3.10 on spheres, which allows
us to prove that large balls are unstable in some cases.

Theorem 3.5.6. If I0,1
K > 2

K1,n
, there exists mu such that for any m > mu the ball [B]m

is not a volume-constrained stable set for the functional P − PerK . Equivalently, defining
λu :=

(
mu
ωn

) 1
n , the unit ball is not stable for FK,λ for any λ > λu.

Proof. As we have seen in Proposition 3.5.4, given m,λ > 0 such that ωnλn = m, the ball
[B]m is stable for P − PerK if and only if the unit ball B is stable for P − VK,λ. Assume
I0,1
K > 2

K1,n
, and consider a vector field X ∈ C∞c (Rn;Rn) inducing a volume-preserving

flow on B such that
δ2P (B)[X] > 0.

Let ζ = X · νB. Let us check that the family (ηK,ε)ε>0 defined by setting ε = 1/λ is a
family of (n− 1)-dimensional mollifiers. Since k is nonnegative, we have ηK,ε > 0, and we
have already checked

|Sn−2|
ˆ ∞

0
ηK,ε(r)rn−2 dr = 1.

In addition, for any R > 0 we have
ˆ ∞
R

ηK,ε(r)rn−2 dr = C

ˆ ∞
R
ε

k(r)rn dr ε→0−−−→ 0,
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since r 7→ rnk(r) ∈ L1(0,∞) by (H1) and (H2). This shows that (ηK,ε)ε>0 is a family of
(n− 1)-dimensional mollifiers. Let us check that it also satisfies assumption (3.A.5). Let
K be a compact subset of (0,+∞), and a, b > 0 such that K ⊆ (a, b). Then for every
s ∈ K, using the monotonicity of k, we have

ηK,ε(s) = ε−(n+1)s2k(ε−1s) 6 ε−(n+1)b2k(ε−1a) = a−(n+1)b2
(
a

ε

)n+1
k

(
a

ε

)
Recalling that k(s) = o(s−(n+1)) at infinity by (H4), we then see that sups∈K ηε(s) goes
to 0 as ε goes to 0, i.e. the family of mollifiers satisfies (3.A.5). Thus we can apply
Proposition 3.A.2, which gives

lim
λ→∞

¨
∂B×∂B

|ζ(x)− ζ(y)|2

|x− y|2
ηK,λ(x− y) dH n−1

x dH n−1
y = K2,n−1

ˆ
∂B

|∇τ ζ|2 dH n−1.

(3.5.8)
On the other hand, we compute as well

c2
K,λ,∂B =

ˆ
∂B
ηK,λ(x− y) dH n−1

y = 1
|Sn−1|

¨
∂B×∂B

ηK,λ(x− y) dH n−1
x dH n−1

y

= 1
|Sn−1|

¨
∂B×∂B

|x− y|2

|x− y|2
ηK,λ(x− y) dH n−1

x dH n−1
y

λ→∞−−−→ K2,n−1
|Sn−1|

ˆ
∂B
|∇τ x|2 dH n−1

x = K2,n−1 c
2
∂B.

(3.5.9)
Combining (3.5.8) and (3.5.9), with Proposition 3.5.4 we find

lim
λ→∞

δ2FK,λ(B)[X] =
(

1− I0,1
K

K2,n−1|Sn−2|
|Sn−1|

)(ˆ
∂E
|∇τ ζ|2 − c2

∂E ζ
2 dH n−1

)

=
(

1− I0,1
K

K2,n−1|Sn−2|
|Sn−1|

)
δ2P (B)[X],

where we used (3.5.1) for the last equality. Now by Lemma 3.3.14 we see that in fact

K2,n−1|Sn−2|
|Sn−1|

= K1,n
2 ,

thus

lim
λ→∞

δ2FK,λ(B)[X] =
(

1− I0,1
K K1,n

2

)
δ2P (B)[X] < 0,

since I0,1
K > 2

K1,n
and δ2P (B)[X] > 0. This shows that there exists λu > 0 such that for

any λ > λu, the unit ball is unstable, which concludes the proof.

Appendix

3.A On fractional Sobolev norms and W1,2 maps on the sphere

We prove a result similar to Proposition 3.3.10 in the case where B is replaced with
the (n − 1)-dimensional sphere. In [69] the case of a general Riemannian manifold is
considered, yet the monotonicity of the mollifiers is required, which is too strong to be
applied in our case.
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We will often use the following to integrate Sn−1 on slices (see e.g. [6, Corollary
A.6]): a H n−1-measurable function g is integrable on Sn−1 if and only (x, t) 7→ (1 −
t2)

n−3
2 g(
√

1− t2x, t) is integrable on Sn−2 × (−1, 1) , and in that case we have
ˆ
Sn−1

g dH n−1 =
ˆ 1

−1
(1− t2)

n−3
2

ˆ
Sn−2

g(
√

1− t2x, t) dH n−2
x dt. (3.A.1)

We will need the following basic lemma.

Lemma 3.A.1. Let f be a continuous nonnegative function from (0,+∞) such that
ˆ ∞

0
f(r)rn−2 dr < +∞.

Then for every R > 0 and every x ∈ ∂BR, the map F : y 7→ f(|x− y|) belongs to L1(∂BR)
for any R > 0, and we have

ˆ
∂BR

f(|x− y|) dH n−1
y = |Sn−2|R

ˆ √4R

0

(
1− s2

4R

)n−3
2

sn−2f(s) ds.

In addition, if n > 3, we have
ˆ
∂BR

f(|x− y|) dH n−1
y 6 |Sn−2|R

ˆ √4R

0
sn−2f(s) ds,

and if n = 2,
ˆ
∂BR

f(|x− y|) dH n−1
y 6 |Sn−2|R

(
1√
2

ˆ √2R

0
f(s)sn−2 ds+ π

√
R

2 ‖f‖L∞(
√

2R,
√

4R)

)
.

Proof. Up to a change of variables, we can assume that x = e = (0, . . . , 0, 1) is the “north
pole”. Our computations will show that y 7→ f(|Re− y|) ∈ L1(∂BR). Applying (3.A.1) to
y 7→ f(R|e− y|) we find

ˆ
∂BR

f(|Re− y|) dH n−1
y = Rn−1

ˆ
∂B
f(R|e− y|) dH n−1

y

= Rn−1
ˆ 1

−1
(1− t2)

n−3
2

ˆ
Sn−2

f
(
R
∣∣e− (

√
1− t2y, t)

∣∣) dH n−2
y dt

= Rn−1
ˆ 1

−1
(1− t2)

n−3
2

ˆ
Sn−2

f
(√

2R(1− t)
)
dH n−2

y dt

= |Sn−2|Rn−1
ˆ 1

−1
(1− t2)

n−3
2 f

(√
2R(1− t)

)
dt.

Changing variables with s =
√

2R(1− t), it follows
ˆ
∂BR

f(|Re− y|) dH n−1
y

= |Sn−2|Rn−1
ˆ √4R

0

(( s
R

)2(
R− s2

4
))n−3

2

f(s)sds
R

= |Sn−2|R
ˆ √4R

0

(
1− s2

4R

)n−3
2

sn−2f(s) ds
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There remains to show that the integral on the right-hand side is finite, with the estimates.
When n > 3, we have (

1− s2

4R

)n−3
2

6 1, ∀s ∈ (0,
√

4R),

which gives the required estimate and shows that the integral is finite, since
ˆ √4R

0

(
1− s2

4R

)n−3
2

sn−2f(s) ds 6
ˆ ∞

0
sn−2k(s) ds < +∞.

When n = 2, let us split the integral into two parts
ˆ √4R

0

(
1− s2

4R

)− 1
2

f(s) ds =
ˆ √2R

0

(
1− s2

4R

)− 1
2

f(s) ds

+
ˆ √4R

√
2R

(
1− s2

4R

)− 1
2

f(s) ds.

(3.A.2)

On the one hand, we have
ˆ √2R

0

(
1− s2

4R

)− 1
2

f(s) ds 6 1√
2

ˆ √2R

0
f(s) ds, (3.A.3)

and on the other hand
ˆ √4R

√
2R

(
1− s2

4R

)− 1
2

f(s) ds 6 ‖f‖L∞(
√

2R,
√

4R)

ˆ √4R

√
2R

(
1− s2

4R

)− 1
2

ds

= ‖f‖L∞(
√

2R,
√

4R)
√

4R
ˆ 1

1√
2

(
1− s2

)− 1
2 ds

= ‖f‖L∞(
√

2R,
√

4R)
πR

2 .

(3.A.4)

hence the required estimate by combining (3.A.2) to (3.A.4).

We can show a counterpart to Proposition 3.3.10 on the sphere.
Proposition 3.A.2. Let f ∈ C2(∂B) and let (ηε)ε>0 be a family of (n − 1)-dimensional
mollifiers satisfying also

sup
K

ηε
ε→0−−−→ 0, for every compact set K ⊆ (0,+∞). (3.A.5)

Then we have

lim
ε→0

¨
∂B×∂B

|f(x)− f(y)|2

|x− y|2
ηε(|x− y|) dH n−1

x dH n−1
y = K2,n−1

ˆ
∂B
|∇τf |2 dH n−1.

Proof. Let 0 < r < 1
2 to be fixed later. Let us split into two parts the integral¨

∂B×∂B

|f(x)− f(y)|2

|x− y|2
ηε(|x− y|) dH n−1

x dH n−1
y

=
¨

∂B×∂B
|x−y|<r

|f(x)− f(y)|2

|x− y|2
ηε(|x− y|) dH n−1

x dH n−1
y

+
¨

∂B×∂B
|x−y|>r

|f(x)− f(y)|2

|x− y|2
ηε(|x− y|) dH n−1

x dH n−1
y .

(3.A.6)
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3.5. Stability of the ball

Changing variables and using the fact that f ∈ C2(∂B), we have

¨

∂B×∂B
|x−y|>r

|f(x)− f(y)|2

|x− y|2
ηε(|x− y|) dH n−1

x dH n−1
y 6 C

ˆ
∂B∩{|x−e|>r}

ηε(|e− y|) dH n−1
y

(3.A.7)
for some C > 0 not depending on ε, where e = (0, . . . , 0, 1) ∈ Sn−1. Using Lemma 3.A.1
with f = χ[r,+∞)ηε, we find

ˆ
∂B∩{|x−e|>r}

ηε(|e− y|) dH n−1
y = |Sn−1|

ˆ 2

r

(
1− s2

4

)n−3
2

sn−2ηε(s) ds. (3.A.8)

If n > 3, we have
(
1− s2

4

)n−3
2 6 1, thus (3.A.7) and (3.A.8) give

¨

∂B×∂B
|x−y|>r

|f(x)− f(y)|2

|x− y|2
ηε(|x− y|) dH n−1

x dH n−1
y 6 C

ˆ ∞
r

sn−2ηε(s) ds,

which goes to 0 as ε goes to 0 since ηε is a family (n− 1)-dimensional mollifiers. If n = 2,
by Lemma 3.A.1 we have the estimate

ˆ 2

r

(
1− s2

4

)n−3
2

ηε(s) ds 6
(

1√
2

ˆ √2

r
ηε(s)sn−2 ds+ π

2 ‖ηε‖L∞(
√

2,2)

)
(3.A.9)

which also goes to 0 as ε goes to 0 by assumption (3.A.5). Thus for any r ∈ (0, 1) we have

lim
ε→0

¨

∂B×∂B
|x−y|>r

|f(x)− f(y)|2

|x− y|2
ηε(|x− y|) dH n−1

x dH n−1
y = 0. (3.A.10)

Since f ∈ C2(∂B), we have

|f(x)− f(y)−∇τf(x) · (x− y)| 6 C|x− y|2, ∀x, y ∈ ∂B, (3.A.11)

for some C depends only ‖f‖C2(∂B). Let us write

|f(x)− f(y)|2 = |f(x)− f(y)−∇τf(x) · (x− y) +∇τf(x) · (x− y)|2

= |∇τf(x) · (x− y)|2 + |f(x)− f(y)−∇τf(x) · (x− y)|2

+ 2
(
∇τf(x) · (x− y)

)(
f(x)− f(y)−∇τf(x) · (x− y)

)
.

(3.A.12)
Since |f(x)− f(y)−∇τf(x) · (x− y)|2 6 C|x− y|4 and |(∇τf(x) · (x− y))(f(x)− f(y)−
∇τf(x) · (x− y))| 6 C|x− y|3 for every x, y ∈ ∂B by (3.A.11), (3.A.12) gives

|∇τf(x) · (x− y)|2 − C|x− y|3 6 |f(x)− f(y)|2 6 |∇τf(x) · (x− y)|2 + C|x− y|3,
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Large mass minimizers for an isoperimetric problem

for every x, y ∈ ∂B. Thus

∣∣∣ ¨
∂B×∂B
|x−y|<r

|f(x)− f(y)|2

|x− y|2
ηε(|x− y|) dH n−1

x dH n−1
y

−
¨

∂B×∂B
|x−y|<r

∣∣∣∣∇τf(x) · x− y
|x− y|

∣∣∣∣2ηε(|x− y|) dH n−1
x dH n−1

y

∣∣∣
6
¨

∂B×∂B
|x−y|<r

|x− y|ηε(|x− y|) dH n−1
x dH n−1

y .

(3.A.13)

Observe that
¨

∂B×∂B
|x−y|<r

|x− y|ηε(|x− y|) dH n−1
x dH n−1

y 6 Cr

ˆ
∂B∩{|e−y|<r}

ηε(|e− y|) dH n−1
y ,

where C depends only on n and ‖f‖C2(∂B), thus integrating on slices with Lemma 3.A.1
yields ¨

∂B×∂B
|x−y|<r

|x− y|ηε(|x− y|) dH n−1
x dH n−1

y

6 Cr

ˆ r

0

(
1− s2

4

)n−3
2

ηε(s)sn−2 ds dH n−1
y

6 Cr

ˆ ∞
0

ηε(s)sn−2 ds dH n−1
y 6 Cr

(3.A.14)

where we used the fact that
(
1− s2

4

)n−3
2 6 2 for all n > 2 and s 6 r < 1, and where C

denotes a constant depending only on n and ‖f‖C2(∂B). Once again, let us make a change
of variables and integrate on slices using (3.A.1)

¨

∂B×∂B
|x−y|<r

∣∣∣∣∇τf(x) · x− y
|x− y|

∣∣∣∣2ηε(|x− y|) dH n−1
x dH n−1

y

=
ˆ
∂B∩{|e−y|<r}

ηε(|e− y|)
ˆ
∂B

∣∣∣∣∇τf(x) · e− y
|e− y|

∣∣∣∣2 dH n−1
x dH n−1

y

=
ˆ{√

2(1−s)<r
} ˆ

Sn−2

(
1− s2

4

)n−3
2

ηε
(√

2(1− s)
)

ˆ
∂B

∣∣∣∣∣∇τf(x) ·
e−

(√
1− s2y, s

)√
2(1− s)

∣∣∣∣∣
2

dH n−1
x dH n−2

y ds.

(3.A.15)

Writing

e−
(√

1− s2y, s
)√

2(1− s)
= 1√

2
(
√

1 + sy,
√

1− s) =
√

1 + s

2 (y, 0) +
√

1− s
2 (0Rn−1 , 1),
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3.5. Stability of the ball

we find∣∣∣∣∣∇τf(x) · e− (
√

1− s2y, s)√
2(1− s)

∣∣∣∣∣
2

= 1 + s

2
∣∣∇τf(x) · (y, 0)

∣∣2 + 1− s
2 |∇τf(x) · (0Rn−1 , 1)|2

+
√

1− s2(∇τf(x) · (y, 0)
)(
∇τf(x) · (0Rn−1 , 1)

)
=: 1 + s

2 |∇τf(x) · (y, 0)|2 + T (x, s)
(3.A.16)

where T : ∂B × (1− r2

2 , 1)→ Rn is a continuous function such that

|T (x, s)| 6 C
√

1− s 6 Cr, ∀s ∈
(
1− r2

2 , 1
)
, (3.A.17)

for some C depending only on n and ‖f‖C2(∂B), since f ∈ C2(∂B) and
√

2(1− s) 6 r. In
view of (3.A.15) to (3.A.17), we have

¨

∂B×∂B
|x−y|<r

∣∣∣∣∇τf(x) · x− y
|x− y|

∣∣∣∣2ηε(|x− y|) dH n−1
x dH n−1

y = Iε + IIε (3.A.18)

where

Iε :=
ˆ{√

2(1−s)<r
} ˆ

Sn−2

(
1− s2

4

)n−3
2 (1 + s

2

)
ηε
(√

2(1− s)
)

ˆ
∂B
|∇τf(x) · (y, 0)|2 dH n−1

x dH n−2
y ds.

(3.A.19)

and

|IIε| 6 Cr

ˆ{√
2(1−s)<r

}
(

1− s2

4

)n−3
2

ηε
(√

2(1− s)
)

6 Cr

ˆ r

0

(
1− s2

4

)n−3
2

ηε(s)sn−2 ds,

for some C depending only on n and ‖f‖C2(∂B). Since r < 1, we have
(
1− s2

4

)n−3
2 < 2

for any n > 2, thus

|IIε| 6 Cr

ˆ r

0
ηε(s)sn−2 ds 6 Cr,

where we used the fact that |Sn−2|
´∞

0 ηε(s)sn−2 ds = 1. Hence given δ > 0, with (3.A.14)
we can choose r small enough such that

|IIε| 6 δ and
¨

∂B×∂B
|x−y|<r

|x− y|ηε(|x− y|) dH n−1
x dH n−1

y 6 δ (3.A.20)

for every ε > 0. Recalling (3.A.10), we can then choose ε0 > 0 such that, for all ε < ε0,
we have ¨

∂B×∂B
|x−y|>r

|f(x)− f(y)|2

|x− y|2
ηε(|x− y|) dH n−1

x dH n−1
y 6 δ. (3.A.21)
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Combining (3.A.6), (3.A.13) and (3.A.18) to (3.A.21), we find∣∣∣¨
∂B×∂B

|f(x)− f(y)|2

|x− y|2
ηε(|x− y|) dH n−1

x dH n−1
y − Iε

∣∣∣ 6 3δ, ∀ε < ε0, (3.A.22)

for our choice of r. Then we compute

Iε =
ˆ{√

2(1−s)<r
} ˆ

Sn−2

(
1− s2

4

)n−3
2 (1 + s

2

)
ηε
(√

2(1− s)
)

ˆ
∂B
|∇τf(x) · (y, 0)| dH n−1

x dH n−2
y ds

=
ˆ{√

2(1−s)<r
}
(

1− s2

4

)n−3
2 (1 + s

2

)
ηε
(√

2(1− s)
)

ˆ
∂B

ˆ
Sn−2
|∇τf(x) · (y, 0)| dH n−2

y dH n−1
x ds

= K2,n−1|Sn−2|
ˆ{√

2(1−s)<r
}
(

1− s2

4

)n−3
2 (1 + s

2

)
ηε
(√

2(1− s)
)

ˆ
∂B
|∇τf(x)|2 dH n−1

x ds,

where we used Fubini’s theorem and the definition of K2,n−1. Changing variables, it
follows

Iε = K2,n−1‖∇τf‖2L2(∂B)|S
n−2|
ˆ r

0

(
1− s2

4

)n−3
2 +1

ηε(s)sn−2 ds.

Now we could have chosen r small enough such that we have as well

0 6 K2,n−1‖∇τf‖2L2(∂B)|S
n−2|

(
1−

(
1− r2

4
)n−3

2 +1
)

6 δ,

since n− 3 + 2 > 0 for any n > 2, thus∣∣∣∣Iε −K2,n−1‖∇τf‖2L2(∂B)|S
n−2|
ˆ r

0
ηε(s)sn−2 ds

∣∣∣∣ 6 δ, (3.A.23)

where we used the fact |Sn−2|
´ 1

0 ηε(s)s
n−2 ds = 1. Hence from (3.A.22) and (3.A.23), it

follows∣∣∣¨
∂B×∂B

|f(x)− f(y)|2

|x− y|2
dH n−1

x dH n−1
y

−K2,n−1‖∇τf‖2L2(∂B)|S
n−2|
ˆ r

0
ηε(s)sn−2 ds

∣∣∣ 6 4δ, ∀ε < ε0.

(3.A.24)

Notice that for every r ∈ (0, 1),

|Sn−2|
ˆ r

0
ηε(s)sn−2 ds = 1− |Sn−1|

ˆ ∞
r

ηε(s)sn−2 ds ε→0−−−→ 1,

so that letting ε go to 0 in (3.A.24), the arbitrariness of δ implies

lim
ε→0

¨
∂B×∂B

|f(x)− f(y)|2

|x− y|2
ηε(|x− y|) dH n−1

x dH n−1
y = K2,n−1

ˆ
∂B
|∇τf |2 dH n−1.
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Appendix A

Regularity of s-harmonic functions and
distributions

The main subject of this appendix is to give proofs of full regularity for s-harmonic
functions, i.e., functions satisfying (−∆)su = 0 in a broad sense, and to derive Cacciopoli-
type estimates, that is, L∞ bounds on all the derivatives of u in terms on the L2 norm of
u. While the regularity of s-harmonic functions is well known, there seems to be a lack of
good reference treating it a broad sense. For example, given u ∈ Ĥs(Ω), the s-Laplacian
of u is defined in Chapters 1 and 2 by duality as

〈(−∆)su, ϕ〉
Ĥ−s,Ĥs := γn,s

2

¨
(Rn×Rn)\(Ωc×Ωc)

(u(x)− u(y)) · (ϕ(x)− ϕ(y))
|x− y|n+2s dx dy,

for all ϕ ∈ Ĥs(Ω), so that the equation (−∆)su = 0 in Ω is to be understood as

〈(−∆)su, ϕ〉
Ĥ−s,Ĥs = 0, ∀ϕ ∈ Hs

00(Ω).

In that functional setting, we ask the following question: is u smooth in Ω? We can
find several regularity results in the literature, in several functional settings, but, as far we
know, they do not apply here. For example, [15, Theorem 2.10] implies that, if u ∈ Ĥs(Rn)
satisfies {

(−∆)su = 0 in Br,
u = g in Rn \Br,

then u ∈ C∞(Br) whenever g ∈ C(Rn) is integrable with respect to the measure (1 +
|x|)−(n+2s) dx. Unfortunately this does not answer our question. This is not entirely a
trivial question: in [16], where regularity estimates involving the fractional Laplacian in
Ĥs are obtained, the authors make sure to prove that s-harmonic functions are Hölder-
continuous. In [106], where it is morally shown that the solution u of (−∆)su = f gains
a 2s “fractional derivatives” compared to f , the proofs use in particular the fact that if
some ϕ satisfies weakly (−∆)sϕ = 0 in a ball, then it is smooth inside that ball (e.g. in
the proof of Proposition 2.8), but this is not justified.

Outline of the appendix

In this appendix, we implement two different strategies to obtain full regularity of
s-harmonic functions. First, in Section A.1, we define the fractional Laplace operator on a
large subspace of tempered distributions, and using this distributional setting and the fact
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that the inverse of the s-Laplacian is given by convolution with the Riesz kernel of order
2s, we prove elliptic regularity results; that is, we prove that distributions T satisfying
(−∆)sT = f in a ball are morally “2s-times” more differentiable than f in that ball.
We recover smoothness of s-harmonic distributions by taking f = 0. The caveat of this
strategy is that, for technical reasons that we explain further below (and which can likely
be dealt with), we exclude the case n = 1 and s ∈ [1

2 , 1).
The second strategy we implement, in Section A.3 to obtain smoothness of weakly

s-harmonic functions is by using the Caffarelli-Silvestre extension to recover a degenerate
but local elliptic equation in Rn+1. The caveat here is that the setting is a bit less general,
in the sense that we consider functions instead of distributions, using the functional setting
of Chapters 1 and 2, and we only consider a vanishing source term f = 0. However, we
do not exclude the case n = 1, s ∈ [1

2 , 1), and we derive the Cacciopoli-type estimates
mentioned above.

Notation

In this appendix we shall denote by D(Ω) the space of smooth compactly supported
functions in Ω, by S the Schwartz space of rapidly decreasing functions in Rn, and we let
F be the Fourier transform in Rn, defined by

F(f)(ξ) :=
ˆ
Rn
f(x)e−2iπx·ξ dx, ∀f ∈ L1(Rn).

For k ∈ N and α ∈ (0, 1), We denote by Ck,α(Rn) those functions f which are k-times
differentiable, whose derivatives are all bounded in L∞(Rn), and such that

‖f‖Ck,α(Rn) :=
∑
|γ|<k
‖∂γf‖L∞(Rn) +

∑
|γ|=k

(
sup

x,y∈Rn

|∂γu(x)− ∂γu(y)|
|x− y|α

)
< +∞,

where γ = (γ1, . . . , γn) ∈ Nn is called a multi-index and |γ| := γ1 + . . .+ γn. Beware that
Ck,α(Rn) is not made of all functions which are k-times differentiable and whose partial
derivatives are α-Hölder continuous, since we also require those partial derivatives to be
bounded in L∞.
For k ∈ (0,+∞) and p ∈ (1,+∞), we denote by W k,p(Ω) the usual (possibly fractional)
Sobolev-Slobodeckij space whose norm is given by

‖f‖Wk,p(Ω) :=
∑
|γ|6k
‖∂γf‖Lp(Ω)

when k is an integer, and

‖f‖Wk,p(Ω) :=
∑
|γ|6bkc

‖∂γf‖Lp(Ω) +
∑
|γ|=bkc

(¨
Ω×Ω

|∂γf(x)− ∂γf(y)|p

|x− y|n+sp dx dy
) 1
p

,

when k is not integer, where α := k− bkc ∈ (0, 1). In Sections A.1 and A.2, we denote by
BR(x) the open ball of radius R and centered at x in Rn, and if x = 0 we write simply
BR. In Section A.3 we adopt another convention for balls. We reserve the notation BR(x)
for the open ball of radius R centered at x = (x, 0) ∈ Rn × {0} in Rn+1, and DR(x)
the open ball of radius R centered at x in Rn. We let Rn+1

+ = Rn × (0,+∞), and for
x = (x, 0) ∈ Rn+1, we define B+

R(x) := BR(x) ∩ Rn+1
+ and ∂0B+

R(x) := DR × {0}.
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Appendix A. Regularity of s-harmonic functions and distributions

A.1 The distributional s-Laplacian

The aim of this section is to give a general defininition of the s-Laplacian on a large
class of tempered distributions. We recall a few definitions and statements from [106] (see
also [70, 55, 15]).

Definition A.1.1. For s ∈ (0, 1) and u ∈ C2(Rn) ∩ L∞(Rn), we define (−∆)su by

(−∆)su(x) = γn,s
2

ˆ
Rn

2u(x)− u(x+ h)− u(x− h)
|h|n+2s dh

= γn,s p.v.
ˆ
Rn

u(x)− u(y)
|x− y|n+2s dy,

(A.1.1)

and for s ∈ (0, n2 ) and u ∈ L∞(Rn) ∩ L1(Rn),

(−∆)−su(x) = γn,−s

ˆ
Rn

u(y)
|x− y|n−2s dy = u ∗ I2s(x), (A.1.2)

for every x ∈ Rn, where I2s (which may sometimes denote simply by (−∆)−s when we
refer to the associated tempered distribution) is the so-called Riesz kernel of order 2s,
given by

I2s(x) := γn,−s
|x|n−2s .

In any case, the constant γn,s is given by

γn,s := |s|22sπ−
n
2

Γ
(
n
2 + s

)
Γ(1− s) , ∀s ∈ (−n

2 , 1).

Remark A.1.2. For s ∈ (0, n2 ), the Riesz kernel I2s is the fundamental solution of (−∆)s,
that is, (−∆)sI2s = δ0 in S ′ (we will see later the meaning of (−∆)sI2s, since for now
(−∆)sf is only defined whenever f ∈ C2(Rn) ∩ L∞(Rn), and will justify this equality).
Remark A.1.3. If n = 1 and s ∈ [1

2 , 1), then (2π|ξ|)−2s is not integrable near the origin;
in particular, it is not a tempered distribution, so its invert Fourier transform cannot be
defined as a tempered distribution, and even less as a function. In other words, we cannot
define (−∆)−s as a tempered distribution if n = 1 and s ∈ [1

2 , 1), and since we rely on the
inverse of the s-Laplacian in our proof of regularity, we will often exclude that case. Let us
point out that this restriction is only technical: we could define (−∆)−s as a distribution
by using the so-called Lizorkin space and its dual (see e.g. [95, Chapter 2]), which are
better-suited to Riesz kernels, instead of the Schwartz class. Note that if n > 2, (−∆)su
is however defined as a function for all s ∈ (−1, 1).

We justify in the proof of the next theorem that (−∆)su is a well-defined function
whenever s ∈ (−n

2 , 1), and the choice of the constants γn,s.

Theorem A.1.4. If s ∈ (0, 1) and u ∈ C2(Rn) ∩ L∞(Rn), then (−∆)su is well defined
and continuous. If D2 u also belongs to L∞(Rn), then (−∆)su ∈ L∞(Rn), and if D2 u ∈
L1(Rn), then u ∈ L1(Rn), and we have

F((−∆)su)(ξ) = (2π|ξ|)2sF(u)(ξ), ∀ξ ∈ Rn. (A.1.3)

If s ∈ (−n
2 , 0) and u ∈ L1(Rn) ∩ L∞(Rn), then (−∆)su is well defined and belongs to

L∞(Rn).
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A.1. The distributional s-Laplacian

Proof. Let us first tackle the case s ∈ (0, 1). Note that for all h ∈ Rn \ {0},

x 7→ |2u(x)− u(x+ h)− u(x− h)|
|h|n+2s ∈ C0(Rn).

Since u ∈ L∞(Rn) ∩ C2(Rn), whenever x belongs to some ball BR we can write

|2u(x)− u(x+ h)− u(x− h)|
|h|n+2s

6 χ{|h|<1}|h|−(n+2s−2)
ˆ 1

0
|D2u(x+ th)| dt

+ χ{|h|>1}|h|−(n+2s)(2|u(x)|+ |u(x+ h)|+ |u(x− h)|
)

6 Cχ{|h|<1}|h|−(n+2s−2)‖D2u‖L∞(BR+1)

+ Cχ{|h|>1}|h|−(n+2s)‖u‖L∞(Rn) ∈ L1(Rn)

(A.1.4)

thus the integral in (A.1.1) is defined everywhere and by the theorem of continuity under
the integral (−∆)su is continuous in BR+1. Since R is arbitrary, (−∆)su is continuous in
Rn. In addition, if D2 u ∈ L∞(Rn), integrating (A.1.4) we see that

|(−∆)su(x)| 6 C‖D2u‖L∞(Rn) + C‖u‖L∞(Rn), (A.1.5)

thus (−∆)su ∈ L∞(Rn). If D2 u ∈ L1(Rn), integrating in x and h, we also have
ˆ
Rn

ˆ
Rn

|2u(x)− u(x+ h)− u(x− h)|
|h|n+2s dhdx

6
ˆ
Rn

ˆ
{|h|<1}

|2u(x)− u(x+ h)− u(x− h)|
|h|n+2s dhdx

+
ˆ
Rn

ˆ
{|h|>1}

|2u(x)− u(x+ h)− u(x− h)|
|h|n+2s dhdx

6
ˆ
Rn

ˆ
{|h|<1}

ˆ 1

0
|D2u(x+ th)|dt 1

|h|n+2s−2 dhdx

+
ˆ
Rn

ˆ
{|h|>1}

2|u(x)|+ |u(x+ h)|+ |u(x− h)|
|h|n+2s dhdx

6 C‖D2u‖L1(Rn) + C‖u‖L1(Rn) < +∞.

(A.1.6)

By Fubini’s theorem, this shows that (−∆)su is well defined for almost every x ∈ Rn and
that (−∆)su ∈ L1(Rn). In fact, this justifies that we can exchange the Fourier operator
and the integrals in (A.1.1), so that

F((−∆)su)(ξ) = γn,s
2

ˆ
Rn

ˆ
Rn

(2u(x)− u(x+ h)− u(x))e−2iπx·ξ dx dh
|h|n+2s

= γn,s
2

ˆ
Rn

2F(u)(ξ)−F(τh u)(ξ)−F(τ−h u)(ξ) dh
|h|n+2s

= F(u)(ξ)γn,s2

ˆ
Rn

2− e2iπh·ξ − e−2iπh·ξ

|h|n+2s dh

= F(u)(ξ)γn,s
ˆ
Rn

(
1− cos(2πh · ξ)

)
|h|n+2s dh,

(A.1.7)
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where τh u is defined by τh u(x) := u(x + h), ∀x ∈ Rn. Exploiting the invariance of
h 7→ cos(2πh · ξ) under rotation, after computation we find

ˆ
Rn

2
(
1− cos(h · ξ)

)
|h|n+2s dh =

ˆ
Rn

2
(
1− cos(|h||ξ|)

)
|h|n+2s dh = γ−1

n,s (2π|ξ|)2s

so that (A.1.7) yields
F((−∆)su)(ξ) = (2π|ξ|)2sF(u)(ξ). (A.1.8)

The other expression involving the principal value is justified by
ˆ
Rn

2u(x)− u(x+ h)− u(x− h)
|h|n+2s dh

= lim
ε→0

ˆ
Bc
ε

2u(x)− u(x+ h)− u(x− h)
|h|n+2s dh

= lim
ε→0

(ˆ
Bc
ε

u(x)− u(x+ h)
|h|n+2s dh+

ˆ
Bc
ε

u(x)− u(x− h)
|h|n+2s dh

)

= 2 p.v.
ˆ
Rn

u(x)− u(x+ h)
|h|n+2s dh.

As for the case s ∈ (−n
2 , 0), the convolution is well defined since there exists some p > 1

such that I2|s| ∈ Lp(Rn) (e.g. any p > n
n−2s), and u ∈ Lq(Rn), where 1

q = 1 − 1
p . In

addition
|I2|s| ∗ u(x)| 6 ‖I2|s|‖Lp(Rn)‖u‖Lq(Rn)

so (−∆)su ∈ L∞(Rn) in that case as well. To given a meaning to the identity (A.1.3),
when s is negative, we need to consider the Fourier transform on tempered distributions
rather than on L1 or L2 (see Theorem A.1.5).

Note that for every s ∈ (−n
2 , 1), (−∆)su is well defined whenever u ∈ S , but the class

of Schwartz functions is unfortunately not stable under the s-Laplacian. By derivation
under the integral sign, it is easy to see that (−∆)su ∈ C∞(Rn) in that case, but it can
have a worse decay at infinity, essentially because |ξ|2s is not smooth at the origin. In
particular, with the definition we have for now of the s-Laplacian, we cannot a priori apply
twice a fractional Laplace operator to a function in the Schwartz class.

The following well-known result justifies the definition of (−∆)−s.

Theorem A.1.5 ([56, Theorem 2.4.6]). If s ∈ (0, n2 ), then (−∆)−s = I2s belongs to the
class of tempered distributions, and F((−∆)−s) = (2π|ξ|)−2s in S ′, i.e.,

〈I2s,F(ϕ)〉S ′,S :=
ˆ
Rn
I2s(ξ)F(ϕ)(ξ) dξ =

ˆ
Rn

(2π|ξ|)−2sϕ(ξ) dξ, ∀ϕ ∈ S . (A.1.9)

We will actually need to apply (A.1.9) to functions ϕ with less regularity that those
in the Schwartz class. First, let us remark that (A.1.9) stands true for any ϕ ∈ L1(Rn) ∩
L2(Rn) by approximation provided that s < n

4 , as shown in the following corollary.

Corollary A.1.6. If s ∈ (0, n4 ), then we have
ˆ
Rn
I2s(ξ)F(ϕ)(ξ) dξ =

ˆ
Rn

(2π|ξ|)−2sϕ(ξ) dξ, ∀ϕ ∈ L1(Rn) ∩ L2(Rn).
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Proof. Let ϕ ∈ L1(Rn) ∩ L2(Rn). By density of S in L1(Rn) and in L2(Rn), we can find
(ϕk)k∈N a sequence of maps in S converging to ϕ both in L1(Rn) and in L2(Rn). By
applying a smooth cutoff, we may also assume that |ϕk(x)| 6 |ϕ(x)| for all k ∈ N and
x ∈ Rn. Applying Theorem A.1.5, we have

ˆ
Rn
I2s(ξ)F(ϕk)(ξ) dξ =

ˆ
Rn

(2π|ξ|)−2sϕk(ξ) dξ, ∀k ∈ N. (A.1.10)

Note that
(2π|ξ|)−2s|ϕk(ξ)| 6 (2π|ξ|)−2s|ϕ(ξ)|, ∀ξ ∈ Rn,

and in addition,
ˆ
Rn

(2π|ξ|)−2s|ϕ(ξ)| dξ =
ˆ
B1

(2π|ξ|)−2s|ϕ(ξ)| dξ +
ˆ
Bc

1

(2π|ξ|)−2s|ϕ(ξ)|dξ

6

(ˆ
B1

(2π|ξ|)−4s dξ
) 1

2

‖ϕ‖L2(B1) + ‖ϕ‖L1(Bc
1) < +∞

where we used the fact that ξ 7→ |ξ|−4s ∈ L1(B1) since n > 4s. Thus by dominated
convergence we obtain

ˆ
Rn

(2π|ξ|)−2sϕk(ξ) dξ k→∞−−−→
ˆ
Rn

(2π|ξ|)−2sϕ(ξ) dξ. (A.1.11)

On the other hand, by Cauchy-Schwarz inequality, we have
ˆ
Rn
I2s(ξ)|F(ϕk − ϕ)(ξ)|dξ

=
ˆ
B1

I2s(ξ)|F(ϕk − ϕ)(ξ)|dξ +
ˆ
Bc

1

I2s(ξ)|F(ϕk − ϕ)(ξ)|dξ

6 ‖I2s‖L1(B1)‖F(ϕk − ϕ)‖L∞(B1) + ‖I2s‖L2(Bc
1)‖F(ϕk − ϕ)‖L2(Bc

1)

6 ‖I2s‖L1(B1)‖ϕk − ϕ‖L1(Rn) + ‖I2s‖L2(Bc
1)‖ϕk − ϕ‖L2(Rn),

(A.1.12)

where we used the continuity of the Fourier transform from L1 into L∞ and from L2 into
itself for the last inequality. The fact that n > 4s ensures that I2s is square integrable at
infinity. Passing to the limit in (A.1.12) then yields

ˆ
Rn
I2s(ξ)F(ϕk)(ξ) dξ k→∞−−−→

ˆ
Rn
I2s(ξ)F(ϕ)(ξ) dξ,

thus combining this with (A.1.10) and (A.1.11) we reach
ˆ
Rn
I2s(ξ)F(ϕ)(ξ) dξ =

ˆ
Rn

(2π|ξ|)−2sϕ(ξ) dξ.

However useful this corollary may be, we do not want to make the assumption that
s ∈ (0, n4 ), and want to allow s to be in (0, n2 ). It is not clear that (A.1.9) still stands true
for any ϕ ∈ L1(Rn) ∩ L2(Rn), but we have the following version, which is enough for our
needs.
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Corollary A.1.7. Let s ∈ (0, n2 ) and ϕ ∈ Cn(Rn) ∩Wn,1(Rn). Then we have
ˆ
Rn
I2s(ξ)F(ϕ)(ξ) dξ =

ˆ
Rn

(2π|ξ|)−2sϕ(ξ) dξ.

Proof. Let us fix G(x) := e−π|x|
2 the Gaussian in Rn with unit L1 norm. Then for every

k ∈ N, we let εk := 2−k, ηk(r) := η(ε−1
k r) and Gk(r) := ε−nk G(ε−1

k x). We also give
ourselves a sequence of cutoff functions (ηl)l∈N, such that ηl ∈ C∞c (0, l + 1), ηl(r) ∈ [0, 1]
for all r, ηl(r) = 1 for r ∈ [0, l], and ‖η(j)

l ‖L∞ 6 C for all l ∈ N and all j ∈ {1, . . . , n},
where C = C(n, j). Then we define ψl(x) := ϕ(x)ηl(|x|) and ϕk,l(x) := ψl ∗Gk. Since ψl
is compactly supported, and since Gk is smooth and all its derivatives decrease at infinity
like a polynomial times e−|x|2 , ψl ∗Gk belongs to the class of Schwartz functions, thus by
Theorem A.1.5 we haveˆ

Rn
I2s(ξ)F(ϕk,l)(ξ) dξ =

ˆ
Rn

(2π|ξ|)−2sϕk,l(ξ) dξ, (A.1.13)

for all k, l ∈ N. Recall that Gk is an approximation of the identity, and observe that

(2π|ξ|)−2s|ψl ∗Gk(ξ)| 6 (2π|ξ|)−2s|ψl(ξ)|,

where the right-hand side belongs to L1(Rn) since ψl is a continuous, compactly supported
function in Rn, and s < n

2 , which makes |ξ|−2s integrable near the origin. Thus, using that
ψl ∗Gk(x) converges everywhere to ψl(x) as k goes to infinity, by dominated convergence
we find ˆ

Rn
(2π|ξ|)−2sϕk,l(ξ) dξ k→∞−−−→

ˆ
Rn

(2π|ξ|)−2sψl(ξ) dξ. (A.1.14)

Applying the dominated convergence theorem once again we easily obtain as wellˆ
Rn

(2π|ξ|)−2sψl(ξ) dξ l→∞−−−→
ˆ
Rn

(2π|ξ|)−2sϕ(ξ) dξ. (A.1.15)

Let us turn to the left-hand side of (A.1.13). Observe that

F(ϕk,l)(ξ) = F(ψl ∗Gk)(ξ) = F(ψl)(ξ)F(Gk)(ξ) = F(ψl)(ξ)G(εkξ),

since Gk(ξ) = ε−nk G(ε−1
k x) and F(G) = G. Thus (A.1.13) rewrites

ˆ
Rn
I2s(ξ)F(ψl)(ξ)G(εkξ) dξ =

ˆ
Rn

(2π|ξ|)−2sϕk,l(ξ) dξ. (A.1.16)

We want to use the dominated convergence theorem to pass to the limit in k (and then l)
in the left-hand side. First, notice that

I2s(ξ)F(ψl)(ξ)G(εkξ)
k→∞−−−→ I2s(ξ)F(ψl)(ξ), for a.e. ξ.

Since ψl(x) = ϕ(x)ηl(|x|), by the assumptions on ϕ, we know that ψl ∈ Cn(Rn) ∩ L1(Rn)
and ∂αψl ∈ L1(Rn) for every multi-index α such that |α| = n. Let i ∈ {1, . . . , n} and
α ∈ Nn such that αi = n and αj = 0 for every j 6= i. Then we have

|F(∂αψl)(ξ)| = (2π|ξi|)n|F(ψl)(ξ)|, ∀ξ ∈ Rn,

thus
|ξi|n|F(ψl)(ξ)| 6 C|F(∂αψl)(ξ)| 6 C‖∂αψl‖L1(Rn)

6 C

(
max
|β|=n

‖∂βψl‖L1(Rn)

)
, ∀ξ ∈ Rn \ {0},
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for some C = C(n). Since this is true for every i ∈ {1, . . . , n}, it follows

sup
ξ∈Rn

|ξ|n|F(ψl)(ξ)| 6 C

(
max
|β|=n

‖∂βψl‖L1(Rn)

)
.

Now by using the general Leibniz rule and the fact that ηl is constant in B1 for every
l ∈ N, we easily find that there exists some C = C(n) such that

|∂βψl(x)| 6 C
∑

β1+β2=β
|∂β1ϕ(x)||η(|β2|)

l (x)|,

hence

|∂βψl(x)| 6 C

(
max
|α|6n

|∂αϕ(x)|
)

for some C = C(n), by our choice of the sequence ηl. In the end, we obtain

sup
|ξ|>1
|ξ|n|F(ψl)(ξ)| 6 C

(
max
|α|6n

‖∂αϕ‖L1(Rn)

)
6 C (A.1.17)

where C does not depend on k nor l. Now let us write

I2s(ξ)|F(ψl)(ξ)| 6 I2s(ξ)‖ψl‖L1(Rn) 6 I2s(ξ)‖ϕ‖L1(Rn), ∀ξ ∈ B1

and, using (A.1.17),

I2s(ξ)|F(ψl)(ξ)| 6 C|ξ|−nI2s(ξ), ∀ξ ∈ Bc
1,

then notice that I2s ∈ L1(B1) and |ξ|−nI2s(ξ) 6 C|ξ|2s−2n is integrable in Bc
1 since n > 2s.

Thus we can bound

I2s(ξ)|F(ψl)(ξ)|G(εkξ) 6 C
(
I2s(ξ)χB1(ξ) + |ξ|2s−2nχBc

1
(ξ)
)
∈ L1(Rn),

where C does not depend on k (nor l) and then use dominated converge to deduce, first,
that ˆ

Rn
I2s(ξ)F(ψl)(ξ)G(εkξ) dξ k→∞−−−→

ˆ
Rn
I2s(ξ)F(ψl)(ξ) dξ, (A.1.18)

and then, ˆ
Rn
I2s(ξ)F(ψl)(ξ) dξ l→∞−−−→

ˆ
Rn
I2s(ξ)F(ϕ)(ξ) dξ, (A.1.19)

since F(ψl)(ξ) = F(ϕηl)(ξ) converges to F(ϕ)(ξ) everywhere as well, by continuity of the
Fourier transform from L1(Rn) to L∞(Rn) and the fact that ϕηl obviously converges to ϕ
in L1(Rn). Passing to the limit in k then l in (A.1.16) with (A.1.14), (A.1.15), (A.1.18)
and (A.1.19) eventually gives the result.

When s ∈ (−n
2 , 0), even though the fractional Laplacian of a Schwartz function is

not rapidly decreasing, it still has some good enough decay at infinity, which is why we
introduce the following function spaces.

Definition A.1.8. For every k ∈ N and every measurable function u we define the
seminorm

[u]S k
s

:= max
|α|=k

sup
x∈Rn

(
1 + |x|n+2s

)
|∂αu(x)|
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where the maximum is taken over all multi-indices α = (α1, . . . , αn) ∈ Nn such that∑n
i=1 αi = k, and ∂αu := ∂α1 · · · ∂αnu. We then define, for any s ∈ (−n

2 , 1), the space

Ss :=
{
u ∈ C∞(Rn) : ∀k ∈ N, [u]S k

s
< +∞

}
, (A.1.20)

endowed with the topology induced by the family of seminorms [·]S k
s
. We denote by S ′

s

its topological dual endowed with the weak-∗ topology.
Note that the topological dual of Ss, S ′

s , is a subspace of S ′ which is itself a subspace
of D ′(Rn). The following proposition justifies the introduction of those spaces.
Proposition A.1.9. Let s ∈ (0, 1). Then for any u ∈ S , (−∆)su ∈ Ss(Rn), and for
every k ∈ N and every multi-index α = (α1, . . . , αn) ∈ Nn with |α| = k, we have

∂α(−∆)su = (−∆)s∂αu.

More precisely, we have

sup
x∈Rn

(
1 + |x|n+2s

)
|∂α(−∆)su(x)| 6 C max

|β|6k+2

(
sup
x∈Rn

(
1 + |x|n+2

)
|∂βu(x)|

)
, (A.1.21)

so that (−∆)s is a continuous linear operator from S into Ss.
Proof. First let us point out that any u ∈ S obviously satisfies the assumptions of Defi-
nition A.1.1, thus (−∆)su is well defined. First let us justify briefly that we can derivate
under the integral and obtain (−∆)su ∈ C∞(Rn) with ∂α(−∆)su = (−∆)s∂αu by an easy
recursion. For every multi-index α such that |α| = k, ∂αu ∈ C∞(Rn \ {0}) and for every
x ∈ Rn \ {0},
|2∂αu(x)− ∂αu(x+ h)− ∂αu(x− h)|

|h|n+2s

6
χB1(h)
|h|n+2s−2

(
max
|β|=k+2

‖∂βu‖L∞(Rn)
)

+
χBc

1
(h)

|h|n+2s ‖∂
αu‖L∞(Rn) ∈ L1(Rn)

(A.1.22)

hence we can apply the theorems of continuity and derivation under the integral to obtain
smoothness of (−∆)su in Rn. In addition, integrating (A.1.22) in h yields

‖∂α(−∆)su‖L∞(Rn) 6 C
[(

max
|β|=k+2

‖∂βu‖L∞(Rn)
)

+ ‖∂αu‖L∞(Rn)
]
, (A.1.23)

where C depends only on n and s. To obtain (A.1.21) there remains only to find an upper
bound on sup

|x|>1
|x|n+2s|∂α(−∆)su(x)|. Given x such that |x| > 1, we write

ˆ
Rn

|2∂αu(x)− ∂αu(x+ h)− ∂αu(x− h)|
|h|n+2s

6
ˆ{
|h|6 |x|2

}
(

max
|β|=k+2

ˆ 1

0
|∂βu(x+ rh)| dr

)
dh

|h|n+2s−2

+
ˆ{
|h|> |x|2

} 2|∂αu(x)|+ |∂αu(x+ h)|+ |∂αu(x− h)| dh
|h|n+2s .

(A.1.24)

On the one hand, since u ∈ S , we have

max
|β|=k+2

ˆ 1

0
|∂βu(x+ rh)|dr 6

(ˆ 1

0

dr
1 + |x+ rh|n+2

)
max
|β|=k+2

(
sup
y∈Rn

(
1 + |y|n+2

)
|∂βu(y)|

)
6 C|x|−(n+2) max

|β|=k+2

(
sup
y∈Rn

(
1 + |y|n+2

)
|∂βu(y)|

)
(A.1.25)
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for some C depending only on n and s, where we used the fact that |x+rh| > |x|
2 whenever

r ∈ (0, 1) and |h| 6 |x|
2 , thus, integrating (A.1.25) yields

ˆ{
|h|6 |x|2

}
(

max
|β|=k+2

ˆ 1

0
|∂βu(x+ rh)| dr

)
dh

|h|n+2s−2

6 C|x|2−2s|x|−(n+2) max
|β|=k+2

(
sup
y∈Rn

(
1 + |y|n+2

)
|∂βu(y)|

)
6 C|x|−(n+2s) max

|β|=k+2

(
sup
y∈Rn

(
1 + |y|n+2

)
|∂βu(y)|

)
.

(A.1.26)

On the other hand, for |h| > |x|
2 ,

ˆ{
|h|> |x|2

} (2|∂αu(x)|+ |∂αu(x+ h)|+ |∂αu(x− h)|
) dh
|h|n+2s

6 2
(

sup
y∈Rn

(
1 + |y|n+2

)
|∂αu(y)|

) 1
1 + |x|n+2

ˆ
Bc
|x|
2

1
|h|n+2s dt

+
∣∣∣∣x2
∣∣∣∣−(n+2s)

‖∂αu‖L1(Rn)

6 C|x|−(n+2s)
(

sup
y∈Rn

(
1 + |y|n+2

)
|∂αu(y)|

)
,

(A.1.27)

for some C = C(n, s), where we used

‖∂αu‖L1(Rn) 6
(

sup
x∈Rn

(
1 + |x|n+2

)
|∂αu(x)|

)ˆ
Rn

1
1 + |x|n+2 dx

6 C
(

sup
x∈Rn

(
1 + |x|n+2

)
|∂αu(x)|

)
.

Combining (A.1.24), (A.1.26) and (A.1.27), we find

sup
|x|>1
|x|n+2s|∂α(−∆)su(x)| 6 C

[(
sup
x∈Rn

(
1 + |x|n+2

)
|∂αu(x)|

)
+ max
|β|=k+2

(
sup
x∈Rn

(
1 + |x|n+2

)
|∂βu(x)|

)]

hence (A.1.21) with (A.1.23).

Corollary A.1.10. Let s, t ∈ (0, 1) such that s+t < 1. Then for any ϕ ∈ S , (−∆)s+tϕ =
(−∆)s((−∆)tϕ) = (−∆)t((−∆)sϕ) ∈ Ss+t.

Proof. Since s and t play the same role, we need only show (−∆)s+tϕ = (−∆)s((−∆)tϕ).
By Proposition A.1.9, (−∆)tϕ ∈ St, thus (−∆)tϕ satisfies all the assumptions of Theo-
rem A.1.4. As a consequence (−∆)s((−∆)tϕ) is a well-defined function in L1(Rn), and we
have

F((−∆)s((−∆)tϕ)) = (2π|ξ|)2sF((−∆)tϕ) = (2π|ξ|)2(s+t)F(ϕ) = F((−∆)s+tϕ),

hence
(−∆)s((−∆)tϕ) = (−∆)s+tϕ.

By Proposition A.1.9, (−∆)s+tϕ ∈ Ss+t, which concludes the proof.
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We can show that (−∆)s is also a continuous linear operator from S into Ss when
s ∈ (−n

2 , 0), and we can prove this as for the case s ∈ (0, 1), by cutting the integral of
(A.1.2) into the two parts

{
|h| 6 |x|

2
}
and

{
|h| > |x|

2
}
and using the decay rate of u ∈ S ,

thus we shall leave the details to the reader.

Proposition A.1.11. Let s ∈ (−n
2 , 0). Then (−∆)s is a continuous linear operator from

S into Ss, and
∂α((−∆)su) = (−∆)s(∂αu)

for every multi-index α ∈ Nn.

By Propositions A.1.9 and A.1.11, (−∆)s is in fact a continuous linear operator from
S into Ss for all s ∈ (−n

2 , 1). Now we want to show that the identity (−∆)−s◦(−∆)s = id
holds in S .

Proposition A.1.12. Let s ∈ (0,min(1, n2 )). Then we have (−∆)−s((−∆)su) = u for
every u ∈ S .

Proof. If u ∈ S , by Proposition A.1.9, (−∆)su ∈ Ss, so that (−∆)su satisfies the as-
sumptions of Definition A.1.1, and (−∆)−s((−∆)su) is a well-defined function in L∞(Rn).
Let ϕ ∈ S . By definition of the convolution, we have

ˆ
Rn

(I2s ∗ ((−∆)su))(x)ϕ(x) dx =
ˆ
Rn
I2s(x)

(
ϕ ∗ (−∆)su

∧)
(x) dx (A.1.28)

where f

∧

denote the function defined by f

∧

(x) := f(−x). Using the fact that ϕ and
(−∆)su ∈ L2(Rn), the identities

F−1(f ∗ g) = F−1(f)F−1(g) and F−1(f

∧

) = F(f), ∀f, g ∈ L2(Rn),

where F−1 is the inverse Fourier transform. Notice that ϕ ∗ (−∆)su

∧

∈ Ss, so that
F−1(ϕ ∗ (−∆)su

∧

) ∈ Cn(Rn) ∩Wn,1(Rn). Thus by Corollary A.1.7 we have
ˆ
Rn

(I2s ∗ ((−∆)su))(x)ϕ(x) dx =
ˆ
Rn
I2s(ξ)F

(
F−1(ϕ ∗ (−∆)su

∧

)
)
(ξ) dξ

=
ˆ
Rn

(2π|ξ|)−2sF−1(ϕ ∗ (−∆)su

∧

)
)
(ξ) dξ.

(A.1.29)

By Theorem A.1.4, using that (−∆)su ∈ Ss, we have

F−1(ϕ ∗ (−∆)su

∧

) = F−1(ϕ)F−1((−∆)su

∧)
= (2π|ξ|)2sF(ϕ∧)F(u) = (2π|ξ|)2sF(ϕ∧∗ u),

(A.1.30)
and thenˆ

Rn
F(ϕ∧∗ u) dξ =

ˆ
Rn
F(ϕ∧)F(u) dξ =

ˆ
Rn
F(F(ϕ∧))udξ =

ˆ
Rn
uϕdx, (A.1.31)

Injecting (A.1.30) and (A.1.31) into (A.1.29), we find
ˆ
Rn

(I2s ∗ ((−∆)su))(x)ϕ(x) dx =
ˆ
Rn
uϕdx,

which shows that
(−∆)−s((−∆)su)) = u

by arbitrariness of ϕ ∈ Ss.
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Remark A.1.13. Again, let us emphasize that (−∆)−s is only defined for s ∈ (0,min(1, n2 )),
so that the identity (−∆)−s ◦ (−∆)s has a meaning only in that case.

By Propositions A.1.9 and A.1.11, we can define the s-Laplacian on the subspace of
tempered distributions S ′

s by duality as follows.

Definition A.1.14. If s ∈ (−n
2 , 0) and T ∈ S ′

s , we define (−∆)s T ∈ S ′ by

〈(−∆)s T, ϕ〉S ′,S := 〈T, (−∆)sϕ〉S ′s ,Ss .

Among the distributions T ∈ S ′
s , we are especially interested in those given by locally

integrable functions.

Definition A.1.15. For s ∈ (−n
2 , 1), we define L1

s(Rn) := L1
loc(Rn) ∩ (Ss)′, and we have

the equivalent characterization

L1
s(Rn) =

{
u ∈ L1

loc(Rn) :
ˆ
Rn

|u(x)|
1 + |x|n+2s dx < +∞

}
.

Since I2s ∈ L1
s ⊆ S ′

s , (−∆)sI2s defines a tempered distribution, and we can then give
a meaning to the identity (−∆)sI2s = δ0.

Proposition A.1.16. For s ∈ (0,min(1, n2 )), we have (−∆)sI2s = δ0 in S ′.

Proof. The fact that I2s ∈ L1
s(Rn) is clear. Then for ϕ ∈ S we have

〈(−∆)sI2s, ϕ〉S ′,S = 〈I2s, (−∆)sϕ〉(Ss)′,Ss

=
ˆ
Rn
I2s(x) ((−∆)sϕ(x)) dx

= I2s ∗ ((−∆)s ϕ∧) (0) =
(
(−∆)−s ((−∆)s ϕ∧)

)
(0),

by definition of (−∆)−s, where ϕ∧(x) := ϕ(−x). Since ϕ ∈ S , by Proposition A.1.12 we
have

(−∆)−s ((−∆)sϕ∧) = ϕ

∧

,

thus
〈(−∆)sI2s, ϕ〉S ′,S = ϕ

∧(0) = ϕ(0) = 〈δ0, ϕ〉S ′,S .

which gives the result.

A.2 Elliptic regularity for the distributional s-Laplacian

Now we want to show that if (−∆)s T = f in some open set Ω ⊆ Rn, where T is a
tempered distribution in S ′

s , then T morally gains 2s fractional derivatives in Ω compared
to f . In particular, we obtain that s-harmonic distributions in Ω (i.e., distributions T ∈ S ′

s

satisfying (−∆)s T = 0 in Ω) are smooth in Ω. For Sections A.2.2 and A.2.3, we fix an
open set Ω ⊆ Rn and we always assume

{
n > 2 and s ∈ (0, 1)

}
or
{
n = 1 and s ∈ (0, 1

2)
}
.

Unfortunately this excludes the case s ∈ [1
2 , 1) in dimension 1.
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A.2.1 Regularizing effect of Riesz operators

We need the following well-known regularizing effect of Riesz operators.

Theorem A.2.1. Let f ∈ Ck,α(Rn) ∩ L1(Rn), where k ∈ N and α ∈ (0, 1). Then for any
s ∈ (0, 1), defining g := I2s ∗ f , l = bα+ 2sc ∈ {0, 1, 2} and β = α+ 2s−bα+ 2sc ∈ [0, 1),
we have

(i) g ∈ Ck+l,β(Rn) if β > 0;
(ii) g ∈ Ck+l−1,δ(Rn) for every δ ∈ (0, 1) if β = 0.

Proof. First, note that by splitting the integral defining g = I2s ∗ f into a part on B1
and the other on Bc

1, using Hölder inequality we easily see that g is well defined and
belongs to L∞(Rn). Then the proof relies on the fact that the Riesz operator1 R2s : f 7→
(F−1 ◦ (2π|ξ|)−2s ◦F)(f) maps the homogoneous Besov space Ḃα,∞

∞ onto Ḃα+2s,∞
∞ (see e.g.

[112, 5.2.3, Theorem 1]), and the equivalence of the ˙Bα,∞
∞ seminorm with the seminorm

of the Zygmund space C α (see [112, 2.2.2/(4)] for the definition of C α and [112, 2.5.12,
Theorem & Corollary; 5.2.3, Theorem 2 & Remarks 2 to 4 ] for the equivalence), where
the C α seminorm is given by

[f ]Cα :=
∑

16|γ|<k
‖∂γf‖L∞(Rn) +

∑
|γ|=k

sup
x,h∈Rn

|∂γf(x+ h) + ∂γf(x− h)− 2∂γf(x)|
|h|λ

,

where k := bαc and λ := α − bαc. It is known that Ck,α = C k+α whenever k ∈ N
and α ∈ (0, 1) (since k + α is not an integer, see [109, Chapter 5.4, Proposition 8]).
Here, since f ∈ Ck,α = C k+α, the fact that R2s maps C β onto C β+2s for every β > 0
shows that [g]C k+α+2s < +∞, where g = I2s ∗ f , meaning that, if l = bα + 2sc and
β = α+ 2s− bα+ 2sc > 0,∑

16|γ|<k+l
‖∂γg‖L∞(Rn) +

∑
|γ|=k+l

sup
x,h∈Rn

|∂γg(x+ h) + ∂γg(x− h)− 2∂γg(x)|
|h|β

< +∞

(A.2.1)
and if β = 0,∑

16|γ|<k+l−1
‖∂γg‖L∞(Rn) +

∑
|γ|=k+l−1

sup
x,h∈Rn

|∂γg(x+ h) + ∂γg(x− h)− 2∂γg(x)|
|h|δ

< +∞

(A.2.2)
for all δ ∈ (0, 1). Now, we have seen that g ∈ L∞(Rn) as well, thus we have∑

06|γ|<k+l
‖∂γg‖L∞(Rn) +

∑
|γ|=k+l

sup
x,h∈Rn

|∂γg(x+ h) + ∂γg(x− h)− 2∂γg(x)|
|h|β

< +∞

(A.2.3)
and if β = 0,∑

06|γ|<k+l−1
‖∂γg‖L∞(Rn) +

∑
|γ|=k+l−1

sup
x,h∈Rn

|∂γg(x+ h) + ∂γg(x− h)− 2∂γg(x)|
|h|δ

< +∞

(A.2.4)
for all δ ∈ (0, 1). Now we apply the results from [109, Chapter V.4] in order to trans-
late (A.2.3) and (A.2.4) in terms of inclusions into Ck,α spaces. By [109, Chapter V.4,
(48), Propositions 8 and 9], (A.2.3) implies v ∈ Ck+l,β(Rn), and (A.2.4) implies v ∈
Ck+l−1,δ(Rn) for all δ ∈ (0, 1), which gives the result.

1R2s is defined on the space of tempered distributions modulo polynomials, see [112, p. 5.1.2].
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A.2. Elliptic regularity for the distributional s-Laplacian

We have the following counterpart on Sobolev spaces.

Theorem A.2.2. Let f ∈ W k,p(Rn) ∩ L∞(B1) ∩ L1(Bc
1), where k ∈ (0,+∞) and p ∈

(1,+∞). Then for any s ∈ (0, 1), letting g := I2s ∗ f we have:

(i) if k and k + 2s are simultaneously integers or nonintegers, then g ∈W k+2s,p(Rn);
(ii) if k ∈ N, k + 2s 6∈ N, then g ∈ W k+2s,p(Rn) when p ∈ [2,+∞), and g ∈ W l,p(Rn)

for all l ∈ (0, k + 2s) when p ∈ (1, 2).
(iii) if k 6∈ N, k + 2s ∈ N, then g ∈ W k+2s,p(Rn) when p ∈ [1, 2], and g ∈ W l,p(Rn) for

all l ∈ (0, k + 2s) when p ∈ (2,+∞).

Proof. First, note that by splitting the integral defining g = I2s ∗ f into a part on B1
and the other on Bc

1, using Hölder inequality and the fact that f ∈ L∞(B1) ∩ L1(Bc
1),

we easily see that g is well defined and belongs to Lp(Rn). The proof then relies on
the boundedness of the Riesz operators R2s : f 7→ (F−1 ◦ (2π|ξ|)−2s ◦ F)(f) (as before,
defined on tempered distributions modulo polynomials) between homogeneous Triebel-
Lizorkin spaces Ḟ kp,q, embeddings between the corresponding nonhomogeneous spaces and
identification with Sobolev spaces. We recall the following well-known facts:

• R2s maps the homogeneous Triebel-Lizorkin space Ḟ kp,q onto Ḟ k+2s
p,q for any p, q ∈

(1,+∞) (see [112, Section 5.2.3, Theorem 1]);
• Ḟ kp,p = Ẇ k,p(Rn) whenever k is not an integer, and Ḟ kp,2 = Ẇ k,p(Rn) when k is an

integer, with equivalent seminorms (see [112, 5.2.3, Theorem 1 and Remark 4] for
this);

• F kp,p = W k,p(Rn) whenever k is not an integer, and F kp,2 = W k,p(Rn) when k is an
integer, with equivalent norms (see [112, 2.2.2, Remark 3/(18,19); 2.3.5/(2); 2.5.6,
Theorem; 2.5.7/(9)] for this). In addition F kp,q = Ḟ kp,q ∩Lp(Rn) and the norm on F kp,q
is equivalent to [·]Ḟkp,q + ‖·‖Lp(Rn).

• we have the continuous embeddings F kp,q1 ↪→ F kp,q2 for all p, q1, q2 ∈ (0,+∞] such
that q1 6 q2, and F k+ε

p,q1 ↪→ F kp,q2 for all p, q1, q2 ∈ (0,+∞] and ε > 0 (see [112, 2.3.2,
Proposition 2]). These do not have homogeneous counterparts.

There are 4 main different cases:

(1) if k and k + 2s are both integers, then we use

Ẇ k,p(Rn) = Ḟ kp,2
R2s−−→ Ḟ k+2s

p,2 = Ẇ k+2s,p(Rn),

thus g ∈ Ẇ k+2s,p(Rn);
(2) if neither k nor k + 2s are integers, then we use

Ẇ k,p(Rn) = Ḟ kp,p
R2s−−→ Ḟ k+2s

p,p = Ẇ k+2s,p(Rn),

thus g ∈ Ẇ k+2s,p(Rn);
(3) if k ∈ N and k + 2s 6∈ N (i.e. s 6= 1

2), there are three different cases. When p = 2,
then we use

Ẇ k,2(Rn) = Ḟ k2,2
R2s−−→ Ḟ k+2s

2,2 = Ẇ k+2s,2(Rn) (A.2.5)

so g ∈ Ẇ k+2s,p(Rn); when p ∈ (2,∞), then we use

Ẇ k,p(Rn) = Ḟ kp,2
R2s−−→ Ḟ k+2s

p,2
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Appendix A. Regularity of s-harmonic functions and distributions

so g ∈ Ḟ k+2s
p,2 , and

Ḟ k+2s
p,2 ∩ Lp(Rn) = F k+2s

p,2 ↪→ F k+2s
p,p = W k+2s,p(Rn)

implies that g ∈ Ẇ k+2s,p(Rn); when p ∈ (1, 2), for any l ∈ (0, k), if l + 2s is an
integer we use

Ẇ k,p(Rn) = Ḟ kp,2
R2s−−→ Ḟ k+2s

p,2

with
Ḟ k+2s
p,2 ∩ Lp(Rn) = F k+2s

p,2 ↪→ F l+2s
p,2 = W l+2s,p(Rn),

and if l + 2s is not an integer we use

W k,p(Rn) = F kp,2 ↪→ F lp,p = Ḟ lp,p ∩ Lp(Rn)

with
Ḟ lp,p

R2s−−→ Ḟ l+2s
p,p = Ẇ l+2s,p(Rn)

to obtain that g ∈ Ẇ l+2s,p(Rn) for all l ∈ (0, k);

(4) if k 6∈ N and k+ 2s ∈ N (i.e. s 6= 1
2) there are also three different cases. When p = 2

we proceed as in (A.2.5); when p ∈ (1, 2), then we use

Ẇ k,p(Rn) = Ḟ kp,p
R2s−−→ Ḟ k+2s

p,p

and
Ḟ k+2s
p,p ∩ Lp(Rn) = F k+2s

p,p ↪→ F k+2s
p,2 = W k+2s,p(Rn);

when p ∈ (2,+∞), if l ∈ (0, k) is such that l + 2s is an integer, then we use

Ẇ k,p(Rn) = Ḟ kp,p
R2s−−→ Ḟ k+2s

p,p ,

with
Ḟ k+2s
p,p ∩ Lp(Rn) = F k+2s

p,p ↪→ F l+2s
p,2 = W l+2s,p(Rn),

and if l + 2s is not an integer,

Ẇ k,p(Rn) = Ḟ kp,p
R2s−−→ Ḟ k+2s

p,p

with
Ḟ k+2s
p,p ∩ Lp(Rn) = F k+2s

p,p ↪→ F l+2s
p,p = W l+2s,p(Rn).

Reorganizing these cases gives the result, since g also belongs to Lp(Rn), as we have
seen.

Note that in particular, if p = 2, then f ∗ I2s ∈W k+2s,2(Rn) whenever f ∈W k,2(Rn)∩
L∞(B1) ∩ L1(Bc

1).
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A.2.2 Basic operations and properties of S ′
s

Since the distributional setting is not entirely standard, we recall that we can define
the convolution of an element of S ′

s with an element of Ss, and show that it produces a
smooth function on Rn. For this we need a few technical lemmas.

Lemma A.2.3. Let f ∈ L1(Rn) with compact support, and g ∈ Ss(Rn). Then f ∗ g ∈
Ss(Rn).

Proof. Since f ∈ L1(Rn) is compactly supported and g ∈ Ss(Rn) one can easily derivate
under the integral recursively to show that f ∗ g ∈ C∞(Rn). There remains to see that

sup
x∈Rn

(
1 + |x|n+2s

)
|∂α(f ∗ g)(x)| < +∞

for every multi-index α = (α1, . . . , αn) ∈ N. Since ∂α(f ∗ g) = f ∗ ∂αg, we have

‖∂α(f ∗ g)‖L∞(Rn) 6 ‖f‖L1(Rn)‖∂αg‖L∞(Rn) < +∞. (A.2.6)

f being compactly supported, there exists some ball BR such that f(x) = 0 for almost
every x ∈ Bc

R. Thus for any x such that |x| > 2R, we have

|∂α(f ∗ g)(x)| 6
ˆ
BR

|f(y)||∂αg(x− y)|dy

6
(

sup
x∈Rn

(
1 + |x|n+2s

)
|∂αg(x)|

)ˆ
BR

|f(y)|
(1 + |x− y|n+2s) dy

6
(

sup
x∈Rn

(
1 + |x|n+2s

)
|∂αg(x)|

)ˆ
BR

|f(y)|(
1 +

∣∣x
2
∣∣n+2s

) dy

6
(

sup
x∈Rn

(
1 + |x|n+2s

)
|∂αg(x)|

)(ˆ
BR

|f(y)|dy
)
|x|−(n+2s) dy,

(A.2.7)

hence the result, combining (A.2.6) and (A.2.7).

Lemma A.2.4. Let F ∈ Ss(R × R), and T ∈ S ′
s(R). Then x 7→ 〈T, F (x, ·)〉S ′s ,Ss ∈

C∞(R) and ∂kxF = 〈T, ∂kxF (x, ·)〉S ′s ,Ss, for all k ∈ N.

Proof. The proof follows the standard proof for classical distributions. We show only
that x 7→ 〈T, F (x, ·)〉S ′s ,Ss is everywhere differentiable, and its derivative is given by x 7→
〈T, ∂xF (x, ·)〉S ′s ,Ss . The result then follows immediately by induction. By definition of
Ss(R×R), for every x ∈ R, y 7→ F (x, y) ∈ Ss and y 7→ ∂xF (x, y) ∈ Ss so 〈T, F (x, ·)〉S ′s ,Ss

and 〈T, ∂xF (x, ·)〉S ′s ,Ss are both well defined. Given x, y ∈ R and h ∈ [−1, 1]. By Taylor’s
theorem we have

F (x+ h, y)− F (x, y)− h∂xF (x, y) = h2
ˆ 1

0
∂2
xF (x+ th, y)(1− t)2 dt.

Since y 7→ ∂xF (x, y) and y 7→
´ 1

0 ∂
2
xF (x+ th, y)(1− t)2 dt belong to Ss, we have

|〈T, F (x+ h, ·)〉S ′s ,Ss − 〈T, F (x, ·)〉S ′s ,Ss − h〈T, ∂xF (x, ·)〉S ′s ,Ss |

6 h2|〈T,
ˆ 1

0
∂2
xF (x+ th, ·)(1− t)2 dt〉S ′s ,Ss |.

(A.2.8)
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By definition of S ′
s , there exists m > 0 and C not depending of x and h such that

∣∣∣〈T, ˆ 1

0
∂2
xF (x+ th, ·)(1− t)2 dt〉S ′s ,Ss

∣∣∣
6 C

∑
06k6m

sup
y∈R

[ (
1 + |y|n+2s

) ∣∣∣∂ky ˆ 1

0
∂2
xF (x+ th, y)(1− t)2 dt

∣∣∣]
6 C

∑
06k6m

sup
(x,y)∈R2

(
1 + |(x, y)|n+2s

)
|∂2
x∂

k
yF (x, y)| 6 C.

(A.2.9)

By (A.2.8) and (A.2.9) we see that x 7→ 〈T, F (x, ·)〉S ′s ,Ss is continuous and differentiable
at x, and its derivative is x 7→ 〈T, ∂xF (x, ·)〉S ′s ,Ss .

Lemma A.2.5. Let T ∈ S ′
s and f ∈ Ss, then defining the convolution of T with f by

T ∗ f(x) := 〈T, τ−x f

∧

〉S ′s ,Ss ,

where f

∧

(x) := f(−x) and τ−x f := f(· − x), we have T ∗ f ∈ C∞(Rn). In addition, for
any ϕ ∈ D(Rn) we have

ˆ
Rn

(T ∗ f)(x)ϕ(x) dx = 〈T, f ∗ ϕ〉S ′s ,Ss . (A.2.10)

Proof. We proceed in two steps.
Step 1. First we show that T ∗f is a well-defined smooth function. We shall only show that
T ∗ f ∈ C1(Rn) and that ∂i(T ∗ f) = T ∗ ∂if , as it is then easy to conclude by induction.
It is clear that τ−a f ∈ Ss whenever f ∈ Ss, so that T ∗ f is well defined. Since for any
a, h ∈ Rn, we have

sup
x∈Rn

|(τ−(a+h) f

∧

− τ−a f

∧

)(x)| 6 ‖∇f‖L∞(Rn)|h|,

τ−(a+h) f

∧

converges uniformly to τ−a f

∧

as h goes to 0. Similarly, one shows that the
derivatives ∂α(τ−(a+h) f

∧

) converge uniformly to ∂α(τ−a f

∧

) as h goes to 0, for every multi-
index α ∈ Nn. By the topology of S ′

s , this implies

T ∗ f(a+ h) = 〈T, τ−a−hf

∧

〉S ′s ,Ss

h→0−−−→ 〈T, τ−a f

∧

〉S ′s ,Ss = T ∗ f(a),

hence T ∗f is continuous. By linearity of T , for any a ∈ Rn, h ∈ R\{0} and i ∈ {1, . . . , n}
we have

T ∗ f(a+ hei)− T ∗ f(a) = (T ∗ τhei f)(a)− (T ∗ f)(a) = 〈T, τ−(a+hei) f

∧

− τ−a f

∧

〉S′s,Ss ,

thus
T ∗ f(a+ hei)− T ∗ f(a)

h
=
〈
T,
τ−(a+hei) f

∧

− τ−a f

∧

h

〉
S′s,Ss

.

Now since f ∈ Ss and f

∧

∈ Ss,

sup
x∈Rn

∣∣∣∣∣τ−(a+hei) f

∧

(x)− τ−a f

∧

(x))
h

− h∂iτ−af

∧

(x)
∣∣∣∣∣ 6 |h|(max

|α|=2
‖∂αf‖L∞(Rn)

)
,
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so that (τ−(a+hei) f

∧

− τ−a f

∧

)/h converges uniformly to τ−a ∂if

∧

as h goes to 0. Similarly,
we can show that ∂α(τ−(a+hei) f

∧

− τ−a f

∧

)/h converges uniformly to ∂α(τ−a ∂if

∧

) as h goes
to 0. Hence by the topology of S ′

s , we have

T ∗ f(a+ hei)− T ∗ f(a)
h

h→0−−−→ 〈T, τ−a∂if

∧

〉 = T ∗ ∂if(a),

i.e. ∂i(T ∗f)(a) = T ∗∂if(a), Proceeding as for the continuity of f , one shows that T ∗∂if
is continuous for all i ∈ {1, . . . , n}, hence T ∗ f ∈ C1(Rn).
Step 2. We show (A.2.10). By Lemma A.2.3, f ∗ ϕ ∈ Ss for any ϕ ∈ D(Rn) and f ∈ Ss,
thus 〈T, f ∗ϕ〉S ′s ,Ss is well defined. We show it only for n = 1, as it is then easy to conclude
by induction. Let ϕ ∈ D((a, b),R). Then defining

F (x, y) :=
ˆ x

a
ϕ(t)f(y − t) dt,

we check readily that F ∈ Ss(R2). By Lemma A.2.4, x 7→ 〈T, F (x, ·)〉S ′s ,Ss ∈ C∞(R), and
we have

∂x〈T, F (x, ·)〉S ′s ,Ss = 〈T, ∂xF (x, ·)〉S ′s ,Ss .

Integrating in x between a and b, we find

〈T, F (b, ·)〉S ′s ,Ss =
ˆ b

a
〈T, ∂x, F (x, ·)〉S ′s ,Ss dx

since F (a, y) = 0 for all y ∈ R. This reads

〈T,
ˆ b

a
ϕ(t)f(· − t) dt〉S ′s ,Ss =

ˆ b

a
〈T, ϕ(x)f(· − x)〉S ′s ,Ss dx.

Recalling that ϕ is compactly supported in (a, b), and noting that
ˆ b

a
〈T, ϕ(x)f(· − x)〉S ′s ,Ss dx =

ˆ b

a
ϕ(x)〈T, τ−xf

∧

〉S ′s ,Ss dx,

it follows
〈T, ϕ ∗ f〉S ′s ,Ss =

ˆ
R
ϕ(x)(T ∗ f)(x) dx,

hence the result.

A.2.3 Elliptic regularity

We will make use of the following technical lemmas. Although we will only use the
next Lemma to estimate the decay at infinity of the derivative of a function f in terms of
the decay of f and f ′′, we find this more general result nice to state and prove.

Lemma A.2.6. Let r > 0, m ∈ [0,+∞), and k, l ∈ N such that k + 1 < l. If f ∈ C l(Rn)
satisfies

sup
x∈Qc

r

|x|m|∂αf(x)| < +∞,

for every multi-index α ∈ Nn such that |α| = k or |α| = l, where Qr ⊆ Rn is the open cube
]0, r[n, then

sup
x∈Qc

r

|x|m|∂αf(x)| < +∞,

for every multi-index α such that α ∈ {k, . . . , l}.
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Proof. Up to taking the maximum over all multi-indices α such that |α| = k and |α| = l.
we may assume that there exists some M > 0 such that, for all those multi-indices, we
have

sup
|x|>r

|x|m|∂αf(x)| 6M.

We proceed in two steps.
Step 1. Let us first assume that n = 1, and define p := l− k, g := f (k), so that g ∈ Cp(R).
Without loss of generality we may assume that x is positive, so that x ∈ (r,+∞). For
all i ∈ {1, . . . , p − 1}, we define λi := i

p−1 and xi = x + λi. Since g ∈ Cp(R), by Taylor-
Lagrange theorem, for each xi, there exists some ξi ∈ (x, xi) ⊆ (x, x+ 1) such that

g(xi) = g(x) + λig
′(x) + λ2

i

g(2)(x)
2 . . .+ λp−1

i

g(p−1)(x)
(p− 1)! + λpi

g(p)(ξi)
p! .

Passing all the terms in g and g(p) to the right-hand side, and all the others to the left-hand
side, these equalities can be written matricially as

AX :=



λ1 λ2
1 · · · · · · λp−1

1
λ2 λ2

2 · · · · · · λp−1
2

...
...

...
...

...
...

λp−1 λ2
p · · · · · · λp−1

p−1





g′(x)
g(2)(x)

2...
...

g(p−1)(x)
p!



=



g(x1)− g(x)− λp1
gp(ξ1)
p!

g(x2)− g(x)− λp2
gp(ξ2)
p!

...

...
g(xp−1)− g(x)− λpp

gp(ξp)
p!


=: Y.

We remark that A is a Vandermonde matrix, so it is invertible since the λi are all distincts.
Thus X = A−1Y . Note that since xi and ξi belong to (x, x+ 1) and x > r, we have

|g(xi)| 6
(

sup
|x|>r
|x|m|g(x)|

)
|xi|−m 6M |x|−m,

and
|g(p)(ξi)| 6

(
sup
|x|>r
|x|m|g(p−1)(x)|

)
|ξi|−m 6M |x|−m,

as well as (obviously) |g(x)| 6M |x|−m, thus |Y | 6 C|x|−m, where C depends only on M
and p. Hence we have

|X| 6 C‖A−1‖|x|−m,

which shows that
sup
|x|>r

|x|m|f (i)(x)| 6 C, ∀i ∈ {k, . . . , l},

where C depends only on M and p = l − k, by definition of X and g.
Step 2. Now we turn to the case n > 1, and proceed by induction on p = l − k. If
p = 1 then there is nothing to prove. Assume that the lemma is proven for p > 1. Let
f ∈ C l(Rn) such that

sup
x∈Qc

r

|x|m|∂αf(x)| 6M,
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for every multi index α such that |α| = k or |α| = l, where l − k = p+ 1. It is enough to
show that for any multi-index α such that |α| = k, we have

sup
x∈Qc

r

|x|m|∂β∂αf(x)| < +∞,

for every β ∈ Nn such that |β| ∈ {1, . . . , p}. Thus we now fix α and consider g := ∂αf .
Let x0 ∈ {0} × Rn−1 be fixed. We define g1 ∈ Cp+1(R) by g1(t) = g(x0 + te1). Then g1
satisfies

sup
|t|>r
|t|m|g(j)

1 (t)| 6M,

for j = 0 and j = p+ 1, thus applying Step 1 we find

sup
|t|>r
|t|m|g(j)

1 (t)| 6 C,

for all j ∈ {0, . . . , p+ 1}, where C depends only on M and p. By arbitrariness of x0 and
the fact that g(j)

1 (t) = ∂j1 g(x0, t), this implies

sup
x∈Qc

r

|x|m|∂j1 g(x)| 6 C,

for all j ∈ {0, . . . , p + 1}. Proceeding exactly as above, for i = 2, . . . , n instead of i = 1,
we show that

sup
x∈Qc

r

|x|m|∂ji g(x)| 6 C, ∀i ∈ {1, . . . , n}

for all j ∈ {0, . . . , p+ 1} and some C = C(M,p). In particular, we have

sup
x∈Qc

r

|x|m|∂i g(x)| 6 C, ∀i ∈ {1, . . . , n},

which shows, recalling that g = ∂αf , that ∂i∂αf satisfies the assumptions of the lemma for
p (considering 0, l−k− 1 and C in place of k, l and M), thus by the induction hypothesis
we find

sup
x∈Qc

r

|x|m|∂β∂i∂α f(x)| 6 C, ∀i ∈ {1, . . . , n},

for every multi-index β ∈ Nn such that |β| ∈ {0, . . . , p}, where C = C(M,p), hence the
result for p+ 1, by arbitrariness of i ∈ {1, . . . , n} and α such that |α| = k.

Lemma A.2.7. Let ψ ∈ D(B2R, [0, 1]) such that ψ = 1 in BR, for some R ∈ (0, 1
2), and

F := (1− ψ)I2s. Then (−∆)sF is a well defined function and belongs Ss.

Proof. We proceed in 4 steps.
Step 1. We justify that (−∆)sF is well defined, smooth and that all its derivatives belong to
L∞(Rn). Note that F ∈ C∞(Rn)∩L∞(Rn), so (−∆)sF is well defined by Theorem A.1.4.
Since F (x) = I2s for every x > 2R, and F is smooth in B2R, for every multi-index
α = (α1, . . . , αn) ∈ Nn such that |α| = k, by derivation we have

sup
x∈Rn

(
1 + |x|n−2s+k)|∂αF (x)| < +∞. (A.2.11)

In particular for all α ∈ Nn such that |α| = 2 we have

sup
x∈Rn

(
1 + |x|n+2−2s)|∂αF (x)| < +∞,
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thus D2F ∈ L∞(Rn) ∩ L1(Rn), hence (−∆)sF ∈ L∞(Rn) ∩ L1(Rn) ∩ C0(Rn) by The-
orem A.1.4. In fact, using (A.2.11) it is easy to see that we can apply the theorem of
derivation under the integral to (−∆)sF and show that (−∆)sF ∈ C∞(Rn) with

∂α((−∆)sF ) = (−∆)s(∂αF ). (A.2.12)

Proceeding as in (A.1.4) and (A.1.5) for ∂αF we find

‖∂α((−∆)sF )‖L∞(Rn) 6 C

(
‖∂αF‖L∞(Rn) + max

|β|=|α|+2
‖∂βF‖L∞(Rn)

)
(A.2.13)

for every multi-index α ∈ Nn. Hence there remains only to prove

sup
|x|>r0

|x|−(n+2s)|∂α(−∆)sF (x)| < +∞

for some positive r0 and every α ∈ Nn to conclude that (−∆)sF ∈ Ss.
Step 2. We show that for every multi-index α ∈ Nn such that |α| = k > 2, we have

sup
|x|>2

|x|n+2s|∂α(−∆)sF (x)| < +∞. (A.2.14)

Let α be a multi-index such that |α| = k > 2. Derivating under the integral, for x ∈ Bc
2,

we have

|∂α(−∆)sF (x)| 6
ˆ
Rn

|2∂αF (x)− ∂αF (x+ h)− ∂αF (x− h)|
|h|n+2s dh

6
ˆ{
|h|6 |x|2

} |2∂αF (x)− ∂αF (x+ h)− ∂αF (x− h)|
|h|n+2s dh

+
ˆ{
|h|> |x|2

} |2∂αF (x)− ∂αF (x+ h)− ∂αF (x− h)|
|h|n+2s dh.

(A.2.15)

Integrating on lines, using (A.2.11) and the fact that |x+ th| > C|x| for some constant C
whenever |x| > 2, |h| 6 |x|

2 and t ∈ (0, 1), it follows
ˆ{
|h|6 |x|2

} |2∂αF (x)− ∂αF (x+ h)− ∂αF (x− h)|
|h|n+2s dh

6
ˆ{
|h|6 |x|2

}
(

max
|β|=k+2

ˆ 1

0
|∂βF (x+ th)|dt

)
|h|−(n+2s−2) dh

6 C|x|2−2s
(

max
|β|=k+2

sup
|x|>1
|x|n−2s+k+2|∂αF (x)|

)
|x|−(n−2s+k+2)

6 C|x|−(n+k).

(A.2.16)

Using (A.2.11) again we find as well
ˆ{
|h|> |x|2

} |∂αF (x)|
|h|n+2s dh 6 C|∂αF (x)|

ˆ
Bc
|x|
2

1
|h|n+2s dh

6 C|∂αF (x)||x|−2s

6 C
(

sup
|x|>2

(
1 + |x|n+k−2s)|∂αF (x)|

) |x|−2s

1 + |x|n+k−2s 6 C|x|−(n+k).

(A.2.17)
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Since k > 2, by (A.2.11), ∂αF ∈ L1(Rn), thus
ˆ{
|h|> |x|2

} |∂αF (x+ h)|+ |∂αF (x− h)|
|h|n+2s dh 6 C|x|−n+2s‖∂αF‖L1(Rn) 6 C|x|−n+2s.

(A.2.18)
Hence combining (A.2.15) to (A.2.18) and noticing that n+ k > n+ 2s for k > 2, we find

|∂α(−∆)sF (x)| 6 C|x|−(n+2s), ∀x ∈ Bc
2, (A.2.19)

which gives (A.2.14).
Step 3. We show that

sup
|x|>2

|x|n+2s|(−∆)sF (x)| < +∞. (A.2.20)

Let η ∈ D(B1; [0,+∞)) such that
ˆ
Rn
η(x) dx = 1.

For any ε > 0 we define
ηε(x) := ε−nη(ε−1x),

so that (ηε)ε>0 is an approximation of the dirac δ0. Since (−∆)sF is continuous, we have

(−∆)sF ∗ ηε(x) ε→0−−−→ (−∆)sF (x), ∀x ∈ Rn. (A.2.21)

Since (−∆)sF and ηε belong to L1(Rn), by Theorem A.1.4, we have

F((−∆)sF ∗ ηε) = F((−∆)sF )F(ηε) = (2π|ξ|)2sF(F )F(ηε) = F(F ∗ (−∆)s(ηε))

thus (−∆)sF ∗ηε = F ∗ ((−∆)sηε). Let us define ψε := (−∆)sηε, and from now on assume
ε < 1

2 . Let us write

(−∆)sF ∗ ηε(x) = F ∗ ψε(x)

=
ˆ
B1

F (y)ψε(x− y) dy +
ˆ
Bc

1

F (y)ψε(x− y) dy. (A.2.22)

Note that ψε ∈ Ss by Proposition A.1.9, since ηε ∈ S , and observe that for any ε < 1
2

and x ∈ Bc
1, we have

|ψε(x)| 6 C

ˆ{
|h|6 |x|2

} |2ηε(x)− ηε(x+ h)− ηε(x− h)|
|h|n+2s dh

+ C

ˆ{
|h|> |x|2

} |2ηε(x)− ηε(x+ h)− ηε(x− h)|
|h|n+2s dh

= C

ˆ{
|h|> |x|2

} |ηε(x+ h)− ηε(x− h)|
|h|n+2s dh,

(A.2.23)

since ηε is compactly supported in B 1
2
and x, x + h and x − h belong to Bc

1
2
whenever

x ∈ Bc
1 and |h| 6 |x|

2 . Thus from (A.2.23) it follows

|ψε(x)| 6 C|x|−(n+2s)‖ηε‖L1(Rn) = C|x|−(n+2s), ∀x ∈ Bc
1, (A.2.24)
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for some C independent of ε and x. For x ∈ Bc
2 and y ∈ B1, we have |x − y| > 1, thus

using (A.2.24) and the fact that F ∈ L∞(Rn), we inferˆ
B1

|F (y)ψε(x− y)|dy 6 |x|−(n+2s)‖F‖L∞(Rn)
(

sup
|x|>1
|x|−(n+2s)|ψε(x)|

)
6 C|x|−(n+2s),

(A.2.25)

where C does not depend on ε nor x. As for the last term on the right-hand side of
(A.2.22), recall that F = I2s in Bc

2R ⊇ Bc
1 since R ∈ (0, 1

2), thus
ˆ
Bc

1

F (y)ψε(x− y) dy =
ˆ
Bc

1

I2s(y)ψε(x− y) dy

=
ˆ
Rn
I2s(y)ψε(x− y) dy −

ˆ
B1

I2s(y)ψε(x− y) dy

= (I2s ∗ ψε)(x)−
ˆ
B1

I2s(y)ψε(x− y) dy.

(A.2.26)

Since ηε ∈ S , by Proposition A.1.12 we have

I2s ∗ ψε = (−∆)−s((−∆)sηε) = ηε,

thus for any x ∈ Bc
2, (A.2.26) becomesˆ
Bc

1

F (y)ψε(x− y) dy = ηε(x)−
ˆ
B1

I2s(y)ψε(x− y) dy

= −
ˆ
B1

I2s(y)ψε(x− y) dy,
(A.2.27)

because ηε is compactly supported in B 1
2
. Then since |x − y| > |x|

2 > 1 whenever |x| > 2
and |y| 6 1, using (A.2.24) and (A.2.27) we estimateˆ

Bc
1

|F (y)ψε(x− y)|dy 6
ˆ
B1

|I2s(y)ψε(x− y)|dy

6 C
(

sup
|y|>1
|y|−(n+2s)|ψε(y)|

)(ˆ
B1

|I2s(y)|dy
)
|x|−(n+2s)

6 C|x|−(n+2s).

(A.2.28)

Combining (A.2.22), (A.2.25) and (A.2.28), we find

|(−∆)sF ∗ ηε(x)| 6 C|x|−(n+2s), ∀x ∈ Bc
2,

thus letting ε go to 0, with (A.2.21) we reach

|(−∆)sF (x)| 6 C|x|−(n+2s), ∀x ∈ Bc
2,

which gives (A.2.20) and concludes this step.
Step 4. In view of Steps 1 to 3, there remains to show

sup
|x|>r0

|x|−(n+2s)|∂i(−∆)sF (x)| < +∞ (A.2.29)

for all i ∈ {0, . . . , n}, for some positive r0. We use the interpolation lemma (Lemma A.2.6)
with r = 2 (since B2 ⊆ Q2), k = 0 and l = 2 to conclude directly that (A.2.29) holds in
any case for any arbitrary r0 such that Q2 ⊆ Br0 , which concludes the proof in view of
(A.2.13).
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Corollary A.2.8. Let ϕ ∈ S , and F be as in Lemma A.2.7. Then the convolution
F ∗ ((−∆)sϕ) is well defined and belongs to Ss.

Proof. By Lemma A.2.7, (−∆)sF ∈ Ss, thus ((−∆)sF ) ∗ϕ is a well-defined function and
belongs to Ss(Rn) by Lemma A.2.3. In addition, since ϕ ∈ S and F ∈ L1(Rn), using
Theorem A.1.4 we have

F(F ∗ ((−∆)sϕ)) = F(F )F((−∆)sϕ) = (2π|ξ|)2sF(F )F(ϕ)
= F((−∆)sF )F(ϕ) = F((−∆)sF ∗ ϕ),

hence F ∗ (−∆)sϕ = (−∆)sF ∗ ϕ ∈ Ss by Lemma A.2.7.

We are now ready to prove that solutions to (−∆)s T = f in D(Ω) morally gain 2s
“fractional derivatives”, which immediately gives regularity of s-harmonic distributions.

Theorem A.2.9. Let s ∈ (0,min(1, n2 )), T ∈ S ′
s and f ∈ Ck,α(Ω). If (−∆)s T = f in

D ′(Ω), i.e.,

〈(−∆)s T, ϕ〉S ′,S =
ˆ
Rn
f(x)ϕ(x) dx, ∀ϕ ∈ D(Ω),

then for every open bounded open set ω such that ω ⊆ Ω, defining l = bα+ 2sc ∈ {0, 1, 2}
and β = α+ 2s− bα+ 2sc ∈ [0, 1), we have

(i) T ∈ Ck+l,β(ω) if β > 0;
(ii) T ∈ Ck+l−1,δ(ω) for every δ ∈ (0, 1) if β = 0.

Proof. First, let us note that (−∆)s T ∈ S ′
s ⊆ D(Ω) by definition of the distributional

s-Laplacian. We prove that for any BR(x) such that B2R(x) ⊆ Ω, R < 1
2 , (i) or (ii) holds

for ω = BR(x), which gives the result by a standard covering argument. Let BR(x) such
that B2R(x) ⊆ Ω, and, up to a translation, let us assume from now on that x = 0. Let
ϕ ∈ D(BR), and note that (−∆)sϕ ∈ Ss by Proposition A.1.9. Since ϕ ∈ D(BR) ⊆ S ,
by Proposition A.1.12 we have

ϕ = (−∆)−s((−∆)sϕ) = I2s ∗ ((−∆)sϕ), (A.2.30)

and we can thus write

〈T, ϕ〉(Ss)′,Ss
= 〈T, I2s ∗ ((−∆)sϕ)〉(Ss)′,Ss

.

Now consider ψ ∈ D(B2R, [0, 1]) such that ψ = 1 in BR. Then we write

I2s = ψI2s + (1− ψ)I2s =: F1 + F2,

so that
〈T, ϕ〉S ′s ,Ss = 〈T, (F1 + F2) ∗ ((−∆)sϕ)〉(Ss)′,Ss

.

Now F1 ∗ ((−∆)sϕ) is a well defined smooth function, since F1 is a compactly supported
distribution, and (−∆)sϕ is a smooth function. In fact, since (−∆)sϕ ∈ Ss and F1
is compactly supported, by Lemma A.2.3, F1 ∗ ((−∆)sϕ) belongs to Ss. Thus 〈T, F1 ∗
((−∆)sϕ)〉(Ss)′,Ss

is well defined. Regarding F2, by Corollary A.2.8, F2∗((−∆)sϕ) belongs
to Ss, thus 〈T, F2 ∗ ((−∆)sϕ)〉(Ss)′,Ss

is also well defined. Hence by linearity

〈T, ϕ〉S ′s ,Ss = 〈T, F1 ∗ ((−∆)sϕ)〉S ′s ,Ss + 〈T, F2 ∗ ((−∆)sϕ)〉S ′s ,Ss . (A.2.31)
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Note that F1 ∗ ϕ ∈ D(Ω) ⊆ Ss, thus (−∆)s(F1 ∗ ϕ) is a well-defined function, and since
F1 ∈ L1(Rn), we have

F(F1 ∗ ((−∆)sϕ)) = F(F1)F((−∆)sϕ) = (2π|ξ|)2sF(F1)F(ϕ) = F((−∆)s(F1 ∗ ϕ))

hence (−∆)s(F1 ∗ ϕ) = F1 ∗ ((−∆)sϕ). As a consequence

〈T, F1 ∗ ((−∆)sϕ)〉S ′s ,Ss = 〈T, (−∆)s(F1 ∗ ϕ)〉S ′s ,Ss . (A.2.32)

Now, since ϕ is a smooth function compactly supported in BR, and F1 is compactly
supported in BR, F1 ∗ ϕ ∈ D(B2R) ⊆ D(Ω), thus

〈T, (−∆)s(F1 ∗ ϕ)〉S ′s ,Ss =
ˆ
Rn
f(x)(F1 ∗ ϕ)(x) dx (A.2.33)

because (−∆)s T = f in D ′(Ω). Since F1 ∗ ϕ ∈ D(B2R), there exists R0 < 2R such that
F1 ∗ ϕ ∈ D(BR0). Let us consider another smooth cutoff function ψ ∈ D(B2R) such that
ψ = 1 in BR0 , so that (F1 ∗ ϕ)f = (F1 ∗ ϕ)ψf , and let us write
ˆ
Rn
f(x)(F1 ∗ϕ)(x) dx =

ˆ
Rn
f(x)ψ(x)(F1 ∗ϕ)(x) dx =

ˆ
Rn

(F1 ∗fψ

∧

)(x)ϕ(x) dx. (A.2.34)

Recall that I2s = F1 + F2, thus (A.2.33) and (A.2.34) give

〈T, (−∆)s(F1 ∗ ϕ)〉S ′s ,Ss =
ˆ
Rn

(F1 ∗ fψ

∧

)(x)ϕ(x) dx

= 〈I2s ∗ fψ
∧

, ϕ〉D ′,D − 〈F2 ∗ fψ
∧

, ϕ〉D ′,D .
(A.2.35)

Since f ∈ Ck,α(Ω) and ψ ∈ D(BR0), fψ

∧

∈ Ck,α(Rn) ∩ L1(Rn), and we can apply Theo-
rem A.2.1 to show that I2s ∗ fψ

∧

morally gains a “fractional” 2s derivative. In addition
F2 ∗ fψ

∧

is smooth, as a convolution of a smooth function, F2, with a compactly supported
distribution, fψ

∧

. Combining (A.2.31) to (A.2.33) and (A.2.35), we find

〈T, ϕ〉S ′s ,Ss = 〈I2s ∗ fψ

∧

, ϕ〉D ′,D − 〈F2 ∗ fψ

∧

, ϕ〉D ′,D + 〈T, F2 ∗ (−∆)sϕ〉S ′s ,Ss . (A.2.36)

By Lemma A.2.7, (−∆)sF2 is a well-defined function in Ss, and by Theorem A.1.4

F(((−∆)sF2) ∗ ϕ) = (2π|ξ|)2sF(F2)F(ϕ) = F(F2 ∗ ((−∆)sϕ)),

thus
F2 ∗ ((−∆)sϕ) = ((−∆)sF2) ∗ ϕ. (A.2.37)

Since T ∈ S ′
s and (−∆)sF2 ∈ Ss, by Lemma A.2.5, T ∗ ((−∆)sF2) defines a smooth

function, and we have

〈T, ((−∆)sF2) ∗ ϕ〉S ′s ,Ss = 〈T ∗ ((−∆)sF2), ϕ〉S ′s ,Ss ,

hence with (A.2.36) and (A.2.37) it follows

〈T, ϕ〉S ′s ,Ss = 〈I2s ∗ fψ

∧

, ϕ〉D ′,D − 〈F2 ∗ fψ

∧

, ϕ〉D ′,D + 〈T ∗ ((−∆)sF2), ϕ〉S ′s ,Ss ,

i.e. T = I2s ∗ fψ

∧

− F2 ∗ fψ

∧

+ T ∗ ((−∆)sF2) in BR. Since T ∗ ((−∆)sF2) and F2 ∗ fψ

∧

are
smooth functions on Rn, and fψ

∧

∈ Ck,α(Rn), applying Theorem A.2.1 to I2s ∗ fψ

∧

shows
that T satisfies (i) or (ii) for ω = BR.
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A.3. Regularity of weakly s-harmonic functions

We have the immediate Corollary when the source term f vanishes.

Corollary A.2.10 (Regularity of s-harmonic distributions). Let s ∈ (0,min(1, n2 )) and
T ∈ S ′

s such that (−∆)sT = 0 in D ′(Ω), i.e.,

〈(−∆)sT, ϕ〉S ′,S = 0, ∀ϕ ∈ D(Ω),

thet T is a smooth function in Ω.

If instead of using Theorem A.2.1 to end the proof of Theorem A.2.9, we use its
counterpart on Sobolev spaces, i.e., Theorem A.2.2, we get the following theorem.

Theorem A.2.11. Let s ∈ (0,min(1, n2 )), T ∈ S ′
s and f ∈ W k,p(Ω). If (−∆)s T = f in

D ′(Ω), then we have

(i) if k and k + 2s are simultaneously integers or nonintegers, then T ∈W k+2s,p
loc (Ω);

(ii) if k ∈ N, k + 2s 6∈ N, then g ∈ W k+2s,p
loc (Ω) when p ∈ [2,+∞), and T ∈ W l,p

loc(Ω) for
all l ∈ (0, k + 2s) when p ∈ (1, 2);

(iii) if k 6∈ N, k + 2s ∈ N, then T ∈W k+2s,p
loc (Ω) when p ∈ [1, 2], and T ∈W l,p

loc(Ω) for all
l ∈ (0, k + 2s) when p ∈ (2,+∞).

A.3 Regularity of weakly s-harmonic functions

In this section we give another proof of smoothness for functions u satisfying (−∆)su =
0 in a weak sense, but in a more specific functional setting (the one from Chapters 1 and 2),
and we obtain bounds on the L∞ norm of all the derivatives of u. We recall briefly this
functional setting and how it relates to the distributional setting of .

Definition A.3.1. For s ∈ (0, 1), we define the fractional s-energy in a bounded open
subset Ω ⊆ Rn

Es(u,Ω) := γn,s
4

¨
Ω×Ω

|u(x)− u(y)|2

|x− y|n+2s dx dy + γn,s
2

¨
Ω×(Rn\Ω)

|u(x)− u(y)|2

|x− y|n+2s dx dy,

and the Hilbert space

Ĥs(Ω) :=
{
u ∈ L2

loc(Rn) : Es(u,Ω) < +∞
}

endowed with the norm
‖u‖2

Ĥs(Ω) := ‖u‖2L2(Ω) + Es(u,Ω).

Any map u ∈ Ĥs(Ω) defines a tempered distribution in S ′
s , as is shown in the following

proposition.

Proposition A.3.2. For s ∈ (0, 1), Ω an open subset of Rn, and u ∈ Ĥs(Ω), we have
ˆ
Rn

|u(x)|
1 + |x|n+2s dx 6 C‖u‖

Ĥs(Ω),

for some C depending only on n, s and Ω. In particular Ĥs(Ω) ⊆ L1
s(Rn) ⊆ S ′

s.
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Appendix A. Regularity of s-harmonic functions and distributions

Proof. Let x0 ∈ Ω and ρ > 0 such that Bρ(x0) ⊆ Ω. Then by [81, Lemma 2.1], we have
ˆ
Rn

|u(x)|2

(1 + |x− x0|)n+2s dx 6 C
(
Es(u,Bρ(x0)) + ‖u‖2L2(Bρ(x0))

)
6 C‖u‖2

Ĥs(Ω).

Now for |x| > |x0|, we have 1 + |x− x0| 6 2(1 + |x|), thus
ˆ
Rn

|u(x)|2

1 + |x|n+2s dx 6 C‖u‖2
Ĥs(Ω).

Then by Jensen inequality, since (1 + |x|n+2s)−1 dx is a finite measure, we get

ˆ
Rn

|u(x)|
1 + |x|n+2s dx 6 C

(ˆ
Rn

|u(x)|2

1 + |x|n+2s dx
) 1

2

6 C‖u‖
Ĥs(Ω),

hence the result.

Remark A.3.3. In Chapter 2, for any u ∈ Ĥs(Ω), we defined (−∆)su as a linear form on
Ĥs(Ω) by

〈(−∆)su, ϕ〉(Ĥs)′,Ĥs := γn,s
2

¨
Ω×Ω

(u(x)− u(y)) · (ϕ(x)− ϕ(y))
|x− y|n+2s dx dy

+ γn,s

¨
Ω×(Rn\Ω)

(u(x)− u(y)) · (ϕ(x)− ϕ(y))
|x− y|n+2s dx dy

for all ϕ ∈ Ĥs(Ω). It is easy to check that S ⊆ Ĥs(Ω), and that, with our distributional
definition of (−∆)su ∈ S ′ for u ∈ S ′

s , we have

〈(−∆)su, ϕ〉(Ĥs)′,Ĥs = 〈(−∆)su, ϕ〉S ′s ,Ss ,

i.e. both definitions coincide on S .

Now we want to give another proof of the fact that any u ∈ Ĥs(D1) which satisfies
(−∆)su = 0 weakly in

(
Ĥs(Ω)

)′ is smooth, and obtain Cacciopoli type estimates for the
fractional Laplacian. There are two possibilites for this: we can either prove both the
smoothness and the estimates using the fractional harmonic extension, already-known
Hölder regularity results for degenerate elliptics equations and a bootstrap argument, or
we can take a shortcut (except when s ∈ [1

2 , 1) in dimension 1) and use the smoothness
of s-harmonic distributions, which we already know from Section A.2, to apply a shorter
bootstrap argument to get only the estimates. We implement the former strategy, which
does not rely on the regularity results from the previous section, and includes the case
n = 1 and s ∈ [1

2 , 1), which were missing from Theorems A.2.9 and A.2.11.

Proposition A.3.4 (Hölder-regularity of s-harmonic functions). Let s ∈ (0, 1) and u ∈
Ĥs(D2R) with R < 1. If (−∆)su = 0 in

(
Ĥs(DR)

)′, then u ∈ C0,α(DR
2

) for some
α = α(n, s) ∈ (0, 1), and we have

R2α[u]2C0,α(DR
2

) 6 C1R
2s−n−2‖ue‖2

L2(B+
R ,|z|adx) (A.3.1)

for some C1 = C1(n, s), where ue is the fractional harmonic extension of u.
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A.3. Regularity of weakly s-harmonic functions

Remark A.3.5. If we want to write estimate (A.3.1) without the fractional harmonic ex-
tension, proceeding as in the proof of [80, Lemma 2.7], we can show that

R2s−n−2‖ue‖2L2(BR,|z|adx) 6 CR2s
ˆ
Rn

|u(x)|2

(R2 + |x|2)
n+2s

2
dx

6 C
(
R2s−nEs(u,DR) +R−n‖u‖2L2(DR)

)
,

for some C = C(n, s).

Proof. Since u ∈ Ĥs(DR), the fractional harmonic extension ue of u is well defined and
belongs to H1

loc(R
n+1
+ ∪ ∂0B+

R , |z|a dx) ∩ L2
loc(R

n+1
+ , |z|a dx) (see Chapter 2). In the weak

sense, it satisfies {
div(za∇ue) = 0 in B+

R

ue = u on ∂0(B+
R) ' DR

.

We also know that
ˆ
Rn+1

+

∇ue · ∇Φ |z|adx = 〈(−∆)su,Φ|Rn〉S ′,S ,

for all Φ smooth and compactly supported in B+
R∪∂0B+

R . Since (−∆)su = 0 in
(
Ĥs(DR)

)′,
we find ˆ

Rn+1
+

∇ue · ∇Φ za dx = 0, ∀Φ ∈ D(B+
R ∪ ∂

0B+
R).

Thus defining ue on the ballBR ⊆ Rn+1 by even reflection, we get that ue ∈ H1(BR, |z|adx)
satisfies

div(|z|a∇ue) = 0 weakly in H1(BR, |z|adx),

and using [40, Theorem 2.3.12] we get that ue ∈ C0,α(BR
2

) for some α ∈ (0, 1) depending
only on n and s, with

[ue]C0,α(BR
2

) 6
C

Rα

(
R2s−n−2

ˆ
BR

|ue(x)|2 |z|adx
) 1

2

,

hence (A.3.1)

We could probably use a similar strategy to show that any solution to (−∆)su = f
morally gains 2s fractional derivatives which would include the case n = 1 and s ∈ [1

2 , 1)
missing from Theorems A.2.9 and A.2.11, but we only focus on the simplest case f = 0.

Theorem A.3.6 (Full regularity for weakly s-harmonic functions). Let s ∈ (0, 1) and
u ∈ Ĥs(D2R) with R < 1. If (−∆)su = 0 in

(
Ĥs(DR)

)′, then u ∈ C∞(DR
8

), and for all
l ∈ N we have

|R|2l
∑
|β|=l
‖∂βu‖2L∞(DR

8
) 6 ClR

2s−n−2‖ue‖2
L2(B+

R ,|z|adx),

where Cl depends only on l, n and s and ue is the fractional harmonic extension of u.
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Appendix A. Regularity of s-harmonic functions and distributions

Proof. This is actually a standard bootstrap argument, albeit a bit technical. By Propo-
sition A.3.4, we know that ue ∈ C0,α(BR

2
) for some α = α(n, s) ∈ (0, 1), with the estimate

R2α[ue]2C0,α(BR
2

) 6 C1R
2s−n−2‖ue‖L2(B+

r ,|z|adx), (A.3.2)

where C = C(n, s).
Step 1. Let us show that u ∈ C0,β(DR

4
), for some β ∈ (1

2 , 1), with the estimate

R2β[ue]2C0,β(BR
4

) 6 CR2s−n−2‖ue‖L2(B+
R ,|z|adx).

In fact, we show that there exists some integer k larger than 2 such that, ue ∈ C0,β(Drk)
for some β ∈ [1/2, 1), where rk := (1/4 + 4−k)R, with the estimate

R2β[ue]2C0,β(Brk ) 6 CR2s−n−2‖ue‖2
L2(B+

R ,|z|adx),

for some C depending only on n, s. Let us take k = 2 to begin with. If α > 1/2 then
there is nothing to do. If α = 1/2, (A.3.2) is obviously also true for e.g. α = 2/3, so we
continue with this value instead. Thus we assume that α < 1/2. For any nonvanishing
h ∈ BR

2
, consider the map

wh(x) := ue(x + h)− ue(x)
|h|α

,

defined on Brk−1 . Note that rk + 8−kR < rk−1 and that wh also satisfies

div(|z|a∇wh) = 0

weakly in H1(Brk , |z|adx), thus by [40, Theorem 2.3.12] we have

R2α[wh]2C0,α(B
rk+8−kR) 6 CR2s−n−2‖wh‖2L2(Brk−1 ,|z|adx), (A.3.3)

where C depends only n and s. Observe that

‖wh‖2L2(Brk−1 ,|z|adx) =
ˆ
Brk−1

|ue(x + hei)− ue(x)|2

|h|2α
|z|a dx

6 C[ue]2C0,α(Brk−1 )

ˆ
BR

|z|a dx

6 CRn−2s+2[ue]2C0,α(Brk−1 )

6 CR−2α‖ue‖2
L2(B+

R ,|z|adx),

(A.3.4)

for some C depending only on n and s, where we used (A.3.2). Using (A.3.3) with (A.3.4),
we find

|wh(x)− wh(y)|
|x− y|α 6 CR−2αR

2s−n−2
2 ‖ue‖L2(B+

R ,|z|adx), (A.3.5)

for all x,y ∈ Brk+8−kR and any h ∈ BR
2
. In particular, for any x ∈ Brk+16−kR and

h ∈ B16−kR \ {0}, we have

|wh(x)− wh(x− h)|
|h|α

6 CR−2αR
2s−n−2

2 ‖ue‖L2(B+
R ,|z|adx),
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thus for all h ∈ B16−kR \ {0}, by definition of wh,

sup
x∈B

rk+16−kR

|ue(x+h)−2ue(x)+ue(x−h)| 6 CR−2αR
2s−n−2

2 ‖ue‖L2(B+
R ,|z|adx)|h|

2α, (A.3.6)

where C = C(n, s). Let ϕ ∈ D(Brk+32−kR, [0, 1]) be a cutoff function such that ϕ = 1 in
Brk , ‖∇ϕ‖L∞(Rn) 6 CR−1 and ‖D2 ϕ‖L∞(Rn) 6 CR−2, where C depends only on n and
k. Then defining v := ϕue and

D2
h v(x) := v(x + h)− 2v(x) + v(x− h),

we claim that
sup
|h|>0

‖D2
h v‖L∞(Rn)
|h|2α

6 CR−2αR
2s−n

2 ‖ue‖L2(B+
R ,|z|adx), (A.3.7)

where C depends only on k, n and s. To prove (A.3.7), let us first show that

‖ue‖L∞(BR) 6 CR
2s−n

2 ‖ue‖L2(BR,|z|adx). (A.3.8)

For x ∈ BR, integrating in y over BR the inequality

|ue(x)| 6 |ue(x)− ue(y)|+ |ue(y)|

we find
|ue(x)| 6 CR−n

ˆ
BR

|ue(x)− ue(y)|d +R−n
ˆ
BR

|ue(y)| d

thus, using the α-Hölder continuity of ue, (A.3.2) and Cauchy-Schwarz inequality, it follows

|ue(x)| 6 CR−n
ˆ
BR

|ue(x)− ue(y)| dy +R−n
ˆ
BR

|ue(y)|dy

6 CR−nR
2s−n−2−2α

2

ˆ
BR

|x− y|α dy +R−n‖ue‖L2(BR,|z|adx)

(ˆ
BR

|z|−a dx
) 1

2

6 CR−nR
2s−n−2−2α

2 Rn+α+1‖ue‖L2(BR,|z|adx) +R
2s−n

2 ‖ue‖L2(BR,|z|adx)

6 CR
2s−n

2 ‖ue‖L2(BR,|z|adx),
(A.3.9)

hence (A.3.8). Now since ϕ is compactly supported in BR, with (A.3.9) and by definition
of v, we infer

‖D2
h v‖L∞(Rn) 6 4‖ue‖L∞(BR) 6 CR

2s−n
2 ‖ue‖L2(BR,|z|adx),

so that, for any h such that |h| > R
32k , we have

‖D2
h v‖L∞(Rn)
|h|2α

6 CR
2s−n−4α

2 ‖ue‖L2(BR,|z|adx) 6 CR
2s−n−2

2 ‖ue‖L2(BR,|z|adx), (A.3.10)

where C = C(n, s, k), since we assumed α ∈ (0, 1
2). Hence to establish (A.3.7) there

remains only look at h such that |h| < R
32k . Now for such an h, D2

h v is compactly
supported in Brk+16−kR, so we need only look at x ∈ Brk+16−kR. By Taylor’s theorem and
our choice of ϕ, we have

|ϕ(x + h)− ϕ(x)−∇ϕ(x) · h| 6 C|h|2R−2, ∀x ∈ Rn+1,
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and the same holds for −h, thus for any x ∈ Brk+16−kR and |h| > R
32k , we have

|D2
h v(x)| 6 |D2

h u
e(x)|+ |h||∇ϕ(x)||ue(x + h)− ue(x− h)|
+ C|h|2R−2 (|ue(x + h)|+ |ue(x− h)|) .

(A.3.11)

Using the fact that ‖∇ϕ‖L∞(Rn) 6 CR−1, (A.3.8) and (A.3.6), from (A.3.11) it follows

|D2
h v(x)| 6 C

(
R−2αR

2s−n−2
2 |h|2α +R

2s−n−2
2 |h|

)
‖ue‖L2(B+

R ,|z|adx)

6 CR−2αR
2s−n−2

2 ‖ue‖L2(B+
R ,|z|adx)|h|

2α
(A.3.12)

for all x ∈ Brk+16−kR, |h| < R
32k , where we also used the facts that |h|2R−2 6 C|h|R−1 and

α ∈ (0, 1
2), for some C depending only on n, s and k. Claim (A.3.7) follows by combining

the cases (A.3.10) and (A.3.11). From (A.3.7), since β := 2α < 1, by [109, Chapter V.4,
(48), Propositions 8 and 9] we get that v ∈ C0,β(Rn) for β := 2α, with the estimate

[v]C0,β(Rn) 6 CR−2αR
2s−n−2

2 ‖ue‖L2(B+
R ,|z|adx),

where C depends only on n, s and k. In particular, since v = ue in Brk , ue ∈ C0,β(Brk)
with

Rβ[ue]C0,β(Brk ) = R2α[ue]C0,β(Brk ) 6 CR
2s−n−2

2 ‖ue‖L2(B+
R ,|z|adx).

There are three possible cases:

• 1/2 < β < 1. We are done.
• 0 < β < 1/2. Now ue is C0,β in Brk , with the estimate

Rβ[ue]C0,β(Brk ) 6 CR
2s−n−2

2 ‖ue‖L2(B+
R ,|z|adx).

We then reapply Step 1 to get that ue is C0,2β in Brk+1 , and so on. Since the Hölder
exponent is doubled each time, after a finite number of steps we will find that u is
C0,β for some β > 1/2 with the estimate

Rβ[ue]C0,β(Brk ) 6 CR
2s−n−2

2 ‖ue‖L2(B+
R ,|z|adx),

where C depends only on n, s and the final k. Note that the final k depends only
on n, s and the number of times Step 1 is repeated, which depends on how small α
is, which itself depends only on n and s, so C depends only on n and s.
• β = 1/2. In particular, ue is Hölder continuous with exponent β′ = 3

8 < 1
2 and

the right estimate. We treat it like the second case, taking β = 3
8 , only this time

reapplying Step 1 yields ue ∈ C0,3/4(Brk+1), and we are also done.

Step 2. Take β ∈ (1/2, 1) given by Step 1. We show that for all multi-indices γ =
(γ1, . . . , γn, 0) (note that there is no derivative in z), ∂γue is well defined and belongs to
C0,β(B1/8), with the estimate

R|γ|+β[∂γue]C0,β(B1/8) 6 CR
2s−n−2

2 ‖ue‖L2(B+
R ,|z|adx) (A.3.13)

where C depends only on N , s and |γ|. Let us proceed by induction. For l ∈ N, let
rk := R/8+8−(k+1)R 6 R

2 , and assume that ∂γue is well defined and belongs to C0,β(Brk),
with

R|γ|+β[∂γue]C0,β(Brk ) 6 ClR
2s−n−2

2 ‖ue‖L2(B+
R ,|z|adx), (A.3.14)
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for every multi-index γ = (γ1, . . . , γn, 0) such that |γ| 6 l, which has already been proven
for l = 0 in Step 1. Let γ = (γ1, . . . , γn, 0) such that |γ| = l, and i ∈ {1, . . . , n}. For any
nonvanishing h ∈ BR

2
\ {0}, consider the map

wh(x) := ∂γue(x + hei)− ∂γue(x)
|h|β

,

defined on Brk . Since there is no derivative in z and ∂γue ∈ C0(Brk), wh satisfies

div(|z|a∇wh) = 0

weakly inH1(Brk , |z|adx), thus proceeding as in Step 1 and using the induction assumption
(A.3.14), we find

|wh(x)− wh(y)|
|x− y|β 6 CR−l−2βR

2s−n−2
2 ‖ue‖L2(B+

R ,|z|adx), (A.3.15)

for all x, y ∈ Brk+1+8−(k+2)R and any h ∈ BR
2
, where C depends only on n, s and k. Still

proceeding as in Step 1, using a cutoff function ϕ ∈ D(Brk+1+16−(k+2)) such that ϕ = 1 in
Brk+1+32−(k+2) , and letting v := ϕue, we get

sup
|h|>0

‖D2
hv‖L∞(Rn)
|h|2β

6 CR−l−2βR
2s−n−2

2 ‖ue‖L2(B+
R ,|z|adx).

Now since 1
2 < β < 1, by [109, Chapter V.4, (48), Propositions 8 and 9] this implies that

v is actually differentiable everywhere in the direction ei, and so is ue in the ball Brk+1 .
We can then let h go to zero in (A.3.15) to get

|∂i∂γue(x)− ∂i∂γue(y)|
|x− y|β 6 CR−l−2βR

2s−n
2 ‖ue‖L2(B+

R ,|z|adx) ∀x,y ∈ Brk+1 ,x 6= y,

meaning that ∂i∂γue ∈ C0,β(Brk+1) with the estimate

R1+l+β‖∂i∂γue‖C0,β(Brk+1 ) 6 Dl+1R
1−βR

2s−n−2
2 ‖ue‖L2(B+

R ,|z|adx)

6 Dl+1R
2s−n−2

2 ‖ue‖L2(B+
R ,|z|adx),

where Dl+1 depends only on k, n and s. In view of the arbitrariness of i, taking Cl+1 the
maximum of the Dl+1 over all possible multi-indices γ = (γ1, . . . , γn, 0) such that |γ| = l
and all i ∈ {1, . . . , n}, we get that ∂γue ∈ C0,β(Brk+1) for all multi-indices γ such that
|γ| = l + 1, with the estimate

Rl+1+β[∂γue]C0,β(Brk+1 ) 6 Cl+1R
2s−n−2

2 ‖ue‖L2(B+
R ,|z|adx),

We have thus proven (A.3.14) for all n ∈ N, and in particular (A.3.13).
Now it is easy to conclude. Proceeding as (A.3.9) to prove (A.3.8), with ∂γue instead of
ue, and using the β-Hölder continuity of ∂γue and estimate (A.3.13), we find as well

R|γ|‖∂γu‖L∞(DR
8

) 6 CR
2s−n

2 ‖ue‖L2(B+
R ,|z|adx), (A.3.16)

where C depends only on |γ|, n and s.
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Appendix A. Regularity of s-harmonic functions and distributions

Using the regularity results already obtained in Section A.2 in the distributional set-
ting, we can in fact drop the assumption that u ∈ Ĥs(Ω) and assume only that u is square
integrable w.r.t. to the measure (1 + |x|n+2s)−1 dx, and still obtain L∞ estimates of the
derivatives.

Corollary A.3.7. Let s ∈ (0,min(1, n2 )), and u ∈ L2
loc(Rn) such that

ˆ
Rn

|u(x)|2

(1 + |x|2)
n+2s

2
dx < +∞.

If (−∆)su = 0 in D ′(DR) (where (−∆)su is defined as a tempered distribution in Sec-
tion A.2), then u ∈ C∞(D R

16
) and we have

|R|2l
∑
|γ|=l
‖∂γu‖2L∞(D R

16
) 6 ClR

2s
ˆ
Rn

|u(x)|2

(R2 + |x|2)
n+2s

2
dx

where Cl depends only on l, n and s.

Proof. Note that u belongs to L1
s(Rn) by Cauchy-Schwarz inequality, thus its distributional

s-laplacian is well defined. Then by the regularity results of the previous section, we
automatically get that u is smooth in DR. With this we can now show that u is in
Ĥs(DR

2
). Indeed, splitting Es(u,DR

2
) into two parts and using the smoothness of u in DR,

we have

Es(u,DR
2

) = γn,s
4

¨
DR

2
×DR

2

|u(x)− u(y)|2

|x− y|n+2s dx dy + γn,s
2

¨
DR

2
×Dc

R
2

|u(x)− u(y)|2

|x− y|n+2s dx dy

6
γn,s
2

¨
D 3R

4
×D 3R

4

|u(x)− u(y)|2

|x− y|n+2s dx dy + γn,s
2

¨
DR

2
×Dc

3R
4

|u(x)− u(y)|2

|x− y|n+2s dx dy

6 C‖∇u‖2L∞(D 3R
4

)

¨
D 3R

4
×D 3R

4

1
|x− y|n+2s−2 dx dy

+ γn,s

¨
DR

2
×Dc

3R
4

|u(x)|2

|x− y|n+2s dx dy + γn,s

¨
DR

2
×Dc

3R
4

|u(y)|2

|x− y|n+2s dx dy.

(A.3.17)
Since 2s− 2 < n, ¨

DR
2
×DR

2

1
|x− y|n+2s−2 dx dy < +∞. (A.3.18)

and by Fubini’s theorem and a change of variables, we have,¨
DR

2
×Dc

3R
4

|u(x)|2

|x− y|n+2s dx dy = ‖u‖2L2(DR
2

)

ˆ
Dc
R
4

1
|y|n+2s dy < +∞. (A.3.19)

As for the last term on the right-hand side of (A.3.17), using that |x − y| > CR(1 + |y|),
for every x ∈ D 3R

4
and y ∈ Dc

3R
4
, for some CR depending only on R, we have

¨
DR

2
×Dc

3R
4

|u(y)|2

|x− y|n+2s dx dy 6 |DR
2
|CR
ˆ
Dc

3R
4

|u(y)|2

(1 + |y|)n+2s dy < +∞, (A.3.20)

thus combining (A.3.17) to (A.3.20) we see that Es(u,DR
2

) is finite, hence we can use
Theorem A.3.6 and Remark A.3.5 to conclude.
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