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chemin de la thèse (et de la salsa), Joanne et Amhed. Les personnes qui m’ont
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Abstract

Robotics and automated fluorescence microscopes have promoted high-content cell-
based screenings: fluorescent probes targeting DNA or other major components
are used to image hundreds of thousands of cells under many different conditions.
Cell-based assays have proven to be efficient at discovering first-in-class therapeutic
drugs, i.e. drugs acting on a new target. They allow to detect promising molecules
and to profile them, by associating functional annotations to them, like their molec-
ular target or mechanism of action (MOA). I studied heterogeneity of cell responses
at different levels and how this phenotypic heterogeneity can be leveraged to better
profile drugs. The first level is about studying heterogeneity between patients. We
showed that using different patient-derived cell lines increases the chance of predict-
ing the correct molecular target of the tested drug. The second level corresponds
to the diversity of cell responses within the same cell line under the same treat-
ment. Appropriate clustering approaches can be used to unravel this complexity
and group cells into subpopulations. The proportions of each subpopulation per
treatment allow to predict the correct MOA. The third level looks at how the cell
subpopulations are spatially organized. I found that neighboring cells influence each
others, and display a similar phenotype more frequently than expected at random.
These results assessed across a hundred of treatments, show that even genetically
identical cells are not all alike and independent, but create spatial heterogeneity
via cell lineage and interaction. Using spatial information as well as phenotypic
heterogeneity with graph kernel methods improves the MOA classification under
some conditions. Alongside, as spatial analysis could be applied on any cell mi-
croscopy image, I developed a Python analysis package, pySpacell, to study spatial
randomness from quantitative and qualitative cell markers.
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Résumé

La robotique et l’automatisation des microscopes ont ouvert la voie aux cribles cel-
lulaires à haut contenu : des marqueurs fluorescents ciblant l’ADN ou d’autres
composants sont utilisés pour imager des centaines de milliers de cellules dans
différentes conditions. Il a été montré que les cribles cellulaires sont efficaces
pour découvrir des médicaments de nouvelles classes thérapeutiques, cad ceux
qui agissent sur une nouvelle cible. Les cribles permettent d’identifier des com-
posés prometteurs et de les caractériser en leur associant des annotations fonc-
tionnelles, comme leur cible moléculaire ou leur mécanisme d’action (MOA). J’ai
étudié l’hétérogénéité des réponses cellulaires à différents niveaux et comment cette
hétérogénéité phénotypique peut être exploitée pour mieux caractériser les com-
posés. Au premier niveau, j’ai étudié l’hétérogénéité entre patients. Nous avons
montré qu’utiliser différentes lignées cellulaires dérivées de patients augmente la
probabilité de prédire la cible moléculaire du composé testé. Le second niveau cor-
respond à la diversité des réponses cellulaires de la même lignée cellulaire soumise
au même traitement. Des méthodes de clustering appropriées peuvent être utilisées
pour clarifier cette complexité et pour grouper les cellules en sous-populations. Les
proportions de chaque sous-population par traitement permettent de prédire le bon
MOA. Le troisième niveau regarde comment les sous-populations cellulaires sont or-
ganisées spatialement. J’ai trouvé que les cellules voisines s’influencent les unes
les autres et affichent un phénotype similaire plus fréquemment qu’attendu par
chance. Ces résultats obtenus sur une centaine de traitements montrent que des
cellules génétiquement identiques ne sont pas identiques et indépendantes mais sont
à l’origine d’une hétérogénéité spatiale par le lignage cellulaire et les interactions. En
utilisant l’information spatiale ainsi que l’hétérogénéité phénotypique, les méthodes
à noyaux de graphes améliorent la classification en MOA sous certaines conditions.
Parallèlement, comme l’analyse spatiale peut s’appliquer à n’importe quelle image
de microscopie, j’ai développé une librairie d’analyse Python, PySpacell, pour étudier
l’aléatoire spatial de marqueurs quantitatifs et qualitatifs.
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CHAPTER 1. INTRODUCTION

1.1 Big data in Biology

In the last decades, biology practices
have turned towards producing and an-
alyzing more and more data. The quan-
tity, speed and quality of data collec-
tion have increased in all fields in bi-
ology: sequencing and imaging at dif-
ferent scales, from single-cells to whole
organisms. For example, the European
Bioinformatics Institute (EBI, Hinxton,
UK) was storing in 2013, 20 petabytes
(1 petabyte = 1015 bytes) of data about
genes, proteins and small molecules [1],
and has now a capacity of storage of
155 petabytes [2]. In the microscopy im-
age realm, acquiring data creates also a
significant data stream, especially with
modalities like 3D, confocal, light-sheet,
or time-lapse. Managing the generated
data sets becomes a serious issue, espe-
cially as there are currently few com-
monly accepted data formats and poor
interoperability. In addition, there are
only a handful of repositories for these
data [3–6]. Google has recently launched
a beta version for a search engine ded-
icated to scientific datasets [7], but the
quantity of indexed datasets stays min-
imal for now.

This avalanche of data requires ade-
quate storing, managing and analysis
methods, and hence interdisciplinary
teams, projects and researchers. Despite
the challenges of tackling the amount
of data, these data open the possibil-
ity to access a wide variety of bio-
logical facts: many diverse organisms
are now sequenced with high accuracy,
variants of already sequenced organ-
isms are added to databases, genetic
tests of an unprecedented scale cover
the whole genome allowing an unbiased
and untargeted search [8], and captur-
ing the variation between single cells
or single DNA molecules unravels the
diversity inside each organism. Now

that the biologist gaze can extend fur-
ther and further, the goal of catalogu-
ing all the possible states and varia-
tions of the living is categorized in the -
omic sections: genomics, metabolomics,
proteomics, transcriptomics, and even
phenomics [9]. Parallel to this goal of
uncovering the full space of variations,
these amount of data and the integra-
tion between different data sources and
scales grant the possibility to under-
stand bigger chunks of system-wide bio-
logical processes at once.

1.2 The amount of data allows to
look for unprecedented com-
plexity and variations in cell
phenotypes

In these piles of data, heterogeneity can
be observed at different scales, from
genes to populations. Furthermore, cell
heterogeneity is one of the most impor-
tant aspect of biological variations, as
the cell is the fundamental unit of liv-
ing organisms [10]. A cell usually has a
single genome, produces a common pool
of proteins, RNAs and metabolites, and
regulates processes via forward path-
ways and feedback loops. Cell hetero-
geneity can emerge from changes in the
genome, the epigenome, the quantity of
each molecule inside the cell, the cellu-
lar and extracellular micro-environment,
and the morphology [11]. Depending on
their type, these differences can create
cell subpopulations from different dis-
crete states, e.g. cell cycle phases, sur-
vival switching strategies in fluctuating
environments [12], or continuous varia-
tions, like the level of viral infection [13].
The spatial cues, namely the extracellu-
lar matrix, the conditions of culture (2D
or 3D), and the cell-cell contacts, create
spatial heterogeneity in both tissues and
(co-)cultures [14].
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The extent of cell variations can be stud-
ied in a quantitative manner thanks to
the increasing amount of data, and to
the automation of data and statistical
analyses. Partly, testing different con-
ditions and acquiring a large volume of
data for each experiment increases the
probability to visualize numerous cell
phenotypes.

1.3 High-Content Screening gen-
erates a lot of data and is used
to discover new pharmaceuti-
cal drugs

1.3.1 High-Throughput Screening tests
many parallel conditions

High-Throughput Screening (HTS) is
an experimental method used especially
in fundamental biology research and in
drug discovery. It consists in using a
controlled set-up to test in parallel up
to several thousands conditions (gene
knock-outs, drug treatments) in a rel-
atively short time. It became possible
with the robotization of multi-well plate
handling, parallel liquid handling, and
microscopes [15]. It allows to conduct
thousands or millions of chemical, ge-
netic or biological experiments in par-
allel. High-throughput screens are usu-
ally used in the first steps of drug design
to select a pool of potential compounds,
which will be later studied in more de-
tails, and from which chemical variants
would be synthesized [16].

1.3.2 High-Throughput Screens can be
target or phenotypic-based

The first HTS experiments were bio-
chemical, testing small molecules
against identified and isolated target
proteins, and are called target-based

HTS. Yet, another type of HTS was
developed, called phenotypic, where
cells were seeded in the wells instead
of proteins [16]. Major drawbacks of a
full biochemical screen are the possible
cell toxicity of selected compounds
and the possible side-effects when the
compound has more than one priority
target, causing pleitropic effects. In-
stead, the phenotypic HTS approach
takes the opposite viewpoint, and is
able to discriminate at first the cell
toxic compounds. It also shows an
integrated phenotype on the entire cell,
not only on one of its components [17],
making possible the direct detection of
the main phenotype.

1.3.3 Phenotypic High-Throughput
Screening helps discovering new
drugs

Image-based phenotypic HTS was re-
cently shown to be a leading technique
in the discovery of first-in-class drugs
[18]. Drugs are categorized into func-
tional groups describing on which path-
way or target they mainly act: these
functional groups are called mechanisms
of action (MOA). They are, for exam-
ple, DNA replication or tubulin desta-
bilization. First-in-class drugs have
a MOA that is different compared to
the already approved drugs. Indeed a
meta-study [18] estimated that 37% of
first-in-class drugs approved by the US
Food and Drug Administration between
1999 and 2008, were discovered through
phenotypic-based screening while being
only a minority of carried assays. This
can be explained by the fact that target-
based HTS requires the identification of
the cellular target prior to the assay,
hence focusing all screening efforts on
one pathway.
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1.3.4 Phenotypic Screens require down-
stream drug profiling

When using a phenotypic HTS, the tar-
get is not defined, and the screening pro-
cess is done on the cell phenotype di-
rectly. Yet following this screening step,
the mechanism of action or the target
of the selected compound needs to be
investigated: it is the drug profiling
step. However the complete identifica-
tion of the biological process is not re-
quired to get the drug approved, but
facilitates the process greatly. Indeed,
in a 2012 study [19], the authors esti-
mated that 7% of approved drugs have
no known primary target and 18% of
them lack a well defined MOA.

Phenotypic HTS creates a high through-
put flow of images, where in most of
the cases only simple phenotypes were
searched for and detected [20], e.g. the
number of cells for cell viability and pro-
liferation assays [21], the nuclear local-
ization of a protein, or the quantity of a
fluorescent reporter. From the complex-
ity and the quantity of generated im-
ages, the goal was to reduce it to a sin-
gle number, usually the z-score, for fur-
ther processing and statistics [22]. How-
ever, High-Content Screening (HCS) is
about leveraging the quantity of infor-
mation present in these images [17, 20].
In the different fluorescent channels, the
spatial relationships between pixels and
their intensities are processed with im-
age and data analysis pipelines [23, 24].

Profiling is an unbiased and sensitive
tool to increase the content of the char-
acterized phenotypes via a set of fea-
tures describing the cell state [25]. The
challenge is to find the correct image
and data analyses to extract relevant
information from the selected features.
One widely used drug profiling method
is guilt-by-association [17]: a compound

with unknown MOA is compared to a
set of compounds with known MOAs in
the same assay (same cell line, same flu-
orescent markers), i.e. the new com-
pound is compared to each of the de-
scribed compounds and the new com-
pound is associated to the closest de-
scribed compound according to the set
of chosen features, making the deci-
sion that the new compound has the
same MOA as the closest described com-
pound. Furthermore, drug profiling can
have other goals than identifying a MOA
or a molecular target, it can be used to
increase the efficiency of future screens,
via lead hopping, i.e. selection of chemi-
cally different compounds with the same
effect as the lead, small molecule li-
brary enrichment, and identification of
disease-specific phenotypes [25].

1.4 HCS-generated data require
specifically designed algo-
rithms

Classical workflows for HCS image anal-
ysis follow these basic steps: first seg-
mentation, then feature extraction, and
finally biologically-relevant classification
[17]. During the usual segmentation,
the cells are detected and segmented on
the nucleus channel via a peak detec-
tion algorithm, then the cell body is
segmented via a region growing algo-
rithm from each of the nuclei on the
same fluorescence channel or on a ded-
icated one. Then features derived from
shape, moment, intensity, texture and
neighborhood measurements are com-
puted for each detected nucleus, cyto-
plasm, and cell on all the available fluo-
rescence channels [17], and are concate-
nated inside a numeric vector describ-
ing each cellular object. These two first
steps can be automated via softwares
like CellProfiler [26] or ImageJ/Fiji [27].
The approach for the final step depends
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CHAPTER 1. INTRODUCTION

on the biological questions and the flu-
orescently labeled cellular components.
Different methods can be used to find
phenotypic similarities: they are divided
into supervised and unsupervised meth-
ods. The first type, supervised meth-
ods or classifiers, learns how to distin-
guish phenotypes on a manually labeled
dataset, then applies what was learned
on an unlabeled dataset [28–30]. The
second type, unsupervised methods or
clusterings, does not need manual an-
notations and identifies groups of data
points only based on the distances or the
relations between the corresponding nu-
meric vectors.

For this workflow, the amount of data
is an important variable. Indeed, high-
throughput methods create a lot of data,
and the detection, segmentation and fea-
ture extraction algorithms need to com-
pute at a scalable speed. The machine
learning methods used to classify the
data into pre-existing categories or to re-
veal their underlying structure also need
to be scalable in terms of complexity
of computation and time. Addition-
ally, the number of features that can be
computed is very large, about several
hundreds of features for all regions of
interest (like nucleus, cytoplasm, cell).
Some features can be redundant or irrel-
evant to the investigated biological ques-
tion. The large number of features can
cause two main problems for the ap-
plied machine learning technique: it can
slow down the classifier, but more im-
portantly, it can trick the classifier by
making irrelevant features mask relevant
data structures (cf Section 2.2.5 about
the Curse of Dimensionality). In this
case, it is recommended to reduce the
number of features via a feature selec-
tion or a dimensionality reduction algo-
rithm [17]. Recently, deep learning meth-
ods have challenged the classical anal-
ysis pipeline. Their performances are

now equal or greater compared to other
methods [31, 32] (see Section 2.2.4 about
supervised methods).

1.5 HCS-generated and other mi-
croscopy data are especially
relevant to study phenotypic
and spatial variations

Once features per cell are extracted from
the images, cellular heterogeneity can
be studied. Indeed with imaging, cell
morphology can be accessed in its full
spectrum, via shape measurements and
staining fluorescent pattern recognition
[33]. Spatial information inside cells and
between cells can be easily collected.

The context of HCS is particularly inter-
esting, because it reproduces the same
biological experiment multiple times
with different conditions, and generates
a consequent amount of data. Hence it
is an almost ideal setup to study the ex-
tent of phenotypic variations created by
the different conditions, with a good sta-
tistical power.

However, because of the aforementioned
complexity of image and data analysis
for HCS data, this dimension is usually
overlooked, favoring more simple algo-
rithms [20, 34] like the mean vector per
treatment instead of dealing with the
heterogeneity of single cell vectors.

1.6 Thesis main questions

This cellular heterogeneity can be ob-
served at different scales: between cell
lines and inside a same cell line. This
heterogeneity is phenotypic and spatial.
My focus being drug screening, I looked
at how the cellular heterogeneity can im-
prove drug profiling by asking the fol-
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lowing questions:

1. Can we use phenotypic heterogene-
ity between cell lines to predict the
molecular target of a drug?

2. Can we improve the drug profiling
when adding the spatial arrange-
ment dimension to usual features
used in HCS analysis?

3. How to practically analyze the spa-
tial organization of cultured cells
from microscopy images?

1.7 Thesis outline

To answer the three main questions,
I developed computational methods to
analyze, visualize, and compare cellular
heterogeneity displayed on microscopy
images. I organized this thesis in six
main chapters. Namely, in the next
chapter (Chapter 2), I described the
state of the art of the discipline: from
the main biological results implying cell
heterogeneity, to the technical methods
and challenges this type of image and
data analysis is bringing. Then, I pre-
sented my results in three chapters:

1. Phenotypic heterogeneity between
parallel cell lines can be used for
drug profiling. (Chapter 3)

2. Cell spatial arrangement could
bring further functional informa-
tion for drug profiling. (Chapter 4)

3. A Python package for spatial anal-
ysis of cell images as a toolbox to
answer biological questions. (Chap-
ter 5)

The first (Chapter 3) and the third
(Chapter 5) result chapters are pre-
sented as papers. The second result

chapter (Chapter 4) is detailed without
specific format. To finish this thesis, I
stated the main conclusions of my work
in chapter 6, and discuss these results
and future work in chapter 7.
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In this chapter, I gather the rele-
vant literature body and previous re-
search results on which my PhD work
is grounded. I first review in which
context cell-to-cell variability has been
observed and what are the current bi-
ological paradigms about it. Then I
report the methods, both experimental
and computational, to detect this cellu-
lar phenotypic heterogeneity and their
limits. And finally, I examine spatial
statistics methods and their applications
in cell biology to study spatial hetero-
geneity.

2.1 Cell-to-cell variability

2.1.1 The causes and consequences of
heterogeneity

Definition Phenotypic heterogeneity
is discernible in tissues of multicellular
organisms, emerging from cell differen-
tiation and specification. This extreme
type of heterogeneity has been well es-
tablished by phenotypical and molec-
ular cues. However, here we will fo-
cus on heterogeneity in cultured cells,
especially inside a clonal population.
Gough and collaborators defined phe-
notypic heterogeneity as the “variabil-
ity of one or more phenotypes or traits
within a clonal population” [35], and it
has been far less studied than tissue het-
erogeneity. Indeed, most of our biolog-
ical knowledge comes from population
average experiments [36], as for example
the level of a protein assessed by West-
ern Blot or the level of a transcript by
RNA sequencing.

Possible causes In a clonal cell popu-
lation, the emerging differences are not
for the most part coming from genetic
variations. On the contrary, they have

a variety of possible causes. They can
come from discrepancies in the cell com-
ponents like the amount of RNAs or
the proteins’ abundance [36], from dif-
ferent states like cell cycle phases or
stress [14, 36], from micro-environmental
factors like local cell density or cell-cell
contacts [8, 14, 36], and from the dis-
crete nature of molecules and the ran-
dom nature of molecule-molecule inter-
actions [36]. The relative importance
of each of these potential causes is not
well assessed. The role played by intrin-
sic noise is discussed. Indeed the dis-
tinction between discrete or continuous
states is not clear, as Sacher and col-
laborators wrote: “Two obvious states
are mitosis and apoptosis, but by con-
tinuously integrating extrinsic and in-
trinsic cues, a single cell in a popula-
tion can have a variety of different states
of gene expression and pathway activ-
ity.” [8] Snijder and Pelkmans argue that
there is little intrinsic noise on the op-
posite, and cell processes are mostly de-
terministic, with molecular regulatory
networks robust to the intrinsic molec-
ular noise [14]. They cite an experiment
where cells are grown on small identical
fibronectin micropatterns: cells are ob-
served identical in size and shape and
the subcellular distribution of intracel-
lular organelles is remarkably constant,
”illustrating that the system has little
intrinsic noise”. Another way to dis-
criminate where the cell-to-cell variabil-
ity is coming from is to divide it into ge-
netic and non-genetic heterogeneity [8].
Indeed, even in a clonal population, ge-
netic or epigenetic changes happen and
are then disseminated through cell di-
vision, leading to a cell population com-
posed of genetic mosaics and various sig-
naling pathway activities.

Consequences This cell-to-cell vari-
ability causes a diversity of phenotypes.
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The internal cell state can be critical for
fate determination, i.e. for cell growth,
senescence or death [36], for environmen-
tal adaptation [12], or for the retinal mo-
saic for colour vision [37], etc. Not con-
sidering cell heterogeneity during anal-
yses has various consequences. Indeed
the average may at best only capture the
dominant biological mechanism, limit-
ing our understanding of the underlying
biological processes [38]. In particular,
averaging is not appropriate for single-
cell on/off states: for example, indi-
vidual oocytes present an all-or-nothing
maturation in response of a continu-
ously variable concentration of the pro-
gesterone hormone, where population-
average based models predicted an inter-
mediate level of maturation for an inter-
mediate concentration of progesterone
[38, 39]. In the case of the cellular tumor
antigen p53, population-average exper-
iments were pointing towards dynamic
oscillations of p53 in response to DNA
damage, though more recent single-cell
experiments uncovered that cells were
producing pulses of p53 of fixed am-
plitude and duration but varying num-
bers [36]. Hence in variety of cases,
population-average conclusions can be
misleading, especially in the case of
distinct subpopulations. Furthermore,
paying attention only to the dominant
phenotype may cause the lost of poten-
tially fundamental biological informa-
tion: subpopulations in minority in the
experimental environment can be of ma-
jor interest in other conditions [8], espe-
cially as the culture and experimental
conditions may not mimic completely
the real case scenario.

2.1.2 How to model heterogeneity: con-
tinuous variations or discrete sub-
populations

In the previous subsection, we saw the
experimental and biological grounds of
cell-to-cell variability. This pool of re-
sults and facts leads to different ways to
model the cellular heterogeneity. The
first criterion to decide on, when study-
ing a variant phenotype, is if the ob-
served states are drawn from either a
continuous distribution or a discrete one
[38].

Different scenarios are possible: the
distribution can be homogeneous with
or without outliers, display micro-
heterogeneity or a macro-heterogeneity
with or without outliers. Micro-
heterogeneity corresponds to an “appar-
ently continuous random variation in
a single phenotype” [35], where macro-
heterogeneity corresponds to “variabil-
ity in one or more cell traits that results
in discrete phenotypes and multimodal
distribution”, which joins with the full
discrete model. For the continuous case,
the observed phenotypes are displayed
in a continuous space and the focus is on
variations seen in this distribution [35].

The data exploration tools would be dif-
ferent depending on the model: nor-
mality tests or other statistical distri-
bution tests can be used for the contin-
uous model, as well as the percentage
of outliers or heterogeneity indices [35].
On the other hand, some techniques are
only available under the discrete states
assumption like hard clustering methods
[17]. Discrete models allow to keep a sim-
ple description of the cell heterogeneity
when the number of involved features in-
creases: from a long and complex cell
representative vector, a single state is
assigned to each cell, summarizing dif-
ferent components of the original vector.
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It favors associations between different
dimensions of the vector: for example,
in a hypothetical case, cells with high
fluorescence of marker A could also be
of bigger size. So even if the underlying
state space of phenotypes is thought to
be continuous, a discrete approximation
could be relevant to study a biological
phenomenon.

Cellular heterogeneity modeling is still
at its beginning, as most of past ap-
proaches consisted in gathering data
points by population [20, 34]. The com-
putational techniques are different from
the ones used in population-average
measurements, and are still being de-
veloped. Pioneer studies including cell
subpopulations in an HCS data analysis
have only been proof-of-principle stud-
ies so far. To cite only a few, Loo and
collaborators [40] detected cell subpop-
ulations from images by their relative
abundance of marked proteins, and illus-
trated the performance of their method:
in a first case study, they showed that
they could group treatments in known
pathways for HL-60 cells polarization;
in a second one, they retrieved correct
protein subcellular localization during
the cell cycle of H460 lung cancer cell.
In a second pioneer study, Fuchs and
collaborators [28] created a genome-wide
RNAi-induced knockdown assay, identi-
fied cell subpopulations, made some pre-
dictions for the functions of uncharac-
terized genes based on phenotypic sim-
ilarity, and biologically validated one of
this prediction for a DNA damage re-
sponse gene. Past heterogeneity studies
in HCS context showed great potential
to discover functional associations [25].

2.1.3 The cell-to-cell variability in cancer
and diseases models

Cell-to-cell variability is of special im-
portance for cancer and other disease
models. Indeed it has been observed
that cancer cell responses to drugs can
vary widely [41, 42], even with carefully
controlled clonal cell populations in lab-
oratories. It is believed that this dynam-
ical and variable response to drugs is a
source of resistance to cancer therapies
[35], as drug-tolerant cell states can arise
through epigenetic changes and non-
genetic variability [43–45]. Yet the ori-
gins of subpopulations are subject to de-
bate [38], as well as their impact in terms
of disease progression and response to
therapeutic intervention. Two major
models were proposed to explain the ori-
gins of this heterogeneity, the cancer
stem cell model and the clonal evolution
model [46]. In short, the cancer stem cell
model hypothesizes that a few cells in-
heriting from normal stem cells become
cancerous and only these have the ca-
pacity to contribute to tumor progres-
sion and regenerate a tumor. The clonal
evolution model hypothesizes that so-
matic derived cells accumulate muta-
tions and compete among each other,
then some acquire self-renewal and tu-
morigenic properties.

In this context, it is critical to build
relevant disease models. It would help
to understand cell-to-cell variability and
the effects of drugs on it. In return
improved knowledge would make clini-
cal models more accurate and the drug
screening process more effective.

2.2 Detecting phenotypic hetero-
geneity in big data
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Figure 2.1: Summary of available single-cell ex-
perimental methods. X-axis represents the spatial
resolution in terms of cells, Y-axis represents the de-
gree of single-cell resolution. The color represents the
target molecules: RNA/DNA (purple), proteins (green)
or proteins & metabolites (blue).

2.2.1 Experiments targeting cell-to-cell
variability

Recently there has been such an explo-
sion of single-cell techniques that it is
difficult to remain up to date. With the
sum of available techniques, single-cell
resolution can now be obtained for ge-
netic, epigenetic, spatial, proteomic and
lineage data [47]. These methods can be
assessed with a few criteria: measured
molecule species, single-cell resolution,
spatial resolution, throughput in terms
of number of cells and in terms of fea-
tures, and if it is targeted or untargeted
[47, 48]. Some methods require a single
cell isolation and handling while some
others operate in situ. To quickly report
and summarize the diversity of these
methods (cf Figure 2.1), I will divide
them into two categories: the first cate-
gory with methods collecting no spatial
data, the second with methods encod-
ing spatial information through visual-
ization in situ or retaining spatial origin
of the cells via barcodes.

Non-spatial methods

Non-spatial methods require single-cell
isolation and handling through micro-
manipulation, serial dilution, cytometry
or microfluidics. I will not go into the
details of handling techniques. Lately
microfluidics-related methods have im-
proved a lot and been commercialized
like ”10X genomics” for single-cell RNA
sequencing [49]. Single-cell RNA se-
quencing is now widely used [47]: it is an
untargeted method, can measure from
1,000 to 10,000 cells per experiment with
around a 10% coverage. Although now,
the realm of single cell sequencing tech-
niques has expanded to genomics and
epigenomics: indeed the most recent
review about single-cell methods pub-
lished end of January 2019 [47], reports
nineteen single-cell sequencing meth-
ods covering gene expression (mRNA),
genome sequencing, chromatin accessi-
bility, DNA methylation, histone modi-
fications and chromosome conformation.
These nineteen methods have varying
features and cell throughput, but most
of them cover the whole genome or tran-
scriptome with an average cell through-
put of 5,000 cells per experiment. Fur-
thermore some very interesting proof-
of-concept studies in the two last years
demonstrated the feasibility of “multi-
omics”, measuring two or three data
modalities for the same cell, e.g. cellular
indexing of transcriptomes and epitopes
by sequencing (CITE-seq), is capable of
detecting cell surface protein abundance
and gene expression in the same cell [47].

On the other hand, cytometry is a
widely used technique with a very high
throughput, detecting up to thousands
of cells per second [50, 51]. It is em-
ployed to identify and quantify expres-
sion levels of surface and intracellular
proteins in single cells. Classical flow
cytometry relies on fluorescent markers,
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running with ten or more protein mark-
ers [50, 52]. However, cytometry also re-
quires the cells to be dissociated in order
to be manipulated. One average value
is measured per cell and per fluorescent
marker. Mass cytometry, also known
as cytometry by time-of-flight (CyTOF)
[53], relies on antibodies marked with
rare metal isotopes which will be de-
tected simultaneously for sensitive iden-
tification of proteins. It has a high level
of multiplexing, with 40 or more tar-
geted proteins, as there is no problem
of fluorescence spectrum overlap or aut-
ofluorescence [50, 51, 53].

Spatial methods

Some sequencing techniques have lately
incorporated some spatial dimension.
Four in situ methods are now avail-
able: multiplexed error-robust fluores-
cence in situ hybridization (MERFISH)
[54], cyclic single-molecule fluorescence
in situ hybridization (osmFISH) [55],
spatially resolved transcript amplicon
readout mapping (STARmap) [56] and
sequential fluorescence in situ hybridiza-
tion (seqFISH) [57]. Their throughputs
vary between 100 and 40,000 cells per
experiment. It is important to note that
these sequencing techniques do not cover
the whole genome, and target from 10
to 1,000 RNA species per cell. Another
approach from Stahl and coworkers [58]

consists in using spatial barcodes during
reverse transcription of mRNAs on site,
before bulk RNA sequencing. It does
not work quite at the single-cell level
yet, but has the advantage to be untar-
geted.

Another modality for spatial single-
cell methods is brought by mass
spectrometry. At least two tech-
niques, matrix-assisted laser desorp-
tion/ionization MALDI and multiplexed

ion beam imaging-time of flight MIBI-
TOF are able to keep the 2D structure
of the sample while extracting ionized
molecules. Indeed, the measured spatial
area is determined by where the laser
or ion beam is aimed at, then the ion-
ized molecules are extracted and deter-
mined by the analyzer part of the mass
spectrometer. In recent studies [59–61],
peptides, lipids and proteins were exam-
ined from 2D samples. It is important to
note that for peptides and lipids the ex-
perimental protocol allowed untargeted
detection, whereas for proteins, the pro-
tocol included a step of antibody label-
ing with isotopically pure elemental re-
porters [60], however still achieving a 40-
plex imaging with a 260 nm lateral res-
olution. This type of methods are also
under constant improvement on the de-
tection sensibility and resolution.

More classical forms of fluorescence
imaging techniques offer as well single-
cell resolution, with gene reporters or
antibody-tagged proteins. They op-
erate at cellular high-throughput and
are easier to implement than previously
described methods, making them suit-
able for high-throughput screens. Mi-
croscopy also has a high-definition spa-
tial representation - usually with sub-
cellular resolution - of cell and organelles
shapes, cell types, cell boundaries, cell
neighbors [51], giving access to the full
spectrum of observable cellular biologi-
cal phenotypes [33].

2.2.2 Targeted vs untargeted ap-
proaches

When comparing targeted to untargeted
methods, the first ones usually come
with the advantage of detection speci-
ficity and precision, but the second ones
have a broader coverage and allow to
make unbiased discoveries. In the case

20



CHAPTER 2. STATE OF THE ART

of target methods, a priori the only
changes that can be detected are the one
linked to the used markers. This is par-
tially why there is a constant commu-
nity effort to make inventory of all the
biomarkers corresponding to each cell
type and each cancer type [48, 59, 60], to
be able to tag and study cellular differ-
ences. The limited number of targets
makes their selection and the whole ex-
perimental planning decisive. For HCS,
some studies explored some combina-
tions of fluorescent markers to discrimi-
nate the best ones for drug profiling [24,

40, 62, 63]. However, even if only few cel-
lular components can be visualized at
the same time, the underlying molecu-
lar network is very well connected, and
one cellular process is impacted by many
others [14, 64]. This is one of the theo-
retical ground for the Cell Painting as-
says [65]: this protocol consists of a mor-
phological profiling assay with six mul-
tiplexed fluorescent dyes, revealing cel-
lular components and organelles. Gen-
eral components are chosen to get in-
formation not only on the targeted el-
ements, but more broadly on general
cellular processes. The hypothesis is
made that extensive cellular morphol-
ogy is “rich data source for interrogating
biological perturbations, especially at a
large scale” [65]. I also based most of my
work on this hypothesis, when analyzing
high-content screens.

2.2.3 Image preprocessing and feature
extraction

Microscopy images of cells require im-
age processing, segmentation and fea-
ture extraction. It is especially impor-
tant, and often mandatory, to automate
it when the quantity of data increases.
Image analysis is a cornerstone of bio-
logical analyses, because it helps ensure
accurate, objective and reproducible re-

sults [6].

Available softwares and image-analysis li-
braries

Many tools are available: commer-
cial ones and free open-source ones
[6]. Usually commercial tools are sold
by microscopy companies along with
the imaging instruments. Examples in
this category are MetaMorph (Molec-
ular Devices), Imaris (Oxford instru-
ment), ZEN (Zeiss), etc [6]. Free open-
source softwares with graphical inter-
face include BioImageXD [66], Icy [67],
ImageJ/Fiji [27, 68], Vaa3D (3D visual-
ization–assisted analysis) [69], CellPro-
filer [26], CellCognition [70], Ilastik [71],
etc (cf Figure 2.2). They all have
their specificity: Fiji is favored for
electron-microscopy data analysis, Icy
has some features for behavioral analy-
sis and cell tracking, Vaa3D and Bioim-
ageXD have good 3D features. ImageJ
has been the longest free open-source
available tool, it is the most popular,
versatile and widespread image analy-
sis tool. CellProfiler was developed
for high-throughput data, to be flexible
and multi-purpose. CellCognition is de-
signed for high-throughput fluorescence
microscopy and time-lapse images [70].
Some tools are designed to be collabora-
tive like ImageJ, Fiji, Icy, CellProfiler.
Indeed one of the reasons of ImageJ/Fiji
success is the possibility to create plug-
ins and macros, and publish, download
and reuse them.

There are also special image analysis li-
braries that can be used with Python,
R or Java programming languages, as
OpenCV [72], Insight Segmentation and
Registration Toolkit (ITK ) [73], scikit-
image [74], etc. The programs and tool-
boxes listed above can be used for image
analysis and visualization.
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Figure 2.2: List of available open-source softwares for microscopy acquisition and image analysis. From
[6]

Image analysis steps

Most of the image analysis steps are
common between different applications,
although different variants of algorithms
are possible, and ad hoc parameters se-
lection usually necessary. I will divide it
in three steps: illumination correction,
segmentation, and feature extraction.

The field-of-view illumination bias is
usually coming from a non-uniform light
source or optical path [33], it generally
adds shading near the borders of the im-
age. There are three main ways to cor-
rect for it: take an image with no sample
in the foreground and use it to model
the uneven illumination, build an illu-
mination model on each image or on an
aggregation of many images to see the
common pattern. The last one is the
most widely used technique.

Then the objects of interest are seg-
mented. Segmentation is the pro-
cess of locating objects and boundaries,
and corresponds practically to assign-

ing a label to every pixel in the im-
age such that pixels with same label
are part of the same object. Seg-
mentation methods can be divided in
two categories: model-based and ma-
chine learning-based [33]. For model-
based methods, the decision model is
selected by the user, e.g. histogram-
based thresholding, Canny edge detec-
tion, watershed, as well as the param-
eters that fit best the data. Usually,
the parameters are tweaked manually on
a few example images to get the de-
sired output, then applied on the rest of
the dataset. In machine learning-based
methods, the decision model is selected
by the user, e.g. Support Vector Ma-
chines (SVM), neural network, random
forest, but not the parameters. Instead,
a training set is provided with man-
ual annotations corresponding to the ob-
jects in the images. Model-based meth-
ods are available in almost all softwares
and toolboxes listed in the previous sec-
tion, however machine learning-based
methods are, for now, only available
in image analysis programming libraries
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and few other softwares like Ilastik, but
their accessibility is increasing.

Once the objects of interest, like nuclei,
cells, and other cell compartments, are
segmented, features can be computed on
each of them, with the goal of extract-
ing numbers corresponding to the tar-
geted phenotypic characteristics. These
characteristics are computed as simple
moments from shape measurements and
intensity values, and as more complex
features from texture and microenviron-
ment such as the number of and dis-
tances to neighboring cells. Texture fea-
tures will extract regularities and pe-
riodic changes in pixel intensity values
through mathematically defined filters,
such as Zernike or Gabor features [26, 33].
All these features would be later on se-
lected and discriminated for the research
goal.

Specificity of image analysis in HCS

Image analysis takes on some specifici-
ties in the context of HCS. As mentioned
in the introduction, most analyses rely
on one single descriptor, and images and
conditions are ranked according to it [75].
However, cell profiling takes a different
approach and computes as many fea-
tures as possible in order to, in a sec-
ond phase, select the most robust and
biologically meaningful ones [33]. This
procedure increases the chances of de-
tecting any change in cell phenotypes,
as viewed on the microscopy image.

Because of the high throughput char-
acteristics, the idea is to simplify the
segmentation part to reach fast, reliable
and accurate algorithms. For this pur-
pose, preliminary assays allow to opti-
mize the seeding concentration, the in-
cubation time and other parameters to
a correct range of cell densities, to ease

the nucleus detection and to conserve a
comfortable number of cells to have re-
liable features. For example for cell sur-
vival assays, if nuclei are too clumped
the precision of the measure will be im-
precise.

In the case of HCS, experiments are usu-
ally carried on 96 or 384-well plates,
and the feature values can be impaired
by the position of the well. The nor-
malization methods would depend on
the design of the plate, i.e. where the
controls and the different concentrations
of the same compound are located [75].
Also, if several plates are used for the
same experiment, a normalization be-
tween plates, called batch normalization
should be performed. Indeed, if batch
effects are not normalized, they can lead
to misinterpretation and false conclu-
sions on the effect of a drug for exam-
ple [33]. Depending on the post pro-
cessing of the features, they can be nor-
malized through log transformations, z-
score normalization or other techniques
[33].

The main challenge in HCS is speed and
accuracy: with the amount of data, few
or no manual post processing and con-
trols can be performed.

Without segmentation approaches

Some methods to extract features with-
out segmentation have been developed
for the sake of speed or for images that
are hard to segment. Some methods
compute classical features on the whole
image or random parts of it, like Phe-
noRipper [76] or WND-Charm [77]. More
recently, deep learning methods have
been increasingly available to compute
features [78, 79] or to directly classify
phenotypes [31]. These deep neural net-
works are fed whole images, cropped im-
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ages, or cropped images centered on pre-
viously detected nuclei.

Nonetheless, a good cellular segmenta-
tion is at the source of studying hetero-
geneity at the scale of the cell.

2.2.4 Supervised and unsupervised
learning

Once the features extracted, the next
step in data analysis is to link feature
values to the targeted biological output:
this is the realm of learning. Learning
methods can be divided in two classes:
supervised or unsupervised.

Supervised learning requires a train-
ing dataset with manual annotations.
These manual annotations are not al-
ways available, are expensive to create
(experts are required to label biologi-
cal images or objects), or are inaccurate
(several experts can disagree).

On the other hand, unsupervised learn-
ing, also known as clustering, does not
require a labeled training dataset, and
leverages the similarities and dissimi-
larities between points in the dataset.
The limitations of unsupervised learning
comprise the evaluation of the quality
of the clustering, as well as the choice
of the proper feature space where the
separation between classes is well repre-
sented. Unsupervised learning has the
advantage of not being biased by the
classes and annotations provided in the
training dataset. For cell phenotypes,
there are only a handful a striking vi-
sual characteristics a human expert can
see and label as such, possibly leading
to no separation between sophisticated
phenotypes or to missed unknown phe-
notypes [8].

Applying a machine learning method is
a key step for cell profiling, as it can dis-

criminate the important features from
the unimportant ones, and the reasons
of this importance to discriminate the
biological output. However, they do not
replace a well defined problematic and
the choice of a good experimental and
computational model to answer it.

These learning methods can be applied
to cells or treatments. Most of the
time, features are first computed per
cell, but are then combined into one
vector per treatment [34]. During this
process, information is compressed: the
output vector corresponds to the “av-
erage” cell or to a single-number mea-
sure of how the treated cell population
differ from the untreated one [29, 80].
However, especially with numerous fea-
tures, the average vector does not rep-
resent a plausible cell but rather a high-
dimensionality artifact. As explained in
the book “The end of Average” by L.
Todd Rose, when taking numerous mea-
surements of different US Air Force pi-
lots and average them measurement by
measurement, the average output does
not correspond to any existing pilot [81].
It goes the same way for cells, this av-
erage found by calculation in a high-
dimensional space could not exist in our
real life experiment. With this exam-
ple, the potential for multivariate meth-
ods that compare directly populations
of cells is clear, creating a more faithful
model to the true diversity.

In the next subsections, I will describe
some of supervised and unsupervised
methods which were previously used for
HCS data, or which I applied on my
data.

Supervised methods

Support Vector Machine Support
Vector Machine (SVM) is a non-
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probabilistic binary classifier [82]. This
characterization means that a training
set with labels corresponding to two
classes is needed, and that given a train-
ing set the decision boundary will always
be the same. Namely, given a train-
ing set in a p dimensional space, SVM
chooses a hyperplane with p-1 parame-
ters that separates the two classes lin-
early. Several hyperplanes are suitable,
hence the one maximizing the margins,
i.e. the distances of the hyperplane to
the closest points from each class in the
training set, is selected. Once the hyper-
plane selected, a new point, outside from
the training set, can be classified de-
pending on which side of the hyperplane
it falls. There are some variants of the
SVM. Initially a binary classifier, it can
be adapted for more than one class with
the one-vs-one and the one-vs-all strate-
gies: a one-vs-one strategy will require(
n
2

)
classifiers if n is the number of class;

a one-vs-all strategy will require n clas-
sifiers. Additionally, it might happen
that the training set is not separable,
then two options are possible: the ker-
nel trick or the soft-margin. The hard
margin solution does not authorize any
misclassification for points in the train-
ing dataset. On the opposite, the soft
margin solution authorizes misclassifica-
tions but tries to minimize their number.
If the data are not linearly separable,
even with a few mistakes, the general
idea is that the original p-dimensional
space can be mapped into a much higher
dimensional space where the separation
between the two classes is linear. A
kernel function is defined such that the
computations is done directly from the
original space values and no explicit pas-
sage to the higher dimensional space is
actually needed, hence the name “kernel
trick”. In the original space, the separa-
tion is by way of consequence not linear.

SVMs were broadly used in past stud-

ies involving HCS data, and as early as
2006 [28–30, 34, 40, 83–87]. Here, I chose to
detail two studies.

The first one is a methodology devel-
oped by Loo and others, published in
2007 [29]. In this work, they applied a
series of linear SVMs to separate treated
and untreated cell populations in the
multidimensional space of extracted fea-
tures. They went further using both
the accuracy of each SVM decision and
the normal vector to the hyperplane to
characterize the transformation of cell
populations from the untreated condi-
tion to the treated one. They looked
at how this accuracy and normal vec-
tor change with the increasing dose of
each of the 100 compounds they tested.
Furthermore, using this normal vector
quantifies the phenotypic change caused
by the drug. Expressed in the origi-
nal feature space, this normal vector is
a multivariate profile of the phenotypic
transformation. Loo and coworkers de-
veloped a method based on SVM to ex-
tract and compress phenotypic informa-
tion directly from cell features.

The second one, by Fuchs and cowork-
ers [28], applies SVM on a different
level: the hyperplanes are now separat-
ing the different cell subpopulations in-
stead of treatments. This approach re-
quires manual annotations, which was
not required in the previous approach
as the cells were grouped by treat-
ments. In Fuchs’ work, about 2,000
cells have been manually classified in
phenotypic classes “which included cells
showing protrusion/elongation, cells in
metaphase, large cells, condensed cells,
cells with lamellipodia and cellular de-
bris”. Then they summarized each well
by the proportion of cells found in each
phenotypic class, creating a compressed
phenotypic profile. This second method
is interesting because it models varia-
tions between treatments in terms of
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heterogeneity recalling visible subpopu-
lation proportions.

Convolutional Neural Networks
Convolutional Neural Networks (CNN)
are a subpart of deep learning methods.
These networks take directly images as
input. They output a label (like MOA)
[31], features [78] or a segmented image
[88]. Deep learning methods gather neu-
ral networks with many layers, where
the subsequent layers of processing ex-
tract information from the images. The
convolutional part refers to the first lay-
ers which are designed specifically to ex-
tract information from images via con-
volution of the input images with 2D or
3D filters (depending on the number of
fluorescence channels). The great ad-
vantage of neural networks is the back-
propagation method, which tweaks very
efficiently all the parameters distributed
in each filter of all the layers in order
to decrease the value of a loss function.
The loss function increases with the er-
rors made by the CNN measured on the
annotated dataset. The back propaga-
tion is a deterministic algorithm, in con-
trast with other optimization algorithm
like expectation-maximization or Monte
Carlo methods which can be computa-
tionally heavy or not converge at all.
However, even if the back propagation
is itself deterministic, the type of train-
ing data and the order in which they
are fed to the network may change the
learned values of the parameters. On
the contrary, in a classical image anal-
ysis pipeline, each step has specific pa-
rameters that require independent ad-
justments. Yet, CNN need most of time
a large amount of annotated training
data, although the needed amount of bi-
ological annotated data can be reduced
with transfer learning [78, 89, 90].

I will not detail any deep learning

method here, as I did not study them
specifically during my PhD. They are
becoming the uncontested state-of-the-
art methods for almost all image ap-
plications [91], but they did not seem a
good fit to study specifically cell hetero-
geneity both phenotypic and spatial, as
they usually lack interpretability.

Clustering methods

Clustering methods do not need labeled
training data, but are sensitive to the
structure of the data space, hence to the
choice of features. Clustering methods
can be exclusive or non exclusive. Ex-
clusive methods, i.e. methods for which
a data point only belongs to one cluster,
are the most common. Another charac-
teristic of unsupervised methods is the
number of levels of clustering: single-
level, i.e. one partition of the data
points, or hierarchical, i.e. more than
one partition of the data points, each
one splitting the clusters of the previous
one. The methods I present here only
deal with numerical data, as the previ-
ously described features extracted from
cells are numerical and do not include
structured ones like strings or graphs.
I reviewed classical clustering methods,
available in the out-of-the-box scikit-
learn Python package [74]: k-means,
hierarchical clustering, Gaussian Mix-
ture Model (GMM) and spectral clus-
tering, and methods that have been es-
pecially designed for high-dimensional
data: Louvain’s algorithm [92] and Self-
Organizing Map [93].

K-means K-means is one of the sim-
plest and most used clustering tech-
niques [82]. It proceeds iteratively start-
ing from a k centers initialization, and
repeating the following two steps until
convergence: first associating each data
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point to its closest center, then redefin-
ing each of the centers as the mean vec-
tors of the k groups of data points. K-
means procedure tends to find clusters
of comparable spatial extent and sym-
metrical in the different dimensions of
data space. It is usually fast and easily
scalable with the number of data points
and the number of dimensions.

Few attempts on high-dimensional data
were made [52, 94, 95]. Ng and collab-
orators in 2010 used k-means on se-
lected features from the three fluores-
cence channels separately. This ap-
proach allows to reduce the number of
input features for each k-mean, and in-
creases the interpretability as an explicit
categorization is made on each fluores-
cent marker first.

However this method is not applied
extensively on high-dimensional data
because of the underlying hypotheses,
namely making groups of the same sym-
metrical hypervolume, as these hypothe-
ses are probably not valid in high-
dimension.

Hierarchical clustering Hierarchi-
cal clustering seeks to build a hierarchy
of clusters. It proceeds usually through
agglomeration of data points then of
groups of data points, or splits of the
full dataset until singletons. The two
main parameters are the metric used to
measure the distance between a pair of
observations, and the linkage criterion,
i.e. how to measure the distance be-
tween two sets of points [96].

According to my literature search, hi-
erarchical clustering is widely employed
on biological data [30, 94, 97–100]. More
precisely, in HCS studies, it happens in
a second phase after a processing of the
raw image-extracted features: a treat-
ment profile is first computed from the

features per cell with another clustering
or classification method, then the treat-
ment profiles are compared via hierar-
chical clustering to find the similarities
between them. This way, they can be
grouped within gene clusters or MOAs.

DBSCAN Density-based spatial
clustering for applications with noise
(DBSCAN) is a non-parametric algo-
rithm grouping data points that are
closely packed together [101]. It is one of
the most common clustering methods
and is broadly used in the scientific
community. It has many advantages:
it is fast, does not require the explicit
number of clusters as input, and can
detect clusters of different shapes. It
only requires two input parameters:
ε, the maximum distance between
two samples in a given cluster, and
MinPoints, the minimum number
of samples in a neighborhood of a
point for it to be considered as a core
point [102]. It performs better on data
containing clusters of similar densities.
Unfortunately it has been design to
work well on spatial data, i.e. data in a
low-dimensional space [103].

Spectral clustering 1

Spectral clustering has become a popu-
lar clustering method in the last years
[104]. It operates through a partition of
a graph. For numerical data, the pre-
processing consists in building a neigh-
boring graph, where each data point is
connected to similar points according
to a similarity metric and a connecting
rule.

The k-nearest neighbors (kNN) connec-

1This subsection is mostly based on the very
good tutorial by Alexander von Luxburg [104]
and the class by Michal Valko from the Master
Vision Apprentissage [105].
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tion rule consists in putting a link be-
tween a data point and each of its k-
nearest neighbors. By definition it is
asymmetrical, but the practice is to
make it symmetrical by taking the union
or the intersection of the directed edges.
The ε distance connection rule links any
pair of points whose pairwise distance
is smaller than ε. These neighboring
graphs are respectively called the kNN-
graph or the ε graph.

Once the similarity graph is drawn be-
tween all the data points, computations
are done on the Laplacian matrix. The
Laplacian matrix is obtained by a sim-
ple calculation from the degree matrix
and the adjacency matrix. The degree
matrix is a diagonal matrix with the de-
gree, i.e. the number of links, of each
point. The adjacency matrix is a square
matrix with as many lines and rows as
there are data points, and where for an
index (i,j) the stored value equals 1 if
the point i and the point j are linked in
the graph, 0 if not.

It can be shown that the number of con-
nected components (CC) in the graph
is equal to the multiplicity of the eigen-
value 0 of the Laplacian matrix. Hence
to find natural grouping of the data
points, several CC are the best case
scenario. However, for real data, nat-
ural grouping would mean to isolate
groups of points intensively connected
and loosely connected to other groups
of points: each one of these intensively
connected groups will translate into one
small valued eigenvalue. The clustering
in k groups itself is made in the pro-
jected space of the eigenvectors corre-
sponding to the k smallest eigenvalues,
this projection makes the separation of
clusters easy compared to the original
space.

This technique is very elegant and has
solid mathematical foundations, yet it is

not scalable with the number of input
points. I found no use of this method
for biological high-dimensional data nor
for HCS data.

Gaussian Mixture Model The
Gaussian Mixture Model (GMM) is a
specific type of probabilistic mixture
model, where the data set is modeled
by k Gaussian components. Each data
point is associated with one of the
components, assuming that the data
point in question is drawn from the
model probability distribution. These
components are represented, in the case
of GMM, by one Gaussian distribution
in the original data space. The user
chooses a priori the type of model, here
Gaussian, and the number of compo-
nents, k. Each Gaussian model also
requires a set of parameters: namely the
mean and the covariance matrix. This
parameter estimation can be arduous
and require a long computational time:
the full space of parameters is vast and
heuristic methods are applied to make
the closest estimation, especially as the
number of dimensions of the data space
increases. There are two main used
methods for this parameter estimation:
the expectation-maximization (EM; the
one available in scikit-learn) based on
maximum likelihood, and the Markov
Chain Monte Carlo (MCMC) algorithm
based on the maximum a posteriori
(MAP). The expectation-maximization
algorithm works in two steps: the first
one calculates the expectation values
for the membership of each data point,
then the second one recomputes the
distribution parameters based on the
newly formed group of data points.

As a mixture model defines sub-
populations of points, it is rational to
adopt this clustering method when look-
ing for subpopulations of cells [106]. In-
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deed, it is widely employed for HCS data
[24, 30, 34, 40, 62, 107, 108]. I will detail
here two pioneer applications of GMM
to HCS data.

Slack and collaborators assumed a cel-
lular heterogeneous response to cancer
drugs. For their dataset, cells were
treated with drugs and imaged with 3
sets of immunomarkers, one labeling the
DNA and the other two some intra-
cellular proteins. Features were ob-
tained from the fluorescence intensity
ratios per pixel, averaged in the nucleus
and cytoplasm regions. After reducing
the number of features to 25, they ap-
plied a GMM with k components, rep-
resenting k cellular subpopulations [24].
They tested several values of k, and
compared them in terms of MOA cat-
egorization performance, as drugs were
associated to MOAs.

In the same year, Yin and coworkers
also used GMM to model a heteroge-
neous cellular response but in an inter-
active setup [107]. They start with 4
human defined subpopulations: a nor-
mal, a long punctuated, a cell cycle ar-
rest and a rho1 phenotypes. The GMM
is initialized on human picked exam-
ples of these 4 subpopulations. When
a new image with several cells is pro-
cessed, the newly needed number of clus-
ters is determined through a gap statis-
tic methodology. Then the cells from
the new image are associated to ex-
isting phenotypes or a new component
is added to the GMM. This approach
is interesting because it mixes super-
vised and unsupervised learning, start-
ing from human-defined phenotypes but
uses the power of clustering to differen-
tiate novel phenotypes from known ones
and clarifying novel phenotypes from
each other.

Clustering methods for cytometry
data Cytometry data are comparable
with image-based HCS data in several
ways: it operates at very high through-
put (10,000 cells per second or more),
reads single-cell values, gets more and
more readout values with the improve-
ment of the instruments, and can be
used in drug discovery pipelines [50,

109, 110]. The number of possible par-
allel markers goes routinely up to 7-
15 for flow cytometry, and up to 40-
100 for mass cytometry [50, 52, 111].
Traditionally, this flow of data has
been handled mostly by manual gating,
but the increase in throughput and in
measured parameters per cell created
the need of automated methods crucial
[52]. A review by Weber and Robin-
son provides an overview of the clus-
tering methods used and/or developed
by the research community [50]: some
are comparable to the ones described
above, like k-means (R base pack-
age), GMM or other mixture models
(SWIFT [112], immunoClust [113], flow-
Clust [114]), spectral clustering (Sam-
SPECTRAL [115]), some use a differ-
ent approach like flowSOM [52], Pheno-
Graph [116] or SPADE [117]. I will
present in the two next subsections
PhenoGraph and flowSOM as they per-
formed well on the benchmarked tests
used in this review.

Louvain’s algorithm - PhenoGraph
implementation The PhenoGraph
method [116] is based on the Louvain’s
algorithm described by Blondel and
collaborators, in their article “Fast
unfolding of communities in large
networks” [92]. The main idea is to
construct a nearest neighbor graph (as
explained in the spectral clustering
paragraph page 27) from the data set,
then to partition the graph into sets
of highly interconnected points, called
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communities. This algorithm falls into
the community detection family. It is a
heuristic approach based on modularity
optimization. In a word, modular-
ity summarizes the concentration of
links inside the communities. It is
mathematically defined as:

Q =
1

2m

∑
i,j

[
Aij −

kikj
2m

]
δ(ci, cj)

where Aij is the adjacency matrix of the
nearest neighbor graph, with values cor-
responding to weights between a pair of
points (i, j), ki =

∑
j Aij the sum of the

weights of the edges attached to point
i, ci is the community the point i be-
longs to, m = 1

2

∑
i,j Aij is the normal-

izing constant, defined as the sum of all
weights in the graph, and the δ-function,
δ(u, v) = 1 if u = v, δ(u, v) = 0 other-
wise.

In more details (cf Figure 2.3), the Lou-
vain’s algorithm proceeds via an iter-
ative process where two steps are re-
peated until there are no more changes
and a maximum of modularity is
reached. Namely, the first step (modu-
larity optimization arrow on Figure 2.3)
consists in changing the community
membership of points one by one to see
if it increases the modularity and keep-
ing the change if it does, the second step
(community aggregation arrow on Fig-
ure 2.3) merges the points or vertices of
a same cluster into one vertex in a re-
duced graph. On the original research
paper from 2008 [92], the Louvain’s al-
gorithm has been tested on a mobile
phone network of 2.6 million people and
a web graph of 118 million nodes and
more than one billion links. Hence it is
proven to work on large data in terms of
number of input data points.

Levine and coworkers were the first one

to use it on biological data in 2015 [116],
and used Python and Matlab wrappers
of the original C++ code from Blondel
and others. They added in their imple-
mentation the graph construction step
from a feature matrix. PhenoGraph was
originally used to study leukemia cel-
lular heterogeneity via mass cytometry,
and isolated a subpopulation that help
patient survival prediction.

Self-Organizing Map - flowSOM
implementation Self-Organizing
Maps (SOMs) are a type of artificial
neural network used for unsupervised
learning. It learns a mapping between
the high-dimensional input space and a
low dimensional, usually 2D, discretized
space. This low dimensional mapping
space is composed of a grid of neurons
or nodes, usually a regular hexagonal
or rectangular predefined grid. Each
node or neuron has a position in the
input space, represented by weights.
The training consists in changing
these weights to fit as best the input
data while preserving the topological
properties of the mapping space: close
neurons on the map will stay close
in the input space too. It is trained
through competitive learning: when a
training example is fed to the network,
then the distance to all the weight
vectors is computed in the input space,
and the neuron chosen, called the Best
Matching Unit (BMU), is the closest
one. Then the weights of the BMU and
close-by neurons are adjusted towards
the input training example vector. The
magnitude of the change decreases
for neurons further in the grid and
with training iterations. With this
system, the grid contains topological
information from the input space, and
each training point is influencing several
nodes. Once trained, a new vector can
be associated to its closest neuron. It is
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Figure 2.3: Principle of Louvain’s algorithm. In the input graph (graph on the left), each vertex is its own
cluster. In a first modularity optimization step, vertices are grouped together iteratively and the grouping is kept if
modularity is increased. This steps ends when changing vertices from one cluster to the other does not increase the
modularity anymore, the result is then the top graph. A community aggregation is applied on this graph: putting
all vertices from the same cluster into one vertex. The weights are reported on edges and self-loops. These two
steps correspond to the first pass. Multiple passes are necessary. The network reaching the best modularity is kept.
Figure from [92].

used for data dimensionality reduction
and visualization [52].

The flowSOM method for cytometry uti-
lizes the SOM for detection and visual-
ization of rare cell subpopulations. They
purposefully build a 2D SOM map with
a higher number of clusters than the
expected number of cell types in the
dataset. They implemented a second
clustering step, using Minimal Spanning
Tree (MST) to group neurons from the
SOM. A MST tries to minimize the sum
of the weights of the branches when con-
necting the nodes, it will group similar
nodes together, resulting in a connected
acyclic graph.

Testing their method on several real cy-
tometry dataset, they report similar but
faster achieved results than Spanning-
tree Progression Analysis of Density-
normalized Events (SPADE) [117]

Number of clusters’ choice A com-
mon issue to all clustering methods is to
identify the correct number of clusters.
Indeed, no ground truth is provided with

the training dataset, there is no a pri-
ori knowledge on the number of clusters.
However, clustering methods can be dis-
criminated between methods that take
as input the desired number of clusters
and methods that uses other parameters
to estimate it. Louvain’s algorithm is
one of the methods for which the num-
ber of clusters is not an explicit input
parameter. Indeed, once the similarity
graph is built with two parameters, the
number k of nearest neighbors and the
size of the smallest group, only modu-
larity optimization drives the choice for
the number of clusters. On the other
hand, most methods require an explicit
input number of clusters, for example, k-
means, spectral clustering, GMM, SOM.
Hierarchical clustering is somehow dif-
ferent as it creates a nested multi-leveled
grouping.

To identify an appropriate number of
clusters, there are several heuristics.
Two of the most used ones are the el-
bow method and the gap statistics [118].
They both require a measure of the
goodness of fit of the clustering: the
percentage of variance explained for the
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elbow method, or a Gap variable built
from comparing the change in within-
cluster dispersion with the one expected
under an appropriate reference null dis-
tribution respectively.

The elbow method works under the as-
sumption that at the beginning, adding
a new cluster to a few of them will
substantially increase the percentage of
variance explained, but after adding
many clusters, this gain will become
marginal, and this is the point that
should be chosen under the elbow cri-
terion. It is criticized because the in-
flection point of the curve is not always
easy to determine and the plot of the
percentage of variance explained against
the increasing number of clusters needs
to be further examined.

The gap statistics was defined to be
more robust and set a clear decision rule.
As it compares the within-cluster disper-
sion against the one expected under the
reference distribution, the chosen num-
ber of clusters will be the one maximiz-
ing the gap statistics.

Yin and collaborators defined a variant
of the gap statistics to reduce bias in the
case of unbalanced sized clusters [107].
Spectral clustering has a special built-in
trick to decide on the number of clus-
ters: it is recommended to take as many
clusters as there are eigenvalues close to
0. Another way to choose the number
of clusters consists of having an external
way to measure the quality of clustering.
For example, for some HCS, mechanisms
of action (MOAs) are known for certain
compound, and the clustering can be op-
timized to maximize the MOA classifica-
tion accuracy.

2.2.5 Machine Learning Challenges

Using machine learning on HCS or other
large biological datasets can have some
caveats. First of all, the number of data
points or the high dimensionality can be
inadequate for some algorithms because
of the computational complexity of the
method. Some methods make assump-
tions that are not thought to be valid
for the considered data, like the shape
of the clusters or the balanced num-
ber of points per cluster. However, the
most important theoretical challenge is
the one cause by the high dimension-
ality, known as curse of dimensional-
ity. It has many consequences for dis-
tances, clusterings, and algorithms’ be-
havior. Domingos in his review summa-
rizes it as basic intuitions from 2D or 3D
do not hold in high dimensions [119].

Curse of dimensionality

First of all, when the number of dimen-
sions increases, the volume of the space
increases exponentially and it is not pos-
sible to explore it all. To illustrate this,
if d is the dimension of the space and if
each dimension (between the min and
the max values of the data points) is
split into n pieces, the number of hyper-
cubes necessary to cover the space will
be nd. For example, with n = 10 and
d = 80, the number of hypercubes 1080

is already equal to the number of atoms
in the universe. As a consequence, if the
space is too large, it is impossible to scan
it or to estimate any data density.

Also as d increases, the space becomes
sparser and sparser. This sparsity is
problematic for any method that re-
quires statistical significance, because
to meet the necessary assumptions, the
number of data points should also in-
crease exponentially. This is called the
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Figure 2.4: Ratio of the volume of a sphere over
the volume of a cube with increasing dimensionality,
from 2 to 19.

”Hugues phenomenon”. This sparsity
affects all machine learning methods.

Furthermore, for mathematical objects,
the periphery is then denser than the
central part [119]. For example, a mul-
tivariate Gaussian distribution will have
more and more weights in its tails as d
increases [120], failing to group points in
a similar subspace around the mean. To
illustrate this, a classical simple ratio of
the volume of a sphere a radius r over the
volume of a square of radius r equals to

Vsphere(r) =
πd/2rd

Γ(d/2 + 1)

Vcube(r) = (2r)d

Vsphere
Vcube

=
πd/2

Γ(d/2 + 1)2d

The ratio is plotted in the figure 2.4, and
from dimension 9, the percentage of vol-
ume of the cube contained in the sphere
is less than 1 percent, and the major-
ity of the volume fills the corners. This
small calculation also shows that some
of the consequences of high dimension-
ality start at quite a low dimension.

A surprising effect of high dimension-
ality is its impact on distances. There
is a general concentration of distances
whichever distance metric is used [121].
Every point is at about the same dis-
tance as all other points, and the vari-

ance of the pairwise distances distri-
bution becomes small compared to the
mean. This concentration of distances
has a large impact on clustering or
other data organization methods: in-
deed these approaches rely on detecting
areas where objects are close according
to a distance metric, to deduce their de-
gree of similarity, but in high dimension,
data points appear to be sparse and have
the same degree of dissimilarity, which
prevents common data handling algo-
rithms from being efficient [119].

In more details, not all distance metrics
are subjected to this effect to the same
degree. L1 distance metric (Manhattan
distance) is better suited for high di-
mensional applications, followed by the
Euclidean metric (L2) [122] and by Lk
metrics with a higher k. Aggarwal and
coworkers suggested fractional norms,
i.e. k < 1, which are less sensitive to
high dimensionality, as they show bet-
ter contrast between farthest and closest
points, however they violate triangular
inequality, making them irrelevant for
certain applications. This distance con-
centration phenomenon might be due to
the presence of irrelevant “noise” dimen-
sions [123].

Another consequence is the emergence
of hubs, points having many neighbor-
ing points. It is thought that as points
are lying approximately at the same dis-
tance of the dataset mean, points lying
a little closer to the dataset mean are
expected to appear by chance in a non-
negligible amount of k-nearest neigh-
bors’ list [121]. The distribution of k-
nearest neighbors becomes skewed to the
right due to these hubs (cf Figure 2.5)
[123].
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Figure 2.5: Empirical distribution of the 5-nearest neighbors N5 for Euclidean (l2), l0.5, and cosine distances
on (a–c) i.i.d. uniform, and (d–f) i.i.d. normal random data sets with n=10000 points and dimensionality (a, d)
d=3, (b, e) d=20, and (c, f) d=100 (log-log plot). Figure from [121].

Overcoming the high-dimensionality

The curse of dimensionality has many
consequences, happens even for a small
number of dimensions (starting from
10), and makes many of the most used
methods fail. The above studies usu-
ally consider all dimensions as rele-
vant or generate points from uniform or
other random distributions, yet real life
datasets do not follow all these trends.
In most of the cases, dimensions are cor-
related, and as a consequence, the dis-
tances between points display a higher
contrast [124]. Also for other high dimen-
sional observations, the effect on real
data is less important than in random
data.

This usually high correlation found be-
tween dimensions can be used to our ad-
vantage to decrease the dimensionality
without losing information, as the data
live in a smaller space [121]. In order
to decrease the dimensionality, several
methods are available: feature selection
methods where a subset of the original
dimensions are conserved, and projec-
tion methods where a new space with

a lower dimensionality is searched for.
The optimized criterion for projection
methods can be pairwise distances, as
for Multi-Dimensional Scaling (MDS),
the percentage of the explained vari-
ance, as for Principal Component Anal-
ysis (PCA), or the local similarities be-
tween nearest neighbors, as for manifold
learning.

Feature selection methods Fea-
tures can be selected based on their rele-
vance or their redundancy [125, 126]. Un-
fortunately, the feature selection prob-
lem is ill-posed in an unsupervised con-
text, but these methods are very popu-
lar in supervised learning. Indeed in su-
pervised learning, the accuracy of classi-
fication or regression is set as an objec-
tive criterion for optimization [127–129].
Developing automated feature selection
approaches for unlabeled data raises two
main issues: first the choice of the num-
ber of clusters in relation to the selected
feature subset, secondly the need to nor-
malize the selection criterion bias with
respect to the dimension [125]. Indeed
the goal is to uncover “natural group-
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ing” in the data, but it can lead to dif-
ferent clusters for different feature sub-
sets, and different numbers of clusters
too. I will focus in this subsection on
feature selection for unsupervised learn-
ing methods.

Three feature selection frameworks can
be distinguished: filters, wrappers and
embedded methods [126]. Filters con-
sist in a preprocessing step independent
from the downstream of the analysis
pipeline. Accordingly, it can only rely
on general characteristics of the training
data, and make use of the variance, the
entropy of univariate dimensions or the
correlation between dimensions [130–132].
Wrappers perform the feature selection
along with the clustering algorithm in a
feedback loop. Indeed the feature selec-
tion algorithm uses the learning method
to assess the quality of the tested feature
subset. They have better performance
than filters [126], but can be slower [127]

and less generalizable. Embedded meth-
ods use feature selection in the process
of training, at a lower cost than wrap-
pers, but are not used for unsupervised
learning [126]. For the wrappers and the
embedded methods, feature subset se-
lection can be done through a complete,
a sequential or a random search [128, 132].

Some feature selection methods, mostly
filters and wrappers, have been used on
HCS data, as reported in the review by
Caicedo and collaborators [33]. They
cite four main approaches: based on
feature correlation, on replicate corre-
lation, on hybrid redundancy and rele-
vance optimization, on feature weight-
ing. Methods based on feature correla-
tion are widely used. The incentive is
that correlated features are thought to
represent the same underlying biologi-
cal property, hence one of them could
be discarded. It belongs to the fil-
ter type, hence is very fast and scal-
able. Yet, the user needs to provide a

threshold over which features are dis-
carded, and a method to choose which
feature to discard from a pair or from
a group. Also, there are some counter
intuitive results showing that even very
correlated features are not always redun-
dant [133]. Indeed, transforming vari-
ables that appear redundant, by adding
or rotating them, may result in noise re-
duction and better class separation (for
examples see [133]).

When working on biological data, use of
technical and biological replicates can be
effective. Indeed, dissimilarity between
replicates should be minimal, or at least
dimensions contributing to it should be
removed or taken with caution. This
idea can be implemented in the form of
a filter for feature selection [33]. The
two next methods, cited in Caicedo et
al. [33], have been developed specifically
for HCS data.

Ng and coworkers designed a method
minimizing the redundancy while maxi-
mizing the relevance of the feature sub-
set. In a nutshell, for each feature a
Kolmogorov-Smirnov test is computed
on the cell population distributions of
feature values between one drug treat-
ment and the negative control. If the
KS score averaged on all tested drugs
is below a threshold, the feature is dis-
carded. In a second step, pairwise corre-
lation scores between features are com-
puted, and iteratively one feature per
pair of highly correlated features is re-
moved. The removed feature is the one
with the lowest KS score of the two,
showing a lower relevance. In this case,
Ng and coworkers used separation be-
tween biological conditions (treated cells
versus untreated ones) as a criterion.

It is the same assumption that drove Loo
and collaborators to propose a recur-
sive feature elimination combined with
a support-vector machine (SVM) based

35



CHAPTER 2. STATE OF THE ART

on a wrapper scheme [29]. They extract
dimension’s weights from the SVMs,
which separate treated from untreated
cells separately for each treatment. Fea-
tures with low weights are iteratively re-
moved, until the classification accuracy,
meaning the separability between two
cellular distributions, drops.

Besides very common methods, like re-
moving highly correlated features, other
ad-hoc methods are usually context and
dataset-dependent, and may not pro-
duce good results for other experiments
[34]. It is partly explained by the diffi-
culty to choose a feature subset without
an objective measure, which is the case
for unsupervised learning.

Projection methods The advantage
of feature selection methods is to re-
tain some of the original dimensions
which keeps the interpretability, how-
ever projection methods can retain a
larger part of information while reduc-
ing subsequently the number of dimen-
sions. Linear and non-linear methods
can be distinguished. Linear methods
correspond to principal component anal-
ysis (PCA) and related methods like
factor analysis or its supervised coun-
terpart, the linear discriminant analysis
(LDA). They can be applied on single-
cell profiles or aggregated sample-level
profiles [33]. PCA projects the data
onto a space with orthogonal dimensions
that explains best the observed variance.
LDA works like a PCA except labels are
associated to data points and the model
attempts to maximize the between ver-
sus within class variance. Factor analy-
sis is also closely related to PCA, how-
ever there is no hypothesis about rela-
tionships among factors, and it assumes
the existence of unobserved latent vari-
ables and an unobserved stochastic error
term [34]. All three methods are used for

HCS profiling [33, 134, 135].

Non-linear projection methods try to
preserve pairwise distances as much as
possible, mostly for data visualization
[136, 137]. They hypothesize that the
data lie on a smooth manifold in a
lower dimensional space than the origi-
nal one, hence the denomination of man-
ifold learning. Some of these methods
are Isomap [138], local linear embedding
(LLE) [139], or t-distributed Stochas-
tic Neighbor Embedding (tSNE) [140].
Isomap and LLE are based on the k-
nearest neighbors (kNN). Isomap is sen-
sitive to noise and outliers [141]. It is not
applicable to large datasets due to com-
putational complexity [141], while LLE
computes faster [120, 136]. However, LLE
will collapse points at the origin and
only few points are put further away,
which provides a non so convenient visu-
alization for similarity grouping. tSNE
is now the state-of-the-art method to vi-
sualize in 2D or 3D complex datasets
[140]. Its goal is to preserve local sim-
ilarities between points, it achieves it by
minimizing the Kullback-Leibler diver-
gence between the origin and the out-
put spaces. It works remarkably well
for large datasets, thanks to the Barnes-
Hut approximation. Resulting dimen-
sions may be difficult to interpret. Also,
the low dimensionality is useful for visu-
alization but may not respect the true
dimensionality of the input dataset.

Intrinsic dimensionality estima-
tions Most projections methods need
as input the number of output dimen-
sions [142]. This is a key parameter. In-
deed if it is chosen too small, important
information would be lost; and if it is
chosen too large, some noise might be
kept in the data [136]. For classification
problems, it is more robust to base the
dimension choice on the classification er-
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ror itself, even if it might have a high
computational cost. Unfortunately, in
the unsupervised case, as there is no ob-
jective classification error, the choice of
the lower dimension cannot be based on
it.

Here I will list some of the methods
to approximate the dimensionality of
a dataset, but most of them do not
agree for a given dataset, providing non-
robust estimations of the true dimen-
sionality. We can distinguish local and
global approaches [142].

Local-based methods assume a local lin-
ear approximation of the hypersurface
on which the data lie, i.e. the tangent
space. The approximation of the dimen-
sion of this hypersurface is the topolog-
ical dimension [136, 142, 143].

Global-based methods come from pro-
jection techniques (PCA) or geometric
ones. When computing a PCA, the
value of each eigenvalue is a measure
of the percentage of variance explained
by each new dimension. However it
is shown that PCA tends to overesti-
mate the intrinsic dimension [144]. Ge-
ometric methods are also called fractal-
based methods because they give a non-
integer estimate of the intrinsic dimen-
sion. They are all loosely based on near-
est neighbors. They are known to fail
dramatically for high-dimensional data
[142].

It seems that the problem of finding
the intrinsic dimensionality of a dataset
is not fully resolved especially when
the original space has many dimensions.
Hence heuristic methods like tSNE are
very useful to visualize and get intu-
ition about a multivariate dataset. Like-
wise, feature selection may be needed for
reasons stated above, but there are no
strong guarantees that it would improve
the following data analysis.

2.2.6 Validation of drug profiling methods

Once the features have been extracted,
selected and transformed by a machine
learning method, it is time to assess the
quality of the experiment and the pro-
cessing. For this task, a profile similarity
metric and a quality assessment process
need to be chosen.

Profile similarity measures

HCS profiles, also called fingerprints,
are numerical vectors. Hence, met-
rics can be distances like Euclidean,
Mahalanobis, Manhattan, similarities
like Pearson’s correlation, Spearman’s
or Kendall’s rank correlations, or co-
sine similarity, or custom learned met-
rics [28, 33, 134]. As we discussed ear-
lier, Euclidean, Mahalanobis and Man-
hattan distances are susceptible to the
curse of dimensionality, but it depends
on how the fingerprint has been built.
Distance learning has been applied by
researchers from the Boutros lab [28]: a
parametrized model is applied on pairs
of related proteins and pairs of ran-
dom proteins, and parameters are op-
timized to get a smaller distance for re-
lated proteins than for randomly paired
ones. Reisen and collaborators tested
16 metrics from different categories like
distance metrics, linear and non-linear
correlation measures, measures compar-
ing sets of up/down regulated features,
or connectivity map-like similarity mea-
sures [134]. I will report some of their
results in the next subsection.

Profiling quality assessment

There are two major ways to assess the
quality of the profiling: replicate re-
producibility or comparison with ground
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truth.

Replicate reproducibility As dis-
cussed quickly in the subsection 2.2.5
about feature selection, biological exper-
iments are usually made in replicates
to control for biological and technical
variability. It is a great tool to assess
the data and processing quality. In-
deed, replicates should give the same bi-
ological conclusions, hence the level of
dissimilarity found between replicates is
the basal level of interpretable differ-
ences. More clearly, if two samples from
different treatments are as different as
two samples from different replicates of
the same treatment, then the two differ-
ent treatments can not be discriminated
according to the data.

Reisen and collaborators in their
benchmark showed that besides Man-
hattan, Euclidean, connectivity map-
Kolmogorov-Smirnov the other tested
metrics are comparable for full-length
fingerprints [134]. However for PCA
compressed fingerprints, Kendall or
Spearman correlation, or connectivity
map like similarity measures perform
better. Also for random forest scal-
ing (RFS) compressed fingerprints,
Euclidean, Pearson correlation and
cosine similarity perform slightly better
than other methods. According to
this benchmark, there is no similarity
measure that surpasses all others for
every type of fingerprints.

Ng and collaborators in their proposed
pipeline also used the replicate similar-
ity to select the number of final cellular
subpopulations [94].

Comparison with ground truth
The second way of assessing profiling
quality requires ground truth. This
ground truth gives cues on which treat-

ments are more similar than others, it
could be the assignation of genes in
gene pathways, of targets to drugs, or
of drugs within mechanisms of action
(MOAs) [28, 33, 34, 40, 106]. The idea is
similar to the one for replicate similar-
ity: it is assumed that compounds with
similar activity induce similar cellular
responses, so corresponding fingerprints
are expected to be more similar than
randomly chosen compounds [134].

In Reisen and coworkers’ benchmark,
almost no variations between metrics
were found for all full-length, PCA-
compressed or RFS-compressed finger-
prints. The variance of each metric
is quite high across tested compounds.
They obtained these results comput-
ing the receiver operating characteris-
tic (ROC)-area under the curve (AUC),
allowing them to measure the enrich-
ment in similar compounds among the
top ranks using fingerprint similarity
for ranking. Rohban and collaborators
used a similar way to compare profil-
ing methods, using enrichment of com-
pounds having the same MOA or gene
pathway in the most similar treatments
[106].

Besides the enrichment in similar treat-
ments calculation, binary predictions
can be computed, as for example,
a nearest-neighbor classification proce-
dure which consists in predicting the
MOA of the closest profile [34]. To
avoid overfitting, all the treatments from
the same drug are left out, it is called
the leave-one-drug-out (or more gener-
ally leave-one-out LOO) cross-validation
(CV) procedure, as it is done subse-
quently for each treatment. The MOA
prediction results can be summarized in
a confusion matrix or in a global accu-
racy score. The confusion matrix is a
square matrix (cf Figure 2.6) whose size
is the number of classification groups,
here MOAs. Its lines correspond to the
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Figure 2.6: Computation of the confusion matrix from the matrix of feature values per treatment. For
each treatment (red), the closest treatment (excluding the other concentrations of the same drug) with respect to
the feature values is found (blue). The true mechanism of action of the treatment (red) is compared to the predicted
one (blue), and the corresponding box in the matrix is updated. The global accuracy equals the sum of the diagonal
divided by the total sum of the matrix.

true labels, its columns to the predicted
labels. If a treatment falls into the diag-
onal, it means the treatment is classified
in the good MOA, otherwise the predic-
tion is wrong. From the confusion ma-
trix, an average accuracy can be com-
puted. As all the MOAs do not have
the same number of treatments, there
are at least two non equivalent ways to
compute the average: on one hand, sum
all the treatments falling in the diago-
nal over the total number of treatments
[34]; on the other hand, intermediate av-
erages can be computed per line, i.e. per
MOA, and then averaged together [31].

In this section, I discussed state-of-
the-art methods to detect phenotypic
heterogeneity in big data. Classical
pipelines use image preprocessing, seg-
mentation, feature extraction then fea-
ture handling. There are many choices
to process the features: feature selec-
tion or projection, clustering or classi-
fication, then validation of the method.
I restricted my overview to feature pro-
cessing for cellular heterogeneity uncov-
ering, such as subpopulation clustering
or classification. The quantity of data
increases the computational complexity
of the processing and its length, but also
improves the statistical power such as
treatment relationships prediction. The

high information content that can be ex-
tracted from HCS images show its great
potential, but can also be subjected to
pitfalls caused by the curse of dimen-
sionality.

2.3 Spatial cellular heterogeneity

2.3.1 A relatively new field in cell biology

Historically only data acquired by mi-
croscopy preserve the spatial structure.
However only recently the throughput
of both microscopes and data analy-
sis pipelines have been able to out-
put large reliable data. The impor-
tance of subcellular spatial content was
underlined by a study in 2004 [80],
where they found that the profiling
of drugs using the full range of avail-
able microscopy-extracted features per-
formed better than when only using fea-
tures corresponding to averaged intensi-
ties per cell. By this process, they emu-
lated fluorescence-activated cell sorting
(FACS) data, and showed that impor-
tant information would be lost if this
technique were used over microscopy.
Spatially resolved image data have been
available for a long time, and appro-
priate techniques developed in image
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analysis could be of great use for other
single-cell resolved techniques, like spa-
tial sequencing or mass spectrometry (cf
Section 2.2.1) [145], that have only re-
cently become available [25].

There is no unified spatial analysis found
in the literature for cell biology data.
Some examples are found in the liter-
ature for analysis at a subcellular, tis-
sue or cellular scale. For the subcellular
scale analysis, most are based on spatial
statistics in 2D or 3D, modeling fluores-
cence marks as discrete points [146–148].

For the tissue level analysis, methods
based on entropy, like the measure of
spatial chaos of a mass spectrometry im-
age [149].

At the cellular level, which is the focus
of my work, many approaches have been
used. Snijder and collaborators defined
a handful of micro-environment features
that helped them predict the level of vi-
ral infection of single-cell from cultured
cells [86]. These features were the local
cell density, the fraction of cell edges,
the distance to the cell colony edge, and
some others. After extracting these fea-
tures, they used a Bayesian decision net-
work to predict the cell viral infection
level.

Another work designed a hidden Markov
random field (HMRF), that took into ac-
count the states of immediate neighbor-
ing cells to assign the state of a given
cell [150].

A third paper [60] was interested in
the mixing of several cell populations,
including immune and cancerous cells,
they defined an ad hoc mixing score,
which was the number of immune-tumor
interactions divided by the number of
immune interactions. With these three
examples, we see that each method was
designed to fit one experimental situ-

ation, and no common analysis frame-
work was developed.

2.3.2 Spatial statistics

As stated above, no spatial statistics
have been developed or widely used for
cell biology. Therefore, this literature
review will be based mostly on meth-
ods employed in geography, ecology and
forestry [151–154]. Many mathematical
tools have been developed, and some
tools used mostly in one of the do-
mains have equivalents in the other do-
mains. A distinction can be made be-
tween descriptive statistics suitable for
exploratory or descriptive analysis, and
modelization tools. Another one can be
made between approaches that target
numerical variables or categorical ones.

Spatial autocorrelation

One of the basic tool to describe spa-
tial organization for numerical variables
is spatial autocorrelation. Basically, it
compares the value of a feature for an
object and the value of its neighboring
objects, normalized by the distribution
of the feature [153]. Moran’s I is one of
these spatial autocorrelation indices [155]

and it is defined as following:

I =
N

W

∑
i

∑
j wij(xi − x̄)(xj − x̄)∑

i(xi − x̄)2

where N is the number of points; x is
the feature of interest; x̄ is the mean of
x; wij is a matrix of spatial weights; and
W is the sum of all wij.

The weight matrixW encodes the neigh-
boring information between points. For
row i, representing node i, the columns
filled with a non-null value are the nodes
linked with node i, i.e. its neighbors.
To scan different sizes of neighborhood,
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Moran’s I can be computed with sev-
eral weight matrices linking immediate
neighbors or further ones. The result of
this scale scan can be represented on a
plot called correlogram [156].

The Moran’s I defined above gives one
value per image, however it can be de-
composed in a series of local indices:

Ii =
(N − 1)(xi − x̄)

∑
j wij(xj − x̄)∑

j (xj − x̄)2

Other very similar spatial autocorrela-
tion indices exist: Getis-Ord’s G and
Geary’s C [154]. These indices are sensi-
tive to outliers, asymmetric data distri-
bution. Feature values are usually nor-
malized before computation [154].

Ripley’s functions

Ripley’s K function is a very common
method to examine the randomness of a
spatial point pattern, i.e. if the location
of the points are drawn from a totally
random spatial pattern or from another
distribution. It makes use of distances
between all data points and not only be-
tween neighbors. The formula for the K
function is [157]:

K(r) =
1

N
|A|
∑
i 6=j

w−1
ij 1r(dij)

with A the area, dij the distance be-
tween point i and point j. 1r(dij) =
1 if dij ≤ r, 1r(dij) = 0 otherwise.
This function is usually compared to the
one expected under the complete ran-
dom spatial (CSR) model, under which
KCSR(r) = πr2. If objects are more
clumped than random, then K̂ > KCSR,
and if objects are more spaced then K̂ <
KCSR.

This function can be extended to bi
or multivariate forms, when the points

are from few different types, like tree
species. For example for two types, the
Ripley’s K cross-functions are:

Kij(r) =
1

NiNj

|A|
Ni∑
a=1

Nj∑
b=1

w−1
ab 1r(dab)

Two major hypotheses can be tested
with bivariate cross-functions: indepen-
dance and random labeling [157]. Under
the independence hypothesis, events of
type i and events of type j do not inter-
act, hence Kij(r) = KCSR. If Kij(r) >
KCSR then events of type i and events of
type j are attracted to each other, on the
contrary if Kij(r) < KCSR, then the two
processes repelled each other. The ran-
dom labeling approach considers the lo-
cations fixed, and allows to question the
process assigning labels to points. Un-
der random labeling, we expect Kij =
Kii = Kji = Kjj. Hence departure from
the null hypothesis can be studied us-
ing pairwise differences between the K
cross-functions, e.g. Kij − Kii. This
inference can be based on Monte Carlo
simulations of random labeling to deter-
mine the significance of the K functions
difference.

Ripley’s functions are tools to test both
the process that generates the point lo-
cations and the process assigning cate-
gorical labels associated with the points.

Marked point process methods

Marked point processes correspond
mostly to a denomination found in
forestry literature [151, 158]. The points
are put at tree locations, and these
points bear marks such as trunk diam-
eter or tree type. These marks can be
of both numerical and categorical types.
The two major tools in this framework
are the mark correlation and the pair
correlation functions. These functions
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are different from indices described in
the spatial autocorrelation section, as
they take the interpoint distance r as a
variable. The pair correlation function
g(r) is defined as followed [152]:

g(r) =
d

dr
K(r)

/
(2πr)

with K the Ripley’s function. Contrary
to the Ripley’s function, the pair cor-
relation function is not cumulative [158],
meaning that it focuses on a small vari-
ation dr around a value of r. The pair
correlation function allows to evaluate
the presence of a clustering or an inhibi-
tion process at different scales [152]. As
its Ripley’s equivalent, this pair correla-
tion function only measures the relative
locations of points. Additionally, a mark
correlation function, as the Ripley’s K
cross-functions, allows to take into ac-
count categorical labels associated with
points [158, 159].

Newman’s assortativity

In the network science field, the con-
cept of network homophily was defined
as the phenomenon when similar nodes
are more likely to be linked with each
other than dissimilar ones. This defini-
tion is based on node attributes. The
study of preferential attachment is com-
ing from social sciences, where it is usu-
ally observed that people which seem
more alike have greater chance to be
found in same social circles [160, 161]. As
the saying goes, “birds of a feather flock
together”. Some measures of homophily
have been designed [162], and a node at-
tribute assortativity, derived from the
more common degree assortativity [163],
was defined by Newman in 2003 [161].
This assortativity is a simple way to get
a measure for homophily. The weight
matrix, storing the links between nodes,
is reduced in a smaller matrix with as

many rows as there are node classes.
The smaller matrix called “mixing ma-
trix” is counting how many links there
are between nodes of each category. The
mixing matrix (eij) satisfies the follow-
ing sum rules:∑

i,j eij = 1,
∑

j eij = ai,
∑

i eij = bj,

where ai and bi are the fractions of each
end node type. If the weight matrix was
symmetrical, then the mixing matrix too
and ai = bi.

From this normalized mixing matrix,
Newman defines an assortativity coeffi-
cient:

r =

∑
i eii −

∑
i aibi

1−
∑

i aibi
=
Tr(e)− ||e2||

1− ||e2||

where e is the mixing matrix and ||e2||
means the sum of all squared elements
of the matrix e.

When the network is random, the equal-
ity eij = aibj is true, then r = 0. If the
network is perfectly assortative, all the
links fall in the diagonal, hence

∑
i eii =

Tre = 1 and r = 1. If the network is
perfectly disassortative, no links fall in
the diagonal, hence

∑
i eii = Tre = 0

and r = −
∑
iaibi

1−
∑
iaibi
∈ [−1, 0[.

As this node attribute assortativity
works with categorical features, it can
complement the Ripley’s functions.

Other measures

Numerous other indices, functions and
tools have been developed, such as the
simplest quadrat counts method, near-
est neighbor indices and distances (G-
, F-, or J- functions) [148, 158], semi-
variogram representing the variance be-
tween pairs of points against their pair-
wise distance, or spatial regression [164].
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All the above methods are considering
one feature at a time, this feature being
numerical or categorical. Some multi-
variate approaches exist, such as Man-
tel’s correlation [165], Moran’s eigenvec-
tor maps, the spatial PCA (sPCA) [166].
The Mantel’s correlation is the simplest
method and computes a correlation be-
tween two distance matrices, one in-
cluding the distances in the physical
space, one including the distances in the
feature space. It gives a general idea
whether the two types of distances are
similar. However, it does not output any
details of which feature is participating
to this correlation.

Other methods, described in Dray &
Jombart’s review [166], discriminate fea-
tures on several criteria, like the vari-
ance explained by a spatial partition or
by spatial predictors, or the product of
variance with the spatial autocorrela-
tion. This last criterion is the one used
by spatial PCA: it ranks features accord-
ing to the value C, defined as followed:

C(x) = V ar(X)I(x)

with V ar(x) the variance of feature x
in the dataset and I(x) Moran’s index.
Features with high C and low C val-
ues are examined. Indeed, when C(x)
is highly positive, I(x) > 0 (positive au-
tocorrelation) and the feature displays
high variance, and when C(x) is largely
negative, I(x) < 0 (negative autocorre-
lation) and the feature also has a high
variance.

As PCA, sPCA finds a linear combina-
tion of features, but instead of maximiz-
ing only the variance, now both the vari-
ance and the spatial autocorrelation are
under scrutiny [166]. As it is a variant of
the PCA, it still has the issue of projec-
tion methods where the interpretability
is lost in favor of a compressed data vi-
sualization.

Comparison to null model

Most of these methods, spatial auto-
correlation indices, Ripley’s or marked
point process functions, are tested
against a null model. In the vast major-
ity of cases, the null model is the com-
plete spatial randomness (CSR) model
[154, 157, 167]. This complete random-
ness model assumes a number of points
drawn from a Poisson process with in-
tensity λ, and then coordinates of the
points are drawn from two uniform dis-
tributions on the area A. A Poisson pro-
cess with intensity λ is a Poisson distri-
bution with parameter (mean) λ ∗ A.

If the observed data do not follow the
CSR, then in a second time clustering
or inhibitory processes can be tested
[146, 157]. Clustering processes include
the Neyman-Scott spatial point process.
It operates with a number of parental
events, which each produces offspring
points. At the end, only offspring
points are kept. Offspring points ap-
pear around the parental point, sampled
from a Gaussian centered on the parent
and with a parameterized standard de-
viation. For this process, there exists
an explicit formula for the function K
of Ripley, making it easy to fit param-
eters in order to simulate a matching
Neyman-Scott process [146, 157].

In inhibitory processes, there are hard-
core and soft-core ones. Hard-core
processes, like the Matern point pro-
cess, do not allow points to be distant
from less than some given minimal dis-
tance [157]. Soft-core processes, like the
Strauss point process, delete the major-
ity of points at a smaller distance than
a given critical one [157].

Most of these more complex inhibitory
spatial processes are easy to simulate
when the target density is not too

43



CHAPTER 2. STATE OF THE ART

high, however if the density increases in
the case of inhibitory processes, points
will eventually be majoritarily rejected.
Moreover, when increasing the complex-
ity of these null models, the number of
parameters to fit augments too. Except
in the case of the Neyman-Scott process,
for which there is a literal expression
for the Ripley’s K function, the search
for appropriate parameter values will
be done by expectation-maximization
(EM) or Markov chain Monte Carlo
(MCMC), which are long and costful al-
gorithms.

On the other hand, the choice of a
proper null model is fundamental for
the biological questions that can be an-
swered.

Available tools

Some tools, non-specific to cellular data,
are available: geographic softwares, like
ArcGIS [168], or toolbox like Pysal
Python module [169], R spatstat package
[170]. They are a great source of func-
tions and methods.

A few, less versatile, programming tool-
boxes and GUIs have a biological pur-
poses. RipleyGUI implements Rip-
ley’s functions and several null mod-
els to analyze spatial patterns of cells
in 3D [146]. CellOrganizer is a plat-
form for generative modeling of subcel-
lular components from microscopy im-
ages [171]. Very recently, two program-
ming toolboxes have been released in
R and Python: SpatialDE and trend-
sceek to analyze specifically spatial tran-
scriptomics data. They implement
very different approaches: trendsceek is
based on marked point process modeling
(mark correlation and related functions)
[172], whereas spatialDE fits a Gaussian
process regression on the 2D coordinates

[173]. For network analysis, the Python
package NetworkX provide some useful
functions but is quite limited for the
analysis of planar graphs [163].

As spatial data are getting more widely
available in cell biology, with the rise of
imaging mass spectrometry and spatial
single-cell sequencing, more and more
methods and toolboxes dedicated to spe-
cific spatial analyses will be released in
the coming years.

2.3.3 Cell graphs

Most of the spatial statistics presented
in the previous section require a weight
matrix, like spatial autocorrelation in-
dices, Ripley’s K or Newman’s assorta-
tivity. This weight matrix is square with
as many lines as there are objects or ver-
tices in the graph. At each position in
the matrix, there is a 0 if the two objects
are not connected, and a non-null num-
ber if they are. This number can be 1,
then the matrix is binary, or a number
that represents the strength of the con-
nection. This matrix can be interpreted
as an adjacency matrix. Indeed with the
information contained in it a graph can
be constructed with nodes and edges,
and if the matrix is non binary, weights
can be added to the edges. In the case
where these objects are cells on an im-
age, the graph can even be visualized on
the image space (cf Figure 2.7).

Several sets of rules can be applied to
build it: neighbors can be selected by
Euclidean distance from their center of
mass or their borders. Furthermore,
depending on the chosen scale, differ-
ent weight matrices can be built for the
same image. As nor spatial statistics,
nor the mathematical graph representa-
tion have been previously used for cell
images, the graph construction modal-
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Figure 2.7: From the cell image to the adjacency
matrix of the cell graph. On the left, a crop of the
label image, each shape is a cell. Once detected, cells
are assigned a integer label (from 1 to 11 in this ex-
ample). Binary connections are drawn between cells if
their membranes are touching. On the right, a square
matrix with the integer labels of cells on the lines and
columns. The matrix is filled with 1 if the two cor-
responding cells are linked on the image, 0 otherwise.
Three links on the image and their respective signals
in the matrix bear matching colors. When the links
between cells are undirected, then the matrix is sym-
metric.

ities have not been extensively studied
in this context. In the geography and
ecology literature, they either test sev-
eral radii with correlogram or mark var-
iogram for example (cf section 2.3.2),
or set a scale that would make sense
for their analysis, like the borders of a
neighborhood (walking distance) or ad-
ministrative delimitations [174].

Some previous works [175, 176] used this
type of cell graph to analyse the dif-
ference between cancerous and non-
cancerous tissue images. They noticed
that the structural and spatial patterns
of the cell graph are not random and can
be associated with the underlying func-
tional state (cf section 2.3.4) [176].

Usually graphs in biology are used to
model signal transduction, regulation,
protein-protein interaction, metabolic
and chemical pathway networks [177].
The treatment and analysis of these net-
works are quite different from those suit-
able for planar graphs like cell graphs.
For example, interaction graphs will be
studied from the angle of a degree analy-
sis, but the range of node degrees is very
limited for planar graphs. Indeed, a cell
can only have from 0 to 10 neighboring
cells because cells are not point objects

and space is limited in 2D. In fact, some
proteins are known to have far more
interacting bodies than a single digit,
this type of graphs are known as scale-
free networks [178, 179]. On the other
hand, biological questions asked on reg-
ulatory networks are very different from
the ones deriving from cell graphs: us-
ing Bayesian network modelization, the
idea is to be able to reconstruct from
experimental data the underlying latent
regulatory networks and then to be able
to predict the outcome of a gene, RNA
or protein quantity in relation with time.
Cell structural graphs are a measure and
simplification of the image and reparti-
tion of cells, and beside some parameters
like the rules to draw it and the scale, it
is very easy to access.

Graph theory has been used in biology,
but not to the extent of structural pla-
nar graphs, like the cell graphs. Hence
the needed methodologies are different
as the nature of the graph is different.

2.3.4 Graph comparisons

As the cell graph is a representation of
the image, in the context of HCS data,
our goal is to compare images, i.e. treat-
ments, by applying a similarity measure
and the “guilt-by-association” profiling
method (cf Section 1.3.4 in Introduc-
tion) [25]. Graph classification can re-
fer to two things: attributing a label to
each node, or attributing a label to the
whole graph [180]. Sometimes node at-
tributes can be summed or averaged to
get the attribute for the graph. Classify-
ing each node as a member of a commu-
nity is much used in social analysis [181]

and a few label propagation algorithms
exist, like the one of Zhu and Ghahra-
mani [182]. These are also used in facial
recognition, movie recommendation, or
epidemy propagation [183].
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Figure 2.8: Modelisation of tissue structure by a
cell graph. Different states of tissues, cancerous or
not, display different structures. Detail of figure 4 from
[186].

However in the general case the problem
of comparing graph translates to graph
isomorphism. Two graphs G1 and G2

are called isomorphic if there is a map-
ping function f of the vertices of G1 to
the vertices of G2 such that G1 and G2

are identical, i.e. (x, y) is an edge of
G1 if and only if (f(x), f(y)) is an edge
of G2 [180]. This problem is known to
be Non-deterministic Polynomial (NP)-
hard. Even a simpler problem which is
subgraph isomorphism, where the goal
is to find a subset of vertices of G1

and a subset of vertices of G2 is NP-
complete [184].

Consequently, the main idea when com-
paring graphs is to extract features that
represent the graph structure and the
vertices, and upon which machine learn-
ing, like classification or clustering can
be applied [181, 185]. The extracted fea-
tures will make a latent vector represen-
tation. This process is called graph rep-
resentation learning or graph embedding
[181]. There are many methods to ex-
tract such features. I will present here
three main types: hand-defined features,
graph kernels and deep neural networks.

Comparing with hand-extracted features

Ozdemir, Gunduz, Yener and collabora-
tors presented interesting results on can-
cerous cancer tissue detection in a suc-
cession of papers [175, 176, 186]: they de-
scribed the tissue organization as a pla-

nar graph where each vertex is a cell
connected to its neighboring cells on 2D
section biopsies. By an innovative anal-
ysis that combines a Voronoi tessella-
tion of space, followed by the extrac-
tion of graph related features, like the
connected components’ size, the number
of central points, clustering coefficients,
the eigenvalues of the graph Laplacian,
the number of endpoints, they trained
machine learning algorithms to sepa-
rate different functional states, like can-
cerous cells, healthy and unhealthy in-
flamed cells [175, 176]. These features are
mostly based on degree analysis: these
features are relevant to distinguish can-
cerous from non-cancerous tissues be-
cause cancerous cells are smaller and
proliferate without the usual controls
present in a normal tissue, disturbing
the organization of the tissue (cf Fig-
ure 2.8). In Python, numerous features
can be computed easily with the pack-
age NetworkX [163], although they are
primarily based on degree analysis too.
Nonetheless, this approach suffered from
the same problems as any depending
on hand-crafted features: finding appro-
priate and relevant features for a given
classification problem is time-consuming
and not always possible. Once the fea-
tures extracted, any machine learning
method can be applied, including fea-
ture selection, clustering like k-means,
and classification like random forests.

Comparing via graph kernels

Graph kernels are methods defining a
kernel that captures properties of in-
terest of graphs for the later applica-
tion of a kernel classification algorithm
such as kernel-Support Vector Machines
(kSVM) [180]. These techniques are
based on the kernel trick: kernel func-
tions operate in a high-dimensional im-
plicit space without computing the ac-
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tual coordinates of the input data in
this space, but rather computing inner
products between all pairs of data points
in the implicit feature space. The ker-
nel trick is used because of its compu-
tational advantage. The implicit high-
dimensional space is chosen such that
the data can be easily clustered or clas-
sified in it. Graph kernels can be un-
derstood as measuring the similarity be-
tween pairs of graphs. They have been
introduced in 1999 by Haussler [187]. A
good graph kernel must be efficient to
compute and applicable to a wide range
of graphs [188]. Existent graph kernels
compare substructures of graphs that
are computable in polynomial time: for
example, walks, paths, cyclic patterns,
trees.

In biology, graph kernels have been ex-
tensively used for protein function pre-
diction and protein-protein interaction
prediction. Very handily, graphs can
encode both the sequence and the 3D
structure of proteins, and cary varying
node and edge attributes [189–191]. Ad
hoc graph kernels can be defined tak-
ing into account the type and length
for both edges and nodes when comput-
ing the similarity between two graphs.
Combining these different kernels into
one, parameters of the combination need
to be learned for example with a hyperk-
ernel learning [189]. The 3D information
is capital to increase the precision of the
protein function.

Different graph kernels can be defined,
some based on graphlets, which are lim-
ited size subgraphs, on subtree pat-
terns, or on walks and paths [192]. Most
are available in the graphkernels R and
Python package [193]: label histogram
based kernels, random walk based ker-
nels, Weisfehler-Lehman kernels, con-
nected graphlets kernels. Random walk
kernels count paths with repetition of
nodes of infinite length, but practically,

only few nodes constitute the path as
the weights assigned on each of the suc-
cessive node decay. Shortest path ker-
nels compute the shortest distances be-
tween all pairs of nodes inside a graph,
and have therefore a very high compu-
tational complexity. Weisfehler-Lehman
kernels are a family of efficient kernels
for large graphs with discrete node la-
bels. Connected graphlet kernels count
how many occurrences of each type of
connected graphlets of a certain size,
usually 3 or 4, in a graph. Their princi-
ple is detailed in Figure 2.9 [192]. These
kernels can or cannot use node labels.
They are known to encompass only lo-
cal properties of graph and ignore the
global structure [194].

Comparing via deep neural networks

The revolution brought by Convolu-
tional Neural Networks (CNN) to text
and image recognition invited scientists
to design new deep neural networks for
structured data like graphs. Addition-
ally, graph kernels can be heavy to com-
pute, as they require computing the sim-
ilarity between each pair of graphs, and
computing one similarity can be itself
polynomial in the number of nodes. The
learning step is separated from the com-
putation of the features - the kernel
step - possibly making the features fixed
and non optimized for the task. An-
other problem of graph kernels is that
extracted features are not independent
[195], as for example a random walk of
length l may include random walks of
length l − 1.

Images can be considered as regular
grids, and graphs as irregular ones.
Hence traditional CNNs would not work
on graphs, and extended ones are neces-
sary [194]. Developed CNNs for images
are taking advantage of the parsimony
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Figure 2.9: Principle of the Weisfehler-Lehman kernel. The inputs are two graphs G and G′ with vertex
labels (a) and a number k of iterations (here for the sake of the explanation k = 1). Each iteration consists in listing
the labels of the neighboring vertices (b) and concatenating this list into a new label (c) separately for each graph.
Relabel the vertices with the new labels (d). After the k iterations, the counts of vertices of each original and new
labels are computed and stored in a vector φ. The kernel computation between the two graphs is equal to the scalar
product of the two vectors φG and φG′ , outputing a single integer value. Figure from [192].
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of parameters, the weights being shared
between filters. However, complexity
arises with non-regular grids, convolu-
tion and pooling are not trivial to de-
fine [194]. To overcome this problem, two
family of methods can be distinguished:
spectral and spatial approaches.

Spectral methods go through the Sin-
gular Vector Decomposition (SVD) of
the Laplacian matrix of the graph: the
eigenvalues of the Laplacian are inter-
preted as frequencies, and convolutions
are carried as pointwise multiplication
in the Fourier domain. For example, Li
and coworkers [196] used a heat kernel to
emulate the convolution, using a sum of
products of eigenvalues and eigenvectors
from the input graph.

Spatial methods operate directly on the
graph structure. In the CNN proposed
in Niepert and collaborators [197], graph
data are normalized by assuming that
neighboring nodes have a fixed order-
ing, and the same number of neighbor-
ing nodes is fed to a neuronal unit. This
allows to keep the same number of pa-
rameters for a neuronal unit for any in-
put node, preserving the translational
invariance of the convolution and hence
the relative small overall number of pa-
rameters.

However deep learning for graph kernels
is still at its early stages, it does not bare
natively node or edge labels and are still
intractable for large graphs [198].
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CHAPTER 3. PHENOTYPIC HETEROGENEITY CAN BE DETECTED ON PARALLEL CELL LINES FOR
DRUG PROFILING.

3.1 Introduction

In this section, I describe the work done
in collaboration with two post-doctoral
researchers of the team, Elton Rexhepaj
and Sreetama Basu, co-authors of this
research work. The original idea was
to leverage the information stored at
the Biophenics screening platform of the
Curie Institute [199]. Indeed, as a plat-
form, they perform routinely screens
for other researchers in an automated
and reproducible way. These screens
are usually designed to monitor a single
given phenotype, for example they can
be used to find drugs which kill cancer-
ous cells efficiently. This is the case for
life/death screens where only nuclei are
stained in order to count the cells. They
can also be used to find drugs stopping
the proliferation of cancerous cells. This
is the case for an EdU staining proto-
col. However, with the proper machine
learning tool, we expected to be able
to combine these past screens in order
to predict a drug target or to proceed
to pathway enrichment. Theoretically
there is no upper limit to the number
of cell lines that can be added to the
classifier, although we would certainly
hit a plateau in terms of prediction per-
formance after a certain number of cell
lines combined.

We showed first, that reducing the num-
ber of fluorophores does not impair as
much as expected the MOA prediction,
and secondly, that combining different
cell lines treated with the same com-
pounds improves the drug target predic-
tion accuracy with the help of an ensem-
ble classifier. The results are detailed in
the following article, that we published
in SLAS Technology [200].

3.2 Compound Functional Predic-
tion Using Multiple Unrelated
Morphological Profiling As-
says
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Introduction

Most often, the current model of drug discovery implies 
prior identification of a target. This identification allows 
primary biomolecular screens to focus on a narrowed set of 
mechanisms of action (MOAs). This approach has shown 
some success, especially in identifying best-in-class drugs. 
However, this strategy generates the production of increas-
ingly weak first-in-class drugs, along with ever higher 
costs. Furthermore, despite widespread adoption of the  
target-based approach by pharmaceutical companies, an 
alternative approach, named phenotypic, has brought twice 
the amount of compounds of a new therapeutic class (i.e., 
based on a new MOA) to the market in recent years.1

Nevertheless, a major challenge of phenotypic approaches 
remains the posterior identification of the MOA of a lead com-
pound having a desirable effect, for which we have little prior 
information. Various methods have been developed to dig into 
the activity of a compound in a cellular system in order to 
uncover interactions with cell products, including direct bio-
chemical methods, genetic interactions, or computational 
inference.2 However, the precise identification of the efficacy 
target remains a tedious task with little chance of success and 
is largely refractory to systematic analyses.3,5

Inferring the MOA of an unknown compound in a sys-
tematic way by phenotypic similarity has been studied in 
the past.6,7 More recently, it has been formulated as a clas-
sification problem in the phenotypic feature space, using 
either gene expression or morphometric profiles for a low 
number of MOAs.8,10 Drug target associations were pre-
dicted this way and experimentally confirmed,11 suggesting 
a route to identify the action of new therapeutic agents. 
Realistically, rather than precisely identifying the efficacy 
target of each drug, the functional prediction by profiling 
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Abstract
Phenotypic cell–based assays have proven to be efficient at discovering first-in-class therapeutic drugs mainly because they 
allow for scanning a wide spectrum of possible targets at once. However, despite compelling methodological advances, 
posterior identification of a compound’s mechanism of action (MOA) has remained difficult and highly refractory to 
automated analyses. Methods such as the cell painting assay and multiplexing fluorescent dyes to reveal broadly relevant 
cellular components were recently suggested for MOA prediction. We demonstrated that adding fluorescent dyes to a 
single assay has limited impact on MOA prediction accuracy, as monitoring only the nuclei stain could reach compelling 
levels of accuracy. This observation suggested that multiplexed measurements are highly correlated and nuclei stain could 
possibly reflect the general state of the cell. We then hypothesized that combining unrelated and possibly simple cell-based 
assays could bring a solution that would be biologically and technically more relevant to predict a drug target than using a 
single assay multiplexing dyes. We show that such a combination of past screen data could rationally be reused in screening 
facilities to train an ensemble classifier to predict drug targets and prioritize a possibly large list of unknown compound 
hits at once.
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could be considered an efficient tool for hit prioritization fol-
lowing a primary high-content screening (HCS). Building a 
robust method to solve this task on a large scale would bring 
a solution to one of the main obstacles to phenotypic screen-
ing dedicated to drug discovery.

A recent promising approach, the cell painting assay, 
proposes using six multiplexed fluorescent dyes in a high-
throughput image-based assay to create morphological pro-
files that monitor the general activity of the cell.12 As for a 
typical HCS, multi-well-plated cells are treated with com-
pounds, stained, fixed, and imaged with a high-throughput 
microscope. Automated image analysis is performed to 
identify individual cells. Then, thousands of morphological 
features (measures of size, shape, texture, intensity, and 
neighborhood) on six channels imaging eight cellular com-
partments are computed to produce a rich profile per cell. 
Those individual cell profiles can be used for the detection 
of subtle phenotypes and are efficient to group chemical 
compounds or genes into functional pathways. Note that 
adding dyes is limited technically by the number of sepa-
rated channels one can simultaneously image with a fluo-
rescent microscope, due to the strong overlap of fluorescent 
protein emission spectra. Therefore, approaches were sug-
gested to identify and iteratively replace the least informa-
tive dyes,13 select the most effective cell line,14 or image 
compartments separately in a complex multiple set of 
experiments.15 However, the cell painting procedure seems 
to represents nowadays one of the most optimal ways to 
simultaneously capture a maximum of information on the 
cell state in a single high-throughput assay.

In this work, we hypothesize that while a complex cell 
painting assay on an optimized cell line represents a com-
pelling approach, using a combination of simple image-
based assays on several cell lines may be more relevant 
biologically, more practical, and more accurate for the task 
of hit prioritization.

Materials and Methods

Patient-Derived Cell Lines

Patient-derived malignant pleural mesothelioma cell lines 
MPM04/BAR, MPM10/CORO, MPM11/DEL, MPM17/
GAG, MPM24/MART, MPM25/MAY, MPM28/MLD, 
MPM59/LLA, and MPM60/MASS cells (obtained from 
Didier Jean, INSERM UMR 1162, Paris, France) were cul-
tured in Roswell Park Memorial Institute (RPMI) 1640 
medium (Gibco Life Technologies, Waltham, MA), supple-
mented with 10% (v/v) fetal bovine serum (20% for 
MPM11/DEL) (Gibco Life Technologies) and 1% (v/v) 
penicillin/streptomycin (Gibco Life Technologies) in a 5% 
CO2 humidified atmosphere at 37 °C. The prostate IGR-
Cap1 R100 cell line was grown as described previously.22 
The medium was replaced every 3–4 days.

For compound screening, cells were counted with a T4 
Cellometer cell counter (Nexcelom, Lawrence, MA) and then 
seeded in 384-well plates (ViewPlate-384 Black, PerkinElmer, 
Waltham, MA) in 40 µL of cell media using the MultiDrop 
Combi (Thermo Fisher Scientific, Waltham, MA). Cell line 
densities were empirically determined: 3000 cells per well 
for IGR-Cap-100; 1750 cells per well for MPM10/CORO, 
MPM17/GAG, and MPM24/MART; 2000 cells per well for 
MPM04/BAR, MPM25/MAY, and MPM59/LLA; 2500 cells 
per well for MPM60/MASS; and 3000 cells per well for 
MPM11/DEL and MPM28/MLD. The screen was performed 
at early cell passages for all replicates after the cells had been 
thawed from liquid nitrogen and passaged three times.

Phenotypic High-Content Screening Assays

Cells were treated with a commercially available collection 
of 1200 off-patent drugs (the Prestwick library, http://www.
prestwickchemical.com). All compounds were diluted in 
cell media using the MultiChannel ArmTM 384 (MCA 384) 
(TECAN) for a final concentration of 10 µM in the screen. 
The concentration of DMSO in each assay well, including all 
control wells, was 0.5%. Forty-eight hours after compound 
transfer, mesothelioma cells were next stained with Hoechst 
33342 nuclear stain solution (1:500, Life Technologies, 
Waltham, MA) for 20 min.

Prostate cancer cells were incubated for 3 h at 37 °C with 
10 µM 5-ethynyl-2-deoxyuridine (EdU, Invitrogen, Waltham, 
MA) and then fixed with paraformaldehyde 3% for 15 min 
(Sigma, St. Louis, MO). Cells were next permeabilized for 
5 min with Triton X-100 and labeled with an anti-rat Ki67 
cell proliferation marker (1:500, Millipore, Billerica, MA) 
and DAPI. Click-it reaction was added for 30 min to locate 
EdU in order to detect cells in the S-phase. The drug screen-
ing was performed in two independent replicates for each 
cell line.

Images were acquired using the IN Cell 2000 automated 
imaging system (GE Healthcare, Pittsburgh, PA) using a 
10× 0.45 NA objective (Nikon, Tokyo, Japan).

For the BBBC021 dataset, details are available in Caie  
et al.16

Image Analysis and Feature Processing

For the mesothelioma screen, each compound was represented 
by four fields of view (FOVs). CellProfiler17 was used to ini-
tially find nuclei on each FOV from the Hoechst channel. On 
the identified nucleus mask, a predefined set of 193 features, 
such as intensity, morphology, and texture, was extracted to 
describe the drug effect at the single cell level. Features from 
the different FOVs of the same well were averaged in order to 
get a single vector describing the compound effect. To normal-
ize for batch and spatial effects, DMSO negative control was 
used to perform a robust z-score normalization and iterative 
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adaptive median filtering.23 The two technical replicates were 
averaged together, defining the final feature representation for 
each compound.

For the prostate cancer screen, nuclear segmentation 
from the DAPI channel was used as a mask to extract Ki67 
(cell proliferation marker) and EdU (S-phase) marker fea-
tures. A total of 36 measures were obtained using the IN 
Cell Analyzer Workstation 3.7 software (GE Healthcare). 
Then the same normalization as that for the mesothelioma 
assays has been applied.

For the BBBC021 dataset, Ljosa et al.10 provided the raw 
features (453 features) as supplementary data. We followed 
the same feature processing as described in Ljosa et al.10 for 
data normalization and the mean profile method. In more 
details, we averaged features of cells from the same well 
(four FOVs per well) in one feature vector. Then we com-
puted the median of the feature vectors corresponding to the 
same drug compound condition (two to three biological 
replicates per condition). This procedure gives a unique fea-
ture profile for each drug-concentration condition.

Confusion Matrices

MOA annotations for the BBBC021 dataset are available 
online at https://data.broadinstitute.org/bbbc/BBBC021/ and 
as supplementary data in Ljosa et al.10 We used a leave-one-out 
cross-validation approach; that is, for a left-out compound at a 
particular concentration, we took its feature profile and deter-
mined the nearest-neighbor profile with respect to cosine dis-
tance. The predicted MOA for the left-out condition is decided 
to be the nearest neighbor’s MOA label. To avoid overfitting 
when the nearest-neighboring profile is determined, we 
excluded other concentrations of the same compound.

Targets of Prestwick Library Compounds

Based on the compound Chemical Abstracts Service (CAS) 
number, a script was used to automatically query ChemBank 
and DrugBank simultaneously to retrieve all available data, 
including all known gene targets for each compound. To mimic 
the scenario of predicting targets of new compounds, we per-
formed a leave-one-compound-out cross-validation. For this 
prediction, we could only use a subset of the Prestwick com-
pounds that had at least one common target with the other 
drugs in the set. From the initial set of 1200 compounds, after 
removing compounds with no known targets, compounds 
whose target was unique, or nonclinically validated targets 
from the original investigator, we obtained 614 compounds 
targeting 113 genes.

Target Prediction

The prediction task was performed with random forests as 
weak base classifiers. During training, we constructed a 

given number of decision trees24 that we optimized at 30 
after testing a range of values between 20 and 40. More 
precisely for each tree, a random subset of features is 
selected and the best split of input data points based on this 
subset is determined to construct the decision tree. To gen-
erate predictions, we built an ensemble classifier made of 
these random forests, with each forest constructed on one 
assay independently. For this step, we used the MATLAB 
machine learning toolbox: https://www.mathworks.com/
help/stats/classificationensemble-class.html. For a left-out 
compound, we summed the probabilities to belong to a par-
ticular class over all individual random forest classifiers 
and assigned the maximum class as the predicted class (top 
1 prediction). We used this process of soft voting because 
majority voting would otherwise essentially become a ran-
dom selection when combining a low number of assays, 
such as two or three. We also checked if the target was in the 
top 5 highest soft votes (top 5 prediction).

Supplementary Information

MATLAB code and all datasets needed to reproduce the 
results are available at https://github.com/biocompibens/
MultiplexTarget.

Results

General Fluorescent Markers Seem Redundant 
for MOA Prediction

We used the BBBC021 dataset10,16 where cells have been 
stained for DNA, actin, and tubulin as general markers of 
the cell phenotype, and treated with 38 drugs at two to three 
concentrations. An image processing step was performed to 
detect all individual cells and their nuclei. Following this 
step, a set of 453 features quantifying intensity, morphol-
ogy, and texture were computed per cell on all channels 
using CellProfiler17 (see Materials and Methods section). 
Similarly to Ljosa et al.,10 we used the guilt-by-association 
approach,18 which associates an MOA to an unknown com-
pound based on the similarity of their morphometric pro-
files. Such morphometric profiles were constructed by 
taking the average value of each feature for all cells of a 
given treatment, thus producing 453-dimensional vectors 
when features computed on all channel were considered. In 
our experiment, we alternatively considered features com-
puted from the nuclei stain only (Fig. 1A), features com-
puted from the nuclei and actin stains only (Fig. 1B), and 
eventually features computed from the three available 
markers (Fig. 1C). Note here that the segmentation process 
for each cell consists of identifying individual nuclei on the 
DAPI channel first (see examples of DAPI images in Fig. 
2), and then applying a region-growing algorithm on the 
actin channel, using nuclei as seeds, to obtain the cell 
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boundaries. Therefore, features computed from the tubulin 
channel depend on the actin channel, which itself depends 
on the DNA channel. This is the reason why we disregarded 
profiles that would not contain DNA stain or contained 
tubulin only. Figure 1C reproduces the results obtained in 
Ljosa et al.10 using all markers and reaching 83% accuracy 
for 12 MOAs. Unsuspectingly, Figure 1A shows that 
removing all channels but DNA preserves a high level of 
accuracy at 68% for 12 MOAs. It indicates that the majority 
of information is already captured by the nucleus channel 
and can be retrieved by means of intensity, morphological, 
and texture features over the cell nuclei. Figure 2 shows 
that some of these differences between MOAs are partially 
visible on the DNA channel. Subsequent addition of actin 
and tubulin to the DAPI only slightly increases the accuracy 
for the 12 MOAs (74% and 83%, respectively; Fig. 1B,C).

Combining Cell Lines Improves Target Prediction

We reused image sets of screens already performed by the 
Biophenics platform at the Curie Institute (Paris, France). 
They included nine patient-derived malignant pleural meso-
thelioma cell lines and one prostate cancer cell line. We 
selected those screens mainly because they were all per-
formed with the Prestwick library. This library is a commer-
cially available collection of 1200 Food and Drug 
Administration (FDA) and European Medicines Agency 
(EMA) approved drugs that have been extensively studied 
and for which we could retrieve the known targets through 
the ChemBank and DrugBank online databases (see 
Material and Methods). After removing the gene targets for 
which we had only one corresponding drug or not enough 
information, we ended with a total of 614 compounds 

A

B

C

Figure 1. Combining fluorescent markers does not significantly 
improve MOA prediction accuracy. The above confusion 
matrices for MOA prediction were obtained using a leave-one-
out cross-validation approach. The results are based on features 
from (A) only DAPI, (B) DAPI + actin, and (C) DAPI + actin + 
tubulin from the BBBC021 dataset.16 The predicted MOA for 
the one-compound concentration condition is the MOA label 
of its nearest neighbor with respect to cosine distance between 
feature profiles, as reported in Ljosa et al.10 Two to three 
concentrations of 38 drugs form a total of 103 conditions, each 
related to 1 out of 12 known MOA classes. A value in these 
confusion matrices gives the number of conditions of a given 
true label (specified in row) that is predicted as a label (specified 
in column). The color map is normalized such that each matrix 
row sums to 1. The accuracy is computed as the ratio between 
the number of conditions on the diagonal (correctly predicted) 
and the total number of conditions (103).
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targeting 113 gene products. We then used a similar image 
analysis pipeline as in Ljosa et al.,10 where cells were indi-
vidually detected, and then features were computed per cell 
on all available markers (which consisted of DNA only for 
9 of the 10 cell lines). Furthermore, mean vector profiles 
were computed for each sample treatment, that is, per well. 
We then performed independent trainings of one random 
forest classifier per cell line and combined the results of all 
classifiers by soft voting, obtaining a score per target for 
each compound. We subsequently performed a leave-one-
compound-out cross-validation procedure to test the accu-
racy of our approach in correctly predicting the target of any 
of the 614 compounds. Figure 3 shows that the prediction 
accuracy level is cell line dependent: some cell lines can 
predict more targets than others. Figure 3 also demonstrates 
that prediction accuracy increases with the number of com-
bined cell lines. Altogether, these results show that each cell 
line brings its share of information, which, when properly 
combined, can lead to an overall increase of accuracy of the 
drug target prediction.

Discussion

Using several markers can be useful in a typical HCS assay. 
Doing so enables protein colocalization to be visualized and 
specific morphological response to perturbations to be 
monitored by extracting dedicated features. For instance, it 
is useful to measure the nuclear translocation of a protein, 
or a G-protein-coupled receptor (GPCR) internalization. 
Intuitively, it was reasonable to hypothesize that capturing 
the general state of the cell would also be better achieved by 
multiplexing several dyes to monitor principal cellular 
components, such as endoplasmic reticulum, mitochondria, 
microtubules, or the actin network, as done in cell painting 
assays.12 However, we demonstrated in the Results section 
that, unexpectedly, increasing the number of fluorescent 
markers did not substantially improve MOA prediction, as 
DNA alone seemed to closely characterize directly or indi-
rectly the general state of the cell (Fig. 2). Strikingly, the 
first confusion matrix (Fig. 1A) also shows that even MOAs 
related to cytoskeleton (actin disruptors, microtubule stabi-
lizers, or destabilizers) or other cytoplasmic pathways  
(protein degradation and cholesterol lowering) could be 
correctly predicted by DNA staining alone. It was not pos-
sible to test yet whether a component other than DNA could 
be as or more informative on its own because all features 
computed on other markers depend on DNA staining, which 
is used to initiate the cell detection algorithm. These results 
led to the conclusion that DNA shape, texture, and intensity 
features capture variations similar to those of most other 
cell components because all these components are intercon-
nected and react together in a perturbation-specific way. In 
other words, a substantial relationship exists between such 
global markers, and increasing their amount does not 

necessarily add significant information for the general task 
of predicting the MOA or the target of an unknown drug.

This observation, combined with the fact that the num-
ber of markers that can simultaneously be imaged is techni-
cally limited, led to the idea that instead of using multiple 
dyes on a single cell line, it could be more relevant to use 
multiple cell lines with few markers. Furthermore, this is 
precisely the type of screen that can be abundantly found in 
the screening history of a typical high-throughput platform 

Figure 2. Some MOAs can be distinguished by eye using DNA 
only. Selected images from each of the 12 MOAs from the 
BBBC021 dataset.16 Here, only the DAPI channel is displayed. 
While it is obviously impossible for the naked eye to precisely 
sort these images by MOA, differences are clearly discernible in 
some of the images from the DNA shape and texture. Scale bar, 
50 µm.
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facility. Accordingly, we gathered data to test this idea. The 
Results section and Figure 3 describe how combining a 
random set of 10 cell-based image assays with few markers 
can reach better relative accuracy than previously observed 
using a more complex setup. Indeed, in Figure 3, an accu-
racy 11.3 times better than random is reached (with a value 
of 0.10 for 113 genes), while Ljosa et al. 10 obtained an 
accuracy 9.96 times better than random (with a value of 
0.83 for 12 MOAs), reproduced in Figure 1C.

These results suggested that using multiple cell lines instead 
of one is more relevant biologically to predict a drug target 
association. This suggestion matches with the fact that, while 
highly variable, any given human cell line expresses on aver-
age a third of the human genes.19 As a consequence, even with 
a known high affinity, a molecule cannot be found to bind to a 
gene product in cells where this gene is not expressed. 
Therefore, scanning a larger set of expressed genes through 
various cell lines would rationally increase the chances of 
uncovering an existing link between a drug and its target. 
Using multiple cell lines with simple markers instead of mul-
tiple dyes on a single cell line is not only more biologically 
relevant, but also technically sound, as the number of cell lines 
that can be added, in opposition to dyes, is virtually unlimited.

Multiplying cell lines would also be practical, as no 
additional experimental work would be required because 
past screens can be used as a training set. Typically, most 
assays performed on an HCS platform only aim to measure 
a specific phenotype variation, along with the cell count as 
a measure of toxicity.20 This cell count is typically based on 
nucleus staining. Such simple assays are usually cheap, and 
therefore abundantly available across research institutes 
and hospital screening facilities. Some previous work described 
methods where data from high-throughput screening assays 
stored on PubChem were aggregated to build compound 
biological fingerprints.21 They were notably used for bio-
logical hit extension by phenotype similarity. However, that 
approach would not allow us to obtain information on pre-
viously uncharacterized compounds that are newly tested. 
In our approach, we focus on predicting the functions of 
drugs in order to prioritize a list of hits from HCS assays. 
We developed a machine learning framework that con-
structs a classifier from weak learners, each trained on indi-
vidual assays. As random forest classifiers are independently 
trained on each assay, our approach can straightforwardly 
combine assays with a very different nature, number of 
markers, and quantitative features. In practice, an optimal 
set of cell lines could be first identified from the past screens 
of a facility as producing the best ensemble classifier (see 
the training part in Fig. 4); the only requirement is that all 
those screens use the same library of compounds for which 
the molecular actions are known. Ideally, the library would 
include compounds acting on most (if not all) known drug-
gable targets. Prioritizing 200 previously uncharacterized 
compounds from a new HCS campaign would then consist 
of thawing cells from the selected cell lines and treating 
them with the 200 compounds to be characterized (see the 
application part in Fig. 4). Once image analysis and normal-
ization of the features are performed (Fig. 4B,C,F), the 
classifier trained on past assays would produce a vector of 
scores for each of the 200 drugs, indicating what gene is 
most likely to be targeted (Fig. 4G,H).

The presented results demonstrate that each cell line 
brings its bit of additional information that incrementally 

Figure 3. Combining simple assays gradually improves the 
accuracy of target prediction. Plot showing the accuracy 
obtained using an increasing number of cell lines for 
classification. The predicted target for one compound is 
based on an ensemble classifier trained on 1–10 cell lines. The 
accuracy is obtained using a leave-one-out cross-validation 
procedure. Error bars represents standard deviation. The error 
bar obtained for a single cell line shows that accuracy is cell 
line dependent; some cell lines, when taken alone, are more 
predictive than others. For each compound, the ensemble 
classifier outputs a vector where each value represents the 
probability of association with a target. The top 1 voting outputs 
the target corresponding to the mode of this probability 
vector; the predicted target is then compared with the ground-
truth target to determine the accuracy (green line). The top 
5 voting outputs the five most probable targets according to 
the ensemble classifier; the prediction is considered correct 
when the ground-truth target is present in the top 5 (blue line). 
These predictions should be compared with the probability to 
predict the correct target at random, which is 0.09% – 1 over 
113, the number of considered targets. Our approach, using 10 
random cell lines, achieves 25% accuracy of molecular target 
prediction out of 113 targets with the top 5 prediction method 
(blue curve). These results are obtained for 10 cell lines, 614 
compounds, and 113 targets.
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increases the overall accuracy of drug target prediction. 
However, there is probably much room for improvement, as 
9 out of the 10 cell lines we used were very similar to each 
other. Those nine cell lines were tumor cells of the same 
cancer, albeit derived from different patients. Our intuition 
is that a more diverse set of cell lines corresponding to vari-
ous tissues would expose a wider range of expression 

profiles and could possibly largely improve the accuracy of 
our ensemble classifier. Also, these nine cell lines, in oppo-
sition to the remaining prostate cancer cells, were stained 
with Hoechst only. While we demonstrated that multiplex-
ing global component markers like actin and tubulin may 
not be very useful, marker labeling for disease model- 
specific proteins may in turn contribute to characterize 
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Figure 4. Using past screens for target prediction in practice. (A) Past HCS assays performed on different cell lines using the 
same compound library for which we know the targets. On each cell line, independent (B) image processing and (C) feature vector 
extraction are performed. (D) Gene targets associated with compounds are used as class labels in combination with feature vectors 
to train independent classifiers for each cell line. These classifiers learn to associate feature profiles to targets. The training of all 
classifiers (A–D) is performed only once on the screen history. (E) When a set of new compounds (only one is displayed for ease of 
reading) needs to be characterized in parallel, for instance, to prioritize a set of hits after a primary HCS, (F) the same set of cell lines 
is thawed and used in a smaller secondary screening assay. (F) The same image processing and feature extraction pipeline are used. 
(G) Then the already trained classifiers (from D) are used to get one prediction per cell line for each new compound. (H) Finally, 
the predictions from the individual cell line classifiers are combined by soft voting to produce the predicted target(s) for each tested 
compound.
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some drug–target interactions. These observations lead to 
the conclusion that the selection of assays could largely be 
improved and optimized to maximize accuracy.

An orthogonal track of improvement would consist of 
considering not only one target corresponding to the best 
score, but also a set of genes corresponding to the highest 
scores to identify the pathways targeted by the drug. Indeed, 
in practice, this approach would be more efficient for two 
reasons. First, Figure 3 shows that the chances of finding 
the target in the five best scores jump to 25% accuracy for 
113 targets. Therefore, performing a pathway enrichment 
analysis may end up being more informative than simply 
hoping for the efficacy target to get the highest score. 
Second, it would allow us to identify the pathway targeted 
by a drug, even if the actual drug’s target gene was not part 
of the training set. The latter is particularly compelling 
since it would typically be the case for a drug that would 
bind to a yet uncharacterized target.

In this article, we demonstrated that a common and inex-
pensive marker, such as Hoechst 33342 or DAPI, labeling 
DNA, provides unexpectedly rich information on the gen-
eral state of the cell. We then hypothesized that combining 
a set of simple past screens could be more efficient to pre-
dict the drug target than combining markers in a single 
assay. We described this approach as not only more relevant 
biologically and technically, but also applicable in practice 
to prioritize a list of previously uncharacterized compounds. 
From this very preliminary proof of concept, we envision 
two tracks of improvement to be able to claim general 
applicability of our approach. First, a more diverse combi-
nation of cell lines should definitely be selected to expose a 
larger set of expressed gene products. Second, a set of top-
scoring genes could be considered, rather than only the 
gene corresponding to the best score, in order to robustly 
recover the targeted pathways. Altogether, we predict that 
combining simple past assays of an HCS facility could offer 
a powerful way to prioritize phenotypic hits and alleviate 
one of the major bottlenecks of phenotypic drug discovery.
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CHAPTER 3. PHENOTYPIC HETEROGENEITY CAN BE DETECTED ON PARALLEL CELL LINES FOR
DRUG PROFILING.

3.3 Discussion and perspectives

The work reported here is mostly a
proof of concept. Nine of the ten cell
lines we used have a very close genetic
background, as they are all patient-
derived malignant pleural mesothelioma
cell lines, and only one of them is from
a different cancer type, namely prostate
cancer. Currently, Maxime Corbe, a re-
search engineer working in collaboration
between our team and the Biophenics
platform, is building a web interface to
easily access and visualize past screens
and their outputs, e.g. the z-score, the
cell counts, etc. This tool will allow to
put in practice and improve our method
that uses past screens to predict drug
targets. Indeed, this web graphical in-
terface will ease the identification of the
potential screens that should be com-
bined, for example because they share
the same set of tested drugs. Also it will
improve the choice of the cell lines set
to maximize the accuracy of the predic-
tion. In the future, our parallel screens
prediction method could be scaled up on
this large set of data.

Additionally, recent work [91] compared
the performance of a deep learning clas-
sifier and an ensemble-based tree clas-
sifier for MOA prediction within and
across cell lines. They showed that an
ensemble-based tree classifier is gener-
ally boosted by the incorporation of ad-
ditional cell lines, although not for all
combinations of cell lines. More inter-
estingly, this work reported that their
convolutional neural network (CNN)
sees its performance decreasing with the
addition of further cell line data. Hence,
for the task of improving target predic-
tion while combining parallel cell lines,
a random forest classifier seems more ro-
bust and generalizable.
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4.1 BBBC021, a cornerstone
dataset in High-Content
Screening analysis

4.1.1 A High-Content Screening dataset
with breast cancer cells

This result section relies entirely on
the publicly available dataset BBBC021,
hosted by the Broad Institute [201] and
first published by Caie et al. [202]. MC7
breast cancer cells were cultured and
treated with anti-cancer drugs at dif-
ferent concentrations in 96-well plates
for 24 hours. The general pipeline can
be seen on Figure 4.1. They are then
stained with DAPI and and immunos-
tained against actin filaments and tubu-
lin.

4.1.2 A benchmark of profiling methods
on the BBBC021 dataset

My work on this dataset was based on
the benchmark of profiling methods pre-
sented in the analysis by Ljosa et al. [34]

They worked on a reduced set of images
from the BBBC021 dataset, from which
features were extracted using CellPro-
filer [26]. The drug and concentration
conditions Ljosa and collaborators used
[34] and which I used too, can be vi-
sualized on Figure 4.2. Drugs are not
represented by the same number of cells
because there are different numbers of
concentrations per drugs and different
numbers of cells per image due to the
relative toxicity of the drug.

Ljosa and coworkers tested simple and
more complex profiling methods already
used and published in High-Content
Screening (HCS) analyses. Their
main conclusion was that the sim-
plest method, averaging feature values
element-wise per treatment, is as good

Figure 4.1: Experimental and data extraction
pipeline. a. Cells are seeded on multiple well plates,
then treated with DMSO (negative control) or a drug
at a certain concentration. After 24 hours, cells are
fixed and stained with three fluorophores marking DNA,
Actin and Tubulin. Plates are fed to an automated mi-
croscope and b. four pictures per well were acquired.
Cells are detected and segmented with CellProfiler. c.
On each cell, features corresponding to the morphology,
fluorescence intensities, texture and neighbors are com-
puted. d. These features can be visualized under the
form of a matrix where each row correspond to a cell or
points in an high-dimensional space where each point
represents a cell.
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Figure 4.2: Number of detected cells on images per treatment. The x-labels correspond to drugs. The colors
correspond to concentrations. The y-axis represents the number of detected cells.

as more complex methods like Gaussian
Mixture Model (GMM) or Support Vec-
tor Machine (SVM). To compare profil-
ing methods, they used mechanism of
action (MOA) annotations: the 38 drugs
were classified in 13 MOAs.

They followed a few steps to construct
confusion matrices and global accuracy
(cf Figure 2.6 page 39):

• Each profiling method provides a
feature vector per well.

• The median vector between the bio-
logical replicates is computed, out-
putting a feature vector per treat-
ment. The biological replicates cor-
respond to different wells treated
with the same compound at the
same concentration.

• For each treatment X, the dataset
is separated into two groups: the
treatments with other concentra-
tions of the drug used for treatment
X and the rest.

• In the rest of the dataset, pairwise
distances between the treatment X
and the other treatments are com-
puted with the cosine metric.

• The closest treatment to X is se-
lected in the rest of the dataset, and
its MOA is chosen to be the one pre-
dicted MOA for treatment X.

• The confusion matrix is completed
according to the real MOA ofX and
the predicted one.

• The global accuracy is computed as
the sum of the diagonal over the
sum of the entire confusion matrix.

This methodology can be called leave-
one-drug-out cross validation, with
nearest neighbor voting.

Ljosa and coworkers proposed factor
analysis as a profiling method, which is
scoring higher for accuracy (94% com-
pared to 83% for the features’ mean
method), however they tried several
number of factors to get the best fit for
this dataset. This parameter tweaking
makes it impossible to get the best re-
sults from this method in a real setup.

With the images, features and MOA
annotations publicly available, the
BBBC021 dataset has been widely used
to test and compare image analysis or
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profiling methods [31, 33, 34, 78, 89, 90, 203–

205].

4.1.3 Features’ extraction and segmen-
tation

In this chapter, some results presented
use directly the features extracted by
Ljosa and collaborators, however for the
later part, as I needed the full segmen-
tation and label images, I made a new
segmentation, following a pipeline com-
parable to the one used by Ljosa and
coworkers [34, 202]. Using the CellPro-
filer software, the pipeline comprises a
few steps.

First illumination images per channel
are computed using all the images from
the screen, then used to correct the illu-
mination defaults.

Then a nuclear segmentation step is ap-
plied based on a combination of pixel
contrast and high intensity values in the
nucleus channel. Declumping and re-
shaping steps are used to improve the
nuclei segmentation: an iterative setting
of shape and intensity metrics works
to separate clumped nuclei and oddly
shaped nuclei across compound-induced
perturbations.

Afterwards, the cytoplasm for each de-
tected nucleus is segmented via an
object-based method: a watershed al-
gorithm is applied with each nucleus as
seed and using the intensity of the actin
channel.

All the size, shape, intensity, texture
and neighbor features available in Cell-
Profiler are extracted for the three de-
fined regions-of-interest: nucleus, cyto-
plasm, and whole cell. Due to compati-
bility of CellProfiler versions and Linux
operating system, I moved the pipeline
to CellProfiler3. Although the number

Figure 4.3: Matrix of the pairwise Pearson cor-
relation coefficients between the 453 features.
Features are taken from [34].

of available features vary from version
to version, the core features remain the
same.

4.2 Structure of the feature space

4.2.1 Correlation of the features

The idea here is to have some metrics
to see how Ljosa’s features are affected
by the curse of dimensionality. One ap-
proach is to look at the correlation be-
tween features (cf Figure 4.3). On the
correlation matrix, we can see groups of
very correlated features. Features corre-
sponding to different summary statistics
of the intensity distribution are expect-
edly correlated, like the mean and the
maximum for example. In the same way,
different orders of the Zernike polynomi-
als (texture features) are also correlated.

Feature selection based on the correla-
tion matrix requires to give a meaning
on the pairwise correlation values and
to choose a meaningful threshold above
which one of the two features has to be
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removed. So it did not appear a suit-
able solution without any a priori on the
wanted level of correlation or the num-
ber of features. The following question
is about how the pairwise feature cor-
relation affect the data and clustering
methods (see Section 4.3.1.)

4.2.2 High-dimension’s effect on dis-
tance distributions

When a query cell and its nearest neigh-
bors according to the Euclidean distance
in the feature space are considered, a
strong resemblance can be observed (cf
cropped images on Figure 4.4), leading
to the hypothesis that small distances
are still meaningful even in this high-
dimensional space. When the distri-
bution of these nearest neighbors’ dis-
tances to the query cell (19 NN in the
figure) is visualized via a boxplot (cf
upper part of Figure 4.4), these distri-
butions are very narrow, but of differ-
ent mean values for different query cell.
So the 19 nearest neighbors of a point
are approximately at the same distance,
compared to the range of distance values
existing in the dataset.

This distance is characteristic to the
query point, and can be correlated to
its distance to the data cloud center. In-
deed, when plotting the 2D distribution
estimation of the distance to the mean
point of the data cloud against the dis-
tance to the kth NN, there is a strict
linear correlation (cf Figure 4.5, non-
shuffled, Euclidean metric, k=10, Pear-
son correlation p-val=0.0, corr = 0.88).

To conclude, there seem to be a con-
served meaning in small distances, as
cells at a small distance of a query cell
is likely to look alike, however the value
of its distance cannot be taken as a
raw quantity and cannot be transposed

in another part of the high-dimensional
space to quantify how alike are two ran-
dom cells.

4.2.3 K-nearest neighbors distribution

Another interesting phenomenon is the
hubness which counts the number of
times a point appears among the kNN
of all the other points in the dataset
[121]. It is thought that when increasing
the dimensionality (see Section 2.2.5),
the distribution of the hubness becomes
skewed to the right: most of the points
will not be in any of the kNN lists of
other points, and some points will be
present in all kNN lists. The skewness
of the hubness distribution is defined as
followed:

SNk
=
E(Nk − µNk

)3

σ3
Nk

with Nk the hubness for k nearest neigh-
bors, µNk

the mean of the hubness distri-
bution, and σNk

the standard deviation
of the hubness distribution.

If SNk
= 0, there is no skewness, the dis-

tribution is symmetrical on both sides of
the mean, however if SNk

> 0, there is
skewness to the right of the mean, and
if SNk

< 0, skewness to the left of the
mean. The value increases with the in-
tensity of the phenomenon.

Hubness is caused by some points that
are by chance closer to the mean of the
point cloud than the majority of points,
and these are likely to become hubs [121].

I computed the skewness of the hubness
for the BBBC021 dataset with both Eu-
clidean and cosine metrics. Results can
be seen on the Figure 4.6: the skew-
ness has a value of 3.02 for cosine met-
ric and for 10NN, and of 3.72 for Eu-
clidean metric and 10NN. The skewness
is slightly higher for Euclidean distance.
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Figure 4.4: Boxplot of the 19 nearest neighbors distances in the feature space from a random query
cell. Each query cell is the image on the first row, followed by its 19 nearest neighbors in column. Euclidean
distance was used.

Figure 4.5: Density of cells according to their
distance to the data cloud mean and to their
10th NN. For each cell, the distances to the data
cloud center and to its 10th nearest neighboring cell are
computed. Euclidean and cosine distance metrics were
tested. Non-shuffle label corresponds to the real data,
shuffle label to a shuffling of values between the features,
removing the correlation seen between features.

Figure 4.6: Skewness values for different values
of k-nearest neighbors, for the real data or shuffled
data, and for Euclidean and cosine metrics. Note the
log-scale used for the y axis.

For Euclidean distance and independent
and identically distributed (i.i.d.) uni-
form data, the skewness equals 1.54 for
20 dimensions, and 5.45 for 100 dimen-
sions. Hence our dataset which lives
in a 453-dimensional space, has a skew-
ness smaller than a dataset in a 100-
dimensional space that has completely
independant dimensions. I also shuffled
the values of all points (148 596 points)
per feature: as a consequence, there is
no correlation between the features any-
more, and I recomputed the skewness
values of the hubness. The skewness

69



CHAPTER 4. CELL SPATIAL ARRANGEMENT COULD BRING FURTHER FUNCTIONAL INFORMATION
FOR DRUG PROFILING.

values for the shuffled data are much
higher, with a value of 34.44 for cosine
metric and 34.81 for Euclidean metric.
So the real data have a much lower skew-
ness than expected from its dimensional-
ity, resulting from the fact that the data
are not completely random and from the
correlation between features.

4.3 Detecting subpopulations in
high-dimension

4.3.1 Benchmarked clustering methods

Motivation

We decided to focus on clustering meth-
ods because we wanted to have access
to subpopulations of cells in an unbi-
ased way. Supervised methods are well
purposed to learn boundaries of abso-
lute categories, defined by metadata like
treatments or human labels of easily de-
fined objects like tables or cars. Dif-
ferently, subpopulations are loosely de-
fined: there are no objective metadata
on each of the cell, and even expert
biologists cannot surely annotate the
dataset with more than a few labels cor-
responding to obvious phenotypes like
punctuated actin, round, fragmented
nuclei, (de)stabilized tubulin [202]. Clus-
tering methods use the structure of data
and similarities between points to iden-
tify subgroups.

Tested methods

With features provided by Ljosa et
al. [34], I tested clustering methods
available in the Python package scikit-
learn: spectral analysis, k-means and
DBSCAN [74]. However DBSCAN and
spectral analysis were not tractable for
such an amount of data (cf Figure 4.7).

Figure 4.7: Computing time of 4 clustering meth-
ods in function of the number of data points.

Also DBSCAN, even with varying pa-
rameters could not find several clus-
ter, but a single cluster and outliers.
From published biology-driven methods,
I tested two methods developed for cy-
tometry data: PhenoGraph [116] and
flowSOM [52]. I also tested a method
for HCS data published in 2010 by Ng
and coworkers [94]. The Ng method com-
prises a succession of steps, including
feature selection and k-means per chan-
nel.

Methodology

On the same data matrix, I tested the
following methods for subpopulation ex-
traction:

• k-means with 10, 15, 20, 25 clusters;

• k-means per channel, 3 to 5 clusters
per channel, later concatenated in
one label (extract from the method
used by Ng and collaborators [94]),
making 8, 27, 64 clusters;

• PhenoGraph with k ∈
[5, 10, 15, 20], k being the pa-
rameter to build the kNN graph;

• flowSOM with square grids of edge
5, 7, 10, creating 25, 49, or 100 clus-
ters. I did not use the second clus-
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tering proposed by flowSOM be-
cause it always aggregated the vast
majority of cells in one cluster, loos-
ing the advantage of splitting the
data in several clusters.

I used 6 data matrices, combining two
parameters: the number of cells, and the
number of features. For the number of
cells, I used:

• the full dataset (148 649 cells) of
cells from non-DMSO images

• a restricted dataset (146 126 cells)
of cells from non-DMSO images,
taken randomly with a maximum of
1,000 cells per image to limit over-
sampling of some categories.

For the number of features, I used:

• all of the 453 features used by Ljosa
and coworkers [34],

• 253 features selected by the fea-
ture selection described in the
work of Ng and collaborators with
the Pearson threshold set at 0.85,
and the p-value threshold for the
Kolmogorov-Smirnov (KS) test at
0.05.

• 239 features, corresponding to the
same set of 253 selected features
without the features relative to the
neighbors, such as the percentage
of touching membranes, or the dis-
tance to the closest neighboring
cell.

I evaluated each method on the six vari-
ations of the dataset with two crite-
ria: the accuracy of MOA prediction
as computed by Ljosa and collaborators
[34] (see Section 4.1.2), and the repli-
cate similarity. The replicate similar-
ity is computed as 1 − overlap, with

overlap being the overlap between the
two following histograms: the histogram
of pairwise distances between wells that
correspond to replicates, and the his-
togram of pairwise distances between
wells that are not biological replicates of
each other. The two histograms are nor-
malized before the overlap is computed.

Each well is described by the proportion
of cells member of each subpopulation,
it constitutes a numerical vector sum-
ming to 1. A median vector per treat-
ment is computed from the biological
replicates to compute the MOA accu-
racy.

Results

Results from the benchmark of cluster-
ing methods are summarized in the Fig-
ure 4.8. On panel a., the range of accu-
racies can be observed for the four meth-
ods, flowSOM, k-means, k-means per
channel and PhenoGraph, for the 3 sets
of features. k-means per channel per-
forms poorly with lower accuracies than
the other methods and displays a higher
variability for the distribution of accu-
racies. flowSOM and PhenoGraph have
comparable accuracy results and distri-
bution variability. k-means performs as
well as flowSOM and PhenoGraph when
the dataset comprises 453 features, but
this performance decreases when fea-
tures are removed from the original pool.

On panel b., each run of a clustering
algorithm on one dataset with one set
of parameters is displayed with one dot.
The size of the dot represents the num-
ber of features. In this representation,
it is easy to see that k-means per chan-
nel performs worse than the other meth-
ods. flowSOM achieves similar accura-
cies as PhenoGraph or k-means but with
a higher number of clusters. k-means
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Figure 4.8: Comparison of accuracy and replicate results for benchmarked clustering methods. a.
MOA accuracy following the LOOCV method from [34]. X-axis represents the number of features in the dataset.
The distribution is computed from values obtained with the two different matrices and different sets of parameters.
The color codes for the method. b. Accuracy versus number of clusters. The size of the points represent the number
of features. Same colors for the methods. Each point is one run of a clustering with a certain parameter set and on
one of the matrices. c. Replicate similarity in function of the number of features in the tested dataset. d. Replicate
similarity versus accuracy. The color signals for the method.
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achieves the highest accuracies but also
average ones, around 60-65%. Visually
there is no relation between the num-
ber of features and the accuracy perfor-
mance.

The panel c. bears the same represen-
tation as panel a. with replicate simi-
larity instead of accuracy. Once again,
k-means per channel performs poorly.
However, flowSOM and k-means per-
form equally with replicate similarities
around 55-60%, and PhenoGraph per-
forms the best with values above 60%.

On panel d., each clustering run is rep-
resented by a dot for its accuracy and
its replicate similarity. There is a loose
linear correlation between the accuracy
and the replicate similarity. Yet, we see
a clear grouping of points per clustering
methods, with PhenoGraph (red dots)
at the top with high replicate similarity
and high accuracy. I have not found dif-
ferences between the two sets of 144 126
samples and 148 649 samples.

The results of a clustering run can also
be observed by looking directly at the
cells grouped together, as displayed in
Figure 4.9. For this run of PhenoGraph,
we can see that most of cells belong to a
few big clusters, and the last clusters (17
and 18) correspond to false detections.
Visually the grouping is satisfying. On
Figure 4.10, the confusion matrix corre-
sponding to the same PhenoGraph clus-
tering as the one used for Figure 4.9
is displayed. Most of the data points
fall on the diagonal, however there is
some confusion between DNA damage
and replication on one side, and protein
degradation and synthesis on the other
side.

Conclusion

Based on the accuracy criterion, flow-
SOM, k-means and PhenoGraph are
good choices. flowSOM requires an im-
portant number of clusters, which is a
bit problematic for our purpose: indeed,
our goal is to compare different treat-
ments, and many clusters will then have
a low number of cells assigned to them in
only a few treatments. k-means have a
higher variability with respect to the in-
put parameter k which sets the number
of clusters. It has a lower replicate simi-
larity than PhenoGraph as well. Pheno-
graph is an interesting method because
it is based on the k-nearest neighbor
graph, which keeps only the very small
distances. We saw that small distances
seemed to preserve a biological mean-
ing, as nearest neighbors of query cells in
the feature space resemble the query cell
(cf Figure 4.4). Secondly it uses an ob-
jective measure, the modularity (cf Sec-
tion 2.2.4), to choose the number of out-
put clusters.

4.3.2 Grid-search parameters for Pheno-
Graph clustering method

I chose to study the impact of input pa-
rameters on the results of PhenoGraph
because it was found to be a promis-
ing method for clustering the BBBC021
dataset into cellular subpopulations ac-
cording to features extracted by Ljosa et
al [34].

Methodology

For the PhenoGraph method, I
search the best couple of parame-
ters (k,min cluster size), with k
the number of neighbor connections
for each cell in the kNN graph, and
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Figure 4.9: Random cropped cell images from PhenoGraph clusters. The first group of cells correspond to
the label −1 and are outliers, i.e. are not part of any cluster. Then the clusters are labeled from 0 to 18, in the
decreasing size order. For each cluster, the number of member cells is mentioned on top of the cropped cell images.
Phenograph clustering obtained with the data matrix, containing 144,126 samples and 239 features. k = 15.
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Figure 4.10: Confusion matrix for MOA predic-
tion. For each treatment, the other treatments corre-
sponding to the same drug are put aside and the clos-
est treatment according to the PhenoGraph subpopu-
lation proportions is computed with a cosine distance.
The predicted MOA is the one of the closest treatment.
The corresponding square in the matrix is incremented
as necessary. The global MOA prediction accuracy is
computed as the fraction of the sum of the diagonal on
the total sum of confusion matrix. The colormap corre-
sponds to the relative accuracies per line. Phenograph
clustering obtained with the data matrix, containing
144,126 samples and 239 features. k = 15.

min cluster size as the minimal num-
ber of points which are required to form
a cluster. The tested parameter values
were for k, 2, 3, 5, 10, 15, 20, 30 and for
min cluster size, 5, 7, 10, 15, 20, 50.

I evaluated the clustering outcomes on
several criteria: the number of clusters,
the average size of clusters, the standard
deviation of the cluster size, the size of
the biggest cluster, the number of clus-
ters below 100 data points, the number
of outliers (points not assigned to any
cluster, but assigned the label −1), the
MOA accuracy and the replicate simi-
larity as defined above.

The clusterings were tested on a data
matrix of 139 058 samples and 416 fea-
tures not comprising the neighboring
features, from the segmentation made
with CellProfiler3. I focus on a fea-
ture set not including the neighboring
features, as the rest of my work is us-
ing other means to study the neighbor-
ing relationships between cells (see Sec-
tions 4.4 and 4.5).

Results

Results are summarized in the Fig-
ures 4.11 and 4.12. For most of
the criteria, changing the value of the
min cluster size parameter has very
low impact. However, changing the
value of k changes drastically the dis-
tribution of the number of clusters, the
number of outliers, the accuracy and
the replicate similarity. For values of
k ∈ {2, 3, 5}, there are many small clus-
ters, and at least half of the cells clas-
sified as outliers. The accuracy for k ∈
{2, 3} is below 65%, and the replicate
similarity below 50%. Altogether, the
values of k ∈ {2, 3, 5} are not suitable
to classify our cells into subpopulations
as most of cells stay outside of clusters
and the classification performance eval-
uations are poor.

For the criteria corresponding to the
cluster size distribution, the trend con-
tinues as the value of k increases: the
number of cluster decreases as the clus-
ter size augments in average, and the
number of outliers falls close to 0. On
the other hand, for criteria like accu-
racy and replicate proximity, there is no
global trend. Accuracies are between 80
and 90%, replicate proximities between
70 and 78%.

Conclusion

The best parameter set for accuracy is
(15, 15), with an accuracy of 90% and
a replicate similarity of 74%, this clus-
tering groups cells in 33 subpopulations.
The best parameter set for replicate sim-
ilarity is (10, 7) with an accuracy of 86%
and a replicate similarity of 78%, this
clustering groups cells in 43 subpopula-
tions. However, with k above 10, most
of combinations provide suitable results.
Hence, PhenoGraph seems quite robust
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Figure 4.11: Grid-search for input parameters k and min cluster size. Each matrix displays different values
of k on its rows and min cluster size on its columns. Each subplot has its own color scale, depending on the nature
of the displayed value. # is short for number, std for standard deviation.

Figure 4.12: Grid-search for input parameters k and min cluster size (zoom). Values displayed here are
a subset (k > 10) of the ones from the Figure 4.11. Each matrix displays different values of k on its rows and
min cluster size on its columns. Each subplot has its own color scale, depending on the nature of the displayed
value. # is short for number, std for standard deviation.
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to changes in the input parameter val-
ues, and the overall quality of the clus-
tering can be monitored with the num-
ber of outliers or the number of clusters
(values of k too small).

4.3.3 Reproducibility analysis

Context

The above clustering methods are non
deterministic. Due to the complexity of
the data, in terms of number of samples
and of number of dimensions, it is not
tractable to explore the space of possi-
bilities, hence the use of heuristics. For
k-means, it depends on the initialization
of the cluster centers. For PhenoGraph,
the order in which points are consid-
ered while performing the cluster assign-
ment matters and can influence the re-
sults. For flowSOM, in the same way,
the initialization of the neurons to ran-
dom data points as well as the random
order in which points are fed to the net-
work during the training step can influ-
ence the clustering [206]. These sources
of instability are due to the fact, that
before making groups, there is no obvi-
ous way to know where they are approx-
imately lying.

Clustering similarity measures

I computed 20 runs of the clustering al-
gorithms on the same matrix data with
144,126 samples and 239 features. Then
I computed some indices to evaluate
the similarity between pairs of outputs.
These indices are the adjusted mutual
information score, the v-measure, the
adjusted rand score. They are all avail-
able in the scikit-learn Python package
[74].

The mutual information of two cluster-

ings U and V is equal to:

MI(U, V ) =

|U |∑
i=1

|V |∑
j=1

Ui ∩ Vj
N

log
(
N
|Ui ∩ Vj|
|Ui||Vj|

)
with |Ui| the number of samples in clus-
ters Ui and N the total number of sam-
ples. This metric is symmetric, i.e.
swapping U and V would not change the
value of the mutual information.

The adjusted rand score is a normalized
version of the rand index R:

R =
a+ b(
N

2

)
with a the number of pairs of data points
that are in the same cluster in U and also
in V , and b the number of pairs of data
points in different clusters in U and also
in V . This measure is also symmetric.

The v-measure is the harmonic mean
between homogeneity and completeness:
v = 2∗(homogeneity∗completeness)

(homogeneity+completeness)
. It is a way

to make the measure symmetric from
two non-symmetric measures: homo-
geneity and completeness. Homogeneity
checks if the points that are in the same
cluster for the predicted labels belong to
the same cluster in ground truth. Ho-
mogeneity equals 1 when this is strictly
the case, and can decrease down to 0.
Completeness is its mirror property: it is
satisfied when all the points in the same
cluster in the ground truth are elements
of the same cluster in the predicted clus-
tering.

As I don’t have ground truth clusters,
but I compare two predictions of the
same clustering algorithm, I chose only
symmetric measures.

Results

The three tested measures are highly lin-
early correlated (cf Figure 4.13 b.). On
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Figure 4.13: Reproducibility results for k-means, flowSOM and PhenoGraph on 20 runs. a. Mutual
information criterion distribution for the 3 clustering methods, with key input parameter k. For PhenoGraph, k is
the number of kNN for the proximity graph. For flowSOM, k is the size of the side of the square 2D neuron map
(see section 2), the number of clusters is then k2. For k-means, k is the number of clusters. Mutual information is
computed between 2 different runs of the same clustering algorithm with the same input parameter. b. Pairplot
of the 3 clustering similarity measures used. The scatter plots display the correlation between pairs of similarity
measures. Plots on the diagonal are showing the 1D distribution for each similarity measure. c. Difference of MOA
classification accuracy distribution between pairs of clustering runs for the 3 clustering methods, with key input
parameter k. d. On the left, boxplot of the difference of the cluster number between pairs of PhenoGraph runs,
with key input parameter k. On the right, adjusted mutual information between pairs of PhenoGraph runs against
the difference in number of clusters.
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the basis of 20 runs of PhenoGraph, with
k = 15, i.e. 190 pairs of runs, we obtain
an average value of 0.65 for mutual infor-
mation, 0.61 for adjusted rand index and
0.66 for the v-measure. So the repro-
ducibility between the 20 runs is inter-
mediate (cf Figure 4.13 a.). FlowSOM
has the same range of values. However
k-means have higher mean values for all
three measures: for parameter k ranging
between 10 and 30, values are obtained
between 0.64 and 0.99 (average 0.83) for
adjusted mutual information score, be-
tween 0.40 and 0.99 (average 0.76) for
adjusted rand index, and between 0.64
and 0.99 (average 0.84) for v-score as
well.

The scikit-learn implementation of k-
means uses the k-means++ initializa-
tion [207] which stabilizes and speeds up
the computation, and this stable initial-
ization could explain the higher similar-
ities between runs.

On panel c. of the Figure 4.13, distri-
butions of the difference of MOA classi-
fication accuracy between pairs of runs
are displayed. These distributions have
a low standard deviation, meaning that
the between-runs variability of the clus-
tering methods has little impact on the
functional prediction. Some cells may
not be put in the same groups, as mutual
information and other criteria measure
it, but the MOA classification is quite
robust to these variations.

In the case of PhenoGraph, which is the
sole method among the three that does
not require the number of clusters as in-
put parameter, the number of clusters
can vary between runs. This variation
is plotted on panel d. of Figure 4.13.
The number of clusters can vary to a
maximum difference of 5 for the tested
input parameter values. No correlation
between the difference in number of clus-
ters and mutual information was ob-

served (cf scatter plot on the right side
of panel d.).

Conclusion

How to explain the lower performances
of flowSOM and PhenoGraph compared
to k-means? In opposite to the smart
initialization of the k-means’ algorithm,
the fully random initializations of flow-
SOM and PhenoGraph can introduce
variability in the results. Also, the
data themselves may not clearly be sep-
arable, but it is hard to test it in
high dimension. One observation sup-
porting this is that several number of
clusters achieve comparable functional
prediction results. As for the results
of PhenoGraph computation (cf Fig-
ure 4.9), most of the cells are members
of a few big clusters, hence adding or re-
moving some small clusters is not likely
to impact the functional grouping and
the functional MOA prediction while
impairing the clustering similarity mea-
sures. Even with a very reproducible or
deterministic algorithm, clustering is an
ill-posed problem as we have no objec-
tive way to assess the performance in
high dimension. Hence a reproducible
clustering can still be far from the opti-
mal solution.

4.3.4 Comparison of clustering methods
and supervised methods

As clustering methods, I tested k-means,
k-means per channel, spectral cluster-
ing, DBSCAN, PhenoGraph and flow-
SOM. Among those, DBSCAN and
spectral clustering were not appropri-
ate and did not give any result. From
the exact same data matrix as Ljosa
et al., the maximum reached accura-
cies are 64% for k-means per channel,
83% for PhenoGraph and flowSOM, and
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Figure 4.14: Comparison of MOA accuracies from the literature and my results. From left to right the
scale of accuracy is expressed in percentage (103 treatments). The methods in purple correspond to subpopulation
methods. The ones in blue deal with per image values. The methods in bold correspond to the methods I bench-
marked. The ones on a gray block correspond to literature results with supervised methods, for CNN methods
[31, 78, 89, 90, 203] and ”SVM + neighbors” [204]. The rest corresponds to accuracies computed by Ljosa and
collaborators [34].

86% for k-means. These percentages
are added on the Figure 4.14, and can
directly be compared to the ones pub-
lished by Ljosa et al. [34]. In the meth-
ods tested by Ljosa and coworkers, all
are unsupervised, but only one is look-
ing for subpopulations: the Gaussian
Mixture Model (GMM). For the non-
subpopulations methods, all cells from
one treatment are aggregated in one
population. For example the KS statis-
tic method computes the KS statistics
on each feature between the distribu-
tion of the cells corresponding to one
treatment and the cells corresponding to
the negative control (DMSO). Accura-
cies from this article [34] are also added
on the same figure (Figure 4.14).

The BBBC021 dataset is widely used
across many research teams. And some
other published articles developed and
used diverse methods to recover the
MOA classification. Among these, sev-
eral methods use convolutional neural
networks (CNNs), either with a training
from scratch [31] or with transfer learn-
ing [78, 208]. Some feed to the network
the original image or a large subpart of
it [31, 89, 203], or feed directly cropped im-

ages centered on nuclei containing about
one cell each [78]. They all achieve
fairly good MOA classification accura-
cies, from 91% to 96%. These numbers
can be compared with the ones previ-
ously detailed (cf Figure 4.14). However
the comparison is less precise than be-
tween clustering methods based on the
same exact data matrix as for each of
these methods, the preprocessing, the
neural network architecture, the learn-
ing method and other subtleties are as-
sessed together when looking directly at
the accuracy percentage.

If the only objective is to increase the
MOA accuracy, then CNNs are the best
overall option (cf Figure 4.14). However
they usually do not provide information
at the cell level, and do not allow to re-
construct subpopulations. They also re-
quire training data, as they belong to
the supervised method category. Clus-
tering methods to find supopulations
have several advantages: they assign a
label to each cell, allowing to describe
the diversity of the biological responses
in terms of subpopulations, and they do
not require training data and cannot be
biased by human-made categories. Ad-
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ditionally on this dataset, they perform
well.

Moreover, PhenoGraph is an interest-
ing clustering algorithm in this situa-
tion. Indeed it is based on close rela-
tionships in the feature space, which can
be trusted even in high-dimension. It
is a method designed to be scalable to
big networks. It does not require the
number of clusters as an input parame-
ter, which is a hard parameter to esti-
mate in the case of cellular subpopula-
tions. Based on the distribution of clus-
ter sizes and the quantity of outliers, it
is relatively easy to choose suitable in-
put parameters as the number of kNN
for the similarity graph construction and
the minimal cluster size (cf Figures 4.11
& 4.12). It gives good accuracy results
and best replicate similarity results (cf
Figure 4.8). These are the reasons I used
PhenoGraph clustering for most of the
following work.

4.4 Observation of non-random
spatial arrangement

4.4.1 Testing the first neighboring cell

Problematics

Figure 4.15: Looking at spatial arrangement of
subpopulations: ”Has cell i a similar phenotype
to cell j more often than to cell k?”

While looking at the numerous images of
this dataset, I got the impression that
cells touching each other were looking

more alike than expected when taking
all cells present in the the image. I sim-
plified the question to be able to test it
(cf Figure 4.15). If three cells i, j, k
of the same image are considered, such
that cell j is the closest neighbor of cell
i, and cell k is chosen randomly in the
image, has cell i a similar phenotype to
cell j more often than to cell k?

Methodology

I approximated the phenotype in this
case by the cluster membership. I com-
puted a difference of probabilities:

∆C =
1

|C|
∑
i∈C

(
1ph(i)=ph(j) − 1ph(i)=ph(k)

)
with j the closest cell of i, k a ran-
domly selected cell, and C the consid-
ered cluster. The cell k is chosen ran-
domly, each cell cl has then the prob-
ability P (cl) = 1

(N−1)
with N the total

number of cells in the image, as cell i is
removed from the pool. Hence:

∑
i∈C

1ph(i)==ph(k) =
∑
i∈C

N∑
l=1,cl 6=i

1ph(i)==ph(cl)P (cl),

∑
i∈C

1ph(i)==ph(k) =
|C| − 1

N − 1
.

Then:

∆C =
1

|C|
∑
i∈C

1ph(i)==ph(j) −
|C| − 1

N − 1

For each image and for each cluster C,
this difference of probability ∆C is com-
puted. For each cluster, the distribu-
tion of ∆C per image can be plotted (cf
Figure 4.16). ∆C = 0 means that the
probability of having a neighboring cell
member of the same cluster as itself is
equal to the proportion of this cluster in
the image. However ∆C > 0 means that
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Figure 4.16: Distribution of ∆C per PhenoGraph
cluster (x-axis). One ∆C value is computed per im-
age and per cluster. A 2-sided t-test 1 sample was run
for each per cluster distribution to test whether the
mean is equal to 0. The significance of the t-test is
indicated by stars: 1 star if p − value < 0.05, 2 stars
if p − value < 0.01. The stars are red if the value of
the t-test statistics in negative, indicating a mean lower
than 0, blue otherwise.

the probability of two neighboring cells
having the same cluster membership is
greater than the proportion of the clus-
ter in the image. To test if the distri-
bution of ∆C has a mean significantly
different of 0, I performed a 2-sided t-
test.

This was run on the same data as the
first clustering comparison (cf Subsec-
tion 4.3.1): phenograph clustering ob-
tained with the data matrix, contain-
ing 144,126 samples and 239 features.
k = 15.

Results

On the Figure 4.16, we can see the box-
plot representing the distribution of ∆C

values per image and per PhenoGraph
cluster. The t-tests performed show that
most of the clusters have a ∆C distribu-
tion with a mean higher than 0 (13/22),
even if some (6/22) have a mean signifi-
cantly lower than 0. A mean higher than
0 means that cells of the same cluster are
found next to each other more than ex-
pected from the proportion of cells from
this cluster in the image.

However these results are partial be-
cause they are only based on the nearest
cell neighbor: indeed for each cell only
its nearest neighbor based on the Eu-
clidean distance between their centroids
is used. To take this analysis further, I
decided to run a segmentation with Cell-
Profiler based on the one Ljosa and col-
laborators published [34] to get access to
all cell neighbors.

4.4.2 Testing all neighboring cells

Newman’s assortativity

From the segmented image, where each
pixel belonging to a cell i has the id i,
the cell graph is easily reconstructed (cf
Figure 2.7 page 45 from Section State of
the art). From this graph (cf Figure 4.17
c.) which can be represented by an ad-
jacency matrix, a counting matrix e is
derived (cf Figure 4.17 b.), where the
number of links between each type of
node is reported. The counting matrix e
is symmetric because the links between
neighboring cells are undirected. Based
on the counting matrix e, the Newman’s
assortativity r is computed as described
on Figure 4.17 d.

The results were obtained from the data
matrix of 139 058 samples and 416 fea-
tures not comprising the neighboring
features, from the segmentation made
with CellProfiler3 (cf Subsection 4.3.2),
on which was performed a PhenoGraph
clustering (k = 20).

Results

The distribution of Newman’s assorta-
tivity values per image can be visual-
ized on Figure 4.18 (blue histogram),
with a mean of 0.09 and standard de-
viation of 0.08. According to a 2-sided
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Figure 4.17: From the segmented image to Newman’s assortativity. a. Fluorescence image with overlay of
the segmented cell borders and neighboring links. A link is put between cells if they share some membrane according
to the segmentation. b. Counting matrix e, intermediary step to compute Newman’s assortativity. It counts how
many links there are between two nodes with each label. The columns ai and bj correspond to the sum of links
on the respective line or column. c. The graph corresponding to the image in a. Each dot represents a cell and
is placed at its centroid, and the color of the dot represents the label given by the clustering. Neighboring links
are drawn between cells that share membrane, according to the segmentation image. d. Newman’s assortativity
formula, computed with the numbers from the counting matrix e. Tr means the trace of the matrix, ||e2|| its norm.
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Figure 4.18: Distribution of Newman’s assorta-
tivity values per image. The blue histogram cor-
responds to values of assortativity computed per im-
age (cf Figure 4.17). The red histograms correspond to
the same distribution but computed on images where
the node labels were shuffled. 50 rounds of shuffling
were done, each giving one red histogram. The shuf-
fled distribution are very close and the corresponding
histograms overlap largely. However on some bars, the
differences of transparency show the variations between
the round of shuffling.

t-test, the assortativity distribution has
a mean significantly greater than 0 (t-
test stat = 36.93, p − value = 10−200,
on 1206 images). The same distribu-
tion was computed after shuffling the
cell labels inside each image keeping the
same cell graph. 50 rounds of shuf-
fling were performed. The correspond-
ing distributions can be visualized in
red on the Figure 4.18. Their mean
equals −0.02 with a standard variation
of 0.06. 2-sided t-tests on each shuffling
indicate a mean significantly lower than
0 (t-test statistics ∈ [−14.37,−10.11],
p − value ∈ [10−43, 10−28], 50 shufflings
on 1206 images).

Newman’s assortativity is higher for
the real data than for the shuffled la-
bels data, meaning neighboring cells are
more likely to be of same subpopulations
than expected at random.

Newman’s assortativity can be decom-
posed into a sum of contributions from
each node label category. Indeed the

Figure 4.19: Distribution of contribution to New-
man’s assortativity per cluster label. For each
image and for each cluster, the median of the ri values
was computed.

contribution from a category i is:

ri =
eii − ai ∗ bi
1−

∑
i aibi

using the same notations as in Fig-
ure 4.17. I pooled the values from im-
ages belonging to the same treatment
and computed the median. The distri-
bution of the median values per treat-
ment and by node label category can be
visualized on the Figure 4.19. We can
observe that most of the distributions
have a higher mean than 0, especially for
the first clusters, containing most of the
cells. When PhenoGraph labels its clus-
ters, it does so by putting first the clus-
ter with the more cells, then by decreas-
ing size. It looks like most of the clusters
contribute equally to the global assorta-
tivity, as there is no cluster with contri-
bution values much higher than others.

4.4.3 Conclusion

The two previous approaches showed
that the detected subpopulations do not
lie randomly on the images. A spatial
pattern exists. The next idea was to try
to use the spatial information to comple-
ment the one based on cell phenotypes
alone for drug profiling.
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4.5 Leveraging non-random spa-
tial arrangement for drug pro-
filing

4.5.1 Via cell graph features

Motivation

To combine information coming from
the phenotype and from the cell graph,
the first idea was to transform the infor-
mation content contained in the graph
into features which could be later con-
catenated with the CellProfiler features
averaged per image or per treatment, or
the proportions of each subpopulation
per image.

Methodology

Graph features I used the NetworkX
Python package [163] to extract available
standard graph features, and also a set
of features similar to the ones used by
Yener and collaborators (cf Figure 4.20)
[176]. Additionally, I added some tai-
lored features such as the mean Eu-
clidean cell distance between neighbor-
ing cells, the mean Euclidean cell dis-
tance between non-neighboring cells, the
average convex hull size, and the average
convex hull ratio. For each connected
component in the graph, I computed the
size of the corresponding convex hull,
and the convex hull ratio (cf Figure 4.21)
which is defined as:

convex hull ratio =

∑
(area clique)

area convex hull

Normalization To control the varia-
tion between data coming from differ-
ent plates, I applied a batch normaliza-
tion step, inspired by the one used for
the CellProfiler features [34]. On each
of the plate, several wells of cells are

treated only with DMSO, they corre-
spond to the negative control. The dis-
tributions of features from cells treated
with DMSO should coincide on every
plate. The 1st and the 99th percentiles
of each feature for DMSO-treated cells
were put to 0 and 1 respectively. The
intermediate values were scaled linearly
between 0 and 1. The same linear trans-
formation was then applied to all drug-
treated wells of the same plate.

The difference between CellProfiler fea-
tures and graph extracted features is
that graph features are computed per
image and not per cell. Hence the distri-
butions of graph features corresponding
to DMSO images have less data points.
The transformation is then supported by
a smaller amount of data. Moreover,
some features like the number of nodes
take different value ranges for DMSO-
treated cells and drug-treated cells. In-
deed in DMSO pictures, cells are more
numerous as they are not submitted
to a death-inducing treatment. Then
the transformation function computed
on DMSO images is not appropriate for
other treatments, and sets general fea-
ture values not between 0 and 1, but
within negative values. In this case, the
normality of the feature distribution is
not guarantied.

Concatenation I tested the graph
features alone, but also in concatena-
tion with CellProfiler features per image
or PhenoGraph subpopulation propor-
tions per image (cf Figure 4.22 a.). The
features were pulled together per treat-
ment, so for subpopulation proportions
and graph features, the median of the
values per image corresponding to the
same treatment was taken. For CellPro-
filer features, they were first averaged
by image, then the median was com-
puted with the values corresponding to
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Figure 4.20: From the cell graph to the extracted graph features. The cell graph is converted into a
NetworkX object with only the node and links between nodes, without the coordinates of each node in the image
or the labels. Features extracted with NetworkX were then mainly extracted from the node distribution statistics.
Additional features taking into account the image space were manually designed. On this figure, only examples of
these features are displayed.

Figure 4.21: Connected component of the cell
graph, its convex hull and its convex hull ratio.
a. Crop of an image around one connected component
of the cell graph. The graph links are overlaid in white.
b. Convex hull drawn in red over the graph connected
component. In pale red is the convex hull area. c. In
pale green is the area corresponding to the sum of the
areas of cliques of the connected component. The con-
vex hull ratio is the ratio between the green and the red
areas.

the same treatment images. All the fol-
lowing results are computed from these
median feature vectors per treatment.

MOA prediction For MOA pre-
diction, two classification approaches
were used: the unsupervised leave-one-
compound-out cross validation (LOO-
CV) with nearest neighbor (NN) vot-
ing (cf Section 4.1.2), and a supervised
random forest (RF) method. I chose
to supplement the first with a random
forest because this method can select
some features as more interesting for
the classification, and discard some less
interesting ones. It allows to have a
rating of features for the MOA classi-
fication task and see the relative im-
portance of the CellProfiler, subpopula-
tion and graph features. For the ran-
dom forest classifier, I also used the
leave-one-drug-out cross-validation pro-
cedure. The confusion matrix is con-

Figure 4.22: Random forest MOA classification
for graph, CellProfiler and subpopulations fea-
tures. a. Each matrix of data is given to a separate
random forest classifier. b. The results in terms of
MOA prediction accuracies can be compared.

structed per treatment and the global
MOA accuracy computed.

Results

Each of the data matrices: graph fea-
tures, CellProfiler features, subpopula-
tion proportions, and the concatenated
ones, graph&CellProfiler features and
graph&subpopulation features, is fed
separately to a RF classifier or to the
NN voting procedure (cf Figure 4.22 a.).
The average accuracies from the confu-
sion matrices for all LOO-CV RFs are
displayed on Figure 4.22 b. and Ta-
ble 4.1.

86



CHAPTER 4. CELL SPATIAL ARRANGEMENT COULD BRING FURTHER FUNCTIONAL INFORMATION
FOR DRUG PROFILING.

RF NN
graph 42 43
subpopulation 77 80
CellProfiler 83 85
graph&subpopulation 63 45
graph&CellProfiler 79 74

Table 4.1: Comparative results for global MOA
accuracies per treatment with random forest or
nearest neighbor predictions. The three sets of
features per treatment are graph features, CellProfiler
features and subpopulation proportions, with the ad-
ditional concatenated sets of features: subpopulation
proportions and graph features, and CellProfiler and
graph features. RF stands for Random Forest and NN
for Nearest Neighbor voting. The numbers are global
MOA accuracies expressed in %.

Random Forest results For the ma-
trix with only graph features, the ran-
dom forest classifier reached 42% accu-
racy, compared to 77% for the subpopu-
lations and 83% for the CellProfiler. We
see that the graph features have a much
lower prediction power than subpopula-
tions or CellProfiler features. For the
concatenated matrices, the random for-
est accuracies are respectively 63% for
subpopulation proportions and graph
features, and 79% for CellProfiler and
graph features together. The accuracies
of the concatenated matrices are higher
than the one from graph features alone,
but lower than the ones from subpopula-
tion proportions or CellProfiler features.

Random forest measures the features’
importance by looking at how much the
tree nodes related to one feature reduce
impurity across all trees in the forest.
The impurity is calculated via the Gini
index. The node is pure if all exam-
ples falling under this node correspond
to the same category. All the feature’s
importance values together sum to 1.
As seen of Figure 4.23, the two most
important features are the mean and
the standard deviation of the cell-to-
cell distances. Then most of the fea-
tures have approximately the same im-
portance. The cell-to-cell distance mea-
sure is closely related to the area of the

Figure 4.23: Relative graph feature importance
computed by the random forest algorithm. The
13 first features are displayed in order of importance.
The features are: mean cell distance, the mean cell-
to-cell distance; std cell distance, the standard devi-
ation of the cell-to-cell distances; mean d centrality,
the mean degree centrality; n cc, the number of con-
nected components; ratio biggest cc, the ratio of the
size of the biggest component over the size of the
graph; mean area 3cliques, the mean area of the 3
cliques; ave clustering, the average clustering coeffi-
cient (the clustering coefficient of a node is the frac-
tion of possible triangles through that node that exist);
ave degree, the average degree; mean n nodes cc, the
mean number of nodes inside each connected compo-
nent; mean area hulls, the mean area of convex hulls;
std edge load, the standard deviation of the edge load
(the edge load is the number of paths passing through
an edge); std d centrality, the standard deviation of the
degree centrality; mean assort neighbors, the mean de-
gree assortativity of the neighboring nodes.
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cells, and is not fundamentally a new
benefit from the graph feature extrac-
tion compared to CellProfiler features.

Nearest Neighbor voting results
The MOA prediction accuracies for ran-
dom forests are slightly lower than with
the NN approach for the simple sets of
features and higher for the concatenated
ones (cf Table 4.1). More precisely, the
drop in accuracy when adding the graph
features is more important for the sub-
population proportions as it goes from
80% to 45%, than for the CellProfiler
features as it declines from 85% to 74%.

Conclusion

The predictions from graph features
alone reach 43%, which is a medium to
low precision. But this quality is ac-
tually surprising coming only from the
extracted features from a graph with
the position of the cell centroids and
their connections. With RF or NN
voting, adding graph features does not
improve the predictions (RF) and in
the worst case scenario impairs them
(NN). It looks like the features extracted
from the cell graph, mostly based on
nodes and degree properties are not use-
ful to differentiate treatments. The
stronger degradation of results when
adding graph features to the subpop-
ulation proportions compared to when
adding graph features to the CellProfiler
features may be caused by the higher
number of CellProfiler features: indeed
the graph features bring then some noise
to the data but they are not numerous
enough to mess the decision boundaries.
This effect is mainly visible with NN
voting as the used cosine distance sets
the same weight to every feature. On the
other hand, random forest reduces the
bad impact as it is able to put weights

on important features and lowers the im-
portance of useless ones.

I list here some ideas that could explain
the bad performance of graph-extracted
features:

• features extracted from the graph
with networkX are not adapted
to planar graphs, because they
are mostly based on node degree.
Nodes in planar graphs have a
bounded degree: a cell cannot have
much more than 6 to 8 neighbors.

• features extracted from the graph
are not taking into account the
subpopulation membership of the
nodes or their neighbor relation-
ships. The features are computed
on a graph without node labels.

• the used normalization creates bi-
ases in the graph feature distribu-
tions, as DMSO images have a quasi
continuous layer of cells, which is
not the case for most drugs where
cells are more sparse.

To overcome these problems, the idea
is to compare directly the neighboring
connections between subpopulations, as
the t-test and the assortativity statistics
showed that the co-localisation of sub-
populations is not random. This is the
subject of the next section about graph
kernels.

4.5.2 With graph kernels

Comparison of 4 graph kernels

Methodology The idea of graph ker-
nels is to compare directly two im-
ages without extracting features (cf Sec-
tion 2.3.4). I tested 4 different types
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of graph kernels from the GraphK-
ernels Python library written by the
Borgdwardt lab [193]: k-step random
walk, connected graphlet, shortest path,
Weisfeiler-Lehman (WL).

In a few words, k-step random walk cre-
ates lists of length k of the subpopula-
tion labels of visited nodes on random
walks, that are later compared. Con-
nected graphlet counts the occurrences
of all possible connected graphlets of k
nodes, where k is usually given a small
value. Connected graphlets in this im-
plementation does not take into account
the subpopulation node labels. Shortest
path kernel computes the shortest paths
between all pairs of nodes. Weisfeiler-
Lehman kernel looks at how many nodes
are in two graphs that have the same la-
bel and the same neighboring labels (cf
Figure 2.9 from the Chapter State of the
art). For each pair of graphs, the value
of the graph kernel is computed, and put
together in a large square matrix K.

I used two ways for MOA prediction:

• with a distance matrix D obtained
from the kernel matrix K:

D(Gi, Gj)
2 = ||Gi −Gj ||2

= K(Gi −Gj , Gi −Gj)

= K(Gi, Gi) + K(Gj , Gj)− 2K(Gi, Gj)

Then I used the nearest neighbors
(NN) voting with this new distance
matrix. I tried a variable number
of neighbors using majority voting.

• with a kernel Support Vector Ma-
chine (kSVM), with one SVM per
drug, i.e. one vs all. The kernel ma-
trix K is directly fed to the kSVM
algorithm. The kernel space is used
with the assumption that the sepa-
ration between classes will be made
easier than in the original space.

As previously, I used a leave-one-drug-
out cross validation (LOO-CV) ap-

Figure 4.24: MOA classification accuracies for 4
graph kernels and nearest neighbors voting per
image. To predict the MOA of one image, its k clos-
est images are selected according to the graph kernel-
derived distances. The MOA that appears in the major-
ity of the closest images is selected as the one predicted.
The 4 graph kernels are Weisfeiler-Lehman (WL), con-
nected graphlet, k-step random walk and shortest path.
These results were obtained with the GraphKernels
Python library [193].

proach. I tested the prediction for
each image and for each treatment for
both distance-based NN and kSVM ap-
proaches. To obtain a prediction per
treatment, I averaged the kernel values
for all pairs of images coming from the
same treatments, i.e. if {Ai}i are im-
ages from treatment A and {Bj}j are
images from treatment B, then all the
kernel values {K(Ai, Bj)}i,j will be av-
eraged as the kernel value for the pair of
treatments (A,B). It seemed the clos-
est approach to the one previously used
with subpopulation proportions. Then
on this new smaller kernel matrix, I ap-
plied the prediction methods.

Results per image As seen on Fig-
ure 4.24, the MOA predictions per im-
age are quite comparable for the 3 graph
kernels WL, k-step random walk, short-
est path and across different numbers of
voting neighbors. However, connected
graphlets kernel is making poor predic-
tions. It is the only one of the four ker-
nels that does not take the subpopula-
tion labels into account. It makes sense
that the planar graph structure alone
cannot differentiate between MOAs, as
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kSVM p Accuracy kSVM Accuracy 1NN
K-step random walk 10 66 69
Shortest Path 10 67 67
WL 10 68 57
Connected graphlet 1 2 16

Table 4.2: MOA classification accuracies for 4 graph kernel methods with kernel-SVM and nearest
neighbor voting per image. Logarithmically separated values between 0.001 and 100 were tested for the SVM
parameter ”p” and the one giving the best results is reported.

seen in the previous section with the ex-
tracted graph features (cf Section 4.5.1).

The kSVM results per image are re-
ported in Table 4.2. We see the same
trend as for the NN voting procedure.
The 3 graph kernels WL, k-step random
walk and shortest path give good ac-
curacies averaged per image, while con-
nected graphlet’s accuracy is poor.

Results per treatment For the pre-
dictions per treatment, the global accu-
racies are reported in Table 4.3. For
both the NN voting system and the
kSVM, k-step random walk is doing
slightly better than WL and shortest
path, with 77% and 78% accuracy for
k-step random walk compared to 70%
and 71% for shortest path, and 67% and
45% for WL respectively. The NN vot-
ing system does not perform well with
WL compared to the kSVM, whereas it
is the opposite for connected graphlets.

Running time for the graph kernel
jobs The implementation of the graph
kernels in the GraphKernels Python li-
brary [193] is demanding in terms of re-
sources. The running time of graph ker-
nel jobs are displayed on the Figure 4.25.
There is a high variability in terms of
needed resources for different pairs of
graphs. WL and connected graphlet are
the less greedy in terms of time with the
majority of jobs running under 4 min-
utes. However, for k-step random walk
only 40% of the jobs finish before 20

Figure 4.25: Running times of the 4 different
graph kernels. One job corresponds to one pair of
graphs. The GraphKernels Python implementation was
used with one CPU and up to 100 Gb of RAM.

minutes, and only 27% for shortest path.
With more than 1,000 images, the num-
ber of image pairs is of the order of half a
million. The running time of these jobs
is then, even on a cluster, a crucial pa-
rameter. As the performances of the k-
step random, shortest path and WL ker-
nels are somehow comparable, and WL
kernel much faster, I proceeded to fur-
ther tests only with the WL kernel.

Impact of input parameter on WL graph
kernel

Methodology For WL kernel, there
is one parameter p that controls how
many circles of neighbors are taken into
account. It corresponds to the number
of iterations done (cf Figure 2.9 page 48
from Chapter State of the art). It can
also be considered as a scale parameter:
a low value of p will take into account
only the immediate neighbors, whereas
a larger value of p will aggregate a larger

90



CHAPTER 4. CELL SPATIAL ARRANGEMENT COULD BRING FURTHER FUNCTIONAL INFORMATION
FOR DRUG PROFILING.

kSVM p Accuracy kSVM Accuracy 1NN
K-step random walk 1 78 77
Shortest Path 1 70 71
WL 0.01 67 45
Connected graphlet 1000 11 26

Table 4.3: MOA classification accuracies for 4 graph kernel methods with kernel-SVM and nearest
neighbor voting per treatment. Logarithmically separated values between 0.001 and 100 have been tested for
the SVM penalty parameter p for the error term (cf scikit-learn SVC function [74]). The one giving the best results
is reported. The kernel values are averaged per treatment before submitting to the kSVM (cf previous Methodology
paragraph).

Figure 4.26: Impact of the WL parameter on
MOA classification accuracy per image and per
treatment. WL parameter p = 1 corresponds to no
neighbor.

per image per treatment
kSVM 69 76
1NN 69 74

Table 4.4: MOA classification accuracies for
Weisfeiler-Lehman graph kernel method (p = 1)
with kernel-SVM and 1NN voting per image and
per treatment. WL parameter is 1, so no neighbors
are taken into account.

neighborhood. The case with no neigh-
bor is p = 1, and when p increases, more
and more neighbors can be compared.
For the above results, the default value
of the parameter was 5.

Results On the Figure 4.26, we can
see the impact of increasing the neigh-
borhood taken into account by the WL
graph kernel, knowing that p = 1 cor-
responds to no neighbor taken into ac-
count. We see mostly no effect of the
variation of the parameter. The WL
graph kernel reaches a lower MOA clas-
sification accuracy, with maximum 74%
when averaging the kernel values per

treatment.

However taking only the proportions of
the clustering subpopulations and using
the Ljosa et al.’s LOO-CV with near-
est neighbor voting reaches 85% accu-
racy. How to explain this difference?
Let us take the case where p = 1,
i.e. no neighbors are taken into account
and compare the different results (cf Ta-
ble 4.4). With Ljosa and collaborators’
method, the subpopulation proportions
are computed per image, then averaged
per treatment, and only then the simi-
larity is computed via a cosine distance.
With graph kernels, the two steps of get-
ting the image vector and the similarity
computing (scalar product) are pulled
into one, the graph kernel computation.
So the numbers are not fully compara-
ble.

On the other hand, we can distinguish
effects of some variables (cf Table 4.4):
kSVM method works better with the
scalar product than the distance-based
NN voting system for the per treatment
prediction, and pooling results per treat-
ment improves the accuracy (as already
seen on Figure 4.26).

Impact of the number of clusters and the
WL parameter on WL graph kernel

The previous result (cf Figure 4.26) was
obtained with a PhenoGraph clustering
giving 34 clusters. The rationale is that
when pooling the subpopulation labels
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with the ones from the neighboring cells,
the combinatorial effect increases expo-
nentially the number of possible labels
for a node. If the number of possible la-
bels is large, then the probability of hav-
ing a sufficient number of comparable
nodes between two graphs slims down.
Hence I wanted to study the effect of
the number of clusters on the efficiency
of graph kernel methods.

Methodology 99 k-means clusterings
for each value of parameter k ∈ [2, 19]
were computed. For each clustering,
the graph kernel method WL was run
with different parameters p from 1 to 6.
The MOA classification accuracies were
monitored via a kSVM both per image
and per treatment.

Results On Figure 4.27, the MOA
classification accuracies per image in re-
lation with the WL parameter and the
number of clusters in the k-means are
displayed. We see that the more clus-
ters there are, the better the accuracy
is. For all values of k, going from p = 1
to p = 2 is marked by an increase of ac-
curacy. This increase is more important
for lower values of k. For all values of k,
increasing the WL parameter to more
than 2 does not increase the accuracy
anymore.

When looking at Figure 4.28, i.e. results
per treatment, the behavior is slightly
different. The effect of the WL param-
eter is almost null, except for very low
values of k such as 2 or 3. However when
comparing the raw accuracy achieved by
WL graph kernel to the one based on
Ljosa and coworkers’ procedure from the
subpopulation proportions, WL graph
kernel performs at the same level or
higher. We find again that pooling per
treatment allows a better overall perfor-
mance.

Conclusion Aggregating neighbors is
definitely helping average or low cluster-
ings results with few categories. How-
ever as a lower value of k for k-means
is associated to a lower MOA classifi-
cation performance, with these results,
it is hard to distinguish the effect of
the number of clusters, k, and the ini-
tial level of performance before adding
more neighbors. The greater increase for
lower numbers of clusters can be due to
the lower number of added labels when
pooling the different rounds of neigh-
bors, then the number of possible node
labels is low enough to make fruitful
comparisons.

For the WL graph kernel, the vector rep-
resenting one graph is longer and longer
as p increases: it keeps the original la-
bels and concatenates the added labels
(cf Figure 2.9 from Chapter State of the
art). Hence if the number of original la-
bels is relatively high, the representation
of the added node labels is very sparse
and it is very unlikely to have two im-
ages having some nodes hitting the same
added labels. Hence the impact of the
scalar product of adding new rounds of
neighbors is probably insignificant.

4.6 Discussion

In this result section, I explored how
to extract subpopulations from cell fea-
tures, how these subpopulations were
spatially arranged, and if this spatial or-
ganization could be leveraged for drug
profiling. This work was entirely based
on the BBBC021 dataset where 38
drugs were tested at different concentra-
tions on MCF-7 breast cancer cells and
recorded with three fluorophores target-
ing DNA, Actin and Tubulin.

CellProfiler was used to segment and ex-
tract many features for each of the seg-
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Figure 4.27: MOA classification accuracies for k-means clustering and WL graph kernel method per
image. 99 runs of clusterings and graph kernels were computed. The mean MOA classification accuracy and their
standard deviations are displayed in function of the different values of the WL graph kernel method parameter.

Figure 4.28: MOA classification accuracies for k-means clustering and WL graph kernel method per
treatment. 99 runs of clusterings and graph kernels were computed. The mean MOA classification accuracies and
their standard deviations are displayed in function of the different values of the WL graph kernel method parameter.
These accuracy values can be compared with the one obtained with the leave-one-drug-out cross-validation (LOO-
CV) nearest neighbor (NN) voting on the proportions of subpopulations.
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mented cell. Some basic exploration of
the CellProfiler set of features showed
that they are highly correlated, which
was already known [17, 25, 33]. However,
the fact that features are correlated lim-
its the bad effect of the curse of dimen-
sionality, and makes the small distances
in the feature space still reliable: closest
neighbors are cells that have a relatively
close phenotype from the query cell.

From these features, the goal was to
use clustering methods to group similar
cells across treatments and obtain cells
that have the same phenotype in groups
called subpopulations. I tested classical
clustering methods like Gaussian Mix-
ture Model (GMM), k-means or Sup-
port Vector Machine (SVM), and more
ad hoc methods like flowSOM based on
Self-Organizing Maps and PhenoGraph
based on the Louvain’s algorithm. With
criteria like the mechanisms of action
(MOA) accuracy and the replicate sim-
ilarity, k-means, flowSOM and Pheno-
Graph achieves satisfying results over-
all. Phenograph takes an interesting
approach as it does not require as in-
put the number of clusters, but deduces
it from the optimization of a quantity
called modularity. The observation of
the subpopulations is rather satisfying
under eye inspection. The performances
of PhenoGraph are also not too sensi-
tive to the input parameters, that are
the number of neighbors to construct
the similarity graph and the mininimal
cluster size. As far as the reproducibil-
ity of clustering is involved, k-means
performs better than PhenoGraph and
flowSOM which have about similar per-
formances. However, most likely, the
smart initialization of k-means available
in the Python package scikit-learn may
be the cause of this stability.

When comparing the MOA classification
accuracies between the benchmarked
clustering methods used here and the

diverse unsupervised methods bench-
marked by Ljosa and collaborators, we
can see that they all hit the same range,
around 83%, with the exception of fac-
tor analysis.

By a custom-developed tool based on
probabilities and t-test, and by a mix-
ing statistics, Newman’s assortativity, I
showed that subpopulations are not ran-
domly organized on the image space, but
are localized next to each other more
than expected at random. This prop-
erty appears true for most of the sub-
populations. Features extracted naively
from the cellular graph do not improve
the quality of the feature set in order to
proceed to the MOA classification, even
though they are capable of some sep-
aration between MOAs by themselves.
An approach by graph kernel meth-
ods which directly compares neighbor-
hoods of cell subpopulation labels be-
tween pairs of images appears suitable
to grasp the colocalization manifestation
seen previously. Graph kernel meth-
ods reach satisfying accuracy but do not
allow to surpass the simplest method,
the averaging of CellProfiler features.
When using the graph kernel methods
on k-means clustering results, I showed
that using the Weisfeiler-Lehman (WL)
graph kernel improves the MOA accu-
racy especially for low values of k. It
would be interesting to test this ap-
proach on a dataset where there would
be a few detected subpopulations and a
low basal MOA classification.

All along this exploration, I used the
mechanisms of action (MOA) metadata
to assess the biological meaning of any
clustering or sets of features. There are
different ways to predict the MOA, I
used for the most part Ljosa et al.’s
method of leaving one-drug-out and pre-
dicting the MOA based on the clos-
est neighbor treatment. Averaging the
features per treatment improves signifi-
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cantly the prediction by smoothing the
potential outliers. However, when com-
puting features directly per image as for
the cell graph features or the graph ker-
nels, using the same procedure than for
features per cell is questionable: they
are less values to average, hence the law
of large numbers does not apply and the
smoothing may not be as effective. Also
for graph kernels should the averaging
be done after the kernel computation?
Indeed, the kernel value is more compa-
rable to a distance rather than to a raw
feature. Yet in my work, I averaged di-
rectly the kernel values. In the case of
WL graph kernel, some implementations
like the one in Matlab [209] give access
to the intermediate φ vector represent-
ing the number of each node label (cf
Figure 2.9 page 48 from Section State of
the art). This φ vector is itself more
comparable to a vector of pooled fea-
tures per treatment, and could be aver-
aged before computing the scalar prod-
uct, mimicking better the original pro-
cedure of Ljosa and coworkers. More-
over as we look at slight changes in the
percentage of MOA classification accu-
racy, these details of procedure can im-
pact the results.
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A Python package for spatial analy-
sis of cell images as a toolbox to an-
swer biological questions.
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5.1 Introduction

This work was done in collaboration
with the Alexandrov team, special-
ized in Spatial Metabolomics at the
European Molecular Biology Labora-
tory (EMBL, Heidelberg, Germany)
[210]. Their team focuses on devel-
oping experimental and computational
tools to study the spatial organization
of metabolic processes. They mainly de-
velop and maintain MetaSpace, a web-
based tool to help molecular annota-
tion of large amount of data gener-
ated by high resolution mass spectrom-
eters [211]. Their Matrix-Assisted Laser
Desorption/Ionization (MALDI) instru-
ment allows them to visualize hundreds
of metabolites with spatial resolution
down to 5 µm in both 2D and 3D.

In particular, they recently developed a
single-cell mass spectrometry technique
to study metabolites of 2D cell samples
[61]. In a few words (cf Figure 5.1),
they combine two microscopy images
with one image from a MALDI mass
spectrometer (MS). Indeed, they pro-
ceed in 3 imaging steps. First, they im-
age with a regular optical microscope
the cells, with or without fluorescent
markers. Secondly, they image with the
MALDI MS according to a regular 2D
grid. The laser, used to ionize the cel-
lular molecules, deteriorates the coated
matrix and leaves ablation marks that
can be seen under an optical microscope,
that corresponds to the third imaging
step. They designed a data integra-
tion pipeline to extract and match rele-
vant single-cell information. The data
integration pipeline is composed of a
registration step, a normalization step,
and a metabolite and cell selection step.
The registration step allows to superim-
pose the three images, namely the pre-
MALDI microscopy image, the MALDI
image and the post-MALDI microscopy

image. This way, the measure points
from the MALDI MS can be localized
in the microscopy image space. Then,
the normalization step assigns to each
cell the portion of metabolites contained
in each measure point, in proportion of
the area intersection between the cell
and the ablation mark. Finally, they fil-
ter the metabolites and only select the
ones which pixel values are correlated
with the presence of cells. Indeed, some
of the detected molecules belong to the
matrix or the media and not to the cells
themselves, and would not be relevant to
the following analyses. To summarize,
this method produces single-cell levels
of hundreds of metabolites along with a
microscopy image, where other cell fea-
tures like size, shape, fluorescence inten-
sity, neighborhood can be assessed.

They tested their pipeline on dif-
ferent biological examples. One of
them is the study case of hepatocyte-
like cells, investigated by the team of
Mathias Heikenwälder at the Deutsches
Krebsforschungszentrum (DKFZ, Ger-
man Cancer Research Center, Heidel-
berg) [212]. Inflammation can be induced
in this cell line, and monitored through
a fluorescent marker (details in the fol-
lowing section). Cell inflammation for
hepatocytes translates into a cytoplas-
mic accumulation of lipids [213, 214]. The
single-cell MALDI technique developed
by the Spatial metabolomics team is
able to pinpoint the nature of the ac-
cumulated lipids. The results of this in-
vestigation are reported in Rappez and
collaborators [61].

Another biological example they stud-
ied is the co-culture of Hela cells and fi-
broblasts NIH3T3. This co-culture with
very different cell types allows to test the
spatial resolution of the whole pipeline.
Indeed, with a subset of chosen metabo-
lites they can predict the cell type with
a 96.6% accuracy. It shows that there
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Figure 5.1: Method for spatial single-cell metabolomics by integrative microscopy and MALDI imaging
mass spectrometry. First column: Experimental analysis. The cells are first cultured in monolayer, fixed and
stained. Then a first microscopy image is taken, before the MALDI imaging. The post-MALDI image is needed to
visualize the ablation marks made by the mass spectrometry laser. Second column: Data integration. Registration
between the three images is possible thanks to the ablation marks. Once the cells segmented from the pre-MALDI
microscopy image, each ablation marks is associated to one or more cells. Depending on the intersection between the
area of the ablation mark and the area of the cell, a proportion of the related metabolites measures is associated to
each cell. By looking at the correlation between metabolites and presence of cells, some metabolites not correlating
with the presence of cells are discarded, the extra-cellular metabolites. Hence a data matrix is constructed with
a value for each segmented cell and each intracellular metabolite, leading way to possible cell type, molecular,
statistical and spatio-molecular analyses.
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is little to no spatial leaking of metabo-
lites from one cell to the other. They are
also currently working on a timelapse
dataset, where they follow cells under-
going divisions and migration with live
microscopy and at the end of the exper-
iment, the cells are fixed and MALDI-
imaged.

The collection of these spatial data
drives new questions. They noticed that
for the hepatocyte data, highly fluores-
cent cells seemed to be grouped in small
patches, and be positioned around other
cells. Is this observation statistically sig-
nificant? Does it display a robust asso-
ciation? For the co-culture experiment,
they asked whether the cell populations
are lying randomly. However, the two
cell populations are not in even propor-
tions and it biases the human percep-
tion of spatial randomness or the raw
counts of nearest neighbor cells. For the
time lapse experiment, we can ask the
question of whether the cells share more
similar metabolites when they originate
from the cell division or if they share
a similar micro-environment. Unfortu-
nately, this was an ongoing experiment
at the time of my visit and I did not have
access to good enough segmented and
tracked data to start developing spatial
analysis.

I wrote PySpacell, a Python package
dedicated to cell spatial image analy-
sis, to answer some of the questions we
came up with during this collaboration.
We described and illustrated it in the
following article. The main features of
the toolbox is its easy installation via
pip, its compatibility with image anal-
ysis software outputs, its versatility for
cell neighborhood definition and for the
type of possible cell features that can be
tested.

5.2 PySpacell : A Python package
for spatial analysis of cell im-
ages
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Abstract 

Technologies such as microscopy, sequential hybridization, mass spectrometry and others          

enable to collect quantitative single cell read-out measurements in situ. However, spatial            

information is usually overlooked by downstream data analyses, which usually consider           

single cell read-out values as independent measurements for further averaging or clustering,            

thus disregarding spatial locations. With this work, we attempt to fill this gap. We developed               

a toolbox which enables to easily compute spatial statistics from cell images in order to test if                 

and at what scale features of interest display a non random spatial trend. The proposed               

Python module encompasses regular cell image data as well as other type of single cell data                

such as in situ transcriptomics or metabolomics. Input format of our package matches             

standard output formats from image analysis tools such as CellProfiler, Fiji or Icy, and thus               

make our toolbox easy and straightforward to use, yet offering a powerful statistical             

approach for a wide range of applications. 
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Availability: Python 3.5 package. Pip install. Github. Jupyter notebook tutorials. 

 

Keywords: spatial analysis, single cell, microscopy, statistics, imaging, spatial dependence,          

spatial heterogeneity, spatial autocorrelation, neighborhood matrix, cell graph 

Introduction 

Single cell measurements is now at Biologists’ reach. With new technologies such as             

single-cell RNA sequencing (Zhu et al. 2018; Lubeck et al. 2012; Wang et al. 2018),               

microfluidics developments, matrix-assisted laser desorption/ionization mass spectrometry       

(MALDI MS; Chen et al. 2016), one can monitor cell-to-cell differences which would             

otherwise be hidden in population measurements. These cell-to-cell differences are due to            

many factors such as the stochasticity of gene expression, and the variety of proteomes and               

metabolomes (Chen et al. 2016). Cell-to-cell variation is also the result of the cell              

microenvironment, and therefore it can be related to the states of its neighboring cells.              

Especially, cell spatial heterogeneity may reflect communication between cells to control           

position-specific cell states (Zhu et al. 2018). Snijder and collaborators (Snijder et al. 2009)              

used cell positional information to predict single cell viral infection levels. They showed that,              

even in a cultured cell context, cell spatial microenvironment influences the cell state.             

Additionally, two teams (Toth et al. 2018, Rohban et al. 2018) recently found that considering               

single cell features computed using the states of neighboring cells improved drug profiling             

and cell phenotype classification in high content screens (HCS). Thus, neighboring cell            

states seem to bring additional information, reinforcing the need to study and visualize             

spatial heterogeneity in microscopy images. 
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Since the recent developments of spatially aware experimental techniques to study gene            

expression (Stahl et al. 2016; Wang et al. 2018), the interest for spatial analysis has               

increased. Indeed in the last year, computational methods to analyse spatial gene            

expression data were developed independently by several teams (Svensson et al. 2018;            

Edsgärd et al. 2018; Keren et al. 2018). Using different methodologies, such as Gaussian              

process regression (Svensson et al. 2018) or summary statistics on marked point processes             

(Edsgärd et al. 2018), these approaches intend to identify genes whose expression is             

spatially variant, to group them into similar spatial patterns (Svensson et al. 2018), and to               

find local hot spots (Edsgärd et al. 2018). However, these tools are not easily applicable to                

the analysis of cell images, as they are designed to process gene read counts in order to                 

identify a small subset of genes whose expression varies spatially. In this context we found               

out a lack of a versatile toolbox that could detect, quantify and compare spatial patterns of                

single cell features. 

With this work, we propose a tool that takes as input preprocessed cell images obtained for                

instance by fluorescence microscopy, and outputs several quantities providing information          

about the spatial non-randomness of any given feature spanning across the whole image.             

For instance, features can be the level of expression of a gene, the fluorescence intensity of                

a reporter, the quantity of a metabolite, the cell type, the location of a fluorescently tagged                

protein, etc. The read-out of interest can be real-valued, e.g. the quantity of a protein, or                

categorical, e.g. a protein located in the cytoplasm or in the nucleus. These spatial              

non-randomness measures can be compared between samples or between different scales           

on the same sample. To our knowledge, it is the first tool dedicated to spatial statistical                

analysis of cell image data. 
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Methods 

 

Figure 1 - Overview of PySpacell pipeline and use cases. a. PySpacell takes as inputs a                

preprocessed image with pixel values corresponding to unique cell ids, and a tabulated file              

containing the following columns: id, x and y coordinates of the cells, and as many additional                

columns as there are measured features. b. Then a neighborhood type and scale need to be                

chosen according to the data (distances are in pixels). c. Finally, a feature is selected along                

with a compatible spatial test. If the feature is quantitative, spatial tests can be run per image                 

or for every cell object of the image. If the feature is categorical, spatial tests can be run per                   

image, separating the categories or pulling all the categories together. Several tests can be              

run and stored for further comparisons and visualizations. 

 

General purpose 

PySpacell provides spatial statistics for cell images. It implements and adapts methods            

developed in network analysis (Newman 2003) and ecology fields (Dixon 2002, Legendre            

and Legendre chap 13 1998) where data are modeled as marked point processes. 

 

Input 
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PySpacell only requires a label image, where each pixel that belongs to a cell has a value                 

matching a unique cell id, and a csv file containing single cell feature information for each of                 

these cell ids (Figure 1a.).  

 

Figure 2 - Selection of a neighborhood definition. The feature value of a given cell will be                 

compared in spatial statistical tests to the feature values of the chosen neighbors. Three              

neighborhood types are available: k-nearest neighbors (a. & d.), cell graph neighbors (b. &              

e.), euclidean distance neighbors (c. & f.). Additionally a distance range allows to filter out               

cells laying close by or far away. 

 

Neighborhood types 

In PySpacell, the user can choose among several definitions of cell neighborhood and test              

each of the features of interest on them to see if there is a non-random spatial pattern at                  

certain scales. The tool includes three neighborhood definitions: k-nearest neighbors (Figure           

2a. & d.), cell graph neighbors (Figure 2b. & e.) and euclidean distance neighbors (Figure               
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2c. & f.). For k-nearest and euclidean distance neighbors computation, euclidean distances            

between all pairs of cells are computed. For network neighbors computation, the cell graph              

is computed from the label image: cells are neighbors if their membranes are in contact. An                

`iterations` parameter can be used to relax the membrane touching constraint: in that case              

two cells can still be considered as neighbors if the shortest distance between them across               

background pixels is less than a selected value. The choice of the neighborhood type is               

tightly related to the aim of the study. For instance, if the observed process is likely to act                  

through a diffusion mechanism, then ‘radius’ seems to be a good choice, however if it is                

likely to act through cell-to-cell contacts, then in such case ‘network’ seems more             

reasonable. Furthermore, choosing a scale range, by setting a minimum and a maximum             

parameters, allows to target short (Figure 2a., b.& c.) or long (Figure 2d., e. & f.) range                 

relationships. For example for euclidean distance neighbors computation, all the cells           

situated within a certain radius range will be kept. This way, a range of scales can be                 

investigated and compared. Once selected and computed, the neighborhood can be           

visualized with the `plot_neighborhood` function (Figure 2).  

 

Computed spatial statistics 

The study of spatial patterns for quantitative features is achieved through computation of             

spatial autocorrelation indices, which compare the feature value of one cell to feature values              

of its neighboring cells, and check if such a spatial clustering of values is statistically               

significant or possibly drawn from a null model (Legendre and Legendre 1998). Feature’s             

spatial organization can be computed for the whole image (one statistical test per image), or               

for each individual cell (one statistical test per cell). Several spatial indices are available:              

Moran, Geary and Getis-Ord for global statistics, and Moran and Getis-Ord for local statistics              

(Dale & Fortin 2005). This part of the calculation is undertaken by the Python module pysal                
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(Rey et al. 2010). The significance of each statistics is evaluated with random permutations              

of single cell feature values. The number of permutations can be set by the user.  

Two types of spatial analysis are provided for categorical features: Newman's assortativity            

(Newman 2003) and Ripley's K cross functions (Dixon 2002). The significance is also tested              

with category permutations. The number of permutations is up to the user. The general              

principle of Newman’s assortativity analysis is to count existing links between cells of             

different categories, and to compare these counts to the expected number of links under the               

null model. The general principle of Ripley’s K cross-functions is to count how many objects               

are within a distance from a given object, then average and normalize this value over the                

dataset. The Ripley's K cross-function K(i,j) counts the number of objects of category j              

around objects of category i. Computing the difference K(i,j) - K(i,k) allows to measure if               

there are more objects of category j or k around objects of category i. With these cross                 

functions, every possible object category pairings can be investigated. The assortativity and            

Ripley’s functions approaches are complementary. On one hand, the all-class assortativity           

provides an answer to the question “are cells of the same class more frequently linked to                

each other than expected at random?”, and the assortativity per-class i provides an answer              

to the question “are cells of class i more frequently linked to each other than expected at                 

random?”. On the other hand, Ripley’s K function provides an answer to the question “are               

cells lying randomly assuming a random Poisson process?”, and Ripley’s K cross function             

difference K(i,j) - K(i,k) measures whether instances of category j are more grouped around              

instances of category i than instances of category k. Ripley’s computation output can be              

variance stabilized (function L) or not (function K) depending on an optional parameter. 

Test results are stored in a pandas (https://pandas.pydata.org/) dataframe named          

`perimage_results_table` if it is a global test, or directly in the input pandas dataframe named               

`feature_table` otherwise.  
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Visualization 

To visualize a test computed using one feature from a single image at different scales, the                

chosen statistics can be easily plot against increasing scales with the `plot_correlogram`            

function. It works for test results on both categorical and quantitative features. A correlogram              

can help to estimate if there is positive or negative spatial similarity, and at which scale                

(Legendre and Legendre 1998). The scales displayed on the x-axis should be interpreted in              

two different ways depending on the chosen statistic. On one hand, the theoretical model of               

the Ripley’s functions considers a growing neighborhood that goes up to a certain radius              

(Dixon 2002, Figure 3d.&e.), meaning that the tests at each radius r are computed with the                

neighborhood parameters (‘radius’, 0, r). On the other hand, for spatial autocorrelation            

indices, we would advise to use successive ring-shaped neighborhoods corresponding to           

different distance ranges (Legendre and Legendre 1998, Figure 2b.&d.), e.g. the test at each              

radius r_i is computed with neighborhood parameters (neighborhood type, r_{i-1}, r_i). These            

distance ranges allow to separate the effect of close and distant neighbors. 

Per cell results can be visualized on the image space with the `get_feature_filled_image`             

and `plot_2im` functions.  

 

The analysis and plot generation (Figure 3) for the hepatocytes image took about 5 minutes               

and about 1.7G on a regular laptop. The image size is 5154x5136 pixels and it contains                

3256 detected cells. The analysis and plot generation (Figure 4) for the co-culture image              

took about 19 minutes and about 0.5G on a regular laptop. The image size is 3772x3718                

pixels and it contains 2122 detected cells. 

Results 
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Figure 3 - Spatial clustering analysis of inflammation response from hepatocyte-like           

cultured cells a. Merged microscopy image of brightfield, DAPI (blue) and lipid droplets             

fluorescence (red) channels. The red intensity monitors inflammation of the hepatocytes via            

a lipid droplets marker, LD540 (Rappez et al. 2019). Scale bar: 700 μm b. Correlogram of                

Moran's statistics for the lipid droplets’ mean fluorescence intensity per cell. The value at              

radius r_i is the Moran’s statistics for all pairs of cells at a distance comprised between                

r_{i-1} (the previous x axis point) and r_i. The 2.5 and 97.5 percentiles of the null model were                  

computed with 999 random permutations of the fluorescence values over the cells. c. Cells              

with Getis-Ord statistics above the 97.5% percentile (cold spots) are displayed in blue and              

those under the 2.5% percentile of the null distribution (hot spots) are displayed in red.               

Colormap represents values of the local Getis-Ord statistics. Cell neighborhood computed           

with parameters (‘radius’, 0, 79.983). d. Correlogram of Moran’s statistics for the lipid             
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droplets’ mean fluorescence intensity per cell using a network neighborhood. X-axis values            

for the network neighborhood correspond to circles of neighbors: x=1 corresponds to the             

membrane touching neighbors; x=2 corresponds to the neighbors of the membrane touching            

neighbors exclusively; and so on. A radius matching each circle of neighbors was calculated              

(see b.) to obtain about the same number of pairs in the two neighborhood matrices. The                

network neighborhood produces a higher and wider spatial autocorrelation for the lipid            

droplets fluorescence than the radius neighborhood.  

 

PySpacell can detect spatial patterns displayed by a fluorescent single cell read-out 

Hepatocyte-like cells (hepaRG) were induced by TNFα in combination with oleic and palmitic             

acids to produce an inflammation reaction. This inflammation reaction was monitored by the             

fluorescent marker LD540 (Figure 3 a., Rappez et al. 2019), that stains the cytoplasmic lipid               

droplets. The microscopy image displayed on Figure 3a. was segmented by Rappez and             

collaborators using CellProfiler (Rappez et al. 2019). A biological question that arises            

naturally from this experimental model is: is the inflammation state of one cell influenced by               

the inflammation states of the surrounding cells? To answer this question, PySpacell can             

compute the Moran’s statistics on the mean LD540 intensity per cell, as a proxy for the                

inflammation state. The Moran’s statistics is an autocorrelation measure that PySpacell can            

compute at several scales: for instance, the data point at radius 180.344 pixels on Figure 3b                

was obtained by setting respectively the minimum and maximum radius parameter at            

146.601 and 180.344 pixels. The correlogram on Figure 3b. shows that Moran’s statistics             

values for the mean fluorescence are positive, which means that similar values spatially             

cluster together. Furthermore, the computed spatial autocorrelation values are above the           

97.5% null distribution percentile for radii smaller than 180.344 pixels: it means that under a               

180.344 pixel distance, pairs of cells show a statistically significant clustering of similar             
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intensity values. We observe a spatial clustering of similar inflammation levels at small scale,              

as read from the LD540 fluorescence mean intensity per cell.  

 

The choice of neighborhood definition provides a clue on the cell communication            

mode 

To test if the spatial autocorrelation of hepatocytes’ inflammation is likely due to a diffusion               

process or to a membrane-mediated cell-to-cell interaction, it is possible to compare the             

values of the same statistics obtained using two different neighborhood definitions. Indeed            

there are two natural ways to define the neighborhood of a cell: either it comprises all the                 

cells within a given distance around it, or all the cells that shares a membrane with it. In the                   

first case only pairs of cells at a certain distance are considered, and in the second case, the                  

neighborhood is growing by aggregation of touching neighbors. By comparing the           

correlograms (Figure 3b. & d.) based on the two different neighborhood definitions, one can              

see the impact of the neighborhood choice on spatial autocorrelation. In Figure 3d., the              

spatial autocorrelation statistics has a value of 0.42 for the first circle of neighbors, which is                

higher than the value of 0.28 obtained in Figure 3b. for the first tested radius. The plots 3b.                  

and 3d. were constructed such that their abscisses match in terms of cell pairs’ count,               

preserving the statistical power of the spatial autocorrelation tests. Interestingly, in Figure 3d.             

the second data point lay way above the 95 % confidence interval of the null distribution (see                 

Methods section), while in figure 3b. the second data point remains only slightly above. This               

comparison indicates that considering a neighborhood based on cell membrane touching           

enables to measure a larger spatial spread of the inflammation values than with a              

neighborhood based on euclidean distance. The space being considered homogeneous,          

such a statistical clustering implies an interaction between cells. Here, positive spatial            

autocorrelation results suggest this interaction is direct and happens through cell-to-cell           

membrane contacts.  
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Figure 4 - Spatial clustering analysis of co-cultured cells. a. Crop of a merged              

microscopy image of phase contrast with a fluorescent Hela cells (in red - expressing              

H2B-mCherry) and fluorescent NIH3T3 fibroblasts (in green - expressing GFP) co-culture.           

Scale bar: 200 μm b. Histograms of the nearest neighbor distance for Hela cells and               

fibroblasts populations. Smooth curves are the Gaussian kernel density estimation of these            

histograms (bandwidth=0.22). c. Cell type assortativity computed with k-nearest         

neighborhood. The shaded blue area corresponds to the [2.5%, 97.5%] percentiles of the             

null distribution. The null distribution was obtained by random shuffling of the cell types. d.               

Plots of Ripley’s L cross functions differences describing the relative spatial clustering of             

Hela cells and fibroblasts. The shaded blue area corresponds to the [2.5%, 97.5%]             

percentiles of the regular null distribution. The regular null distribution was obtained by             

random shuffling of the cell types. The yellow shaded zone corresponds to the [2.5%, 97.5%]               

quantiles of the constrained null distribution. The constrained null distribution was obtained            
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by randomizing cell types according to the nearest neighbor distance distributions (cf b. and              

see text for details).  

 

PySpacell can detect spatial pattern displayed by cell categories 

Hela cells and NIH3T3 fibroblasts (Figure 4a., Rappez et al. 2019) were co-cultured and              

seeded three days on a glass slide before imaging. HeLa and NIH3T3 cells constitutively              

expressed H2B-mCherry and GFP respectively. Cells were detected manually with Cell           

Counter ImageJ plugin [https://imagej.net/Cell_Counter, ImageJ]. An assortativity analysis        

(Newman 2003) was performed to count existing links between Hela cells and fibroblasts,             

and to compare this count to the expected number of links under the null model (Figure 4c.),                 

based on k-nearest neighbors. For all k values, the data assortativity is greater than the null                

model (see Methods section), meaning that there is a higher number of links between cells               

of the same type than expected randomly. The null model was obtained by shuffling the cell                

type labels. A second tool was employed to compare the spatial clustering of one class to                

the other: Ripley’s cross functions (Dixon 2002) allow to compare grouping, class per class.              

Indeed it can compare how many Hela cells versus fibroblasts lay in average around a Hela                

cell, by computing the difference of the normalized averaged counts (see Methods section).             

The null model confidence interval is also computed by label shuffling (Figure 4d. Blue              

shaded area). Results displayed on the middle panel of Figure 4d. show that fibroblasts are               

more likely to be surrounded by fibroblasts than Hela cells at small scales (radius < 500 px)                 

as indicated by the positive difference. However, Hela cells are more likely to be surrounded               

by Hela cells than fibroblasts at all tested scales. Hela cells are also more likely to cluster                 

than fibroblasts at all tested scales, as indicated by the negative difference (right panel of               

Figure 4d.). These values lay outside the null distribution confidence interval except for             

L(fibroblast, fibroblast) - L(fibroblast, Hela) above a 400 pixel radius (see blue shaded area              
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on the middle panel of Figure 4d.). It means that above a 400 pixel radius, this observation                 

can be explained by the null model.  

 

PySpacell limits the bias introduced by the size difference between cell categories 

To lower down the effect of a possible bias introduced by the differences in size between the                 

cell types, we propose, as an option, the construction of a null distribution through label               

shuffling that takes into account the cell type size (see yellow shaded areas on Figure 4d.).                

The area required by a cell is then approximated by the distance to its nearest neighbor. The                 

histogram of this distance is plotted separately for Hela cells and fibroblasts on Figure 4b.,               

Hela cells display a smaller nearest neighbor distance in average than fibroblasts. In order to               

respect the relative spatial occupation of both cell types, a new label is assigned to each cell                 

depending on a probability computed from the nearest neighbor distance distributions’           

difference (Figure 4b.). The null model confidence intervals obtained this way are displayed             

in yellow on Figure 4d. L(fibroblasts, fibroblasts)-L(fibroblasts, Hela) is positive up to a radius              

of 500 pixels, but remains outside the 97.5% null model confidence interval when label              

shuffling is constrained by the size distribution difference (see middle panel of Figure 4d.).              

This demonstrates that the size difference taken alone cannot explain the fact that             

fibroblasts are more frequently surrounded by fibroblasts than by Hela cells. However,            

L(Hela, fibroblasts)-L(Hela, Hela) is negative, and outside the confidence interval up to a             

radius of 400 pixels only, when shuffling is constrained by the size distribution difference              

(see right panel of Figure 4d.). It means that the clustering of Hela cells around Hela cells                 

can be explained by the difference in size beyond a radius of 400 pixels. Finally,               

L(fibroblasts, fibroblasts)-L(Hela, Hela) is negative, and inside the null model confidence           

interval for all tested radii (see left panel of Figure 4d.). It means that the size dependent                 

model can explain that Hela cells appear to cluster more than fibroblasts at all tested scales.  
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Discussion 

PySpacell is a toolbox for spatial statistics on cell images that enables to easily test if                

interesting cell features show a spatial trend and to what extent.  

 

We demonstrated the capabilities of PySpacell on two fluorescence microscopy image           

examples. First we showed that hepatocytes display spatially clustered inflammation values,           

pointing at an inter-cellular mechanism. Secondly we showed that, in a co-culture of Hela              

cells and hepatocytes, cells are not randomly arranged, and that their relative positioning             

cannot be fully explained by a null model considering the size differences between the two               

cell types. Thus, PySpacell offers an approach to reduce the bias introduced by irregular              

shaped and randomly spaced objects as cells are, especially in culture. Furthermore, while             

Stahl and collaborators’ data lay on a regular grid (Stahl et al. 2016), we demonstrated that                

the choice of neighborhood in PySpacell allows for a dedicated analysis of biological             

experiments. Finally, PySpacell provides a visualization of neighborhood and local spatial           

autocorrelation directly on the cell image which is useful for rapid in situ investigation. 

 

We chose to model the cells with a marked point process, with each cell represented by a                 

point. It makes biological sense to consider per cell feature values rather than pixels values               

directly because pixel size can be of various scales. Indeed, this point is valid for many                

assays: a cell is a biologically relevant unit, and for example averaging the lipid droplets               

fluorescence for the hepatocytes makes sense because the lipid droplets can be distributed             

in the whole cytoplasm. Edsgärd and collaborators also chose to model cell locations as a               

marked point process. Moreover they chose four summary statistics (E-mark, V-mark,           

Stoyan’s mark correlation and mark variogram) that they finally aggregate into a single             

114



feature (Edsgärd et al. 2018). In fact, marked point processes have been very extensively              

studied in Geography and Ecology (Szmyt 2014, ArcGIS software), and many techniques            

have been developed and refined for years. PySpacell provides computation of standard            

measurements as spatial autocorrelation and Ripley’s functions without aggregating them in           

order to favor interpretability. In addition, Edsgärd’s measures can only account for            

numerical marks, while PySpacell allows for detecting pattern from both quantitative and            

categorical features. The toolbox we propose is more flexible in this regard, because it can               

take as input any kind of feature as long as this feature can be computed per cell. Therefore,                  

the traditional fluorescence features can conveniently be augmented with additional          

information such as MALDI or expression data from sequential FISH.  

 

During the development of pySpacell, we thought to include multivariate methods to match             

the output of software program such as CellProfiler. In practice, those output features end up               

to be often highly redundant and necessitate an intermediary processing. A literature search             

(Dray and Jombart 2011) showed that most of spatial multivariate approaches rely on a              

modified principal component analysis (PCA) in order to compress the information, often at             

the cost of lower interpretability. As such preprocessing (e.g. projection on the first PCA) can               

easily be performed with other Python packages (e.g. scikit-learn), we focused PySpacell            

exclusively on the computation of spatial statistics from a single readout. Finally, PySpacell             

was conceived to ease spatial analysis of cells by the community and therefore was made               

easily available through the package management system pip. 
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CHAPTER 5. A PYTHON PACKAGE FOR SPATIAL ANALYSIS OF CELL IMAGES AS A TOOLBOX TO
ANSWER BIOLOGICAL QUESTIONS.

5.3 Conclusion

5.3.1 The importance of the null model in
statistical tests

The importance of the null model is cru-
cial in any statistical test. It shapes the
question that can be asked and thus an-
swered. Indeed, when the null hypoth-
esis of a test is rejected, the only con-
clusion that can be drawn is that the
data cannot be explained by the pro-
cess modeled by the null hypothesis, yet
other processes could explain them. In
the context of spatial statistics, there are
mainly one null model. If the research
questions are about the point spatial dis-
tribution, then the favored model will be
Complete Spatial Randomness (CSR)
[157]. This model takes one parameter,
the intensity λ. The number of points
drawn follows a Poisson law of parame-
ter A ∗ λ, with A the studied area [215].
Then points are taken independently ac-
cording to a uniform 2D distribution.
This null model is almost always used
even when the data show signs of non
randomness [167].

However, if points are labeled with cat-
egories, then two usual null hypothe-
ses can be defined [157]. The first one
hypothesizes the independence between
the processes of each type, and thus al-
lows to ask questions about the inter-
action of the processes. Under this hy-
pothesis, Ripley’s cross functions would
all follow the CSR model with differ-
ent intensities. The second hypothe-
sis takes a different point of view: it
considers random labeling, i.e. inter-
changeable point types. This approach
asks questions about the process that as-
signs labels to points. Under this hy-
pothesis, Ripley’s cross functions are all
equal. Departure from the random la-
beling hypothesis can be then exam-

ined using pairwise differences between
K cross-functions. This last viewpoint
is the one we favored for PySpacell, be-
cause we were mostly interested in the
labeling process. Nonetheless, we could
have complexified our null model by in-
corporating a step were data points are
randomly repositioned, and it will be
discussed in the next subsection

5.3.2 Null model simulations

For the case of the co-culture image,
the cell spatial distribution does not fol-
low the CSR model. Indeed when the
K function is plotted for the cell cen-
troids, the data curve is above the one
obtained under CSR hypothesis (cf Fig-
ure 5.2 black and red curves). This dif-
ference means that the data points are
more clustered than expected under the
CSR hypothesis. Some processes, like
the Neyman-Scott or the Cox processes,
are able to model such clustering [152,

157]. For the Neyman-Scott process, the
analytic formula for K function was de-
rived and equals [215]: K(t) = π∗t2+(1−
exp(−t2/4σ2))/ρ, where σ and ρ are the
parameters of the Neyman-Scott model.

Neyman-Scott simulations

To model the clustering behavior of
cells, I fitted the K curve to the an-
alytic Neyman-Scott formula to obtain
estimated values for σ and ρ. Then I
drew new positioned data points with
the following procedure: first, parent
points are drawn from an homogeneous
Poisson process with intensity ρ; then
each parent point i generates a random
number of offspring points Ni according
to a Poisson law with parameter m, and
the location of each offspring relative to
the parent point follows a Gaussian dis-
tribution with 0 mean and σ standard
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deviation in both x and y directions. I
took m equal to N (the true number of
cells) divided by ρ (average number of
parent points). It is important to note
that the parent points are not conserved
in the output simulated points.

The K function fitting to Neyman-Scott
model is good (cf Figure 5.2 a.), how-
ever the nearest neighbor distances of
the simulated points do not match the
nearest neighbor distance distribution of
the true data points, especially for the
small distances (cf Figure 5.2 b.). This
observation is understandable, as cells
are not points but occupy a non-null
area, even if this trend did not show
on the chosen scales displayed on the
K function plot (cf Figure 5.2 a.). So
at short distances, the data should be
modeled with a soft-core or a hard-core
process, and at medium distances, the
data should be modeled under a cluster-
ing process. With the extent of my lit-
erature search, I did not find a good and
simple model that combines both effects
and that is well documented, for exam-
ple with an analytic K function formula
[146].

Another possibility would have been to
get simulated points spatial distribution
through an ad hoc process. For ex-
ample, we could have iteratively gener-
ated points that match the distribution
of nearest neighbors or overall distribu-
tions. We did not choose to follow this
path, because generating such a distri-
bution takes an exponentially growing
amount of time as the cells are getting
more confluent, and because searching
the parameter space to evaluate the dis-
tance of inhibition or the probability to
reject a point would have also increased
greatly the complexity of the computed
statistics via the toolbox.

5.3.3 A compromise between complex
simulations and the simple random
shuffling model

To sum up, in the case of cultured cells,
it is hard to find a simple null model
that is better than the random shuffling,
as it is especially hard to mimic the po-
sitioning of cells. In the study case of
hepatocytes, random shuffling is a suit-
able model, as all the cells are of same
type and similar shape and size. How-
ever, for the study case of co-culture be-
tween Hela cells and fibroblasts, a blind
random label shuffling is questionable as
the two cell types do not share the same
reference size or shape. Indeed with the
random label shuffling, it is not possi-
ble to discriminate between the two fol-
lowing hypotheses: cells are clustered
with cells of the same type, or cells are
positioned this way because there are
groups of small rounded cells and groups
of elongated cells.

As described in the paper, we wanted to
minimize the bias caused by blind ran-
dom label shuffling: indeed in that pro-
cess, a small rounded cell can be rela-
beled as a fibroblast even if its morpho-
logical characteristics would not physi-
cally allow a fibroblast at this position.
This blind relabeling can have conse-
quences on the number of neighbors the
cell has at this position, and thus on the
spatial statistics. So to avoid relabeling
a cell as a fibroblast where the position
does not allow it, I implemented in PyS-
pacell a tool that checks the surround-
ings of a cell before assigning it a new
label (cf Figure 3 of the paper). This
option allows the user to set the num-
ber of nearest neighbor distances to take
into account when assigning a new label.

The Figure 5.3 shows the impact of the
choice of the number of controlled di-
mensions. The panel a. of Figure 5.3
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Figure 5.2: Ripley’s K and nearest neighbor distance distribution for Neyman-Scott simulations and
the data. a. Ripley’s K computed for different neighborhood matrices with increasing euclidean distance: x-axis
in pixels. ”sim” is short for Neyman-Scott simulations. 999 permutations were computed, hence only the mean, the
mean+std (standard deviation) and the mean-std are plotted. Theoritical CSR corresponds to Complete Spatial
Randomness, π ∗ radius2. b. The distributions of distances between cell’s nearest neighbors are displayed for the
data (grey) and for a randomly chosen Neyman-Scott simulation (blue).

Figure 5.3: Influence of the number of dimensions controlled for the label shuffling. a. Jaccard similarity
score between the original labels and the shuffled ones as a function of the number of nearest distances (ncNN )
controlled for the label shuffling. b. Squared difference between the real value of Ripley’s cross-functions and the
value obtained after label shuffling (denominated simulated K cross). 100 permutations were computed for each
value of ncNN . The solid line corresponds to the mean, and the colored interval to the values between the mean-std
(standard deviation) and the mean+std of the permutations.
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represents the Jaccard index between
the list of true labels and the list of
shuffled labels, i.e. the percentage of
cells that do not see their label changing
in the shuffling process. It shows that
when the controlled number of nearest
neighbor distances ncNN increases, the
number of cells that keep the same la-
bel increases. This observation confirms
that when matching the nearest neigh-
bor distance (NN) distribution, the type
of label that can be re-assigned for some
cells with very close or very far neigh-
bors is constrained. The panel b. of
Figure 5.3 represents the sum of the
squared differences between the true K
cross-function and the K cross-function
computed after the random shuffling,
per cross-function and their average.
This plot (cf Figure 5.3 b.) shows a
general decrease of the difference be-
tween the true and the simulated cross-
functions from the blind random shuf-
fling (ncNN = 0) to the first controlled
nearest neighbor distribution (ncNN =
1). However when ncNN > 1, the dif-
ference between the true and the sim-
ulated cross-functions increases again.
This secondary increase is mostly due to
the cross-function K(fibroblast,fibroblast).

While the underlying process is not com-
pletely clear, looking at the shuffled
labels’ pattern directly on the image
might give some intuition (cf Figure 5.4
a.). It seems that at ncNN = 0, the la-
bels are completely mixed (cf first panel
of Figure 5.4 a.). At ncNN = 1 and
ncNN = 2 (cf second and third panels
of Figure 5.4 a.), the red dots are start-
ing to regroup but some green dots are
located on the outer part of the groups
of reds and some in the middle of them,
causing a decrease of the cross-function
L(fibroblast,fibroblast) values (cf Figure 5.4
b.), and by way of consequence an in-
crease of the difference between the real
and simulated cross-functions (cf Fig-

ure 5.3 b.). At ncNN = 15, most of
the green dots have been pushed on the
outer part of the more dense red clus-
ters, it results in a higher proximity of
the green dots, and an overall increase
of the cross-function L(fibroblast,fibroblast)

values.

Considering the average difference be-
tween simulated and real K cross-
functions (cf Figure 5.3, red curve), we
chose to show only the data for the first
NN distance controlled in the body of
the paper because it improved the model
without applying two many constraints.

I chose not to go further with the null
model point positioning simulations pre-
sented in the previous subsection, be-
cause of their computational complex-
ity but also because generating points
with the same interpoint distance dis-
tribution does not solve the problem of
finding a way to assign cell types during
the label shuffling.

5.3.4 The difference between cultured
cells and tissue

PySpacell is technically usable on both
cultured cell data and tissue data. In-
deed, as long as tissue data are seg-
mented and features collected per cell,
all the PySpacell tests can be run. Once
again, the question of the null model is
crucial here. In the case of an homoge-
neous tissue, the feature values can be
randomly shuffled. Although, only spe-
cific parts of tissues are homogeneous,
and usually the benefit of studying a bio-
logical process on a tissue is to get closer
to an actual living system. This implies
some heterogeneity in the tissue, espe-
cially heterogeneity between cells. In
this case, a blind shuffling will intro-
duce a bias. For example, blind shuffling
could exchange feature values between a
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Figure 5.4: Cells relabeling in function of the controlled number of nearest neighbor distances. a. Over-
lay of the co-culture image with the re-assigned labels after a shuffling for 0, 1, 2 and 15 controlled nearest neighbor
distances ncNN . b. L cross-function L(fibroblast,fibroblast) (variance stabilized version of K(fibroblast,fibroblast))
in the true data case, and in the shuffled cases with 0, 1, 2, and 15 controlled nearest neighbor distances ncNN . In
this figure, only one example of shuffling is shown for each value of ncNN .

cell with a small volume and a cell with
a bigger volume. Then concluding that
there is a non-random spatial pattern for
the feature could be biased by the un-
derlying spatial non-homogeneity of cell
sizes. In more details, in the case of a
feature strictly correlated to the cell vol-
ume, and of a non-random spatial pat-
tern of the cell volume, then a spatial
statistical test for the feature would be
significant.

Elise Laruelle, a post-doctoral re-
searcher in our team, is currently work-
ing on these problematics: how to gen-
erate randomized tissue images, from an
image of a segmented tissue, while pre-
serving the shapes of the cells. She pro-
ceeds through an iterative process, mov-
ing cells step by step. In a few words,
cells are modeled via a center and an
ellipse. For each iteration, the center is
first moved to be at the barycenter of the
cell shape, then the cell borders are re-
constructed to meet at best all the cells’

shape requirements. The number of iter-
ations necessary to create a new random
image depends on the characteristics of
the source image.

The spatial analysis of cell images is just
at its beginning, and I hope that PyS-
pacell will help biologists to ask and an-
swer questions on the spatial random-
ness of their data. PySpacell is designed
to be a first step towards this goal. To
go further, we think that a proper null
model should then be defined for each
purpose.
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In this thesis, I focused on studying
cellular heterogeneity grasped from mi-
croscopy images. For this study, I
used several datasets: diverse high-
content screens on patient-derived cell
lines tested with compounds from the
Prestwick library, the publically avail-
able BBBC021 screen on breast can-
cer cells treated with anti-cancer com-
pounds [202], and fluorescence images
combined with a spatial mass spectrom-
etry modality. I considered the hetero-
geneity between cells, as cells can be
considered as basic biological entities.
Many biological phenomena are regu-
lated at the level of a cell. Also several
intra-cellular components are related to
each other, and morphological informa-
tion from one or another can be redun-
dant [216]. This is what we illustrated
when removing the actin and the tubu-
lin fluorescence channels and computing
the MOA accuracy (cf Chapter 3): phe-
notypic information from different cellu-
lar compartments can be redundant.

Image-based cellular heterogeneity can
be seen at different levels: between cell
lines, between treatments on a given cell
line, and between different spatial neigh-
borhoods on the same image. The mor-
phological heterogeneity between cell
lines is at the source of the increase
of target prediction performance when
combining data from diverse cell lines
(cf Chapter 3). Inside a cell line treated
with the same compound, phenotypic
heterogeneity can be detected in the
form of subpopulations. However, for
the BBBC021 dataset, expressing treat-
ment effect on cells with cell subpop-
ulations does not guarantee improve-
ment of MOA prediction. Nonetheless,
a few clustering methods for subpop-
ulations give good and similar results
in terms of MOA prediction (cf Chap-
ter 4). I approached the study of non-
random spatial organization of subpop-

ulations inside an image with cell planar
graphs. I observed that they cannot be
efficiently analyzed with common graph
degree- and node-based measures. Yet
direct comparison of image cell graphs
via graph kernels can improve the MOA
prediction under certain conditions (cf
Chapter 4).

Downscaling the amount of images, I im-
plemented and tested exploratory spa-
tial statistics in a Python module, PyS-
pacell (cf Chapter 5). PySpacell is the
first dedicated spatial statistical analy-
sis package for images. Cells are sup-
plied with properties, like quantitative
(level of a fluorescent marker) or qual-
itative (cell type) feature. The spatial
organization of these properties can be
tested for randomness with respect to
the cell graph. The Python module is
available for download on github 1. With
the help of PySpacell, I showed that
there is a spatial clustering of similar
values of lipids accumulation close to
each other, and this spatial clustering is
more important when considering links
between cells that are touching rather
than links based on Euclidean distance
from cell centroids. In a second exam-
ple, I showed that Hela cells and fibrob-
lasts do not randomly mix when seeded
together.

1https://github.com/biocompibens/
pySpacell
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7.1 The limits and potentialities of
cell-based assays

7.1.1 BBBC021 is a model dataset for
classical high-content screening

Cell-based assays are usually carried
on adherent cells seeded in multi-well
plates. Treatments are then applied
in a parallel fashion. In order to pro-
ceed to drug profiling, metadata need
to be collected on at least some com-
pounds, to identify mechanisms of ac-
tion or targets of unknown compounds,
to perform lead hopping, or to enrich
small molecule library [25]. For all these
purposes, the general idea is to prop-
agate known functional annotations to
unknown compounds.

Because it possesses MOA annotations
and because it is easily accessible (down-
loadable online at [201]), the BBBC021
dataset is a model dataset for drug pro-
filing. This dataset is of consequent
size with 3 general cell-labeling fluo-
rescent channels, 103 treatments classi-
fied in 13 MOAs, and more than 2,000
images. Such a dataset is rare: in-
deed gathering functional annotations is
time-consuming and most of screens use
one fluorophore or very specific ones [20].

It has become a model dataset in that
many methods have been tested on it [31,

34, 89, 202–204], hence it eases comparison
of methods, as discussed in Chapter 3.
However the BBBC021 has its limita-
tions: it uses the MCF-7 cell line in a
2D context and its MOA classification
may suffer some pitfalls.

7.1.2 MOA annotations are necessary
but bear pitfalls

Although having MOA annotations is a
key point of the BBBC021 dataset, the
ones available are corresponding to dif-
ferent levels of annotation precision. In-
deed, some are defined at the level of
the protein that the drug targets (e.g.
Eg5 inhibition), at the level of a cellular
component (e.g. actin disruptors), or at
the level of a more general cellular path-
way [217]. These categories are usually
defined at a level where differences can
be seen on the screen images [217]. For
the BBBC021 dataset, either the choice
of compounds which give striking phe-
notypes, or the fine-tuned choice of the
MOA category levels, allows an almost
perfect accuracy score: the best meth-
ods reach over 90%. However for other
datasets, like the one used in our pa-
per [200] (cf Chapter 3), or other pa-
pers [217], the reached prediction accu-
racies are quite low - around 25%-30%.
This may be due to unsuitable fluores-
cent markers, to chosen compounds, or
to the prediction task itself, namely a
larger number of categories than for the
BBBC021 dataset [200] or a more diffi-
cult categories’ separation [217]

Moreover, gathering functional annota-
tions is not only time-consuming but can
also be subjective. Indeed when search-
ing online databases like chEMBL [218],
PubCHEM [219], or PHAROS [220], dif-
ferent levels of information for different
compounds are usually found: some are
very well documented while some have
very few informational content available.
Also for some compounds several tar-
gets are listed, whereas for some others,
none or one is reported. When creating
a set of functional annotations for one
dataset, these information needs to be
evened out: for example, as we did for
the Prestwick library, we chose to report
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only a primary target. Unfortunately
for some compounds, several targets are
listed with no hint on which one might
be the primary one, then two possibili-
ties are to be chosen from: removing the
compound from the dataset or randomly
choosing one of the potential targets as
the main one.

7.1.3 The choice of cell line(s) can im-
prove data quality

In the preliminary optimization for a
HCS assay, the choice of the cell line
can be critical. Indeed by its character-
istics, its morphology, its RNA and pro-
tein pools, the chosen cell line may dis-
play or not visible changes once treated
[100]. When the potential range of tested
compounds is large, one cell line might
not be sensitive enough for all types of
effects, all mechanisms of actions [100,

217]. Hence the choice of multiple cell
lines can be a better option to obtain
a larger set of phenotypic modifications.
In Kang and coworkers [100], a method to
systematically identify optimal reporter
cell lines for sets of compounds was pro-
posed. In the late 1980s, both in the
United States and in Japan, panels of
cell lines were created to represent the
diversity found in each type of cancer, as
a response to the poor results of bench-
to-bedside translation [221]. These com-
binations of cell lines per type of cancer
could be used routinely in HCS to widen
the explored genetic and transcriptomic
landscape, combined with a multi-cell-
line data analysis method like ours (cf
Chapter 3) or others [91, 217].

Overall the intrinsic quality of classi-
cal cell lines can be questioned. Some
processes are inherently altered in usual
laboratory cell lines and altered fur-
ther by successive passages. Cross-
contamination is largely suspected as

well [221, 222]. One answer to the limi-
tations of classical cell lines is the use of
more recent cell lines that were banked
at lower passage and with less strin-
gent culture conditions [221], or patient-
derived cell strains, making them more
clinically relevant. Another pitfall that
can arise with any cell handling is their
diversification and divergence: indeed
it has been shown that cell lines iden-
tically labeled in different laboratories
differ subsequently [223]. Namely, Ben-
David and collaborators found that ”be-
tween the two sources of cell line data,
a median of 19% of the detected non-
silent mutations and 26% of gene copy
number alterations (CNAs) were present
in one data set but not the other.” [222]

This diversity has consequences on cel-
lular drug response: “In a screen of 321
compounds, the drug response of the
different MCF7 strains was highly vari-
able: among the 55 compounds that in-
hibited the growth of at least one strain
by more than 50%, 48 of these showed
<20% growth inhibition in at least one
other strain.“ [221] The generalization of
fast sequencing could limit the variabil-
ity between assays but also bring new in-
formation to integrate data: with tested
cell lines quite close to each other, phe-
notypic diversity would be observed but
probably with a high overlap, and this
complex pattern of differences could be
related to genetic mutations.

7.1.4 3D culture assays are developed
for drug screening

Another lead to improve in vitro dis-
ease models is to select and grow cells
in 3D. Indeed it is known that adherent
cancer cells grown in 2D have a deregu-
lated cell cycle, with a much higher pro-
liferation rate than what has been ob-
served in tumors in vivo [21]. By cul-
turing them in monolayer on plastic,
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strains are selected for these conditions
and they do not display real tumor-like
characteristics, genetic ones as well as
phenotypic ones [21, 221]. In particu-
lar the characteristics of stiffness and
crowdedness are far from in vivo situa-
tions. These limitations may impair the
process of drug screening: for example,
anti-cancer drugs selected from 2D ex-
periments based on their ability to stop
proliferation do little in real conditions
[21].

Efforts to develop cellular models in 3D
have been booming recently. Modali-
ties of different levels of complexity are
being improved: from the more simple
co-cultures, spheroids, micro-tissues, to
the more complex organoids [21]. Dis-
tinctions are made mostly on the num-
ber of cell types which cohabit and their
co-organization, and how well the tis-
sue organization is reproduced. Main
techniques involve culture in anchorage,
hanging drop method and ultra-low at-
tachment plates. Microfluidics devices
are also skillfully designed to handle
multiple cell lines or to create ad hoc
culture chambers [224, 225]. They are be-
lieved to better reproduce in vivo sys-
tems.

However some major difficulties stand
on their way to larger-scale higher-
throughput assays: the liquid handling
for cells and extra-cellular matrix com-
ponents is hard to automatize, the sam-
ple preparation including the fixation
and the fluorescent labeling might be
impaired by the 3D structure, the imag-
ing modalities have to be improved for
a complete imaging of the spheroid or
the organoid, . . . [21] All these param-
eters affect the cost, the speed and the
scale at which experiments can be car-
ried. Also as these 3D methodologies
are fairly recent, many of them coexist
and no common standard protocols have
emerged yet. Hence the variation be-

tween assays and between laboratories is
currently higher than the one observed
for 2D cultures [21]. In summary, 3D cul-
tures display a great potential for drug
screening, but remain a young technol-
ogy and present many technical chal-
lenges before they could be routinely im-
plemented for HCS.

The type of data analysis required by
these new methodologies, would proba-
bly be twofold: first, in continuity with
current data analyses based on segmen-
tation, more numerous or more complex
per-cell features can be exploited, and
secondly, features based on the newly
available dimension, e.g. extra-cellular
matrix permeability, quantification of
the multi-cellular organization, etc. Yet
the lower axial resolution compared to
the planar one is a known pitfall of 3D
data, and can impair the computed per-
cell features. Deep learning approaches
will certainly get a piece of the pie, as
they can overcome problems of segmen-
tation, of lower axial resolution as long
as the training data are numerous and
consistent.

I believe 3D collected data would dis-
play in general an increased diversity
and morphological analysis assisted by
neighborhood and high-level organiza-
tion analysis.

7.2 Finding subpopulations: what
for?

7.2.1 Our benchmark of clustering meth-
ods for HCS may be the first

I tested four methods, k-means, k-means
per channel, flowSOM and PhenoGraph,
on several feature matrices extracted
from the BBBC021 dataset. The ob-
tained results are compatible and com-
parable to the ones obtained by Ljosa
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and collaborators [34] as the set of orig-
inal features is the same. It is the first
time, to our knowledge, that some un-
supervised subpopulation methods are
tested side by side on HCS data. In-
deed, Ljosa and coworkers compared un-
supervised drug profiling methods on
the BBBC021 dataset, however only
one of them targets subpopulations, the
Gaussian Mixture Model [34]. Reisen
and collaborators presented a conse-
quent benchmark of similarity measures
and feature selection methods in 2013
[134]. These methods were tested for the
separation between negative and pos-
itive controls and for the separation
between multiple phenotypes. Again,
no subpopulation algorithms were used.
In a preprint published by Weber and
Robinson in 2016 [50], numerous clus-
tering methods developed for single-cell
flow and mass cytometry were bench-
marked. It is a more common analysis
to group cells into subpopulations in cy-
tometry than it is in HCS. Indeed since
2010, a consortium “Flow Cytometry:
Critical Assessment of Population Iden-
tification Methods” has organized regu-
lar challenges to evaluate rigorously the
performance of various methods [50, 226].
This is not currently the case for HCS.

7.2.2 Subpopulations are routinely
looked for in flow cytometry data,
and more recently single-cell
genetic expression data

Flow cytometry is widely used to study,
identify, and quantify cell subpopu-
lations. It gathers one fluorescence
value per tagged protein per cell. The
traditional analysis for flow cytometry
data involves manual gating: an op-
erator looks at 2-dimensional scatter
plots of the fluorescence values per cell,
groups cells by similarity, and identi-
fies foregone subpopulations [50]. The

tagged proteins are usually well thought
to identify known subpopulations, like
disease biomarkers, key protein abun-
dances or position. However, lately the
number of usable parallel fluorophores
has increased, and manual gating is less
and less an option, as the number of
scatterplots to visualize and choose from
increases exponentially [50, 52]. Hence
clustering methods have been developed
to supplement the operator in his/her
work. After subpopulations are deter-
mined, a possibility is to sort the cells
and study each subpopulation in isola-
tion. Physical subpopulation extraction
is more complex for microscopy: indeed
cells need to be alive during the obser-
vation - this usually requires a special
incubation chamber adapted to the mi-
croscope -, then the positions of a few
wanted cells are detected to proceed to
microdissection (CAMI - computer as-
sisted microdissection [227]). In opposite
to the flow cytometry, these microdis-
sections are far from a routine method.

The advances in single-cell genetic ex-
pression methods, notably single-cell
RNA sequencing, brought lately single-
cell data, in which heterogeneity and
subpopulations can also be studied [47].
The use of lineage softwares as long
as clustering methods are frequent [145,

228]. The main idea of lineage algo-
rithms is to fit the data into a low dimen-
sional space, then link data points by
proximity, and convey a meaning with
these links by giving them a directional-
ity called pseudo-time. The first lineage
algorithm published, Monocl [229], uses
independent-component analysis for the
dimension reduction step, and a mini-
mum spanning tree to connect the cells.
It was first applied in the context of cell
differentiation: there the pseudo-time
represents the trajectory of cells from a
non-differentiated state to differentiated
one(s).
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This type of algorithms could be used
for HCS single-cell data. The idea of
trajectories has already been stated in
the past by several groups [29, 30, 108, 230].

Loo and coworkers used SVMs to rep-
resent the separation between treated
and untreated cells with one vector [29].
The evolution of this multi-dimensional
vector was studied as the drug dose
increased. Some concentrations were
grouped together, discriminating ranges
of action for the compounds. This
grouping is done at the scale of the pop-
ulation, not subpopulations. It is a way
to visualize the effect of the treatments
but does not link diverging or converg-
ing cell fates.

Yin and collaborators detected rela-
tively invariant phenotypes, which are
called attractor states, linked by transi-
tion states [108]. Their approach has not
been tested on other datasets, and we
do not know if their modelization of the
morphological landscapes is applicable
to a large spectrum of situations. How-
ever, the underlying hypothesis of a con-
tinuous deformation of the phenotypic
space from an “original” state, mostly
populating the negative control, to di-
versified phenotypic states reached un-
der the influence of treatments is hard
to validate at first. This will probably
remain a complex issue as subpopula-
tions cannot be isolated for further bi-
ological testing of these hypotheses, and
as the space of subpopulations cannot be
easily deduced from the MOA or treat-
ment space. Indeed several decomposi-
tions in subpopulations can be validated
in terms of MOA classification without
bearing the correct information about
the cellular biological processes.

The study of Gut and collaborators [230]

is the one based on images resembling
the most trajectory analyses found in
genomics. Indeed, they built cell-cycle

trajectories from images of fixed cells.
The idea was to understand the impact
of the cell-cycle phase on other biolog-
ical processes and cell-to-cell variabil-
ity. Along with the study by Yin and
collaborators [108], this method recon-
structs single-cell trajectories. Yet con-
trary to the first two examples [29, 108],
the trajectory is based on a known bio-
logical progression of cells and is a pre-
liminary step for further cell-to-cell vari-
ability analyses. This approach over-
comes the main limit of Yin et al. [108],
but is not blindly applicable to other bi-
ological processes.

To make a larger use of single-cell trajec-
tory methods from image data, studies
need to be based on already character-
ize processes like cell-cycle or differenti-
ation, using designed fluorescent mark-
ers. For now, no proof of concept study
has shown it to be possible in the gen-
eral context of drug perturbation, and
this conceptual step would require sub-
stantial downstream biological testing.

7.2.3 Making sense of subpopulations
may require to find relationships
between them

In the methods I tested to find sub-
populations, most of them gave good
MOA prediction accuracy results, but
did not surpass the accuracy found by
the simplest method that Ljosa et al.
tested, the mean vector [34]. As we
discussed previously, it might be be-
cause the MOA are easy to distinguish
in this case, and more complex meth-
ods may not bring additional informa-
tion. Though clustering methods may
be of great help on other datasets.

A way to make use of subpopulations
may be to enrich the available metadata
and link them with genetic data like
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gene expression networks. Barabasi and
coworkers linked gene or protein-protein
interaction graphs with diseases, and
studied among other things how drugs
can be repurposed by finding shortest
paths between a drug target and a gene
known to be implicated in a disease.
These gene-disease networks are created
from genetic associations and comorbid-
ity data. In a gene network, the pro-
tein interactions are assumed to mech-
anistically code for the disease from a
network perspective. The better suited
the genetic data is, the better the pre-
diction would be: for example, gene ex-
pression patterns differ from tissue to
tissue, or from cell type to cell type and
knowing the gene network correspond-
ing to the tissue might make the differ-
ence between a working repurposing and
one that does not work. Another use of
these networks is to suggest new protein
that might be associated with the dis-
ease, hence new potential targets.

The subpopulations might complement
this network. In the previously de-
scribed gene graph, a disease is asso-
ciated with a number of gene nodes,
and a drug with a priori one node (its
primary target). Now if we add the
subpopulations, they can be associated
with several drugs, hence several gene
nodes, it could be checked if they are
consistently associated with the same
nodes and if they form topological clus-
ters in the graph, i.e. connected compo-
nents. For each subpopulation, assump-
tions could be made based on the associ-
ated cluster of genes on which pathway
is impaired. Then the description of a
treatment could be enriched and com-
plexified by building it from the different
gene clusters associated with the major
subpopulations the treatment is causing
to cells. Few studies have started to ex-
plore this relationship [231, 232].

In the context of an RNAi screen,

Evans and collaborators used pheno-
typic information to construct gene in-
teractions [231]. In practice, subpop-
ulations were detected with a semi-
supervised method. The gene perturba-
tions are then clustered into “phenoclus-
ters” based on their associated subpop-
ulations. They assumed that genes be-
ing grouped in these phenoclusters have
a high chance to act in the same path-
way. However this method has caveats,
as there is no way to infer any direc-
tionality in the gene interactions, also
a blind decision needs to be made on
the level at which the clustering needs to
happen. The authors proposed to com-
bine that with prior knowledge, as co-
expression or protein-protein interaction
data.

Reisen and coworkers used another ap-
proach for a drug screen. Subpopula-
tions were grouped via a similarity net-
work before making supra-clusters [232].
The supra-clusters were then “analyzed
for enrichment of individual targets and
gene sets”. Enrichments were observed
for 11 of the 84 supra-clusters. The
possible follow-up could be to suggest
gene sets or pathway on which unknown
drugs act, enhancing the quality of the
drug profiling. I suggest to carry this
type of analysis at a larger scale, for
example with the compounds from the
Prestwick library as we already have
target-compound associations (cf Chap-
ter 3).

7.3 Spatial analysis: a way for a
more complete data analysis?

132



CHAPTER 7. DISCUSSION

7.3.1 Spatial analysis in cell images
stays an unexploited source of in-
formation

Spatial relationships between cells or po-
larity inside cells is usually overlooked.
The content of a microscopy image is
high and most methods are ignoring
most of it and applying a harsh dimen-
sion reduction one way or another [20].
Nonetheless results from the literature
show the importance of spatial informa-
tion even in cultured cells [60, 86, 150,

204]. Some biological processes cause
large spatial supra-cellular organization.
The example of viral infection showed by
Snijder and coworkers [13] might be one
of them. It is reasonable to hypothe-
size that division, lineage and cohabita-
tion act on major cell processes, hence
making two neighboring or two affiliated
cells more alike in general than two cells
taken randomly.

The spatial statistics implemented in
pySpacell can help discriminating which
biological process is more spatially or-
ganized, as they allow to perform ex-
ploratory analysis. Once again, different
cell types and strains could react differ-
ently for different fundamental processes
(cf Chapter 5).

7.3.2 Spatial aware methods have
started to be tested

Few neighboring features are generally
used: for example in CellProfiler, the
distances to the n closest neighbors and
their identity are available in one click.
However more refined features, like the
ones used in Snijder et al. [13, 86], e.g. lo-
cal cell density, population size, and cell
islet edge membership, or the ones used
in Toth et al. [204] and Rohban et al.
[233], i.e. the concatenated averaged fea-
ture values and other moments from the

neighboring cells require for now manual
implementation. The later approaches
seem largely applicable and do not de-
pend on the cell line or biological process
involved.

Furthermore, contrary to the per-cell
features, methods working on unseg-
mented images can leverage the supra-
cellular spatial information. Previous
methods, like WND-CHARM [77] or
PhenoRipper [76], extract features de-
fined closely to the ones used for seg-
mented cells, based on intensity and tex-
ture. They are applied in contexts where
the segmentation is difficult to achieve,
for example cells with many filopodia or
neurons, or when the needed informa-
tion is quite basic but time is key. Yet
these methods are not widely used.

Newer methods using convolutional neu-
ral networks can be fed whole images or
parts of images as well and perform un-
questionably well [31, 89, 203]. As they
work on whole images and build cus-
tomized features adapted to the task,
they might select features that repre-
sent supra-cellular patterns. It is known
that in the first layers of convolutional
neural networks applied on images, sim-
ple features are combined in successive
layers to form more complex and orga-
nized ones. However, to my knowledge,
there has not been a thorough analy-
sis of these intermediate features to see
if there is a significant benefit of this
supra-cellular level. With importance,
saliency, activation map or other simi-
lar method, it is possible to visualize on
the original image what groups of pixels
have mainly contributed to the classifier
decision. If the important pixel areas are
located on cell borders or systematically
on groups of cells, it might mean that
indeed key features are not per-cell ones
but necessitate a larger viewpoint.

My proposed approach based on graph
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kernels (cf Chapter 5) is able to target
this supra-cellular level and has proven
to increase the prediction accuracy in
some conditions. Although I did not ex-
plore all the extent of graph kernels pos-
sibilities, e.g. type of kernel, parameter
space, other dataset, etc, I did not see a
clear directionality for improvement or
for next tests. I discussed in Chapter 4
the possible impact of the sparsity of the
vector φ which stores the quantities of
each type of node labels. When increas-
ing the number of iterations of the al-
gorithm, added labels are representing
a growing neighborhood, and the length
of the φ vector is increasing along. As
the number of iterations is getting high,
the number of neighbors pooled together
is increasing as well, so the added la-
bel is more and more specific, and the
chances to find them matching between
images are dropping. To overcome this
pitfall, I tried to decrease the number
of subpopulations, but it compromises
the quality of the MOA classification.
However, from another point of view,
one can also try to increase the size of
the image or the number of cells per im-
age. Then there would be no need to de-
crease abruptly the number of subpop-
ulations and weaken the original MOA
predictions. The computing complexity
of the graph kernel should not be forgot-
ten: actually Weisfehler-Lehman kernel
is adapted to large graphs, but the num-
ber of images in a high-content screen is
still high enough so it might be critical
for some applications.

Another track for improvement is to
weight the positions of the φ when do-
ing the scalar product, then the later
positions containing the more complex
labels would have more emphasis. Then
the kernel value will depend on the more
global neighboring structure. It would
be a good way to compare the impor-
tance of the different scales. Indeed

without weights, there are higher num-
bers in the first positions of the φ vec-
tor so most of the decision is born by
the individual cell subpopulation mem-
berships.

In the result chapter 5, I also discussed
the differences in prediction accuracy
caused by the precise protocol of data
pooling from images of the same well or
of different replicates. For the graph ker-
nel approach, I have not tried to average
directly the φ vectors before computing
the scalar product, but only to average
the kernel values after the scalar product
computation. It would be interesting
to see the impact of this slight change.
Also if the calculations of the φ vector
and the scalar product are decoupled,
similarity measure other than the scalar
product could be tested (cf benchmark
of similarity measure of [232]).

7.3.3 Spatial analysis applied to more
relevant disease models carries
promises

One approach to spatial analysis, graph
kernels, could fit particularly well in
the context of cultures with several cell
types, as it is based on discrete cate-
gories of cells and as the interaction be-
tween diverse cell types might be more
meaningful. Indeed, for co-cultures and
3D models, a greater diversity of phe-
notypes could be observed. The assay
is making room for more diverse micro-
environments and the full potential of
cellular phenotypes. To study these as-
says, the need for morphological and in-
depth analysis is required. Especially,
the boundary between micro and macro
heterogeneity as expressed by Gough
and collaborators [35], needs probably to
be soften. Through cell-cell interactions,
cells can express a defined genetic iden-
tity - cell type - as well as variations of it.
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A recent study [60] found that in brain
cortex cells, some gene signatures reflect
more the cell location rather than the
cell type, assigned from cell type mark-
ers. This result shows that these distinc-
tions might be reconsidered in relation
to the context of the experiment.

In this context, the simple averaging of
features per cell or even of features of
neighboring cells will unlikely be suffi-
cient to gather informative outcome of
these experiments. Moreover the recent
methodological work on subpopulations
and cellular heterogeneity may be ade-
quate for these new types of data [60,

204, 233, 234]. As these assays are getting
biologically more relevant and allow for
a more complex supra-cellular organiza-
tion, the treatments may affect patterns
of association of cell subtypes and other
supra-cellular features.

The global trend for HCS assays evolves
towards more precise and complete data.
We will be able to see more differences
and to quantify more sources of het-
erogeneity. The data is likely to be-
come more frequently multiplexed with
an increasing number of genes, metabo-
lites and organelles followed at the same
time, with a better spatial and time
precision. It will probably all at once
increase the content of HCS, and in-
novative data analysis methods will be
required. Deep learning is giving a
short answer to some of the HCS-derived
tasks, like efficient treatment classifi-
cation. However the need of directed
method to study some biological pro-
cesses is still significant to overcome the
black box effect of convolutional neural
networks.
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AUC Area Under the Curve
BMU Best Matching Unit
CC Connected Components (of a graph)
CNN Convolutional Neural Network
CSR Complete Spatial Randomness
CV Cross-Validation
DAPI 4’,6-DiAmidino-2-PhenylIndole
DBSCAN Density-Based Spatial Clustering of Applications with Noise
DNA DeoxyriboNucleotide Acid
EM Expectation-Maximization
FACS Fluorescence-Activated Cell Sorting
GFP Green Fluorescent Protein
GMM Gaussian Mixture Model
GUI Graphical User Interface
HCS High Content Screening
HMRF Hidden Markov Random Field
HTS High Throughput Screening
i.i.d. independent and identically distributed
kNN k-Nearest Neighbors
KS Kolmogorov–Smirnov
kSVM kernel-Support Vector Machine
LDA Linear Discriminant Analysis
LLE Local Linear Embedding
LOO Leave One Out
MALDI Matrix-Assisted Laser Desorption Ionization
MAP Maximum A Posteriori
MCMC Markov Chain Monte Carlo
MDS Multi-Dimensional Scaling
MOA Mechanism Of Action
MS Mass Spectrometer
MST Minimal Spanning Tree
MVA Master Vision Apprentissage
NN Nearest Neighbor
NP-hard Non-deterministic Polynomial time-hard
PCA Principal Component Analysis
RFS Random Forest Scaling
ROC Receiver Operating Characteristic
SOM Self-Organizing Map
SPADE Spanning-tree Progression Analysis of Density-normalized Events
sPCA spatial Principal Component Analysis
SVD Singular Vector Decomposition
SVM Support Vector Machine
tSNE t-distributed Stochastic Neighbor Embedding
WL Weisfeiler-Lehman (graph kernel)
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Neighbors in High-Dimensional Data. Journal of Machine Learning Research 11,
2487–2531. issn: 15324435 (2010).

122. Aggarwal, C. C., Hinneburg, A. & Keim, D. A. On the surprising behavior of dis-
tance metrics in high dimensional space. Database Theory – ICDT 2001, 420–434.
issn: 0956-7925 (2001).
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RÉSUMÉ

La robotique et l’automatisation des microscopes ont ouvert la voie aux cribles cellulaires à haut contenu : des marqueurs
fluorescents ciblant l’ADN ou d’autres composants sont utilisés pour imager des centaines de milliers de cellules dans
différentes conditions. Il a été montré que les cribles cellulaires sont efficaces pour découvrir des médicaments de nou-
velles classes thérapeutiques, cad ceux qui agissent sur une nouvelle cible. Les cribles permettent d’identifier des com-
posés prometteurs et de les caractériser en leur associant des annotations fonctionnelles, comme leur cible moléculaire
ou leur mécanisme d’action (MOA). J’ai étudié l’hétérogénéité des réponses cellulaires à différents niveaux et comment
cette hétérogénéité phénotypique peut être exploitée pour mieux caractériser les composés. Au premier niveau, j’ai
étudié l’hétérogénéité entre patients. Nous avons montré qu’utiliser différentes lignées cellulaires dérivées de patients
augmente la probabilité de prédire la cible moléculaire du composé testé. Le second niveau correspond à la diversité des
réponses cellulaires de la même lignée cellulaire soumise au même traitement. Des méthodes de clustering appropriées
peuvent être utilisées pour clarifier cette complexité et pour grouper les cellules en sous-populations. Les proportions
de chaque sous-population par traitement permettent de prédire le bon MOA. Le troisième niveau regarde comment les
sous-populations cellulaires sont organisées spatialement. J’ai trouvé que les cellules voisines s’influencent les unes
les autres et affichent un phénotype similaire plus fréquemment qu’attendu par chance. Ces résultats obtenus sur une
centaine de traitements montrent que des cellules génétiquement identiques ne sont pas identiques et indépendantes
mais sont à l’origine d’une hétérogénéité spatiale par le lignage cellulaire et les interactions. En utilisant l’information
spatiale ainsi que l’hétérogénéité phénotypique, les méthodes à noyaux de graphes améliorent la classification en MOA
sous certaines conditions. Parallèlement, comme l’analyse spatiale peut s’appliquer à n’importe quelle image de micro-
scopie, j’ai développé une librairie d’analyse Python, PySpacell, pour étudier l’aléatoire spatial de marqueurs quantitatifs
et qualitatifs.

MOTS CLÉS

Criblage à haut contenu, analyse d’images, phénotypage cellulaire, statistiques spatiales

ABSTRACT

Robotics and automated fluorescence microscopes have promoted high-content cell-based screenings: fluorescent
probes targeting DNA or other major components are used to image hundreds of thousands of cells under many dif-
ferent conditions. Cell-based assays have proven to be efficient at discovering first-in-class therapeutic drugs, i.e. drugs
acting on a new target. They allow to detect promising molecules and to profile them, by associating functional anno-
tations to them, like their molecular target or mechanism of action (MOA). I studied heterogeneity of cell responses at
different levels and how this phenotypic heterogeneity can be leveraged to better profile drugs. The first level is about
studying heterogeneity between patients. We showed that using different patient-derived cell lines increases the chance
of predicting the correct molecular target of the tested drug. The second level corresponds to the diversity of cell re-
sponses within the same cell line under the same treatment. Appropriate clustering approaches can be used to unravel
this complexity and group cells into subpopulations. The proportions of each subpopulation per treatment allow to predict
the correct MOA. The third level looks at how the cell subpopulations are spatially organized. I found that neighboring
cells influence each others, and display a similar phenotype more frequently than expected at random. These results
assessed across a hundred of treatments, show that even genetically identical cells are not all alike and independent, but
create spatial heterogeneity via cell lineage and interaction. Using spatial information as well as phenotypic heterogeneity
with graph kernel methods improves the MOA classification under some conditions. Alongside, as spatial analysis could
be applied on any cell microscopy image, I developed a Python analysis package, PySpacell, to study spatial randomness
from quantitative and qualitative cell markers.

KEYWORDS

High content screening, image analysis, cell phenotyping, spatial statistics


	Introduction
	Big data in Biology
	The amount of data allows to look for unprecedented complexity and variations in cell phenotypes
	High-Content Screening generates a lot of data and is used to discover new pharmaceutical drugs
	High-Throughput Screening tests many parallel conditions
	High-Throughput Screens can be target or phenotypic-based
	Phenotypic High-Throughput Screening helps discovering new drugs
	Phenotypic Screens require downstream drug profiling

	HCS-generated data require specifically designed algorithms
	HCS-generated and other microscopy data are especially relevant to study phenotypic and spatial variations
	Thesis main questions
	Thesis outline

	State of the art
	Cell-to-cell variability
	The causes and consequences of heterogeneity
	How to model heterogeneity: continuous variations or discrete subpopulations
	The cell-to-cell variability in cancer and diseases models

	Detecting phenotypic heterogeneity in big data
	Experiments targeting cell-to-cell variability
	Targeted vs untargeted approaches
	Image preprocessing and feature extraction
	Supervised and unsupervised learning
	Machine Learning Challenges
	Validation of drug profiling methods

	Spatial cellular heterogeneity
	A relatively new field in cell biology
	Spatial statistics
	Cell graphs
	Graph comparisons


	Phenotypic heterogeneity can be detected on parallel cell lines for drug profiling.
	Introduction
	Compound Functional Prediction Using Multiple Unrelated Morphological Profiling Assays
	Discussion and perspectives

	Cell spatial arrangement could bring further functional information for drug profiling.
	BBBC021, a cornerstone dataset in High-Content Screening analysis
	A High-Content Screening dataset with breast cancer cells
	A benchmark of profiling methods on the BBBC021 dataset
	Features' extraction and segmentation

	Structure of the feature space
	Correlation of the features
	High-dimension’s effect on distance distributions
	K-nearest neighbors distribution

	Detecting subpopulations in high-dimension
	Benchmarked clustering methods
	Grid-search parameters for PhenoGraph clustering method
	Reproducibility analysis
	Comparison of clustering methods and supervised methods

	Observation of non-random spatial arrangement
	Testing the first neighboring cell
	Testing all neighboring cells
	Conclusion

	Leveraging non-random spatial arrangement for drug profiling
	Via cell graph features
	With graph kernels

	Discussion

	A Python package for spatial analysis of cell images as a toolbox to answer biological questions.
	Introduction
	PySpacell : A Python package for spatial analysis of cell images
	Conclusion
	The importance of the null model in statistical tests
	Null model simulations
	A compromise between complex simulations and the simple random shuffling model
	The difference between cultured cells and tissue


	Conclusion
	Discussion
	The limits and potentialities of cell-based assays
	BBBC021 is a model dataset for classical high-content screening
	MOA annotations are necessary but bear pitfalls
	The choice of cell line(s) can improve data quality
	3D culture assays are developed for drug screening

	Finding subpopulations: what for?
	Our benchmark of clustering methods for HCS may be the first
	Subpopulations are routinely looked for in flow cytometry data, and more recently single-cell genetic expression data
	Making sense of subpopulations may require to find relationships between them

	Spatial analysis: a way for a more complete data analysis?
	Spatial analysis in cell images stays an unexploited source of information
	Spatial aware methods have started to be tested
	Spatial analysis applied to more relevant disease models carries promises


	List of abbreviations
	List of Figures
	Bibliography

