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Abstract

This is a dissertation about words like good, better, bad, beautiful, fun or cruel. More abstractly,
this dissertation is concerned with the question of how to accommodate evaluative expressions,
which the former words exemplify, within a theory of natural language meaning. To do that, I
recruit tools from both metaethics and formal linguistics. From the point of view of metaethics,
this dissertation defends a form of non-factualism, since it defends that evaluatives and the sen-
tences in which they paradigmatically appear play a different role in communication from the
standard role assigned to declarative sentences, namely, describing reality and imparting infor-
mation about it. From the point of view of formal linguistics on the other hand, this work relies
on advances in the semantics of gradable adjectives, which evaluatives generally belong to, to
gain insight into their semantic properties. Non-factualism is a promising account of the mean-
ing of evaluative sentences in spite of the well-known Frege-Geach problem. Chapter 2 of this
dissertation presses the idea that, if non-factualism is to be defended as a linguistically serious
proposal, it needs to be implemented compositionally. And since evaluative adjectives are grad-
able expressions, this is challenging. In particular, non-factualism is most often formulated in
such a way that captures most accurately the meaning of adjectives in their positive form. The
main challenge, then, is to use such formulation to derive a scalar system. With that objective
in mind, the central chapters (3) and (4) of the dissertation are devoted to offering a composi-
tional semantics for a propositional language enriched with a pair of positive and negative unary
sentential operators, together with binary operators representing various comparative relations.
Following a delineation approach, the semantics of the comparative is derived from that of the
positive form. This preserves the non-factualist insight that evaluative language is primarily
used to express simple attitudes of support and rejection. Subsequently, the semantic model
associated with this formal language is applied to a set of natural language evaluative sen-
tences. Further properties of evaluative adjectives are studied, such as the distinction between
relative and absolute-standard adjectives and their scale type. Chapter 5 discusses the notions
of judge-dependency and ordering subjectivity. In recent experimental work, Stephanie Solt
has argued that the spectrum-like nature of the phenomenon of ordering subjectivity calls for
a distinction, within the class of subjective adjectives, between multi-dimensional and judge-
dependent ones. Her conclusions are supplemented by arguing that extending her experimental
paradigm to moral adjectives suggests a further distinction, within the class of judge-dependent
adjectives, between (at least) experiential and evaluative adjectives. Finally, Chapter 6 tackles
the distinction between evaluative and descriptive uses of evaluative sentences. It is argued that
a brand of dynamic non-factualism offers the best account of such double uses of evaluative
sentences.
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Resumé

Cette thèse porte sur des mots comme bon, mieux, mauvais, beau, beau, amusant ou cruel.
Plus abstraitement, cette thèse s’intéresse à la question de savoir comment compter pour les
expressions évaluatives, que ces mots illustrent, dans une théorie de la signification du langage
naturel. Pour ce faire, je recrute des outils à la fois en métaéthique et en linguistique formelle.
Du point de vue de la métaéthique, cette thèse défend une forme de non-factualisme. En ef-
fet, l’usage des expressions évaluatives est différent de l’usage standard assigné aux phrases
déclaratives, à savoir, décrire la réalité. Du point de vue de la linguistique formelle, en re-
vanche, ce travail s’appuie sur les progrès de la sémantique des adjectifs gradables, auxquels
sont généralement associés les évaluatifs, afin de mieux comprendre leurs propriétés séman-
tiques. Le non-factualisme est une théorie prometteuse de la sémantique des phrases évalua-
tives en dépit du problème bien connu de Frege-Geach. Le chapitre 2 de cette thèse insiste sur
l’idée que, si l’on veut que le non-factualisme soit défendu comme une proposition sérieuse sur
le plan linguistique, il doit être mis en œuvre d’une manière compositionnelle. Dans la mesure
où les adjectifs évaluatifs sont des expressions gradables, cette tâche est difficile. En particulier,
le non-factualisme est souvent formulé de telle manière qu’il s’applique bien à la signification
des adjectifs dans leur forme positive uniquement. Le principal défi est donc de partir d’une
telle formulation pour obtenir un système scalaire. Dans cette perspective, les chapitres 3 et
4 de cette thèse sont consacrés à présenter une sémantique compositionnelle pour un langage
propositionnel enrichi de deux d’opérateurs unaire et binaire représentant les diverses relations
de comparaison. Suivant une approche de délimitation sémantique, la forme comparative est
dérivée de celle de la forme positive. Cela préserve l’idée non-factuelle selon laquelle le lan-
gage évaluatif est principalement utilisé pour exprimer des attitudes simples d’adhésion et de
rejet. Ensuite, le modèle sémantique associé à ce langage formel est appliqué à un ensem-
ble d’expressions évaluatives en langage naturel. D’autres propriétés des adjectifs évaluatifs
sont étudiées, comme la distinction entre adjectifs relatif et absolu, et leur type d’échelle. Le
chapitre 5 traite de la dépendance au jugement et de la subjectivité scalaire. Dans des travaux
expérimentaux récents, Stephanie Solt a soutenu que la nature spectrale du phénomène de la
subjectivité scalaire exige une distinction, dans la catégorie des adjectifs subjectifs, entre des
adjectifs multidimensionnels et dépendants d’un jugement. Ses conclusions sont complétées
par l’argument selon lequel l’extension de son paradigme expérimental aux adjectifs moraux
suggère une distinction supplémentaire, dans la classe des adjectifs dépendant d’un jugement,
entre les adjectifs expérientiels et évaluatifs. Enfin, le chapitre 6 traite de la distinction entre les
utilisations évaluatives et descriptives des expressions évaluatives. On fait valoir qu’un type de
nonfactualisme dynamique est celui qui rend le mieux compte de cette double utilisation des
expressions évaluatives.
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Chapter 1

Introduction: an overview about
evaluative language

Summary
This introductory chapter surveys contemporary debates in metaethics about the nature of evaluative

concepts as well as some key issues regarding the meaning of evaluative expressions in the philosophy
of language and formal linguistics. These are all issues that to a smaller or larger extent, are dealt with

in this dissertation. The last section contains an outline of the following chapters.

1.1 Introduction

This is a dissertation about words like good, better, bad, beautiful, fun or cruel. More abstractly,
this dissertation is concerned with the question of how to accommodate evaluative expressions
(evaluatives for short), which the former words exemplify, within a theory of natural language
meaning. To do that, I recruit tools from both metaethics and formal linguistics. From the point
of view of metaethics, this dissertation defends a form of NON-FACTUALISM, since it defends
that evaluatives and the sentences in which they paradigmatically appear play a different role
in communication from the standard role assigned to declarative sentences, namely, describing
reality and imparting information about it. From the point of view of formal linguistics, this
work relies on advances in the semantics of gradable adjectives, which evaluatives belong to,
to gain insight into their semantic properties.

This introductory chapter has a double purpose: the first is to argue that there is something
both philosophically and linguistically special about evaluatives, which sets them apart from
other expressions of natural language. The second is to situate this dissertation’s contribution
within the current debate about evaluatives. I aim to tackle both issues by considering the dis-
tinctive features of evaluative language and talk, and seeing how the study of these properties
touches upon a number of long-standing research topics in philosophy and linguistics. The
chapter is structured as follows: §1.2 motivates the specific challenges raised by a linguistic
and philosophical inquiry into evaluative language, by briefly discussing the traditional philo-
sophical distinction between fact and value (§1.2.1) as well as the intuitive distinction between
using language to describe the world versus using it to evaluate it (§1.2.2). §1.3 introduces
various issues in connection with the properties of evaluative expressions. We start in §1.3.1
by characterizing—extensionally—the expressions of natural language that are conventionally
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taken to carry evaluative meaning. In §1.3.2 we turn to a quick survey of a few important topics
in the semantics of evaluatives: what “flavor” of value they can convey (§1.3.2), what type of
arguments they admit (§1.3.2), what is special about their gradability ( §1.3.2) and the distinc-
tion between thin and thick evaluatives ( §1.3.2). To conclude, §1.4 contains a brief outline of
each chapter of the dissertation.

1.2 The problem of value in language

The intuition that evaluatives have special and intriguing features is, of course, not new: evalu-
atives have caught the attention of philosophers throughout history. But those features were not
studied as pertaining to words like good or beautiful, but rather as properties of the very idea
or concept of goodness or beauty. Indeed, some of the most recalcitrant problems of philoso-
phy have to do with figuring out the place of value within certain world-views: the problem of
evil, the nature of moral and aesthetic judgment, the characterization of the virtuous life or the
definition of knowledge are all topics that in one way or other touch upon this issue.

With the turn of the XXth century, philosophers became preoccupied with language, and so
a concern for value became a concern for the way in which value is represented in natural
language, that is, a concern for evaluative expressions. Simultaneously, the development of
formal linguistics and philosophy of language offered new and sophisticated tools to explore
natural language meaning. As it turns out, evaluative expressions are interesting not only in-
sofar as they vehicle traditional problems of philosophy, but are also intriguing in their own—
linguistic—right. In this section, we first look at the distinction between fact and value (§1.2.1)
and then we turn to the difference between describing and evaluating (§1.2.2).

1.2.1 The distinction between fact and value

Throughout the history of philosophy, one finds time and again the intuition that there exists an
important difference between facts and values, and furthermore, that a gap separates the realms
of the factual and the evaluative. Hume, Moore or Wittgenstein are famous defenders of this
idea. Hume’s Enquiry (1739/1999) contains his notorious denial that OUGHT can be inferred
from IS—what came to be known as ‘Hume’s law’, or the ‘is-ought problem’. In his Principia
Ethica (1903/1993), Moore held the view that the property of being good cannot be reducible to
any natural property, and to argue for that view he coined the famous ‘open question argument’:
for any set of properties that one might offer as a definition of the word good, it seems to
always remain an open question whether something that falls under that definition is indeed
good. Finally, Wittgenstein’s Lecture on Ethics (1929/1965) contains a powerful statement of
the apparently insurmountable gap between the factual and the evaluative or normative.

What makes these realms, the realm of the factual and the realm of the evaluative, so different?
Here is where considerations about language have appeared to offer a different angle towards
answering that question. If instead of considering the difference between the realms of facts
and values we look at the difference between factual and evaluative language, there is a dou-
ble hope: first, that attention to evaluative language will tell us something about evaluative
concepts—that by studying the word good we might learn something about “the” good. And
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more specifically, following the first Wittgenstein, one might hope that attention to evaluative
language might reveal some issues in ethics as pseudo-problems.

Regardless of whether the latter hope was in fact fulfilled, philosophers working in the analytic
tradition started to distinguish, chiefly after Moore and following the development of ordinary
language philosophy, the domains of NORMATIVE ETHICS and METAETHICS as two distinct
sub-fields of philosophical enquiry (Darwall et al. 1992). The first remained preoccupied with
the traditional questions of ethics, such as whether it is ever permissible to lie, while the second
turned to the question about the meaning of ethical terms, such as permissible.1 Questions
about the meaning of moral terms are questions about moral terms, ontology, psychology and
knowledge.

In recent decades, the scope of the distinction between normative ethics and metaethics has
broadened to capture a similar contrast between enquiry into other evaluative domains versus
enquiry into the language in which we conduct the former kind of enquiry. Thus, METAEPISTE-
MOLOGY has been distinguished from epistemology; and METAAESTHETICS from aesthetics
(e.g. Alston 1978; Schellekens 2008). Authors like Chrisman (2016) speak more generally of
METANORMATIVE THEORY. Moreover, by turning their attention to evaluative language, the
metanormative theorist can (or rather must) take advantage of the developments of contempo-
rary formal linguistics, which offers increasingly sophisticated tools to study the semantics of
natural language expressions. What is really appealing is that evaluative language is not just
of interest to the metanormative theorist. Much to the contrary, evaluatives are important case
studies for central topics in formal semantics and pragmatics and the philosophy of language
in general, such as the semantics of modal, gradable and vague expressions, the interaction
between context and content or the performative aspects of language.

1.2.2 The difference between describing and evaluating

We will explore some of those topics both in this introduction and in the dissertation at large,
but before that: what is—intuitively—the difference between using language to describe and
using language to evaluate? I say intuitively, because this is a distinction that we make in
everyday speech, albeit maybe under other names or disguises. For example: we speak of
stating the “bare” facts vs. giving one’s opinion. We expect the judges in a synchronized
swimming exhibition to evaluate the participants; but we expect the TV commentators (at least
some of them) to describe what is happening. We read the first page of the newspaper to be
informed about the latest events, but we turn to the op-eds in the latter pages for assessment of
those events. In all those cases, we seem to be exploiting language for two different purposes.

Importantly, this pre-theoretical distinction between describing and evaluating already poses a
challenge for the philosophy of language. Since its foundational days, philosophers of language
have preoccupied themselves with providing a satisfactory picture of how human communica-
tion works. And the paradigmatic model for communication has traditionally been that by
which speakers exchange information about their surroundings via declarative sentences with
verbs in the indicative mood, such as it’s raining, the cat is 2 months old or I had a couple of
beers last night. Those sentences represent the world as being a certain way, and our purpose
in uttering them is to share the information that is represented in them.

1As Smith 1994, p. 2 puts the distinction, ethics is concerned with certain questions, while metaethics is
concerned with questions about those questions. See Miller 2003 for an introduction to metaethics.
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The problem is that when we look at evaluative uses of language we find sentences that look
superficially similar to the sentences above, but which are deployed with very different com-
municative intentions. To fix ideas, let us speak of making two different kinds of JUDGMENT or
ASCRIPTIONS, of fact and value.2 At first sight, judgments of value are no different from judg-
ments of fact. We express both types of judgment by uttering declarative sentences with verbs
in the indicative mood; syntactically, judgments of value and judgments of fact are prima facie
on equal footing. However, many share the intuition that they are importantly different. Most
relevantly, value judgments do not convey factual information in the way that the sentences in
the previous paragraphs usually do. Let us stop for a moment in two aspects that set sentences
expressing judgments of fact and value apart from each other.

First, if I utter the sentence the cat is 2 months old, I seem to be informing you of a state of
affairs that is true of the world in which we live; it concerns an object of the world (the cat) and
a property of it, namely her age. By contrast, if I say the cat is annoying, I am still talking about
the cat, but this time it is not clear that I am attributing a property to it—being annoying—that is
on a pair with her age. For one thing, being annoying is not a property that the cat possesses in
and out of itself, so to speak, but in relation to me. It annoys me, but you might find it adorable.
Furthermore, most often when I say the cat is annoying I will have no obvious intention of
informing you of specifics of the cat’s behavior or character, since if those were my intentions,
it would be much more useful to say the cat does such-and-such. Rather, when I say the cat is
annoying I am voicing my subjective opinion or appreciation of the cat, not merely describing
its behavior. One could perhaps go as far as to say that I am providing you with as much
information about the cat as about myself, since I am letting you know something about my
taste and values, about the things that I esteem and despise.

Another sense in which judgments of fact and judgments of value come apart is that only the
latter reveal an intimate connection to action. The metaethics literature has long expanded on
this feature of evaluatives, sometimes called ACTION-GUIDANCE or the constraint of PRAC-
TICALITY (see e.g. Björklund et al. 2012; Darwall et al. 1992; Dreier 1990; Hare 1952). If
I say the cat is two months old, there is no obvious way in which saying that commits me to
adopting one course of action or other. I might then go see the cat, play with it or never pay
attention to it again. All of those actions seem compatible with, and independent of, my claim
about the cat’s age. By contrast, by saying the cat is annoying I seem to be incurring some
sort of practical commitment. In particular, my audience might reasonably expect me to avoid
the cat’s company. If I said that the cat is annoying and yet I spent all my time caressing and
playing with the cat, anyone who heard me would have a reason to challenge my sincerity.

This appears to hold of evaluative claims across the board, but not of factual claims. Ascribing
a positive value to something, describing it as advisable, beautiful or justified, commits one
to orienting one’s actions towards the promotion, support or obtainment of those things. And
similarly, describing things as bad, impractical, disgusting or unwarranted commits oneself
to avoiding the things so called. Evaluative language appears to be connected to action in a
way that factual language is not (an early reference of this observation is Stevenson 1937, who
talked about the ‘magnetism’ of value: the good attracts; the bad repels).

In general, when we use evaluative language we seem to be aiming at eliciting some kind
of practical response: op-eds seeks to produce a certain attitude on the reader, not simply to

2 As I will use these terms, a fact [value] ASCRIPTION or ATTRIBUTION is a communicative act by which one
attributes factual [evaluative] properties to some object(s). It is the outward, public expression of a factual [value]
JUDGMENT, which is a mental act.
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provide her with information; similarly, the judges of the swimming competition are not there
to say what the participants are doing, but to assess the quality of their performance so that a
ranking is established and prizes are won. But how does this happen? Is it via the use of certain
expressions, phrases, words? Is it in virtue of the context in which a certain sentence is used
that it turns out to describe or evaluate? These are the kind of questions that this dissertation
tackles.

1.3 Evaluative expressions

It is most natural to give an affirmative answer to the first of the two questions we just posed:
yes, when speakers use language to evaluate they use certain expressions. To see this, consider
the contrast within each pair of sentences:

(1.1) a. Stealing is common.
b. Stealing is unethical.

(1.2) a. Anna Karenina is Russian.
b. Anna Karenina is brave.

(1.3) a. Sushi is cold.
b. Sushi is tasty.

(1.4) a. It’s possible that she sent that e-mail.
b. It’s great that she sent that e-mail.

(1.5) a. Your suspicions are shared.
b. Your suspicions are unfounded.

(1.6) a. Elena Greco is a Neapolitan.
b. Elena Greco is a hero.

(1.7) a. The third movement was executed slowly.
b. The third movement was executed beautifully.

(1.8) a. Voting costs money.
b. Voting matters.

In most contexts, uttering the b-sentences of each of these pairs would be a way for the speaker
to express a judgment of value, while uttering the a-sentences would most naturally be a way for
the speaker to express a judgment of fact. The only difference between the a- and b-sentences
is the presence of terms like unethical, brave, great or beautifully.

In what follows, we will call sentences like the b-sentences in this list—namely, unembedded
declarative sentences containing evaluatives—EVALUATIVE SENTENCES, and the speech acts
that those sentences are characteristically used to perform will be called ATTRIBUTIONS OF

VALUE. An attribution of value is a type of communicative act whereby a speaker communi-
cates evaluative information, that is, information to the effect that something has a ‘positive
or negative standing—merit or demerit, worth or un-worth—relative to a certain kind of stan-
dard’ (Väyrynen 2013, p. 29). In this section, we look at what words these are (§1.3.1), and
we survey some issues in connection to their semantics (§1.3.2), namely the different flavors of
evaluativity, the variety of arguments that evaluatives admit, their gradability and the distinction
between thin and thick evaluatives.
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1.3.1 The empirical landscape: evaluatives in natural language

Evaluatives belong to a larger class of NORMATIVE expressions, those which in some way or
another are connected to norms, rules or prescriptions. Besides evaluatives, normative expres-
sions include the class of DEONTIC expressions, which is not our focus in this work.3

The most common type of evaluatives are adjectives. Here is a (partial) list:

great, good, bad, just, justified, credible, beautiful, ugly, virtuous, ethical, important,
tasty, clear, advisable, disgusting, delicious, courageous, chaste, evident, charming, lazy,
stupid, lucky, smart, brave, sensible, cowardly, fearful, timid, clever, intelligent, brilliant,
idiotic, foolish, pretty, gorgeous, elegant, handsome, hideous, doubtful or precious.

Of course, one can build adverbs out of all those adjectives. Evaluative nouns (idiot, hero,
friend)4 and verbs (to matter, to justify, to blame) are less numerous, but equally quotidian.
Finally, certain modifiers like too or really (as in too / really tall) arguably carry evaluative
meaning as well.

That list is not intended to be exhaustive—expressions of other syntactic categories might be
considered evaluative as well. Moreover, current research is exploring the possibility that
whether a certain adjective is evaluative is not immediately transparent (such is the case of
normal, see Bear and Knobe 2017). But the most common examples fall under the categories
just indicated. Conversely, there are syntactic categories that for the most part do not feature
evaluatives, such as determiners or quantifiers.5 This dissertation is focused on adjectives, al-
though some of the claims that I make apply to evaluatives of other syntactic categories. For
example, gradability is a property most clearly instantiated by (and studied through considera-
tions about) adjectives, but there are gradable nouns and verbs as well (Lassiter 2017; Sassoon
2013b). In fact, evaluative nouns and verbs are gradable; and most of what is said here about
the gradability of evaluative adjectives probably carries over to evaluative nouns and verbs as
well. However, nouns and verbs will not be specifically discussed.

1.3.2 Topics in the study of evaluatives: a small tour

In this section, we briefly introduce some important topics in the semantics of evaluatives: the
different flavors of evaluativity, the variety of arguments that they can take and their gradability.

3 Deontics include modal verbs like ought, may or have (to), and verbs like allow or forbid. Deontics express
the propositions and inferential patterns characteristic of deontic logic, that is, the logic of obligation and permis-
sion. Even though there exist clear conceptual ties between deontic and evaluative terms (e.g., one can define what
is morally good in terms of what one is obliged to do, and vice versa), there are reasons to keep the two realms
apart. To mention two: many deontic adjectives, such as obligatory, permitted or forbidden, are not gradable.
And claims about what is obligatory, permitted or forbidden do not seem expressions of judgments of value, or
at least not as intuitively as claims about what is good, beautiful or advisable (see Carr 2017 for an introduction
to deontic modals and Tappolet 2013 for a more extensive discussion on the difference between evaluative and
deontic concepts). Except tangentially in Chapter 3, deontics are not discussed in this dissertation.

4 It has been pointed out recently that some nouns that appear to be descriptive might additionally encode
a normative or evaluative dimension in their meaning. These have been called ‘dual-character concepts’. For
example: a father is, descriptively speaking, a man who has children. But a father is also someone who satisfies
certain stereotypes associated with fatherhood. Many of these are normative, such as caring for one’s children,
treating them kindly, etc. See Del Pinal and Reuter 2017; Leslie 2015. Dual character concepts are not the object
of this dissertation.

5Although see Egré and Cova 2015 for the evaluative implications of many.
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Flavors of evaluativity

The above list contains evaluatives belonging to what we may call different “flavors” of value
(to adopt an expression commonly associated to different kinds of modalities in language, c.f.
Kratzer 2012): first and foremost, we find evaluatives of moral praise and blame (ethical, vir-
tuous, right, wrong, worthy, brave). These have to do with what is morally good or what is
our duty. There are evaluatives of practical commendation and criticism (advisable, sensible),
which concern how best to orient action given our goals and interests. There are epistemic
evaluatives (credible, evident, doubtful or clear, as in it is clear that, see C. Barker 2009), hav-
ing to do with knowledge, evidence and the justification of belief. Moreover, there is a large
class of evaluatives that can be interpreted either epistemically or morally/practically, depend-
ing on whether these predicates are applied to beliefs or actions (justified, rational, reasonable,
warranted). One finds aesthetic adjectives (beautiful, ugly, elegant) and predicates of personal
taste (PPTs, e.g. tasty, fun, disgusting, boring), the latter of which have received a great deal
of attention in recent philosophy of language and linguistics (see Lasersohn 2005; MacFarlane
2014; Stephenson 2007b; Stojanovic 2007; and McNally and Stojanovic 2017 for the connec-
tion and contrast between aesthetic adjectives and PPTs). And finally, there are what we may
call “all-purpose” evaluatives that can express more than one flavor of evaluativity (good, bad,
valuable).

Objects of evaluation

Another important issue is: what are the bearers of value? In other words: what type of argu-
ments do evaluatives take? The set of examples at the start of this section reveals a surprising
variety. Evaluatives can be applied to individuals (including people, things or abstract con-
cepts), action types, events or propositions. Some evaluatives are selective about their argu-
ments (events cannot be heroines; people cannot advisable), but all-purpose evaluative terms
like good are very flexible: they can be predicated of people (Mary is good), objects (this knife
is good), actions (volunteering is good) and events (the Spanish Confiscation was good). From
the viewpoint of semantics, this feature is surprising and challenging, since it is not shared by
many other classes of expressions and requires a sophisticated story of how evaluatives com-
bine with such different objects.

Gradability

Finally, most (if not all) evaluatives are GRADABLE. This means that in order to give a se-
mantics for evaluatives we need to employ scales and orderings. In linguistics, gradability in
the adjectival domain is attested by the admissibility of adjectival modification. To see this,
contrast the following pair of sentences:

(1.9) a. # Anna Karenina is more married than Elena Greco.
b. Anna Karenina is braver than Elena Greco.

An adjective like married does not admit of modification; people are either married or not.
This is why to say that someone is more married than another sounds odd. By contrast, an
adjective like brave does admit of degrees: people can be braver than others. This is true of all
the evaluative adjectives on the above list: they all admit of degrees and comparisons.
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Gradability has been a topic of much interest in semantics, chiefly because gradable expressions
challenge a simple view of semantics on which predicates denote sets of objects (see Burnett
2017; Klein 1991; Solt 2015). Moreover, gradability is connected to traditional topics in philos-
ophy, such as vagueness or context-dependency (Kennedy 2007; Kennedy and McNally 2005).
According to that simple view, predicates are functions from individuals to TRUTH VALUES.
For instance, married is a function that takes an individual, e.g. Anna, as its argument and
returns the value true if Anna is married, and false if Anna is not married. Alternatively, the
denotation of the predicate married can be thought of as the set of married individuals, that is,
the set of individuals for which the function married gives the value true.

Gradable predicates challenge this picture because many individuals do not fall neatly within
(or without) their extension: is a person who is 175cm tall tall? Is a 100,000C apartment
expensive? For this reason, it is often assumed that gradable predicates denote functions from
individuals to points or degrees on a scale, rather than to truth values. For example, an adjective
like tall is a function that takes an individual, e.g. Anna, as its argument and returns its degree
of height as its value, say, 175cm. Calling someone tall however, is more than just naming
their height. To call someone tall is to say that its height has a certain property. Tall people
are people whose heights stand out in some way. So the idea that gradable predicates pick out
degrees of the relevant property has to be complemented with the idea that when we apply those
adjectives to individuals, we are predicating a further property of the relevant degree—that it is
significant, maximal or something like that.

These observations apply to evaluative adjectives across the board, although these introduce
further complications. Standardly, applying what we said about tall to an evaluative adjective
like stupid would work as follows: classifying any individual as stupid involves two operations:
first, one needs to figure out an ordering of individuals with respect to their degree of stupidity;
and secondly, a threshold degree of stupidity needs to be determined, such that any individual
who is more stupid than the threshold counts as stupid (Kennedy 2007). There are two difficul-
ties with this picture: the first is that, in contrast to adjectives like tall, it is difficult to imagine
precise and measurable degrees of stupidity. This makes it difficult both to establish an order-
ing of individuals as well as to determine any threshold degree on that scale. Secondly, the
very criteria of stupidity can and do vary from speaker to speaker, thereby resulting in different
orderings. In assessing people’s stupidity, you might give great weight to lack of intelligence;
while I may consider lack of politeness and etiquette to be more important. Thus, if we are
asked to order a set of individuals by their stupidity, our orderings may not coincide (Bylinina
2017; Solt 2018).

Thick and thin evaluative adjectives

An important issue that cuts across the previous debates about evaluatives is the distinction
between THICK and THIN evaluative adjectives. Thick evaluative adjectives have evaluative
and descriptive (or non-evaluative) meaning. The thin evaluative adjectives, by contrast, are
those that have only evaluative meaning. Examples of the first kind are words like cruel, brave,
generous or chaste. Thin adjectives include all-purpose evaluative terms like good, bad.

The intuitive contrast lies in the fact that to call someone cruel, for example, is to convey some-
thing negative about that person: it is to communicate that s/he is bad. But not all bad things
are cruel. To say that someone is cruel is to say something more specific, something along the
lines of inflicts unnecessary suffering. That more specific content however, is not evaluative.
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So the intuitive idea is that thick terms like cruel have evaluative and descriptive components
of their meaning, whereas thin terms like bad only have the evaluative component. The evalua-
tive component is somewhat general, while the descriptive component is more specific, thereby
“thickening” the meaning of the term. Arguably, one can distinguish thin and thick evaluatives
within some of the flavors of evaluatives that we discussed before. For example: ethical is a
thin moral adjective; while brave or generous are thick; beautiful is a thin aesthetic adjective,
while elegant is arguably thick. And advisable is a thin practical adjective; whereas dangerous
could be considered a thick practical adjective.

The descriptive element—which we call (D) below—is usually taken to be a value-neutral de-
scription (for cruel, it is something like inflicts unnecessary suffering; for selfish, it is something
like giving priority to oneself over others; etc.). The evaluative component—(E) below—can
be expressed with the aid of thin evaluative terms, as the claim that whatever falls under the
descriptive component is good/bad in virtue of it. Thus, the meaning of a sentence like (1.10)
can be factored out in the following two components:

(1.10) John is cruel
(D) John inflicts unnecessary suffering.
(E) Anyone that inflicts unnecessary suffering is bad in virtue of doing so.

From the viewpoint of contemporary philosophy of language and linguistics, the debate sur-
rounding thick terms largely assumes that descriptive and evaluative elements are separable,
and then goes on to consider how these elements combine with each other in the meaning of a
thick term. More precisely, the debate assumes that the descriptive component (D) contributes
to the truth-conditions of sentences like (1.10), and then considers the question of how the eval-
uative component (E) is communicated. In particular, the debate revolves around the question
of whether the evaluative component is part of the truth-conditions as well, or whether it is
conveyed through some other semantic or pragmatic mechanism, such as presupposition, im-
plicature or something else entirely (see Cepollaro and Stojanovic 2016; Kyle 2013; Roberts
2013; Väyrynen 2013, 2017, for some key references).

1.4 Outline of the chapters in this dissertation

This chapter has surveyed a number of contemporary debates in philosophy of language and lin-
guistics surrounding the nature of evaluative language. We started out by tracking the intuitive
distinction between facts and values, or between descriptive and evaluative language. After a
few general considerations about the words that tend to appear in the latter, namely evaluative
adjectives, we turned to consider some of the semantically interesting features of evaluative
adjectives. Hopefully, this survey succeeds in providing a bird’s-eye view of the current debate
about this class of expressions and can help the reader situate the present dissertation.

It is time now to actually give an overview of what is to come. This dissertation defends
a form of non-factualism about evaluatives, which is the view that these expressions do not
describe reality. Rather, we use evaluatives primarily to update and coordinate our practical
commitments. But non-factualism has not, for the most part, been defended as a view that
takes into account the gradability of evaluatives. My purpose is to amend this. Along the
way, further related topics are touched upon, such as the phenomenon of subjective or faultless
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disagreement or the possibility of using evaluative sentences to both express judgments of value
and judgments of fact. Here is an outline of the chapters in this dissertation.

Chapter 2 explores evaluatives from a linguistic as well as metanormative point of view. Non-
factualism is presented as a promising account of the meaning of evaluative sentences in spite
of the well-known Frege-Geach problem. If non-factualism is to be defended as a linguistically
serious proposal however, it needs to be implemented compositionally. This tasks faces special
difficulties in light of the fact that evaluative adjectives are gradable. I argue that the gradability
of evaluatives suggests a “sub-sentential” version of the Frege-Geach problem, and that in
order to solve this problem one must move away from a standard degree semantics and adopt a
delineation semantics for evaluative adjectives.

In Chapter 3, a compositional semantics is given for a propositional language introducing
a pair of positive and negative unary sentential operators representing positive and negative
value, together with binary sentential operators representing equative, comparative and equal
value. The semantics is based on Gibbard’s notion of a hyperplan, as this framework offers
the most intuitive account of the connection between evaluative concepts and action/motivation
(argued for in the previous chapter). And following a delineation approach, the semantics of
the binary operators is derived from that of the unary operators. In this way, we preserve the
non-factualist insight that evaluative language is primarily used to express simple positive and
negative attitudes towards objects of evaluation.

Chapter 4 aims to apply the scalar hyperplan framework presented in Chapter 3 to evaluative
adjectives across the board. The chapter is divided in three parts. The first explores how to
map the propositional language explored in chapter 3 onto all-purpose evaluatives like good,
bad, and better, when these take propositional complements. The second part is devoted to
both applying this semantics to uses of those adjectives with other types of arguments. The last
part of the chapter is dedicated to exploring further semantic properties of evaluative adjectives,
such as the relative-absolute distinction and the internal properties of their scales.

Chapter 5 discusses two notions that have been the focus of much discussion in recent linguis-
tic and philosophical literature, namely the notion of judge-dependency and ordering subjec-
tivity. In recent experimental work, Stephanie Solt has argued that the spectrum-like nature of
the phenomenon of ordering subjectivity calls for a distinction, within the class of subjective
adjectives, between multi-dimensional and judge-dependent ones. We supplement her conclu-
sions by arguing that applying her experimental paradigm to moral adjectives suggests a further
distinction, within the class of judge-dependent adjectives, between experiential and evaluative
adjectives.

Finally, evaluative sentences are by default used to make attributions of value. In the appropri-
ate setting however, certain types of evaluative sentences can also be used to express judgments
of fact. In Chapter 6, I argue for a dynamic implementation of the non-factualist framework
presented in previous chapters as offering the best account of such double uses of evaluative
sentences. I have two aims: first, I want to diagnose such seldom noticed contrast between
descriptive and evaluative uses of evaluative sentences. Secondly, I offer a dynamic model of
communication involving evaluative language that aims to capture that contrast.
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Chapter 2

Evaluativity in linguistics and philosophy:
gradability & non-factualism

Summary
This chapter explores evaluative expressions from a linguistic as well as metanormative point of view.
Non-factualism is presented as a promising account of the meaning of evaluative sentences—sentences
containing evaluative adjectives—in spite of the well-known Frege-Geach problem. If non-factualism

is to be defended as a linguistically serious proposal however, it needs to be implemented
compositionally. This tasks faces special difficulties in light of the fact that evaluative adjectives are

gradable. I argue that the gradability of evaluatives posits a “sub-sentential” version of the Frege-Geach
problem, and that in order to solve this problem one must move away from a standard degree semantics

and adopt a delineation semantics for evaluative adjectives.

2.1 Introduction

As we tried to convey in the introduction, evaluative adjectives (or evaluatives, for short) are
perplexing for a number of reasons. Most crucially, they show a particular sensitivity to con-
textual features, and they are conceptually connected to action and motivation in a way that sets
them apart from other expressions of natural language. Their context-sensitivity has been dis-
cussed in philosophy and linguistics, insofar as these adjectives belong to superordinate geni,
such as gradable (Kennedy 2013b), multi-dimensional (McNally and Stojanovic 2017; Sassoon
2013a) or judge-dependent expressions (Bylinina 2017; Lasersohn 2005; Stephenson 2007a).
By contrast, their connection to action has been long discussed in metaethics (Björklund et al.
2012; Björnsson et al. 2015), but less so in linguistics and philosophy of language.

From a linguistic point of view, the interaction between gradability and subjectivity is the most
salient property that evaluative adjectives share. It is natural, then, to subsume evaluative ad-
jectives under standard accounts of gradable adjectives, the most standard of which is degree
semantics. From a metanormative point of view, the most salient feature of evaluatives is their
action-guidance. The theories that have proved most promising at dealing with this feature of
evaluatives are those that fall broadly under the non-cognitivist or non-factualist banner.

Interestingly though, non-factualists have for the most part not paid attention to the gradability
of evaluatives. I want to argue that this is a shortcoming. These authors tend to cash out the
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meaning of evaluatives in terms of the expression of non-gradable attitudes of outright support
or rejection, approval or disapproval, PRO or CON, etc. And it is not obvious what to say about
sentences like stealing for food is better than murdering for food, which on the face of it do not
convey such simple positive and negative attitudes.

Regardless, it seems that these two theoretical frameworks, degree semantics and non-
factualism, could complement each other: degree semantics might employ conceptual tools
from non-factualism in order to figure out the scalar particularities of evaluatives, and non-
factualists should take into account the gradability of evaluatives (and all that comes with it)
thanks to degree semantics. In this chapter I argue that things are not so easy—that there is an
important tension between those frameworks.

To see this, note that the main obstacle for non-factualism about evaluatives is not their
gradability—it is, of course, the Frege-Geach problem: the problem of determining the mean-
ing of complex constructions containing evaluative sentences in light of the revisionary seman-
tics that non-factualists assign to those sentences. The tension between non-factualism and
degree semantics appears when we appreciate that the gradability of evaluatives gives rise to
a different “incarnation” of the Frege-Geach problem. Whereas the traditional problem—the
“supra-sentential” Frege-Geach problem—is a problem concerning how evaluative sentences
embed in larger constructions, this version of the problem concerns how evaluative sentences
are semantically composed in the first place—the “sub-sentential” Frege-Geach problem. Put
simply, any view about the semantics of gradable expressions is committed to the fact that
gradability arises from a combination of semantic factors. Thus, the meaning of any gradable
adjective ought to be traced back to such factors and the way in which they are combined. The
problem is that the characteristic semantic features of evaluatives (which prompt non-factualists
to propose their revisionary semantics) cannot be straightforwardly traced back to such factors
in the way that degree semantics describes them. In light of this, I defend that non-factualism is
more amicable to a different framework for scalar expressions, namely Delineation semantics.
That is the framework that the dissertation will be couched upon.

The chapter is organized in 6 sections. §2.2 tackles evaluatives from a linguistic point of view.
§2.2.1 presents the basic scalar properties of evaluatives and how these properties are cashed
out in standard degree semantics for gradable adjectives (§2.2.2). §2.2.3 presents the various
conceptions of evaluativity discussed in linguistics, which will be relevant later on. §2.3 tackles
evaluatives from a philosophical, or more specifically metanormative perspective. §2.3.1 dis-
cusses the action-guiding property of evaluatives and the way in which non-factualism account
for it (§2.3.2). Section §2.4 focuses on the single most important problem that non-factualists
face, namely the Frege-Geach Problem. We will discuss how this objection was developed
historically, and then we will briefly present how hybrid and pure non-factualists proposals aim
to overcome that problem. Section §2.5 presents what we will dub the “sub-sentential” Frege-
Geach problem. The comparative form of evaluative adjectives are presented as a challenge
for non-factualism, and this leads to a further generalization, namely a correlation between the
presence of the positive form of evaluative adjectives and the outright PRO- and CON-attitudes
that non-factualists assign as the meaning of evaluative adjectives (§2.5.1). We will argue that
accounting for that generalization causes problems for degree semantics (§2.5.2). Finally, sec-
tion §2.6 presents the framework that the proposal defended in this dissertation will be couched
upon, namely Delineation Semantics. §2.7 will recapitulate and conclude.
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2.2 Evaluatives from a linguistic point of view

In this section, we present the properties that make evaluative adjectives special from a lin-
guistic perspective. These have to do with the interaction of their scalar and their subjective
properties (§2.2.1). Then, in section §2.2.2 we will see how to accommodate those properties
in a standard degree semantics. In §2.2.3 we will say something about the way in which the
linguistics literature has understood the notion of evaluativity and how it differs from the usage
of that term in philosophy.

2.2.1 Gradability & subjectivity

From a linguistic standpoint, evaluatives belong to a class of gradable predicates that give rise
to (what we will call) “subjectivity effects” both in positive and comparative form.

Gradability

First, evaluatives are GRADABLE adjectives. Gradability is attested by the admissibility of
adjectival modifiers, such as adverbs (very, a little) or measure phrases. Consider the contrast
in acceptability between the first and the second set of examples:

(2.1) a. The theatre was a little empty.
b. My tailbone was completely bent inwards.
c. That building is very tall.
d. The soup was too salty.

(2.2) a. All weapons of mass destruction are (?? a little) nuclear.
b. It’s (?? completely) freezing outside.
c. That man is (?? very) dead.
d. They made the square (?? too) hexagonal.

Adjectives like empty or tall denote properties that can be had to various degrees and quantities,
which is why we can say things like a little empty or very tall. By contrast, adjectives like dead
or hexagonal denote properties that things either have or lack.1 Evaluative adjectives admit
adjectival modifiers (with the notable exception of measure phrases, but more on that later),
and they belong to the class of gradable predicates:

(2.3) Isn’t that a little cruel to treat your dog like some kind of drooling Swiss Army knife?

(2.4) This is a completely unethical company.

(2.5) That building is very beautiful.

(2.6) The acting wasn’t too good.
1This is not to say that sentences like (2.2) are absolutely unintelligible; but in order to recover a meaning we

need to do some interpretative work. For instance, someone could mean by they made the square too hexagonal
that they gave it a hexagonal shape that was too perfectly delineated or too regular.
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Subjectivity (I): the positive form

Many gradable adjective are SUBJECTIVE. This means that whether they apply to an individual
seems to be intuitively a matter of subjective opinion rather than a matter of objective fact. Two
standard linguistic tests for subjectivity are whether adjectives can figure in so-called subjective
or faultless disagreements and whether they are embeddable under subjective attitude verbs,
most notably find.

A SUBJECTIVE or FAULTLESS DISAGREEMENT is a dialogue in which two speakers hold di-
vergent opinions about a certain matter and yet both of them appear equally justified or entitled
to that opinion.2 To see this, contrast the following dialogues:

(2.7) a. Natalia: Fede is tall. ≈ subjective
b. Matheus: No, he is not.

(2.8) a. Natalia: The tank is empty. ≈ not subjective
b. Matheus: No, it is not!

Whereas in (2.7) it seems perfectly possible for Natalia and Matheus to both be entitled to
having different opinions about what counts as tall, that does not seem to be true of a dialogue
like (2.8), where it is clear that, strictly speaking, one of them must be mistaken.3

Evaluative adjectives behave like tall in this respect:

(2.9) a. Natalia: Eating animals is unethical. ≈ subjective
b. Matheus: I disagree, I see nothing wrong with it.

It seems clear that this is a matter about which Natalia and Matheus can disagree and at the
same time being entitled to having divergent opinions.

2 The tags ‘faultless’ and ‘subjective’ are both problematic for different reasons. Regading ‘faultless’: note,
first, that the faultlessness of any such disagreement is not for the participants in the disagreement to perceive: if
you think that the wine we just had was good, I may very well think that you are mistaken in your appreciation
(Neftalí Villanueva, p.c.). Faultlessness is a property to be perceived from a bird’s eye perspective, so to speak
(Stojanovic 2007; Umbach 2016). Secondly, the conceptual possibility that any genuine disagreement could really
be faultless has been challenged (Glanzberg 2007; Stojanovic 2007). We do not need to take a stance with respect
to that debate; rather, we are happy to observe that, among dialogues that sound reasonably natural and look like
disagreements, some of them give the impression that one of the participants has somehow gotten the facts wrong,
and some of them give the impression that speakers are entitled to having different opinions (see Kölbel 2003;
Lasersohn 2005; MacFarlane 2014; Stephenson 2007a for classic discussions, as well as the papers in García-
Carpintero and Max Kölbel 2008. For recent experimental work on the scope of this phenomenon see Solt 2018
and Chapter 5 of this dissertation; see also Stojanovic 2017a for a recap of the debate between contextualism and
relativism and the role played by the notion of faultless disagreement). Regarding ‘subjective’: characterizing
certain predicates as ‘subjective’ or as giving rise to ‘subjectivity effects’ should not be conflated with proposing a
subjectivist semantics for those predicates. ‘Subjectivity’ here refers to an observable set of linguistic properties;
‘subjectivism’, by contrast, is a particular family of metaethical proposals. In one standard construal, subjectivism
is the view that moral predicates describe the moral feelings of the speaker who uses them. That is not the
view defended here. Furthermore, the family of views known as expressivist or non-factualist (under which this
dissertation does fall), was from the very beginning characterized in opposition to subjectivism: while subjectivists
claim that moral terms describe the moral feelings of the speaker, expressivists claim that moral terms express such
feelings (see e.g., Ayer 1946, pp. 107–8; Gibbard 2003, p. 85 for discussion of this point). More on this in §2.3.2.

3 Note that, in dialogue (2.8), speakers could be arguing about whether the tank is empty relative to some
implicit purpose. For example, they might be going somewhere very close, and there might still be a little gas
in the tank, and they are discussing whether they have enough to reach their destination. This interpretation is
possible, but it is a loose use of empty that we want to abstract away from.
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The second test for subjectivity that we mentioned is embeddability under SUBJECTIVE ATTI-
TUDE VERBS, like find.4 Note that some gradable adjectives are fine when embedded under
find, while others are comparatively much less natural:

(2.10) I find that suitcase heavy.

(2.11) I find the exam difficult.

(2.12) ?? I find the antenna straight.

(2.13) ?? I find the door open.

Evaluatives are in general admissible under find—although there are differences: evaluatives
that clearly involve some kind of appreciation of sensorial qualities, such as predicates of per-
sonal taste (PPTs), are more natural under find than, say, moral adjectives (or even aesthetic
adjectives, as argued by McNally and Stojanovic 2017, p. 29; (2.15) is their example (18-a)).5

(2.14) I find the coffee here tasty.

(2.15) ? I find Miró’s mosaic on the Rambles mediocre.

(2.16) ? I find that custom unethical.

Subjectivity (II): the comparative form

A further distinction within subjective adjectives is the following: some of them give rise to
subjectivity effects both in the comparative form and in the positive, unmodified form; while
some of them are subjective only in the positive form. Consider the contrast between tall and
difficult in this respect:

(2.7) a. Natalia: Fede is tall. ≈ subjective
b. Matheus: No, he is not.

(2.17) a. Natalia: Fede is taller than Stephen. ≈ not subjective
b. Matheus: No, he is not.

As we said before, speakers can subjectively disagree about whether someone is tall. But they
cannot subjectively disagree about whether someone is tall-er than someone else. Things are
different with difficult, where both positive and comparative form can give rise to subjective
disagreement.

(2.18) a. Natalia: The homework was difficult. ≈ subjective
b. Matheus: Not at all!

(2.19) a. Natalia: Today’s homework was more difficult than yesterday’s. ≈ subjective
b. Matheus: Not at all!

4 See Fleisher 2013; Franzén 2018b; Kennedy 2013b; Sæbø 2009; Stephenson 2007b; Umbach 2016, 2019.
See also McNally and Stojanovic 2017 for some data on other subjective attitude verbs, such as look or sound;
and Kennedy and Willer 2016 for extensive data on find vs. consider.

5 McNally and Stojanovic 2017 actually claim that find-embeddings anti-select for evaluativity. They argue
that find introduces an experiencer requirement, and that that requirement ends up coercing an experiencer reading
of otherwise evaluative adjectives. It is not clear to me in what sense the experiencer reading trumps the evaluative
one, however. But we will not go into that discussion.
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Embeddability under find follows suit: taller cannot embed under find, while more difficult
can:6

(2.20) ?? I find Fede taller than Stephen.

(2.21) I find today’s homework more difficult than yesterday’s.

Evaluative adjectives behave in this respect like difficult and unlike tall:

(2.22) a. Natalia: Eating animals is less ethical than wearing them. ≈ subjective
b. Matheus: That’s not true.

(2.23) I find eating animals less ethical than wearing them.

Bylinina (2017) calls this property scalar variation, whereas Solt (2018) calls it ordering sub-
jectivity; we will follow Solt’s terminology. As we will see, ordering subjectivity suggests that
evaluative adjectives give rise to variable orderings.

In sum: evaluative adjectives are a class of gradable adjectives that give rise to subjectivity
effects both in positive and comparative form. We turn now to the standard way of accommo-
dating these observations in degree semantics.

2.2.2 Evaluatives in degree semantics

In degree semantics, gradable adjectives are assigned measure functions as their lexical mean-
ing. A measure function is a function µ from some semantic type (most commonly individ-
uals) to degrees. DEGREES are abstract representations of measurement that are introduced
as a primitive semantic type (along with individuals, truth-values, etc).7 The adjective tall for
instance, maps individuals to degrees of height.8 Let us assume an extensional and context-
sensitive semantics. Then, using lambda notation, we can write the meaning of tall as follows:

(2.24) [[tall]]c = λx.µheight(x)

This is a function that takes an individual, say Ann, and returns its height, say 165cm, at any
context.

The default assumption in this framework is that all gradable expressions have this type of
lexical meaning, and hence that evaluatives do so as well. An evaluative adjective like good,
then, would have as its denotation a function from whatever its semantic argument is (let us say
individuals for simplicity, although we will eventually argue that evaluative adjectives are, at
core, propositional operators) to degrees of the relevant property.

(2.25) [[good]]c = λx.µgoodness(x)

6 Kennedy 2013b points out that dimensional adjectives such as heavy or long have “qualitative” interpretations
under which they give rise to subjectivity effects also in the comparative. One can say I find this bag heavier than
that one, even though there is a fact of the matter about which bag really is heavier.

7See Cresswell 1976; Kennedy 2007; Kennedy and McNally 2005 for classic references.
8Alternatively, one may take adjectives to denote relations between individuals and degrees (Heim 2000;

Kennedy 2013a) but for our purposes the difference between these two approaches will not matter.
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However, we have seen that gradable adjectives differ with respect to their subjectivity: some
give rise to subjectivity effects and some do not; and some give rise to subjectivity effects only
in the positive form, while some do so both in positive and comparative form. In general,
subjectivity is assumed to arise as a result of the presence of a contextual parameter (Kennedy
2013b). But to be more precise we need to say something about the difference between the
comparative and the positive form.

Positive form subjectivity

Take an adjective like tall. Tall is subjective in its positive, but not in its comparative form. The
semantics of the comparative is straightforward: comparatives simply state a relation between
degrees. A sentence like (2.17a), for example, says that Fede’s degree of height is superior to
Stephen’s:

(2.17a) [[Fede is taller than Stephen]]c = µheight(Fede) > µheight(Stephen)

The reason why the comparative taller does not give rise to subjectivity effects is accounted in
this framework by the fact that its semantics is context-invariant.

When we turn to the positive form things get more complicated. Notice that the meaning of Ann
is tall cannot simply be the result of feeding Ann as the argument of λx.µheight(x), because the
semantic value of that sentence at a context should be a truth-value and not a degree of height.
In other words, the predicate is tall cannot have as its meaning a measure function—it has to
be a predicate, that is, a function from individuals to truth-values. In degree semantics, the way
to “transform” a measure function into a regular predicate is to combine it with a function that
predicates some property of the degree that the measure function maps its argument to. And
depending on what property that is, the positive form of an adjective is going to turn out to be
subjective or not.

We saw that certain gradable adjectives are subjective in the positive form (tall, difficult) while
some are not (empty, straight). With exceptions, this contrast correlates with the distinction
between relative- and absolute-standard gradable adjectives:9 RELATIVE-STANDARD adjec-
tives are gradable adjectives that, in the positive form, attribute to their arguments a degree (on
the relevant scale) equal to or greater than a contextually determined threshold. By contrast,
ABSOLUTE-STANDARD adjectives like empty or straight are those whose positive form predi-
cates that their argument possesses a degree that is equal to or greater than the maximum [or
minimum] endpoint degree (of the relevant scale). The reason why relative- but not absolute-
standard adjectives give rise to subjectivity effects is because the property associated with the
positive form is contextually determined only in the former case.

When Nathalia and Matheus argue about whether Fede is tall, they might have different thresh-
old for tallness in mind. This offers an intuitive explanation for why we take them to be having
a subjective disagreement. But when they argue about whether the gas tank is empty, given
that empty means having no volume at all, only one of them can be right—the tank is either
empty or not, and there is no context-sensitive issue that they could be discussing or negotiating
(barring loose talk).10

9 The locus classicus of this distinction is Kennedy and McNally 2005. We come back to it in §4.5.
10 To avoid distraction from the main argument, we illustrate here the rest of the composition process for tall:

the property denoted by the positive form is assumed to be semantically contributed by a silent morpheme, POS,
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Find-embeddability should work in a similar way—although the jury is still out.11 A natural
view is to think that find is semantically sensitive to a contextual parameter like the one that the
positive form of relative-standard adjectives have, and that a find-sentence is acceptable only
if the predicate that find combines with is appropriately context-sensitive.12 However, find-
embeddability is notably unstable cross-linguistically (Umbach 2019); and for this reason we
will not rely on it as a criterion for subjectivity in what follows.

Ordering subjectivity

What about adjectives that give rise to subjectivity effects also in the comparative form? So
far, we have seen that certain gradable adjectives, namely relative-standard adjectives, have a
contextual parameter in the positive form whose value speakers can subjectively disagree over,
and which licenses embedding under find. Comparatives lack this contextual parameter, and so
are predicted to not be subjective. This prediction is borne out for tall, but fails for difficult.
Why? The standard answer is that the lexical meaning of adjectives like difficult, that is, the
measure functions that they denote are themselves context-sensitive. For this reason, in what
follows we will call this class of adjectives LEXICALLY or ORDERING-SUBJECTIVE.13

Formally, the idea is that there is a contrast between the lexical meaning of tall and the lexical
meaning of difficult: whereas the former returns the same degree at any context of use, the latter
does not. We can represent this by indexing the measure function to the context:

(2.24) [[tall]]c = λx.µheight(x)

(2.26) [[difficult]]c = λx.µcdifficulty(x)

The degree of height of an individual is invariant across contexts, while the degree of difficulty
of something can change from context to context. More precisely, it changes depending on

with the following meaning:

(2.1) [[POS]]c = λg.λx.g(x) ≥ dc
t

POS takes as its first argument a measure function (written with variable g) and predicates a property of whatever
degree is assigned to the individual in its second argument, namely that such degree is greater than or equal to
a contextually determined threshold on the relevant scale (that is what dc

t stands for). However, there is more to
be the meaning of POS than an arbitrary specification of a degree on the relevant scale; see Graff 2000, who
characterizes POS as representing the property of being significantly greater than—rather than at least as great
as—the degree that is normal, or typical, for the relevant property. The regular predicate is tall results from
applying the lexical meaning of tall as the argument of POS:

(i) [[is tall]]c = [[POSrel]]
c([[tall]]c) = λg.λx.g(x) ≥ dc

t(λx.µheight(x)) = λx.µheight(x) ≥ d
c
t

When an individual is supplied to this function, the result is a sentence with the following truth conditions:

(ii) [[Ann is tall]]c = µheight(Ann) ≥ dc
t

That sentence is true just in case Ann’s height surpasses the contextually determined threshold of height.
Now the question arises: do things work in the same way with absolute adjectives? Because if they do, then

one should expect their positive form to be context-sensitive and subjective too. Empirically however, that is not
the case. Kennedy (2007, §4) treats extensively this issue, so we refer the reader to that discussion for further
reference. See also Burnett 2017, 69 and ff.

11See n.4.
12This is, very roughly, the proposal in Sæbø 2009. But compare McNally and Stojanovic 2017, who argue that

find-embeddability might depend on more factors beyond semantic type.
13 Klein 1980, §3.3 calls them non-linear.
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who is assessing the difficulty at a given context. In turn, this allows for context-sensitive
comparisons:

(2.19a) [[Today’s homework was more difficult than yesterday’s]]c =
µcdifficulty(today’s exam) > µcdifficulty(yesterday’s exam)

In one context, the two exams might be measured by a scale of difficulty that assigns to today’s
homework a higher degree than yesterday’s; but a different context may determine a scale of
difficulty that assigns completely different degrees of difficulty to each homework. Suppose,
for instance, that today’s exam was heavier on history but lighter on math. The disagreement
between Natalia and Matheus (2.19) could seem subjective due to the fact that, whereas Natalia
is better at math, Matheus is better at history, and each of them may order the two exams
differently by their difficulty. By contrast, note that Natalia and Matheus cannot each have
their own height scale, which is why the disagreement in (2.18) is not subjective.

As we saw, evaluatives largely fare like difficult, in that they give rise to subjectivity effects
both in the positive and the comparative form. The standard way to account for this would be,
then, to assign to them context-sensitive measure functions. Just as what we have said about
difficult, the subjective character of disagreements like (2.22) (repeated here) would arise as a
result of the fact that the scale of ethical is context-sensitive. A similar account might be given
for find-embedding, i.e., (2.23).

(2.22) a. Natalia: Eating animals is less ethical than wearing them. ≈ subjective
b. Matheus: That’s not true.

(2.23) I find eating animals less ethical than wearing them.

Multidimensionality & experiencer-sensitivity

If we wanted to subsume evaluative adjectives under this model, evaluatives would be classified
along with any adjective that can give rise to subjectivity effects in positive and comparative
form. But note that, whereas positive-form subjectivity is generally taken to be uniformly
caused by the positive form morpheme POS (see n.10 in this chapter), ordering subjectivity
can arise for a variety of reasons.

Some ordering-subjective adjectives, for example, are multidimensional (McNally and Sto-
janovic 2017; Sassoon 2013a, 2016). MULTIDIMENSIONAL adjectives are adjectives that inte-
grate different respects or dimensions. The pair ⟨healthy,sick⟩ is a paradigmatic example: one
can be healthy or sick with respect to various dimensions or respects, such as blood pressure,
cholesterol or blood sugar level. By contrast, there is but one dimension associated with tall
(i.e., height).

Following Sassoon, the main available linguistic tests for multi-dimensionality are the admissi-
bility of “dimension-accessing” operators and modifiers, such as the PPs with respect to ... and
in some/most/every respect(s). Contrast healthy with tall:

(2.27) a. Chris is healthy in {every/most/three/some} respect/way(s).
b. In what respect/way(s) is Chris healthy?
c. Chris is healthy except for blood pressure.

19



(2.28) a. ?? Chris is tall in {every/most/three/some} respect(s)
b. ?? In what respect/way(s) is Chris tall?
c. ?? Chris is tall except for...

Might evaluative adjectives just be a class of multidimensional adjectives? It is not clear, and
authors are not of one mind about this. For example, McNally and Stojanovic 2017 hypothesize
that aesthetic adjectives are multidimensional; but other evaluative adjectives certainly do not
pass these tests with merits—even though they fare better than dimensional adjectives (the first
set of examples is taken from Solt 2018, p. 72):

(2.29) a. The chili was tasty in {every/?most/??three/some} respect/way(s).
b. In what respect/way(s) was the chili tasty?
c. The chili was tasty except for...

(2.30) a. Palm oil is unethical in {every/most/three/some} respect/way(s).
b. In what respect/way(s) is palm oil unethical?
c. ?? Palm oil is unethical with respect to ...?

Depending on the choice of adjective, “dimension-accessing” operators and modifiers are more
or less acceptable. And it seems intuitive to think that different dimensions are involved in
determining the extension of evaluatives. However, given that evaluatives do not pattern uni-
formly with respect to these tests, we are hesitant to simply adopt the multidimensional view.

Moreover, some of those sentences can easily be interpreted in ways that do not suggest that the
relevant adjective is multidimensional. For example, it is very natural to take the dimension-
accessing operators in (2.30) to be accessing reasons to think that palm oil unethical—rather
than different ethical dimensions.

Alternatively, some ordering-subjective adjectives are clearly experiential or qualitative (salty,
soft or colorful). EXPERIENTIAL adjectives are assumed to involve a subjective, first-hand
experiencer. For instance, whether a food is salty is not just a matter of its salt content, but of
how salty it tastes to an experiencer or judge.

An informal test for this property is to see whether a sentence featuring these adjectives invites
an inference that the speaker has had some kind of first hand experience.14

(2.31) a. The soup is salty. ↝ the speaker tried the soup
b. The chair is soft. ↝ the speaker tried the chair
c. The room was colorful. ↝ the speaker saw the room

Evaluative adjectives fare quite differently with respect to this test. While some involve a first-
hand experience (most clearly PPTs, but arguably also some aesthetic adjectives, c.f. Franzén
2018a pace McNally and Stojanovic 2017), some seem not to require any such thing—notably
moral adjectives:

(2.32) a. The entrée was tastier than the main. ↝ the speaker tried the food
b. Her house is beautiful. ↝ the speaker saw the house

14 Compare McNally and Stojanovic 2017, p. 27, for an alternative test for the presence of an experiencer.
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c. What she did was cruel.   the speaker experienced what she did
d. Volunteering is a generous thing to do.   the speaker has volunteered

Another test for the presence of an experiencer is the admissibility of so-called judge PPs (tasty
for/to me/Ann/Bill; c.f. Glanzberg 2007; McNally and Stojanovic 2017; Stephenson 2007a
a.o.), relative to which evaluatives again give mixed results.

We come back to the question of experientiality in Chapter 5, but for now let us conclude that,
according to these linguistic tests, even though we can safely describe evaluative adjectives as
a class of ordering subjective gradable adjectives (in virtue of the fact that they are subjective in
the comparative form), we cannot safely assimilate them to the usual categories that linguists
distinguish within these adjectives. As we will argue, evaluative adjectives are a proper subclass
of the adjectives that we have been calling lexically or ordering-subjective. The picture that
emerges from this discussion is something like this:

Figure 2.1: The place of evaluative adjectives within gradable adjectives.

Linguistic enquiry into evaluatives, therefore, points to a necessary property of evaluative adjec-
tives, namely ordering subjectivity. In §2.3 we will turn to a necessary property of evaluatives,
namely action-guidance.

Before that however, degree semantics faces a general conceptual difficulty when it is applied
to adjectives whose scales involve properties that lack units of measurement. This is the case
with most ordering-subjective adjectives (including evaluatives). The difficulty is best seen by
considering the positive form. Recall that, according to degree semantics, the positive form
of an adjective involves a triple operation: first, we assign a degree of the relevant property to
an object; secondly, a threshold degree on the same scale is determined; and finally, those two
degrees are compared, and the positive form can be predicated of the object just in case the
former degree is equal to or superior to the latter.

Given evaluative adjective’s lack of measurement units, it is difficult to conceptually isolate
those semantic operations. The idea that claiming that a painting is beautiful involves deter-
mining two different degrees of beauty (one that is had by the painting, and another that corre-
sponds to the threshold) and then comparing them seems bizarre. But that picture seems much
more natural when we think of tall, since we have perfectly established ways of determining
and comparing degrees of height.

This is not meant as a knock-down argument against degree semantics; my purpose is simply
to point out that this is a framework that is much more appropriate for dimensional, measurable
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adjectives like tall, heavy or wide than for adjectives like good, beautiful or cruel.15 Moreover,
we have not yet gotten to discussing the property that unifies evaluatives at all, namely their
action-guidance. And when we get there, it will be argued that degree semantics does face a
difficulty. But before that, let us say something about how the notion of evaluativity has been
traditionally understood in linguistics.

2.2.3 The notion of evaluativity in linguistics

Evaluativity means different things in philosophy and in linguistics. As we have seen in Chapter
1, philosophical talk of evaluative terms, concepts or properties is most often associated with
metanormative inquiry about the good, the bad or the ugly, or else with the contrast between
the realms of the descriptive versus the normative. And more specifically, in this work the term
evaluative is used to pick out a set of gradable and subjective adjectives that feature a special
type of connection to action and motivation.

In linguistics however, evaluativity is used in various ways. First, evaluativity has a more
specific, technical usage. This notion comes from Bierwisch 1989, who called it normbezug
(“norm-relatedness”), and has been more recently studied by Rett (2007). In this sense of eval-
uativity, a sentence containing a gradable adjective is evaluative just in case it makes reference
to a contextually determined threshold on the relevant scale.

Evaluativity is attested, following Rett, by considering whether a sentence containing any form
of a gradable adjective invites an inference to the positive form of the adjective. One reason for
this is that the positive form of a gradable adjective involves the morpheme POS, which makes
reference to a contextually determined threshold (however, evaluativity is not accounted in its
entirety by POS, as observed in Rett 2007, p. 212).

Under this interpretation, it is not certain gradable adjectives which are evaluative, but rather it
is certain forms of any gradable adjective which are evaluative. Here are some examples, using
tall and short (these observations are taken from Rett 2007, p. 213; a thorough exploration of
this inference pattern can be found in Bierwisch 1989):

(2.33) a. Ann is tall. ↝ Ann is tall
b. Ann is taller than Bill.   Ann is tall
c. Ann is as tall as Bill.   Ann is tall
d. How tall is Ann?   Ann is tall
e. Ann is too tall for her pants.   Ann is tall

(2.34) a. Ann is short. ↝ Ann is short
b. Ann is shorter than Bill.   Ann is short
c. Ann is as short as Bill. ↝ Ann is short
d. How short is Ann? ↝ Ann is short
e. Ann is too short for her pants.   Ann is short

At first glance, this and our sense of evaluativity might seem completely unrelated, but it is
very much to the contrary. In the coming sections, we return to the evaluative profile—in
Rett’s sense—of evaluative adjectives—in our sense.

15 Compare Cresswell 1976, 280 and ff.
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Before we move on, let us note two other uses of evaluative. Note that Bierwisch also uses
evaluative but does not mean norm-related. Rather, he uses that term to pick out a class of
adjectives, those which are not dimensional (also Umbach 2016; Bylinina 2017, §5). Similarly,
Zehr & Égré (2018, p. 35)—claiming to follow Kennedy 2013b, p. 264, although the latter has a
slightly different characterization—characterize evaluative adjectives as those that embed under
find in the comparative. Arguably, for all these authors, evaluativity is roughly equivalent to
what we have been calling subjectivity (that qualification is needed because, as we have seen,
some forms of the same adjective may embed under find and others may not, c.f., tall and
taller).

These are all broader senses of evaluative than what is meant in this dissertation, as we will see
in the next section. Before we move on, a closer notion of evaluativity in the linguistics litera-
ture to the one that is adopted here has been defended, for example, by McNally & Stojanovic,
who write: ‘we consider as evaluative those adjectives that carry with their use an implication
of a positive or negative attitude or evaluation on the part of the speaker’ (p. 28 2017, my
emphasis).

2.3 Evaluatives from a metanormative point of view

By evaluative adjectives, we mean a proper subclass of lexically or ordering-subjective ad-
jectives, namely those that are action-guiding. But this notion comes from the philosophical
literature, so we turn now to the way in which evaluatives have been studied in philosophy, or
more precisely, in the metanormative literature.

2.3.1 Action-guidance

As was said in Chapter 1, evaluative adjectives are characterized by their connection to action
and motivation. The metanormative literature has long expanded on this feature of normative
vocabulary (see e.g. Björklund et al. 2012; Blackburn 1998; Dreier 1990, 2009; Finlay 2004;
Gibbard 1990; Hare 1952, a.m.o). The idea is that, when a rational speaker makes a positive
[negative] value attribution about an object, they should eo ipso be inclined to act in favor of
[against] that object. In other terms, attributing positive [negative] value invites the inference
that one will orient one’s action towards [against] the object under evaluation.

For instance, if I judge football to be a great sport, I am expected to be willing to watch it,
play it or follow it somehow. By contrast, if I judge football to be a popular sport, there is
no comparative expectation about what my practical attitudes towards football will be. This
is what Stevenson 1937, p. 16 called the “magnetism” of evaluative vocabulary—the good is
attractive; the bad is repulsive.

Among the lexically subjective adjectives, some are action-guiding and some are not. For ex-
ample, difficult, soft or salty, although they are lexically subjective (they give rise to subjective
disagreement and embed under find), they do not invite an inference that the speaker will behave
in any particular way. We will represent this inference using↝ (although we remain neutral for
now on the nature of the specific inferential mechanism that is in place), where support/reject
can be taken as placeholders for any positive or negative attitude or stance:
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(2.35) a. Today’s exam was good. ↝ the speaker supports today’s exam
b. The floor is still ugly. ↝ the speaker rejects the floor
c. The soup is awful. ↝ the speaker rejects the soup

(2.36) a. Today’s exam was difficult.   the speaker supports/rejects today’s exam
b. The floor is still soft.   the speaker supports/rejects the floor
c. The soup is salty.   the speaker supports/rejects the soup

Evaluative sentences invite the inferences in (2.35), while adjectives such as difficult or soft
do not. Nonetheless, it is easy to imagine that, with a bit of context, a speaker of any of the
sentences in (2.36) could be intending to communicate an attitude of support or rejection. But
we cannot know what that attitude is or would be in virtue of the meaning of the sentence alone.

The presence of such inferences is difficult to attest in traditional linguistic terms, but we may
rehearse the following two tests.

The although-test

First, consider the contrast within each pair of sentences:

(2.37) a. Matheus thinks that volunteering is virtuous, although he doesn’t have any inten-
tion or plan whatsoever of supporting, promoting or doing it.

b. ?? Natalia thinks that volunteering is unpaid although she doesn’t have any in-
tention or plan whatsoever of supporting, promoting or doing it.

(2.38) a. Matheus thinks that donating is unethical although he belongs to a charity.
b. ?? Natalia thinks that donating is widespread although she belongs to a charity.

While the a-sentences are acceptable, the b-sentences sound marked. Why is this so? We
venture that the oddness is due to the connective although, which suggests a contrast between
its arguments. To describe an individual as having a certain evaluative stance—thinking that
an activity is virtuous or unethical—while at the same time attributing to her a practice, or
a practical intention, that is markedly incoherent with that evaluative stance constitutes good
grounds for such contrast. But regular beliefs about matters of fact—thinking that an activity is
unpaid or widespread—do not contrast with practices or practical intentions in any immediate
way.

Thus, the connective although marks an inexistent contrast in the b-sentences, and the sen-
tences are awkward for that reason. But in the a-sentences, the contrast between attributing a
certain evaluative belief and practical intentions that are somehow incoherent does license the
connective.16

16 The significance of this test should not be overstated, however: background or contextual information could
very well fill the missing pieces that would make the b-sentences acceptable: for example, in a context in which
it is common ground that Natalia only ever enjoys very exclusive activities, (2.38b) would be a perfectly natural
thing to say. In absence of such contextual clues however, (2.38b) is odd.
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Substitution salva validitate in practical inferences

Secondly: cogent practical inferences (that is, inferences whose conclusions are courses of
action, or at least attributions of intentions to engage in some course of action) require at least
one premise concerning the practical stance of their agent. For example, we accept chains of
inferences like the following:

(2.39) a. It’s raining.
b. You are going out.
∴ Take an umbrella.

But it is clear that, as it stands, that inference is only cogent as an enthymeme whose elided
premise is something like you do not want to get wet, or something like it is a bad idea to get
wet:

(2.40) a. It’s raining.
b. You are going out.
c. You don’t want to get wet.
∴ Take an umbrella.

(2.41) a. It’s raining.
b. You are going out.
c. It’s a bad idea to get wet.
∴ Take an umbrella.

The important thing to notice is that no premise void of some reference either to the desires,
intentions or plans of the agent, or to what is valuable, could to the trick and make that infer-
ence cogent. But note that there is a crucial difference between (2.40) and (2.41): the former
introduces as its (elided) premise an attribution of a propositional attitude (a desire), while the
latter introduces an evaluative sentence, but says nothing about desires, plans or intentions.
Regardless, the inference in (2.41) goes through.

In view of this, we may hypothesize that evaluative sentences are the only type of non-
attitudinal premise that can make a chain of practical inference cogent.17 As the examples
(2.40)-(2.41) show, in a practical inference an action-oriented propositional attitude ascription
can be substituted for an evaluative sentence salva validitate.

Before we move on, let us point out two potential objections. First, one might complain that
action-guidance is less robust than what we have said here. Restricting ourselves to the moral
case for example, do we not constantly behave in ways that go against our moral beliefs? In
other words, is Matheus’ plight in (2.37a) not a rather common one? This is the classic problem
of Weakness of the Will, which is a general problem for accounts of normative thought which
claim there to be a tight connection between normative thought and action (see Davidson 1969
for a classic statement).

Discussing that problem would take us too far afield, but let us repeat that we are purposefully
remaining agnostic about the nature, and thus about the exact strength, of the connection be-
tween evaluative thought and action. It could be a semantic entailment (perhaps a sui generis
“practical entailment”), a presupposition, an implicature or something else entirely. Moreover,
it is important to remember that practical inferences are in general defeasible. An agent who

17 Thanks to Salvador Mascarenhas for this suggestion. See Hare 1952; Wright 1972 for classic discussions
of these and related points. A similar point can be found in Chrisman (2018, p. 416), who proposes to think of
the practical commitments associated with normative language in terms of commitments to reason practically in
certain ways, that is, to accept certain considerations as reasons for action. See also Finlay 2004, p.206 n.3.
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goes through the chain of inference in (2.40) or (2.41) might fail to take an umbrella. So the
fact that someone, for example, avows an evaluative belief and then fails to behave accordingly
can hardly be taken as evidence that the connection between evaluative thought and action is
cancellable in the same way that, say, some implicatures are—the defeasible nature of practical
reasoning makes it difficult to draw that conclusion.18

A second potential objection to my characterization of evaluative adjectives as action-guiding
has to do with the scope of action-guidance. While it may be accepted that moral and practical
adjectives are action-guiding, one might resist the view that this is true of aesthetic adjectives
as well. In what sense is a sentence like (2.42) connected to action?

(2.42) What a beautiful sunset!

(2.42) seems to be merely an expression of pleasure at a particular perceptual experience.

Nonetheless, note that aesthetic adjectives show the same connections to practical attitudes and
inferences to those displayed by other evaluative adjectives:

(2.43) Matheus said that the sunset was stunning although he immediately took out his
phone to look at Instagram.

(2.44) a. It’s raining.
b. You are going out.
c. Rain makes your hair ugly.
∴ Take an umbrella.

We might think of it this way: whereas moral and practical adjectives guide us towards the thing
to do, aesthetic adjectives guide us towards the thing to experience. An aesthetic judgment,
even if based on pure contemplation like (2.42), involves the idea that the object of evaluation
is worth experiencing. It involves a commendation of whatever is experienced, that is, an
invitation to share the experience (mutatis mutandis for negative aesthetic adjectives).19

We conclude that all evaluative adjectives are action-guiding, and that it is this property which
sets them apart from other, lexically subjective gradable predicates. We turn now to the family
of philosophical proposals which claim to have the upper hand vis-à-vis an account of action-
guidance, namely non-factualism.

2.3.2 Non-factualism about evaluative language

Non-factualism names a broad family of views originally about the meaning of moral vocab-
ulary, but that has been extended to other parcels of natural language, notably perspectival
expressions. Non-factualism can be stated as a thesis about the semantic value of declarative
sentences that belong to a certain fragment of natural language, namely the thesis that those
sentences do not describe reality. Thus, non-factualism is first and foremost a negative thesis:

Definition 1 (Negative non-factualism about F ) Unembedded declarative sentences of a
fragment F of natural language do not describe the way the world is.

18For accounts of action-guidance as implicature, see S. J. Barker 2000; Copp 2001, 2009; Finlay 2004, 2005;
Strandberg 2011; and see Bar-On and Chrisman 2009 for criticism.

19 I thank Carla Umbach and James Brown for useful discussion and suggestions in relation to these issues.
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There are non-factualists about various domains, such as normative claims (Gibbard 1990,
2003), epistemic (inc. probability) modals (Yalcin 2007, 2011, 2012), the a priori (Field 2000),
higher-order concepts in general (Frápolli and Villanueva 2012), conditionals (Gibbard 1981),
knowledge attributions (Chrisman 2007; Field 2009, 2018), or taste predicates (Bordonaba Plou
2017; Gutzmann 2016).

Non-factualists say that the function of the characteristic type of vocabulary in each of those
fragments is ‘non-representational’ (Charlow 2014, 2015), that is, its function is not to describe
‘ways the world is’ (Frápolli and Villanueva 2012, p. 471), or ‘how things stand’ (Rosen
1998, p. 388). Sometimes these views are presented as committed to the idea that the relevant
sentences are ‘not straightforwardly factual’ (Field 2009, 2018; Yalcin 2012).20,21 We can apply
this view to evaluative sentences (sentences containing evaluative adjectives) more generally:

Definition 2 (Negative non-factualism about value) Unembedded evaluative sentences do
not describe the way the world is.

To take an example, consider sentences (2.45) and (2.46):

(2.45) Eating animals is widespread.

(2.46) Eating animals is bad.

Non-factualists about evaluatives hold that the presence of the evaluative adjective unethical in
(2.46) marks a profound semantic contrast between those two sentences. In most contexts, an
utterance of (2.45) aims at informing an audience of a fact, namely that the practice of eating
animals has a certain property (being widespread). In contrast to this, non-factualists claim, by
uttering a sentence like (2.46), a speaker does not aim at informing her audience of a similar
fact, namely that eating animals has the property of being bad. Rather, an utterance of (2.46)
serves a different communicative function.

Different authors differ widely in their positive characterization of non-factualism, so it is diffi-
cult to give a positive thesis that everyone would agree with. Most of them, however, emphasize
that the meaning of evaluative terms is somehow connected to action and practice. In order to
keep our characterization maximally open, we are going to define non-factualism about evalu-
ative sentences as the view that evaluative sentences express practical attitudes of support and
rejection.

Definition 3 (Non-factualism about value) Unembedded evaluative sentences express prac-
tical attitudes of support & rejection.

20 See the opening paragraphs of e.g. Bedke 2017; Blackburn 2006; Boghossian 1990; Camp 2017a; Frápolli
and Villanueva 2012; Gibbard 1986; Jackson and Pettit 1998; Pérez Carballo and Santorio 2016; Rothschild 2012;
Schroeder 2008a,d for different statements of this negative thesis.

21 Treating non-factualism as a semantic view, that is, as a view about the semantic meaning of certain sentences,
is one option among others. Non-factualism has been defended as a metasemantic view (a view about ‘what it
is in virtue of which particular kinds of words have the semantic contents that they do’, Chrisman 2012, p. 325,
also Pérez Carballo 2014; Ridge 2014) and as a pragmatic view (Yalcin 2012). It is not extremely clear to me
what Yalcin means by calling non-factualism/expressivism a pragmatic thesis, although in Yalcin 2012, pp. 140–2
the basic thought seems to be the following: by refusing to call non-factualism a semantic thesis, one can remain
agnostic about two things: (i) what the correct compositional implementation of these ideas might turn out to be,
and (ii) whether the characteristic type of update on the conversational common ground that Yalcin attributes to
modals (which are his focus) is identifiable with the semantic value of those lexical items.
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Non-factualists tend to say that evaluative vocabulary serves to communicate things like de-
sires, plans, states of (dis-)approval, PRO- and CON-attitudes, intentions or emotional or affec-
tive states. For example, a sentence like (2.46) may expresses a plan to avoid eating animals,
or a desire to not eat animals, or a state of disapproval towards eating animals, or a negative
or displeasing emotion or affective state produced by the thought of eating animals, etc. These
are all action-oriented attitudes against eating animals.22

In fact, we can be more specific and say that attitudes of support are expressed by evaluative
sentences that contain evaluative adjectives of positive polarity (good, generous, beautiful...)
while attitudes of rejection are expressed by evaluative sentences containing evaluative adjec-
tives of negative polarity (bad, cruel, ugly...).

Definition 4 (Non-factualism about positive/negative value) Unembedded evaluative sen-
tences containing positive evaluative adjectives express practical attitudes of support; evalua-
tive sentences containing negative evaluative adjectives express practical attitudes of rejection.

Furthermore, it is standard in the literature on non-factualism and expressivism to construe
those attitudes as mental states (Schroeder 2008c, a.o.), but we can remain neutral about that—
you can think of having an attitude as being in a particular type of mental state, or you can think
of it as adopting some kind of public commitment to think and/or behave in certain ways. To
have a practical attitude of support of football, for instance, can be thought of as being disposed
or committed to display certain types of behavior with respect to football. It is a further question
whether this attitude is cashed out in terms of being in certain types of mental states, such as
desiring to watch a game tonight, or planning to play football with one’s friends next week, or
crying joyful tears when one’s team wins, etc. We do not wish to take a stand on what is the
right way to construe the mental state counterpart of such practical attitudes.

It is an important part of these views to rely on a relation of EXPRESSION that holds between
a speaker, a sentence type and an attitude type that can be attributed to the speaker of that
sentence, as a result of using it in paradigmatic occasions of use (Schroeder 2008b). Let »
denote that relation (although we omit mention to the speaker). Then, we can represent the
different attitudes expressed by sentences (2.45) and (2.46) as follows:

(2.45) Eating animals is widespread.
» non-practical/representational attitude about eating animals

(2.46) Eating animals is bad.
» practical/non-representational attitude against eating animals

As we stressed at the start of this section, often it has seen more important for non-factualists
to stress the contrast between representational or doxastic attitudes associated with descriptive
vocabulary and the practical or non-doxastic attitudes associated with evaluative vocabulary
than to specify what those practical attitudes really are. According to this statement of non-
factualism about evaluatives, the contrast between non-evaluative and evaluative sentences lies
in the fact that the former express attitudes that represent the world as being a certain way; while
the latter express attitudes that aim at making the world a certain way, rather than representing
it as such. Waxing Marxist, one might say that representational, or doxastic attitudes (like
belief and knowledge) aim at interpreting the world; while the practical attitudes associated

22 See e.g. Ayer 1946, p. 110; Blackburn 1984, 190 and ff; Blackburn 1993, p. 113; Blackburn 1998, p. 70;
Camp 2017a, p. 87; Finlay 2004, p. 206; Gibbard 1986, p. 473; Gibbard 1990, p. 33; Schroeder 2008a, p. 574;
Jackson and Pettit 1998, p. 245, as well as references in n.20.
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with evaluative vocabulary aim at changing it. Again, we need not be more precise than this
about what exactly is the attitude in question, or how it may map onto different psychological
states.

Another illuminating aspect of non-factualism arises in contrast to so-called metaethical SUB-
JECTIVISM (see n.2). Note that, if one accepts that evaluative terms are semantically related
to practical attitudes, the non-factualist view that evaluative terms express those attitudes is
not the only possible way of cashing out that relation. An alternative view is subjectivism,
according to which evaluative terms express regular beliefs about those attitudes. According
to this view, a sentence like (2.46) self-ascribes certain practical attitude towards eating ani-
mals; it is equivalent to saying something like I have certain practical attitude towards eating
animals.23 Early proponents of non-factualism insisted on distinguishing their view from sub-
jectivism24, essentially because subjectivism was prey to Moore’s open question argument as
well as to the obvious charge that speakers engaging in moral disagreement could hardly be
represented as describing their respective moral responses (the problem of lost disagreement).
By stressing that, in making a moral claim, one does not say that one has a practical attitude but
rather expresses the attitude itself appeared to overcome the difficulties of subjectivism raised
by Moore.

Non-factualism and action-guidance

This simple characterization of non-factualism should already make it clear that this approach is
well equipped to account for the action-guiding feature of evaluatives (§2.3.1): simply put, non-
factualists hardwire the action-guiding inference that we observed into the semantic meaning of
evaluatives through the aforementioned relation of expression: they claim that that the content
of that inference just is what evaluative sentences semantically express.

According to non-factualists about evaluatives, to call something good is to express a—perhaps
underspecified—positive practical attitude towards that thing; it is to express one’s intention of
orienting one’s actions towards that thing. Thus, for non-factualists, the connection between
evaluative language and action-guidance is no mystery; to make an evaluative claim just is to
express how one intends to direct one’s action.

With respect to the although-test, a non-factualist would say that the reason why (2.37a) and
(2.38a) sound natural is because in those sentences we are ascribing to someone a relatively
irrational, or conflictive state of mind: when we describe Matheus as someone who thinks
that volunteering is a virtuous thing to do and at the same time lacks any intention of doing
it, it is as though we are saying that he takes himself to have certain practical attitudes when
he actually does not have them (2.37a), or displays intentions or dispositions to act that are
markedly incoherent with the former (2.38a). Marking that contrast with a connective like
although sounds like a perfectly natural thing to say.

(2.37a) Matheus thinks volunteering is virtuous, although he doesn’t have any intention or
plan whatsoever of supporting, promoting or doing it.

23A forceful defense of this view can be found in Dreier 1990.
24 ‘[W]e reject utilitarianism and subjectivism, not as proposals to replace our existing ethical notions by new

ones, but as analyses of our existing ethical notions. Our contention is simply that, in our language, sentences
which contain normative ethical symbols are not equivalent to sentences which express psychological propositions,
or indeed empirical propositions of any kind’ (Ayer 1946, pp. 107–8)
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≈ Matheus thinks he has practical attitude P although he does not have P .

(2.38a) Matheus thinks donating is unethical although he belongs to a charity.
≈ Matheus thinks he has practical attitude P although he behaves incoherently with
P .

Similarly, for a non-factualist it is no surprise either that evaluative sentences and practical
propositional attitude ascriptions can be substituted salva validitate in practical reasoning,
given that the former semantically express the same kind of attitudes that the latter, in a stan-
dard semantic sense, describe or represent. So a non-factualist would say that the reason why
the third premise in (2.40) and (2.41) (repeated here) can either be an evaluative sentence or the
attribution of a desire is that evaluative sentence express practical, or action-oriented, attitudes
(such as desires).

(2.40) a. It’s raining.
b. You are going out.
c. You don’t want to get wet.
∴ Take an umbrella.

(2.41) a. It’s raining.
b. You are going out.
c. It’s a bad idea to get wet.
∴ Take an umbrella.

Non-factualism and gradability

Things start to get more difficult when we consider the question of whether non-factualists can
secure the fact that evaluative adjectives are lexically subjective, as we saw in §2.2. At the
outset, non-factualism looks promising: given that practical attitudes can vary from speaker to
speaker, different speakers can use evaluative adjectives to express different practical attitudes
in different contexts of use. And it is sensible to think that those different attitudes give rise both
to variable thresholds for the application of the positive form of gradable adjectives (allowing
for positive form subjectivity), as well as to variable orderings of individuals along the relevant
evaluative dimensions (allowing for ordering- or lexical subjectivity). This subjective element
in non-factualism could, in principle, account for the intuition that speakers in disagreement
dialogues like (2.22) (repeated here) can have different opinions.

Nonetheless, things are not so straightforward. As we have seen, evaluative sentences con-
taining positive evaluative adjectives like (2.47) express support; while evaluative sentences
containing negative evaluative adjectives like (2.48) express rejection. This approach, however,
faces a fundamental shortcoming when faced with comparative constructions like (2.49):

(2.47) Volunteering is good. » practical attitude for volunteering

(2.48) Donating is bad. » practical attitude against donating

(2.49) Volunteering is better than donating. » practical attitude for / against ??

When a speaker utters (2.49), she need not endorse nor reject either relata. She is merely
comparing the two actions; and her uttering (2.49) is compatible with adopting almost any
combination of positive and negative attitudes towards either of them (with the exception of
being for donating money while being against volunteering). This is a clear counterexample to
Definition 4:
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Definition 4 (Non-factualism about positive/negative value) Unembedded evaluative sen-
tences containing positive evaluative adjectives express practical attitudes of support; evalua-
tive sentences containing negative evaluative adjectives express practical attitudes of rejection.

The reason why comparatives cannot be easily accommodated by non-factualism, at least the
way we have formulated it, is because we have defined the practical attitudes associated with
evaluative vocabulary as non-gradable, that is, as outright positive or negative practical atti-
tudes. But evaluative adjectives are gradable, and therefore, if non-factualists are right, the
practical attitudes that evaluatives express should be gradable as well. Non-factualists need
to enrich their favored semantics if they want to accommodate comparative uses of evaluative
adjectives.

More specifically, what one is inclined to say about a sentence like (2.49) is not that it expresses
outright support/rejection for either relata, but that it expresses support, or preference, or pri-
ority of volunteering over donating. But simply assigning the expression of such a relational
attitude as the meaning of better, while assigning the simpler, outright attitude to good is not
enough—for the simple reason that good and better are semantically related in an obvious way.
So non-factualists about evaluatives need to say something about how these more sophisticated
relational attitudes that one would be inclined to assign to comparatives are semantically built
from the simpler attitudes that non-factualists assign to the positive form of the same adjectives.

Importantly, comparatives are just a case study, but the issue goes well beyond: basically,
the type of practical attitudes that non-factualists associate with evaluative adjectives are most
appropriate for capturing the meaning of those adjectives in their positive form. But as we saw
in §2.2, gradable adjectives are extremely flexible. They appear in comparative, equative or
superlative form, they admit certain adjectival modifiers and not others, etc. Therefore, non-
factualism needs to be refined in order to be able to account for the meaning of the great variety
of forms that evaluative adjectives appear in.

Before moving on, it bears pointing out that some proposals in the non-factualist camp are
better equipped to meet this challenge than others. Comparatives (and relational constructions
involving evaluatives more generally) are a particularly pressing problem for versions of non-
factualism that hold that evaluative sentences express attitudes towards a single object of eval-
uation. Comparatives are problematic because it does not make sense to say that the speaker is
expressing the relevant practical attitude towards any of the two relata. This is true of most non-
factualist proposals, but not all of them. In particular, Gibbard’s early NORM-EXPRESSIVISM

(Gibbard 1986, 1990) was built upon the idea that ascriptions of rationality (φ-ing makes sense;
φ-ing is rational, etc.) express a non-cognitive attitude of ACCEPTANCE of a set of norms that
stands behind such evaluation. For instance, to say that eating vegetables is the rational thing
to do is to express one’s acceptance of one’s system of norms. This is a system of norms that
so happens to sanction eating vegetables. But one does not thereby express any positive or
negative attitude towards eating vegetables; one expresses an attitude that has one’s system of
norms as its object.

This feature of Gibbard’s early view makes it better equipped to deal with (2.49). For Gibbard
can also say that to judge that volunteering is better than donating is to express one’s acceptance
of a system of norms, a system of norms that gives priority to volunteering over donating.
Nonetheless, that would not be enough: he would still need to say what it is for something to
give priority to something over something else. Gibbard’s examples—outright judgments of
rationality, sensibleness and the like, were treated in his earlier work as expressing acceptance
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of systems of norms such that the objects of evaluation either met, failed to meet or were
indifferent to them. The problem remains that neither of those cases applies in a straightforward
manner to comparatives.25

To sum up these two last sections, we have arrived at a sort of unexpected crossroads. Walking
in the linguist’s shoes (§2.2), we arrived at a necessary property of evaluative adjectives, namely
ordering subjectivity (§2.2.1), and we saw how a standard degree semantics can accommodate
those properties (§2.2.2). But we also argued that this approach has certain shortcomings: it
requires thinking of evaluative adjectives in a way that is similar to the way in which we think
about dimensional adjectives, which is awkward in light of the fact that evaluative adjectives
eschew measurement. More importantly however, degree semantics offers no clear way of
making a distinction, among the lexically subjective adjectives, between those that are action-
guiding and those that are not. Then, putting on the metanormative theorist’s shoes (§2.3),
we argued that a sufficient property of evaluatives is precisely their action-guidance (§2.3.1),
and we saw how non-factualism, by assigning a specific semantics that connects evaluatives
to practical attitudes, can in principle account for the action-guiding properties of evaluatives
(§2.3.2). But non-factualism has its own shortcoming, which is that it offers an account best
suited to capture the use of evaluative adjectives in their positive form, and it is not obvious
how to incorporate gradability into the picture.

The outcome of all this is that the scalar properties of evaluatives need to inform non-factualism,
and conversely that the action-guiding properties of evaluatives need to inform the standard de-
gree semantics for evaluatives. Unfortunately however, this is not simply a matter of theories
complementing each other: in the following two sections (§2.4-§2.5), I aim to argue that cap-
turing the action-guiding properties of evaluatives in light of their scalar properties causes a
problem for degree semantics, and that this should push us to move to a different framework
for scalar semantics, namely delineation semantics, as the proper semantic framework in which
to couch non-factualism. But in order to see this problem clearly, it is best to first present the
most important problem that besieges non-factualism, namely the Frege-Geach problem.

2.4 The (supra-sentential) Frege-Geach problem

If non-factualism about a subset of declarative sentences—let us call it fragment F—is the
thesis that elements of F do not describe or represent facts, then it follows that they do not
have propositions that can be true or false as their semantic values (at least under standard
conceptions of propositions as representations of facts or states of affairs). But truth-functional
operators such as modals or logical connectives take propositions as their arguments. If non-
factualism about F is right, then one should expect that the sentences of F to fail to embed
under such operators. Now, all declarative sentences—including sentences of F—embed under
such operators. Therefore, non-factualism about F has a problem.

25 Silk 2015’s ordering expressivism, and Ridge’s view of good as meaning ‘highly ranked according to any
acceptable standard’ (2014, p. 26, my emphasis) incorporate explicit scalar elements in their proposals, which
makes them better suited for the challenge of building a scalar semantics. Schroeder treats the comparative better
than as atomic (Schroeder 2008c, p. 7), and says that a is better than b expresses a non-doxastic attitude of “being
for preferring a to b” (Schroeder 2008c, pp. 58, 77). All these authors are on the right track, although none
of them (including Gibbard) tackle the compositional issue of relating the meaning of the comparative and the
positive form of evaluative adjectives.
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More generally, the syntactic and semantic behavior of declarative sentences (including evalu-
ative and non-evaluative sentences) is broadly uniform, and therefore the distinction that non-
factualists insist on drawing between evaluative and non-evaluative language is difficult to jus-
tify on purely linguistic grounds. Schroeder puts the matter bluntly, discussing non-factualism
about moral terms: ‘[t]here is no linguistic evidence whatsoever that the meaning of moral
terms works differently than that of ordinary descriptive terms. On the contrary, everything
that you can do syntactically with a descriptive predicate like ‘green’, you can do with a moral
predicate like ‘wrong’, and when you do those things, they have the same semantic effects’
(Schroeder 2008c, p. 704, his emphasis).26

It is worth it to go briefly over Geach 1965’s original complaint about early non-factualist
proposals. In particular, Geach targeted Hare’s Language of Morals (1952).27 Hare aimed to
give a semantics for evaluative expressions based on considerations about the kinds of speech
acts that competent speakers make with those expressions. Hare claimed that to call something
bad was to make a speech act whereby one condemns it; conversely, to call something good
is to make a speech act whereby one commends that thing. The meaning of the pair good/bad
just turn out to be those very acts of commendation and condemnation which are, in turn, kinds
of practical attitudes.

(2.46) Eating animals is bad. » practical attitude against eating animals

(2.50) Eating animals is good. » practical attitude for eating animals

But Geach was quick to observe that there are many uses of good/bad where those words are
not used to commend/condemn. For example, when it is under negation, inside a question or in
the antecedent of a conditional (let us focus only on bad):

(2.51) Eating animals is not bad. » practical attitude for / against ??

(2.52) If eating animals is bad, then I should stop. » practical attitude for / against ??

(2.53) Is eating animals bad? » practical attitude for / against ??

26 Even more emphatically:

‘[E]very natural-language construction that admits of descriptive predicates admits of moral
predicates, and seems to function in precisely the same way: tense; conditionals; every kind
of modal—alethic, epistemic, or deontic; qualifiers like ‘yesterday’; generics and habituals;
complement-taking verbs like ‘proved that’ and ‘wonders whether’; infinitive-taking verbs of every
class, including ‘expects to’, ‘wants to’, and ‘compels to’; binary quantifiers like ‘many’ and ‘most’;
and more. It is crucially important to understand that the embedding problem for non-cognitivism
is not simply a problem about the validity of modus ponens, or even simply about logic. Every
construction in natural languages seems to work equally well no matter whether normative or de-
scriptive language is involved, and to yield complex sentences with the same semantic properties.
(Schroeder 2008a, p. 5).

This is not completely true, however. To name a few points of contrast between evaluative and non-evaluative ex-
pressions: while almost all evaluative adjectives embed under find, many non-evaluative adjectives do not (§2.2.1).
As we will see in §4.6, evaluative adjectives do not admit precise ratio modifiers (# 5.4x crueler vs. 5.4x taller), al-
though they admit round ratio modifiers (twice as cruel). Evaluative adjectives also do not admit measure phrases
(# 2 “units” good vs. 2m tall). Moreover, compare Frápolli and Villanueva 2012, p. 475, who point out that ‘there
are syntactic moves that can be performed with a second-order predicable [good] that cannot be performed using
a first-order predicable [green]’. An obvious example is the fact that good can take sentences as well as nominal
phrases as syntactic argument (more on this in §4.3).

27 I partially follow here Schroeder’s (Schroeder 2008c,d) presentation of the problem.
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None of these sentences express condemnation. So if non-factualists like Hare wanted to main-
tain that the meaning of bad just is its use to express condemnation, they one would need to
explain why the very same word figures in sentences that clearly fail to express that.

An initial reaction to this problem was to assume that evaluative sentences had different mean-
ing when embedded—(2.51)-(2.53)—and when unembedded—(2.46),(2.50). Perhaps the con-
demnation effect arises when evaluative sentences are asserted but it is otherwise absent. This
route, however, faced an even greater hurdle, which is to account for the obvious inferential
connections between embedded and unembedded instances of evaluative sentences. Consider
the following inference:

(2.54) a. If eating animals is bad, then eating beef is bad.
b. Eating animals is bad.
∴ Eating beef is bad.

It seems obvious that this chain of inference relies crucially on the antecedent of the first
premise and the second premise having the same meaning. If non-factualists denied that, then
they would have to find an alternative explanation for why that inference holds.

To be sure, the culprit of this problem is not the conditional operator ‘if...,then...’ nor modus po-
nens, because the problem generalizes to any inference involving embedded and unembedded
uses of evaluative sentences. For an illustration, the following inference relies on disjunction
and disjunctive syllogism:

(2.55) a. Either eating animals is not bad or eating beef is bad.
b. Eating animals is bad.
∴ Eating beef is bad.

As opponents of non-factualism emphasized, there is no satisfactory way of accounting for the
cogency of those otherwise unremarkable inferences, unless one assumes that the embedded
and unembedded instances of the relevant evaluative sentences have the same meaning. The
inference in (2.54) holds because the meaning of the conditional is a function of the meaning
of its antecedent and the meaning of its consequent and the way in which they are composed
(mutatis mutandis for (2.55)).

Nonetheless, Hare (1970) observed that accounting for the compositionality of language is not
a special problem for non-factualists, but for anyone doing semantics. The special problem that
non-factualists face is due to the fact that the semantic values that they were eager to assign
to evaluative sentences are, in principle, of a different kind from those that are attributed to
declarative sentences in general. To stick with Hare’s view, let us assume that a sentence like
(2.46) expresses a practical attitude of condemnation. But how can a practical attitude figure
as the argument of a disjunction, or a conditional? Practical attitudes would need to be able to
combine with the meaning of sentential operators in order to result in the expected meanings
for the complex sentences.

The Frege-Geach problem, at heart, is the question of how to apply the principle of composi-
tionality to evaluative sentences in light of the revisionary semantics that non-factualists assign
to them: how is the meaning of complex sentences containing embedded evaluative sentences
built from the meaning of its constituents parts (namely, unembedded evaluative sentences to-
gether with various sentential operators) and the way in which they are combined? This is the

34



traditional Frege-Geach problem, or as I will call it here, the “SUPRA-SENTENTIAL” FREGE-
GEACH PROBLEM.

Among the non-factualists taking up this challenge, we can distinguish those who have tried
to maintain a pure non-factualist account, and those who have opted for some kind of HYBRID

VIEW.28 The difference between these two approaches can be summarized as follows: given
non-factualism (Definition 3/4) and given (2.54), either one has to be more liberal about what
kind of semantic object can go into the antecedent of a conditional (or any sentential operator),
or one needs to say that, in addition to whatever unconventional semantic object is assigned
to unembedded evaluative sentences, these sentences also have traditional semantic values that
can be plugged into sentential operators in a standard way. Let us consider briefly both options.

Hybrid non-factualists choose the latter option and assume that one needs to make room for tra-
ditional semantic values—classic propositions29—if one is to avoid the Frege-Geach problem
(this move is advocated as early as Gibbard 1986). Hybrid views thus factor out the meaning of
evaluative sentences into a traditional descriptive belief representing a state of affairs that can be
evaluated for truth and a non-representational, practical component. The non-representational
component is meant to account for the connection of evaluative sentences to action and mo-
tivation. The descriptive component is what embeds under truth-functional operators and is
therefore productive in explaining the meaning of complex constructions and the inferences
that they enter into. Hybrid theorists would thus claim that a sentence like (2.46) expresses
both a regular, representational attitude as well as a practical attitude. The representational
component is most often constructed as a regular belief that the speaker has the relevant prac-
tical attitude; while the non-representational component is the practical attitude itself.

(2.46) Eating animals is bad.
» representational/non-practical attitude that the speaker has a practical attitude to-
wards eating animals
» practical/non-representational attitude towards eating animals

In this type of view, when one sees a sentence like (2.46) embedded in a conditional (cf. (2.52)),
it is only the representational attitude component which survives the embedding, and that is
sufficient to account for why an inference like (2.54) goes through.

Further details mark important differences between hybrid views. Note, for instance, that we
have not specified the content of neither the representational nor the practical attitudes involved.
For example, it marks an important difference between hybrid proposals whether the practical
attitude is different for different speakers uttering one and the same evaluative sentence (that
is, whether anyone who utters (2.46) is expressing the same practical attitude or whether that
practical attitude can be different for different speakers). And it also matters whether the same
attitude is expressed by different evaluative sentences in the mouth of one and the same speaker

28 The former group includes Schroeder himself (2008a,b,c,d), but arguably also Gibbard 2003 and more recent
authors writing in the wake of Schroeder and Gibbard’s later work, such as Yalcin (2012, 2018, 2019), Charlow
(2014, 2015) Silk (2015) or Willer (2017). Hybrid theorists include Bar-On & Chrisman (2009), early Gibbard
(1986, 1990), Ridge (2006, 2014), Boisvert (2008) or Copp (2001). See also Schroeder 2009 and the papers in
Fletcher and Ridge 2014.

29 Throughout this work, by proposition I will mean the classical notion of proposition from intensional se-
mantics, that is, a set of possible worlds. As we will see briefly in a few paragraphs, and at large in the following
chapters, the semantic values that we propose to assign to declarative sentences are not classical propositions,
but more complicated semantic objects. We will not call them propositions; we will speak more generally of the
semantic values or the denotation of declarative sentences.
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(e.g., whether my utterance of (2.46) and my utterance of it is generous to donate money to char-
ity express a single, “content-neutral” practical attitude) (see Schroeder 2009, for discussion).

On the other hand, Gibbard’s PLAN-EXPRESSIVISM (2003; see also Charlow 2014, 2015; Yal-
cin 2012, 2019), is—arguably—a view of the former kind. Gibbard defends that, just as the
semantic value of descriptive sentences is identified with sets of possible worlds, that is, (clas-
sical) propositions, the semantic value of normative sentences can be identified with sets of
HYPERPLANS (written with variable h), which are maximally specific plans of action:

(2.45) ‘Eating animals is widespread’ = {w ∶ eating animals is widespread in w}

(2.46) ‘Eating animals is bad’ = {h ∶ eating animals is forbidden by h}

Without going into further detail (see Chapter 3, esp. §3.3), the fact that hyperplans are set-
theoretical objects just like possible worlds provides Gibbard with the same modelling tools
that are conventionally used to model logical connectives in standard possible world semantics,
namely the usual Boolean operations over sets: negation is set complementation, conjunction
is set intersection, etc. All that we require in order to account for the Frege-Geach problem is a
liberal (but not particularly controversial) view of logical connectives according to which they
can take arguments of other semantic types besides classical propositions.30

The answer to the question of how can a practical attitude figure as an argument to a disjunction
or a conditional is that, if we can model such attitudes in terms of some appropriate model-
theoretical object, this is not a problem. And once we make a conditional (or disjunction,
conjunction, etc.) flexible enough to have a set of hyperplans in its antecedent, at least this
version of the Frege-Geach problem vanishes. Because even though (2.46) expresses a practical
attitude and (2.52) does not, we have dropped the assumption that what is fed to the if -clause
of (2.52) has to be a classic proposition (a set of worlds). So (2.46) and the antecedent of (2.52)
can have the same semantic value. It is a special kind of semantic value (a set of hyperplans,
in Gibbard’s case), such that, when it is asserted, it expresses that attitude, but when it is inside
an if-clause, it is considered hypothetically, so to speak—just as a classical proposition. But
crucially, one and the same semantic object can figure within and without the if-clause, so that
inferences like (2.54) are no longer unexplained.31

Critics like Schroeder (2008c, see also Charlow 2014; Willer 2017) have pointed out that Gib-
bard’s view lacks a principled account of the logical relations among the model-theoretical
objects that Gibbard brings into the picture; but other authors have rebutted that possible-world
semantics is in no better position (Pérez Carballo 2011). Having said that, let us stress that
we do not aim to offer any novel solution to the Frege-Geach problem in this chapter. But the
Frege-Geach problem helps to illuminate the type of problem that we want to tackle.

To recap: the Frege-Geach problem is the problem of explaining how the alternative semantic
values that non-factualists assign to evaluative sentences can combine with logical connectives

30 Such a view is independently needed to account for non-propositional uses of certain connectives, such as
and and or (She was wearing a new and expensive dress, Partee & Rooth 1983/2002), as well as for uses of
conditionals with non-propositional consequents, such as if I fall asleep, wake me up!. See Charlow 2015, 5 and
ff for discussion.

31 We are simplifying things a little bit for the sake of presentation. Strictly speaking, normative and descriptive
sentences have to have the same type of semantic value, since sentences of both kinds can figure together as
arguments of logical connectives. As we will see at length in §3.3, this is achieved by letting declarative sentences
have sets of world and hyperplan pairs as their semantic value.
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and other truth-functional operators in the appropriate way to give rise to complex expressions.
Faced with this difficulty, hybrid non-factualists opt for assuming that evaluative sentences
must have traditional propositions as part of their meaning; while pure non-factualists like
Gibbard (and others in his wake) have turned to enriching our view of semantic values and
logical connectives.

2.5 The sub-sentential Frege-Geach Problem

In §2.3, we raised a challenge for non-factualism: In a nutshell, non-factualists claim that
evaluative sentences express practical attitudes of support or rejection, but evaluative sentences
with evaluative adjectives in comparative form do not express such attitudes. We argued that
this was not a problem about comparatives per se—the problem was that the standard non-
factualist story was best suited for the positive form of evaluative adjectives. All of this should
sound very similar to the Frege-Geach problem, and the aim of this section is in part to argue
that the challenge raised by comparatives reveals a new, “sub-sentential” incarnation of the
Frege-Geach problem.

2.5.1 Non-factualism and the positive form: POS-ATT

There is a clear correlation between the capacity of an evaluative sentence to express outright
support and rejection, on the one hand, and the presence of the positive form of the relevant
evaluative adjective, on the other. Put differently, it turns out that there is a connection between
the metanormative and the linguistic—or more precisely, Rett’s—notion of evaluativity (which
probably seemed unrelated at the outset).

The connection is the following: in order for an evaluative sentence to express practical sup-
port/rejection, it has to be evaluative (in Rett’s sense); conversely, every linguistically evaluative
construction that features evaluative adjectives expresses support/rejection.

Observation 1 (POS-ATT) An utterance U of an unembedded evaluative sentence S contain-
ing an evaluative adjective E expresses practical support/rejection if and only if U invites an
inference to the positive form of E.

It follows that any evaluative sentence that does not invite an inference to the positive form
of the relevant adjective—any evaluative sentence that is not linguistically evaluative—poses a
counterexample to our definition of non-factualism:

Definition 4 (Non-factualism about positive/negative value) Unembedded evaluative sen-
tences containing positive evaluative adjectives express practical attitudes of support; evalua-
tive sentences containing negative evaluative adjectives express practical attitudes of rejection.

Let us illustrate this with comparatives. The comparative better is not linguistically evaluative,
as shown by the fact that (2.56) is a perfectly acceptable thing to say:

(2.56) Volunteering is better than donating, and none of them are good.

POS-ATT rightly predicts that better should not express practical support or rejection of any
relatum (which we observed at the end of §2.3.2):
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(2.49) Volunteering is better than donating. » practical attitude for / against ??

This applies to many other constructions as well. For instance, as we saw in §2.2.3, equatives
built using the marked or negative member of a pair of gradable antonyms are linguistically
evaluative, while the same construction with the unmarked member is not (Rett 2007):

(2.57) Ann is as tall as Mary.   Ann or Mary are tall

(2.58) Ann is as short as Mary. ↝ Ann and Mary are short

The same contrast appears with pairs of evaluative antonyms:

(2.59) The first movie was as good as the second.   Both movies were good

(2.60) The first movie was as bad as the second. ↝ Both movies were bad

While uttering (2.59) does not commit one to either movie being good, uttering (2.60) suggests
that both movies were bad. And in accordance with POS-ATT, while (2.59) does not express
any positive or negative attitude towards either movie, (2.60) clearly does.

(2.59) The first movie was as good as the second. » practical attitude for / against ??

(2.60) The first movie was as bad as the second. » practical attitude against both movies

Therefore, equatives built with the positive or unmarked member of a pair of evaluative
antonyms also cause trouble for Definition 4.32

In §2.4, we presented the “supra-sentential” Frege-Geach problem as the problem of how eval-
uative sentences semantically embed. The challenge was to assign a non-factual semantic value
to evaluative sentences that can compose semantically with truth-functional operators in a satis-
factory manner. Turning our attention to POS-ATT reveals an arguably more pressing question,
namely the question of how evaluative sentences semantically compose. The challenge here is
to assign a non-factual meaning to evaluative adjectives in a way that can then compose se-
mantically with other constituents in the sentences where those adjectives figure and yield the
appropriate meaning of those sentences. This is as a different “incarnation” of the Frege-Geach
problem, which we dub the “SUB-SENTENTIAL” Frege-Geach problem.

This problem is already diagnosed in the previous paragraphs in pretty much the same way
that the traditional Frege-Geach problem was: non-factualists claim that evaluative sentences
express practical attitudes. But by (POS-ATT), this is true only of some evaluative sentences,

32 Two classes of potential counterexamples to (POS-ATT) should be mentioned. First, tautological sentences
such as every good action is good entail the positive form good although they don’t seem to convey practical
support for anything. There are various ways of tweaking (POS-ATT) to avoid this problem. One could restrict
(POS-ATT) to non-tautological sentences. Alternatively, one could bite the bullet and say that sentences like this
do express practical support for every good action. Secondly, sentences such as Your paper is good enough, while
they do not invite an inference to the positive form, do seem to convey an outright practical attitude, in particular,
a negative one. It’s plausible to think, however, that this is the result of a pragmatic process: calling something
good enough suggests that its value does not reach the standard for good (simpliciter), that is, that it’s not good.
It’s natural to think of this as some kind of scalar inference. Still, inferring not good is not enough to generate a
negative attitude—for this we would need an inference to the positive form bad. Regardless, it is a rather stable
convention of our linguistic practices that calling something not good is a polite way of calling it bad. If that
convention is assumed, then the scalar inference generated by Your paper is good enough could actually result in
the inference that your paper is bad, which would convey a negative attitude, as expected by (POS-ATT).
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namely those that are linguistically evaluative. However, regardless of whether a given evalua-
tive sentence is linguistically evaluative or not, its meaning has to be derived compositionally
from the lexical meaning of the evaluative adjective that it contains. For example, the meaning
of the binary predicate as good as is derived from the meaning of good, and the meaning of
as bad as is derived from the meaning of bad—even though only the latter predicate produces
sentences that are linguistically evaluative and express rejection. So non-factualists need to say
how and why, even though evaluative adjectives semantically contribute the expression of prac-
tical support/rejection, such attitudes somehow vanish when those adjectives appear in certain
forms.

2.5.2 From degree to delineation semantics

Here is where the difficulties for degree semantics appear. As we saw, degree semantics holds
that the meaning of the positive form of any gradable adjective results from the composition
of two semantic constituents: the lexical meaning of the adjective and a threshold-contributing
silent morpheme POS. The problem is that neither of those components seems to be the right
source of the practical attitudes of support/rejection that non-factualist assign to evaluative
adjectives.

Let us look at this more closely. As we saw in §2.2.2, in degree semantics gradable adjective
are assigned measure functions as their lexical meaning. Recall our entry for tall:

(2.24) [[tall]]c = λx.µheight(x)

In order to build the predicate is tall, the measure function in (2.24) has to combine with the
silent morpheme POS:33

(2.61) [[POS]]c = λg.λx.g(x) ≥ dct

POS predicates a property of whatever degree is assigned to the individual in its second argu-
ment, namely of being equal or greater to a specific degree on the relevant scale. This degree
is called a THRESHOLD or STANDARD, and it is determined contextually (dct stands for the con-
textually determined threshold degree). The predicate is tall results from applying the lexical
meaning of tall as the argument of POS:

(2.62) [[is tall]]c = [[POS]]c([[tall]]c) =

λg.λx.g(x) ≥ dct(λx.µheight(x)) =

λx.µheight(x) ≥ dct

When an argument is supplied to the resulting predicate, the result is a sentence with the fol-
lowing truth conditions:

(2.63) [[Ann is tall]] = µheight(Ann) ≥ dct

Those truth conditions state that Ann’s height surpasses the contextually determined standard
of height.

33 See n.10 in this chapter.
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A very similar story should apply to evaluative adjectives, such as good: the positive form pred-
icate is good would attribute to its argument the property of possessing a degree of goodness
that surpasses a threshold (the difference with tall lies in the fact that good is also lexically
subjective, so in this framework the very measure function µgoodness should be context-sensitive
in addition to the threshold contributed by POS):

(2.64) [[The movie is good]]c = µcgoodness(the movie) ≥ dct

As we have seen, according to non-factualists, an utterance of this sentence expresses a practical
attitude of support of the movie. Our question, then, is: where does the practical attitude
semantically derive from? In other words, what constituent of this sentence contributes the
practical attitude of support? Given that, in degree semantics, the predicate is good results
from the combination of two semantic pieces—and assuming that the practical attitude does
not magically appear when you put the pieces together—we have two options: the first is to
locate the source of the practical attitudes in the adjective’s lexical meaning, and the other one
to locate it in the silent morpheme POS.

Prima facie, each option has something going for it: the first option is attractive in virtue
of the fact that only evaluative adjectives express practical attitudes. And the second option
is attractive in light of POS-ATT, that is, in light of the observation that the expression of
support/rejection correlates with the presence of the positive form. But neither is satisfactory,
(partly) for the reason that makes the other option attractive. If the expression of a practical
attitude is contributed to the sentence’s meaning by the adjective’s lexical meaning, then why
does it go away in the comparative, for example? After all (according to standard degree
semantics), measure functions figure in the comparative’s meaning just as they figure in the
positive form. On the other hand, if the outright positive attitude expressed by an utterance of
The movie is good is contributed by POS, then why does not an utterance of The movie is long
express that positive attitude too, given that POS plays the same role in both sentences?

Let us try to refine each possibility: in favor of the lexical option, we could say the following:
just as an adjective like tall refers to a scale of height, an adjective like good refers to a scale
of goodness. And the higher one goes on that scale, the more support receives any object
that sits up there. This does not mean that ascribing any degree of goodness to an object is
tantamount to expressing an outright positive attitude towards it—it depends on how good the
object is! The higher you go on the scale of goodness, the stronger the expression of support.
Expressing support is not a matter of surpassing a certain threshold degree on a scale, that in
turn licenses the positive form—it is a matter of having a sufficiently high degree of goodness
that the positive form is licensed. The reason why the positive form expresses outright practical
support is because the positive form signals that the object is high up in the goodness scale; the
reason why the comparative does not express outright support is because the comparative tells
us how two objects are related to each other on the goodness scale, but not where they sit on
that scale.

This line of argument can capture, I think, part of the contrast between the positive and the
comparative form: the comparative relates two things but does not tell us where they stand on
the goodness scale; while the positive form tells us that an objects sits relatively high up on that
scale. Nonetheless, this story it still leaves the correlation POS-ATT somewhat mysterious.
To see this, suppose that the scale of goodness goes from 0 (total practical indifference) to 1
(absolute unconditional support). And suppose that the positive form is predicated of any object
that gets more than 0.7. The idea would be that the positive form signals that an object sits on
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the 0.7-1 portion of that scale, and this is why an outright attitude of support gets expressed.
But why do only objects that sit on the 0.7-1 portion of the scale get actual practical support?
In other words, why does the location of the threshold also mark a qualitative “jump” in the
practical attitude that gets expressed, from neutral to endorsing? At best, it remains to be
explained why the location of the threshold degree somehow determines the location of the
support-expressing degrees. In absence of some further story relating POS to the expression
of outright support, this story is not satisfactory.

On the other hand, a defender of the “POS approach” could argue that the reason why the
predicate is good comes with the expression of practical support while is tall does not really
is due to POS... because there are different POS-morphemes for different adjectives. For
evaluative adjectives, the POS-morpheme marks, not just the degree on the goodness scale
from which you can start using the positive form good, but also the degree from which you
start expressing outright support. By contrast, the POS morpheme for a dimensional adjective
like tall only does the first of those two jobs, namely telling you where on the height scale to
start calling individuals tall. The POS-morpheme for evaluatives is special.

To this argument there can be three lines of rebuttal: the first is that one of the virtues of positing
POS is precisely that it is meant to be the same semantic component regardless of the adjec-
tive with which it is combined. Hence, it is expected that it always produces the same semantic
effect. So it remains a mystery why a certain POS morpheme is capable of carrying the ex-
pression of practical support or endorsement, and another POS morpheme is not. The second
line of rebuttal is simply that this proposal is ad hoc. Positing another POS-morpheme that
does what we need it to do but is otherwise unmotivated is not explanatory. Finally, positing a
specific POS-morpheme for evaluatives seems more like “lexical camp” solution—the special
function that this new POS-morpheme serves (contributing the expression of outright support)
can only be due to its combination with evaluative adjectives, as there is no other lexical item
with which it combines to produce such an effect.

In sum: non-factualism clashes with degree semantics. Evaluative adjectives in their positive
form have a property, namely the capacity to express practical support/rejection, which, as we
have argued, cannot be traced back to any of the ingredients that, according to degree semantics,
conspire in their semantic composition—it cannot be attributed to the measure function, nor to
the silent morpheme POS. The culprit, as I see it, is the fact that in degree semantics the
positive form of a gradable adjective is decomposed into two semantic constituents.

Fortunately for non-factualism, degree semantics is not the only available view about grad-
able adjectives: in DELINEATION SEMANTICS (C. Barker 2002; Benthem 1982; Burnett 2017;
Klein 1980, a.m.o.), the positive form of a gradable adjective is a simple predicate, and com-
paratives and other constructions are semantically derived from it. By adopting this approach,
our problem disappears, for the simple reason that the positive form of an evaluative adjec-
tive is not factored out into further semantic components. Hence, we are free to assign the
expression of practical support/rejection as the very meaning of the positive form of evaluative
adjectives (which are simple predicates). The question, then, becomes how to build a scalar
system starting from such simple predicates. This will be our task in the coming chapters.
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2.6 Delineation semantics & non-factualism

But before taking on that task, we will finish this chapter by introducing the Delineation frame-
work. We will illustrate how the approach works by giving a semantics for a simple, relative-
standard gradable adjective, namely tall.

Delineation approaches to gradable adjectives start off from the idea that the positive form is
semantically prior to the comparative. This is independently supported by the fact that the
comparative is morphosyntactically derived from the positive form, and early proponents of
this approach emphasized that this procedure was the only compositionally-respectable way of
giving a semantics for comparatives (Benthem 1982; Klein 1980).

In delineation semantics, positive form relative-standard gradable adjectives like tall are simple
(although vague) predicates determining an extension, an anti-extension and an extension gap,
which are sets of individuals, defined relative to a contextually determined comparison class.
That much is involved in our use of tall. Is Vera the Matrioska tall, not tall or is it unclear?
Depends on who you compare her with: compared to the smaller matrioskas, she is tall; com-
pared to bigger ones, she is not; and compared to the ones around her, it is unclear (see Figure
2.2). Comparison classes vary contextually, which makes these adjectives context-sensitive in
the positive form (and in turn allows for the positive form to give rise to the subjectivity effects
that we saw in §2.2.1).

Figure 2.2: Natasha, Vera and the other Matrioskas.

The comparative taller is defined via the positive form tall and quantification over comparison
classes, roughly as follows: for any two individuals x and y, x is taller than y just in case one
can find some comparison class relative to which x falls in the extension of tall while y does
not (introducing quantification over comparison classes captures the comparative taller’s lack
of context-sensitivity, and therefore of subjectivity—again, in line with what was observed in
§2.2.1).

We turn now to a more formal presentation of the Delineation framework, as applied to tall.34

Let us define an extensional model as a tuple M = ⟨D, [[.]]⟩, where D is a non-empty set
of individuals and [[.]] is an interpretation function from pairs of well-formed expressions of
English and comparison classes to the extension of those expressions in D. A comparison class
is a subset of D that works as a semantic index relative to which the extension of gradable
adjectives is determined at any M . So the model defines a domain of individuals, and then
the comparison class determines a subset of that domain relative to which the extension, anti-
extension and extension gap of tall are determined. Comparison classes can vary from context

34 I partially follow Burnett’s clear presentation of the Delineation Framework, cf Burnett 2017, 57 and ff.
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to context (but we will skip mention of context to avoid clutter). Finally, assume that proper
names are constant functions from comparison classes to individuals in D (that is to say, the
semantic value of Vera in modelM relative to a comparison class F , [[Vera]]MF , is an individual
in D).

Relative to model M and comparison class F (which is some subset of the domain of individ-
uals D),

(2.65) [[Vera is tall]]MF =

⎧
⎪⎪
⎨
⎪⎪
⎩

1 if [[Vera]]MF ∈ [[tall]]MF
0 if [[Vera]]MF ∉ [[tall]]MF

(We skip mention of the model M in what follows).

Suppose, again, that the domain are all the Matrioskas, but that the comparison class is on one
occasion the matrioskas from Vera leftwards (call that comparison class L) and on another the
matrioskas Vera rightwards (call it R, see Figure 2.3). Then we get the following result:

(2.66) [[Vera is tall]]L = 1
(2.67) [[Vera is tall]]R = 0

Figure 2.3: Natasha and Vera in comparison to some of the other Matrioskas.

The comparative taller is defined by considering how tall applies to each relatum across possi-
ble comparison classes. For any comparison class F ,

(2.68) [[Vera is taller than Natasha]]F = 1 iff there is some X ′
⊆D ∶

[[Vera is tall]]X′ = 1 and [[Natasha is tall]]X′ = 0

That is, Vera is taller than Natasha (relative to comparison class F , although F plays no role
in the comparative) just in case there exists a set of individuals that form a comparison class
relative to which Vera is tall but Natasha is not tall. In turn, this means that Vera is taller than
Natasha just in case there is a comparison class relative to which Vera is in the extension of tall
and Natasha is not.

(2.69) [[Vera is taller than Natasha]]F = 1 iff there is some X ′
⊆D ∶

[[Vera]]X′ ∈ [[tall]]X′ and [[Natasha]]X′ ∉ [[tall]]X′

Relative to our Matrioska model, such a comparison class can be found (namely L), thereby
making the comparative true in that model.
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By defining the comparative with the aid of a simple predicate that represents the positive
form, the Delineation approach guarantees that the positive form of relative-standard gradable
adjectives is semantically prior to the comparative form.

So far, this framework is maximally liberal with respect to how the extension of tall is deter-
mined, in the sense that it depends wholly on the choice of comparison class. In addition, such
liberality captures the context-sensitivity of dimensional adjectives like tall in their positive
form, and also their lack of context-sensitivity in the comparative form.

But in fact, as Burnett says (2017, p. 60), the Delineation framework is too liberal. Since there
are no restrictions on how comparison classes are defined, it is possible to define a comparison
class X that results in an undesirable extension assignment to tall:

Figure 2.4: A strange comparison class.

This has the bad consequence that, relative to modelM , the sentence Vera is taller than Natasha
is true—in virtue of the fact that we can find a comparison class relative to which Vera is tall
is true but Natasha is tall is not true (for example L); but the sentence Natasha is taller than
Vera also comes out true, in virtue of the fact that we can also find a comparison class, namely
B (see Figure 2.4), relative to which Natasha, but not Vera, counts as tall.

To prevent this, authors in the Delineation tradition invoke a series of consistency axioms ensur-
ing that ordering relations are preserved across comparison classes. The axiom that concerns
us here is the axiom of No Reversal, which rules out comparison classes such as B.

Axiom 1 (No Reversal) For any model M , any two individuals x,x′ ∈D and any comparison
class X ⊆D such that x ∈ [[tall]]X and x′ ∉ [[tall]]X , there is no X ′

⊆D such that x ∉ [[tall]]X′
and x′ ∈ [[tall]]X′ .

No Reversal ensures that ordering relations are not flipped across comparison classes, thereby
preventing a situation like the one depicted in Figure 2.4.35

35 Two other axioms are often invoked in Delineation semantics approaches (Benthem 1982; Burnett 2017;
Klein 1980), although we do not need them here. Thus, for any model M , any two individuals x,x′ ∈ D and any
comparison class X ⊆D such that x ∈ [[tall]]X and x′ ∉ [[tall]]X ,
Axiom 2 (Upward Difference) For all X ′ such that X ⊆ X ′, there are individuals y, y′ ∶ y ∈ [[tall]]X′ and
y′ ∉ [[tall]]X′ ;
Axiom 3 (Downward Difference) For all X ′ such that X ′ ⊆ X and x,x′ ∈ X ′, there are individuals y, y′ ∶ y ∈
[[tall]]X′ and y′ ∉ [[tall]]X′ .
Upward Difference guarantees that, if the extension and anti-extension of tall are non-empty at some comparison
class, then these will also be non-empty at any “bigger” comparison class. On the other hand, Downward Differ-
ence guarantees that, if the extension and anti-extension of tall are non-empty at some comparison class C, then
tall will also have a non-empty extension and anti-extension at any “smaller” comparison class that includes the
individuals that fall in the extension and anti-extension of tall at C.
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This rough characterization suffices to point out the feature of this approach that will be crucial
for us: in Delineation semantics, the comparative relation is based on the application of a
simple, non-gradable predicate. We begin by defining tall as a (partial) function that, relative
to a comparison class, takes individuals to {1,0}, and then we define taller by considering
how that very same function applies to other comparison classes, different from the one that is
provided by context.

By couching evaluative adjectives in a delineation framework, we can preserve the basic non-
factualist insight about their meaning, namely that speakers use them to express practical at-
titudes of support/rejection, in the definition of the comparative form. To give the reader a
preview, we will say that α is good [bad] expresses outright support [rejection] for α; and we
will say that α is better [worse] than β expresses support [rejection] for α over β given a choice
between the two.

2.7 Recap & Conclusion

In this chapter, we considered evaluatives from a linguistic and from a metanormative point of
view. From a linguistic point of view, evaluative adjectives are one among other kinds of grad-
able and lexically subjective predicates (along with, e.g., experiential and multi-dimensional
adjectives). Moreover, the linguistic literature has not aimed to single out evaluative adjectives
like good, beautiful or cruel, but has rather adopted a different notion of evaluativity—namely,
Bierwisch’s notion of norm-relatedness. Adopting a metanormative perspective however, we
saw that philosophers have long held that there is something that characterizes normative vo-
cabulary and normative vocabulary only (including evaluative adjectives): its action-guiding
properties. So we proposed to adopt this criterion as the defining property of evaluative adjec-
tives that singles them out from the larger class of lexically subjective adjectives.

We then turned to presenting non-factualism, which has been defended as the family of views
about the meaning of evaluatives that stands a better chance of capturing the action-guiding
properties of this class of terms. In its semantic construal, non-factualism is the view that eval-
uative sentences express practical attitudes of support/rejection. We saw how non-factualists
accommodate the action-guiding properties of evaluatives, and then we turned to the problems
of non-factualism. First, non-factualism tends to be formulated in a way that is most appropri-
ate for sentences containing evaluative adjectives in positive form. But it has trouble accounting
for comparative uses of evaluatives, which fail to express outright attitudes of support/rejection.
And secondly, non-factualism is subject to the Frege-Geach problem, which is the problem of
explaining how such heterodox semantics can play the role that standard semantic values play.

In fact, paying attention to comparatives revealed two things: (i) first, a new incarnation of the
Frege-Geach problem, which we dubbed the “sub-sentential” Frege-Geach problem: where the
traditional, “supra-sentential” problem consists in explaining how evaluative sentences embed
in larger constructions, the “sub-sentential” problem is the problem of how evaluative sentences
are composed in the first place. And (ii), we noticed a correlation between the presence of the
positive form of evaluative adjectives and their ability to express outright support/rejection.
Accommodating this generalization proved challenging for a standard degree semantics, in
virtue of the fact that, in degree semantics, positive form adjectives are semantically consti-
tuted by two ingredients, none of which can play the role of carrying the expression of practical
support/rejection. This pushed us to abandon degree semantics and adopt a Delineation frame-
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work, where the positive form of a gradable adjective is a simple, non-gradable predicate, and
comparatives and other, more complex constructions are semantically built from it.

In the following chapter, we will see how to use a Delineation approach to build a non-factualist
semantics for evaluative adjectives that can accommodate much of the scalar behavior of this
words.
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Chapter 3

Hyperplan semantics for gradable
evaluative adjectives

Summary1

In this chapter, a compositional semantics is given for a propositional language introducing a pair of
positive and negative unary sentential operators representing positive and negative value, together with
binary sentential operators representing equative, comparative and equal value. The semantics is based

on Gibbard’s notion of a hyperplan, as this framework offers the most intuitive account of the
connection between evaluative concepts and action/motivation (argued for in the previous chapter).

And following a delineation approach, the semantics of the binary operators is derived from that of the
unary operators. In this way, we preserve the non-factualist insight that evaluative language is primarily

used to express simple positive and negative attitudes towards objects of evaluation.

3.1 Introduction

This chapter introduces a compositional semantics for a propositional language containing sen-
tential operators that represent the meaning of evaluative adjectives of positive and negative
valence in their positive, comparative and equative form. Evaluative adjectives are extremely
heterogenous, but they are all characterized, as we saw in Chapter 2, by their connection to ac-
tion and motivation in an uniform way: unembedded sentences containing positive evaluative
adjectives express practical attitudes of support; and unembedded sentences containing nega-
tive evaluative adjectives express practical attitudes of rejection. Our semantics will essentially
hardwire this connection into the semantics of those adjectives.

We will do this via a formal tool, namely, HYPERPLANS. As we saw briefly in §2.4, hyper-
plans are a model-theoretical tool devised by Gibbard (2003) to represent the connection of
normative predicates and deontic modals to action and motivation. Gibbard pushes an illustra-
tive parallelism between hyperplans and possible worlds: just as possible worlds represent the
content of doxastic attitudes such as belief or knowledge, hyperplans represent the content of
non-doxastic practical attitudes, such as planning or intending to act. My purpose is to take

1This chapter and the next have benefitted tremendously from extensive discussions with Carla Umbach. Any
errors are mine.
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this formal tool, enrich it into a full-fledged scalar system and apply it to evaluative adjectives
across the board.

As we saw in the previous chapter, non-factualism was characterized by proposing that eval-
uative sentences, at least in their most common use, are not used by speakers to represent the
world as being a certain way, but rather, they are used by speakers to communicate and operate
upon their practical attitudes and those of their audience. Non-factualists cash out this intu-
ition by saying that evaluative sentences express non-gradable attitudes of outright support and
rejection of the object(s) under evaluation.

We saw, however, that there are many uses of evaluative adjectives that fail to express such atti-
tudes: this is, in general terms, the Frege-Geach problem. But we saw that one can distinguish
two incarnations of that problem, the traditional embedding or “supra-sentential” problem and
what I proposed to call the “sub-sentential” one. The supra-sentential Frege-Geach problem is
the traditional problem of accounting for the meaning of evaluative sentences when they are
embedded under logical connectives and other sentential operators; the sub-sentential problem
is the problem of accounting for the meaning of evaluative adjectives when they fail to invite
an inference to the positive form—as it is the case with comparatives or some equatives, for
example.

Recall that the type of non-doxastic attitudes of support and rejection that non-factualists invoke
are only expressed by the positive form of evaluative adjectives, so expressing those attitudes
crucially correlates with an inference to the positive form of the relevant adjective (we called
this observation POS-ATT):

Observation 1 (POS-ATT) An utterance U of an unembedded evaluative sentence S contain-
ing an evaluative adjective E expresses practical support/rejection if and only if U invites an
inference to the positive form of E.

For the most part, comparatives do not express the non-gradable attitudes of support and rejec-
tion that non-factualists assign as the meaning of evaluative sentences and that are expressed
when we use, or somehow imply the use of, those adjectives in their positive form. Seman-
tically though, the meaning of comparatives and the meaning of the positive form has to be
related. That is, in a nutshell, the sub-sentential Frege-Geach problem.

Our approach is to assume as primitive the non-factualist insight about evaluative adjectives in
their positive form, and use a delineation semantics approach to derive comparatives, equatives
and other, more complex sentential constructions from the positive form. To do this, we define
a simple propositional language LV enriched with the following evaluative sentential operators:
a positive value unary operator ⇑, its negative counterpart ⇓, and binary operators ≥, > and ≈

representing equative, comparative and equal value respectively.

Semantically, expressions are evaluated in an semantic model that contains, in addition to the
usual domain of possible worlds, a domain of hyperplans that select, among the set of all
propositions, the preferred and dis-preferred ones. Well-formed expressions of the language
are evaluated for truth at indices of evaluation, which are world-hyperplan-alternatives triplets.
As an example, informally: a proposition p has positive value relative to a world-hyperplan-
alternative triplet just in case the hyperplan of the index is such that p is among the preferred
alternatives selected by it.

The chapter is structured as follows: §3.2 introduces the broad semantic framework on which
this dissertation will be couched. §3.3 introduces the Gibbardian notion of hyperplans; it
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presents Gibbard’s original proposal (§3.3.1) and introduces the type of semantic implementa-
tion of that idea that we will based our account on, namely that of Yalcin 2012, (§3.3.2). In
§3.3.3, we will modify Yalcin’s view in order to overcome certain difficulties. In §3.4 we will
introduce the language LV . We will start by defining its syntax (§3.4.1), and we will give a se-
mantic structure and model, together with the relevant rules of composition (§3.4.2). Then, we
will offer a toy fragment (§3.5) and we will also present the consistency axioms that generate
the appropriate predictions for equative and comparative constructions, following a Delineation
approach (§3.6).

3.2 Semantically hardwiring action-guidance

As we saw in the previous chapter, recent philosophical and linguistic literature has given
much attention to evaluatives. Different authors have picked up on different properties of this
heterogenous class of expressions and have provided semantics designed to account for those
properties. In this and the following chapter, I aim to do just that. And more specifically, in
line with authors in the non-factualist or expressivist tradition, the property of evaluatives that
my semantics aims to capture is their ACTION-GUIDANCE, which is the unifying property of
this class of expressions (as we argued in Chapter 2).

How am I going to do that? Simply put, the procedure that I favor is to posit what we may call
an “enriched” truth-conditional semantics, according to which the truth of declarative sentences
at a context depends on what the world is like together with something else. Researchers who
propose this type of semantics fall along two broad axes with respect to that “something else”:
the first axis concerns what that extra semantic ingredient is (§3.2.1); the second axis concerns
how to implement it semantically (§3.2.2). Let us tackle these two questions in turn.

3.2.1 Semantic pluralism vs. monism about evaluatives

First, what is the extra semantic ingredient? The foremost principle of truth-conditional se-
mantics is that to know the meaning of a sentence is to know its truth-conditions, that is, ‘what
the world would have to be like for it to be true’ (Heim and Kratzer 1998, p. 1). Any enriched
semantics starts off from the claim that knowing ‘what the world is like’ is not enough to deter-
mine the truth of certain sentences at a context. This has been one of the basic motivations for
proposing various types of enriched semantics for (among others) sentences containing tem-
poral information (tenses), vague expressions, modals, certain indexicals (‘now’, ‘here’, ‘I’)
and predicates of personal taste (PPTs for short; i.e., ‘tasty’, ‘fun’). With respect to epistemic
modals for instance, the idea is that the truth of sentences containing epistemic modals depends,
not just on what the world is like, but also on the available information about the world at a
context. Thus, the correct semantics for those sentences should build in a sensitivity to states
of information (over and above the usual possible world-sensitivity). Similarly, with respect
to PPTs the idea is that the truth of sentences containing PPTs depends, not just on what the
world is like, but also on someone’s taste. Therefore, the correct semantics for PPTs should
incorporate a sensitivity to tastes (this is one option among others, as we will see).

Now, since we aim to offer a semantics for evaluatives, the question for us is the following: for
any evaluative sentence E, what extra semantic ingredient is required? More precisely, what
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does the truth of E depend on, beyond what the world is like? Simplifying somewhat, we can
distinguish between MONIST and PLURALIST answers to that question. The monist attempts
to find a single semantic ingredient with which to build a unified semantics for evaluatives.
The pluralist on the other hand denies that there is a single semantic ingredient that the truth
of evaluatives depends on, and proposes a plurality of extra ingredients to account for different
sub-classes of evaluatives.

Pluralists about evaluatives include philosophers like MacFarlane (2014). MacFarlane, whose
traditional focus has been PPTs, future contingents and various types of modals, does not posit a
single semantic parameter to cover all the expressions that require an “enriched” semantics. For
example, he holds that the truth of sentences containing PPTs depends on a standard of taste,
and that the truth of sentences containing epistemic modals depends on a state of information.
Presumably (although he does not develop this), he would claim that the truth of sentences
containing moral adjectives does not depend on any of those things, but rather on a moral
standard. Given that evaluatives include PPTs as well as moral adjectives, MacFarlane would
not posit a single semantic parameter for evaluatives, but a plurality of them.

The problem with the pluralist approach is that it loses sight of the commonalities between
evaluatives. That is, if one thinks (as I do) that evaluatives deserve a special semantic status in
virtue of the linguistic properties that they share as a class, namely their action-guidance, then
the pluralist’s approach is unnecessarily specific—as it posits different semantic parameters for
otherwise similar expressions. That is, the pluralist will say that the meaning of PPTs depends
on a standard of taste and that the meaning of moral adjectives depends on a moral standard,
even though the property in virtue of which these expressions deserve special status is one and
the same.

Monists, by contrast, include linguists like Lasersohn (2005) or Stephenson (2007a), who put
forward the notion of a JUDGE as the extra semantic ingredient.2 Barring differences in the
scope and implementation of their proposals, monists claim that the truth of sentences contain-
ing a set of expressions that includes PPTs—and epistemic modals in the case of Stephenson—
depends, not just on what the world is like, but also on a judge. The notion of a judge is
sufficiently underspecified to encompass taste, moral and aesthetic standards as well as avail-
able worldly information, thus making it possible to give a unified semantics for a great variety
of expressions.

Now, whereas MacFarlane’s pluralist approach is too specific, Lasersohn and Stephenson’s
monist approach is too general: there are expressions that arguably require a judge-dependent
semantics even though they do not count as evaluative. To wit: epistemic modals as well
as experiencer-sensitive adjectives like difficult, salty or soft (§2.2.2). The truth of sentences
containing these adjectives depends on someone’s state of information or on their experience,
and thus on a judge. But these are not evaluative expressions, as they are not action-guiding.
Thus, the notion of a judge is too broad to capture evaluativity, the way we have characterized
it (we come back to this issue in Chapter 5).

We can now return to our question: for any evaluative sentence E, what does the truth of E de-
pend on, beyond what the world is like? Moral or taste standards are too specific (because some
evaluatives are insensitive to them) and judges are too general (because some non-evaluatives

2Coppock (2018), taking inspiration from Kölbel (2002), proposes a monist view where, rather than enrich
semantics with an extra parameter that allows for, say, taste-sensitivity, possible world semantics is simplified
to outlook-semantics, where OUTLOOKS are finer-grained objects than worlds that are sensitive to worldly and
perspectival matters.
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are sensitive to them). But then, how can we answer that question? I want to propose here
that the correct answer is what we may loosely call practical intentions, preferences or plans.
And moreover, I want to propose that we model this parameter using Gibbard’s notion of hy-
perplans. The basic thought is that the truth of any sentence containing evaluatives (such as
(3.1)-(3.4) below) depends, not just on how the world is—that is, on the properties of the act of
volunteering, sushi or a picture—but in addition to that, it depends on the practical intentions,
preferences or plans of the people that use those sentences.

(3.1) Volunteering is good.

(3.2) Sushi is tasty.

(3.3) This picture is beautiful.

(3.4) My bike is better than yours.

That is the approach that is defended in this work. It is a monist view, according to which the
single “extra” ingredient that we need to introduce in our semantics for evaluatives are practical
intentions, preferences or plans (we’ll talk of plans for simplicity’s sake).

3.2.2 Semantic contextualism vs. relativism about evaluatives

Let’s turn now to the second axis along which these proposals differ, namely the various ways
of implementing the type of semantics that I am interested in. Adopting plans as the new
ingredient in our “enriched” semantics, the question arises as to how to implement a plan-
sensitive semantics. This takes us into the contextualism-relativism debate (see Stojanovic
2017a,b).

We can organize different theoretical options around two questions. The first one is: how do
different plans affect the meaning of evaluative sentences? There are two principal answers to
that question. The most straightforward is: by adopting some kind of CONTEXTUALISM, which
is the view that evaluatives encode a contextual sensitivity to plans as part of their lexical
meaning.3 The standard way to cash this out is to claim that those expressions behave like
indexicals (1989) (some authors call this view ‘indexical’ contextualism). Just as the meaning
of a word like today can be factored out in a constant, functional description of a day relative
to the context of use (its Kaplanian CHARACTER, i.e., the day of the context) and a variable day
depending on the context (its Kaplanian CONTENT, i.e., February 26th), the meaning of a word
like good could be factored out into a Kaplanian character (i.e. supported by the plan of the
context), and the actual varying plan of whoever are taking part in the conversation.

Contextualists would hold that an utterance of a sentence like (3.1) states a property of a
contextually-determined plan, namely that it is a plan to support the act of volunteering. Thus,
(3.1) would be truth-conditionally equivalent to a sentence like (3.5):

(3.5) Volunteering is supported by the plan of the context.

A further question then arises: what is the plan of the context? Is it the speaker’s? The hearer’s?
Both of them? Each of these options faces different challenges. Briefly: if the speaker describes

3Contextualism about different types of expressions has been vindicated by authors like DeRose (1992; 1991),
Kratzer (2012), Stojanovic (2007), Glanzberg (2007), Sæbø (2009), Moltmann (2010) von Fintel & Gillies (2011)
or Silk (2016, 2017).
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either their own or their hearer’s plan, then disagreement vanishes, as different speakers engag-
ing in disagreement would be expressing semantically compatible propositions, and therefore
talking past each other.4 If, on the other hand, speakers are describing their mutual plan so to
speak, there is a sense in which their utterances are unwarranted—most of the time, we cannot
know what the evaluative stance of our interlocutor is and yet that does not seem to prevent us
from making value judgments (a thorough review of these problems for contextualism can be
found in Lasersohn 2005, esp. §§3-4).

Furthermore, there is a general difficulty for any version of contextualism that was raised early
on by proponents of expressivism like Ayer (1946): it purports to understand evaluative sen-
tences as though they were descriptions of plans, rather than avowals thereof. This contrast
was presented briefly in §2.3.2, where we discussed the difference between expressing an non-
doxastic attitude and expressing a belief that one has a non-doxastic attitude. Since contextu-
alism incorporates a reference to plans as part of the regular, descriptive proposition expressed
by an utterance of an evaluative sentence at a context, evaluative sentences turn out to do the
latter in a contextualist semantics: they express beliefs that one has a non-doxastic attitude, in
this case a plan, rather than the endorsement or avowal of such plan. To see this more clearly,
consider the contrast between the following sentences:

(3.5) Volunteering is supported by the plan of the context.

(3.6) Let’s support volunteering.

The basic criticism directed by non-factualists at contextualists is that, by assigning sentences
like (3.1) a semantics along the lines of (3.5), they lose track of the fact that the communicative
function of evaluative sentences seems much closer to sentences like (3.6)—where a plan is
proposed or endorsed by the speaker for the hearer’s uptake—than to sentences like (3.5)—
where a plan is merely described. Any view that incorporates a reference to plans as part of a
regular, descriptive propositional content is prey to this criticism (see Gibbard 2003, 85 and ff
for discussion of this point).

The least straightforward answer to the question ‘how do different plans affect the meaning
of evaluative sentences?’ (and one that avoids the previous difficulty) is to say that different
contexts do not change the Kaplanian content of (3.1), which is stable across contexts. Nev-
ertheless, again following Kaplan, one and the same Kaplanian content receives different truth
values at different CIRCUMSTANCES OF EVALUATION (Kaplan 1989). So a different way of
incorporating plans into our semantics is to consider them part of the circumstances of evalu-
ation of sentences. This is semantic RELATIVISM (Coppock 2018; Egan 2012; Kölbel 2003;
Kolbel 2002; Lasersohn 2005; MacFarlane 2014; Stephenson 2007b).

The relevant analogy for this family of view is the relativity of propositions to possible worlds.
Consider a regular, descriptive sentence like (3.7):

4There are ways out of this objection; a possibility that has recently gained traction is that speakers expressing
compatible contextualist propositions could nevertheless be having a metalinguistic disagreement about how to
use evaluative terms. The basic idea behind this position is that expressing compatible propositions need not entail
that speakers cannot have a dispute, and therefore, that contextualism can, after all, accommodate disagreement
(C. Barker 2013; Plunkett and Sundell 2013; Umbach 2016, see). A different possibility is that, in conversations
about evaluative matters, it is presupposed that speakers share the relevant evaluative parameter. This is called a
PRESSUPPOSITION OF COMMONALITY (Blome-Tillmann 2009; López de Sa 2015). If speakers presuppose that
they share a plan, then their disagreement could turn on the content of their shared plan. These positions face
further problems. For discussion, see Stojanovic 2017a.
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(3.7) Volunteering is widespread.

(3.7) expresses one and the same proposition at every context of use. However, it has different
truth-values at different possible worlds. In the actual world, where volunteering is not that
widespread, that proposition is (arguably) false. But things might have been different, and un-
der different circumstances, the proposition expressed by (3.7) might be true. Importantly, note
that the fact that we can evaluate one and the same sentence at different circumstances of evalu-
ation does not imply that (3.7) has a different Kaplanian content at each of those circumstances
of evaluation, but only that it has a different truth-value. Authors who adopt this option hold
that the truth of an evaluative sentence like (3.1) is sensitive to plans in just the same way that
the truth of (3.7) is sensitive to possible worlds. (3.1) always has as its content the proposition
that volunteering is good, simpliciter. But that proposition can be true or false depending on
the plans of the context in which we evaluate it.

A further axis of variability concerning semantic relativism is: what is the appropriate con-
text from which to evaluate the truth of a given evaluative sentence? The most obvious an-
swer is: the context of use. If relativism is defined in this way, then the context-sensitivity
of evaluatives is not substantially different from other forms of context-dependency attested
in natural language (such as e.g., sensitivity to times). MacFarlane (2014) advocates for an-
other possibility: rather than holding that the appropriate context from which to evaluate the
truth of an evaluative sentence like (3.1) is the context in which that sentence is uttered, we
can consider the possibility that the right context is the context in which an utterance of such
sentence is assessed. This proposal has been dubbed ASSESSMENT RELATIVITY. This form of
context-dependency is radically different from the kind of context-sensitivity attested in natural
language, and therefore more difficult and problematic to defend.

Nonetheless, that is the type of position that we want to defend in this work. That being
said, it is not my objective to launch a full-fledged defense of MacFarlane’s views here, nor
to further explore its virtues. Moreover, an important point of contrast between his view and
mine is that MacFarlane’s view is pluralist, whereas the view defended here is a monist view,
according to which the single semantic parameter that a semantics for evaluatives requires
is a plan parameter. But before moving on, let me stress briefly the aspect that I consider
most attractive of this type of semantics. This aspect arises when we consider a disagreement
scenario such as the following:

(3.8) a. Annag: Volunteering is good.
b. Liam: No, it’s not.

Suppose that we eavesdrop on that conversation. Consider Annag’s utterance, and assume that
the correct semantics for good is relativist. This means that the truth of (3.8a) depends on
someone’s plans, even though plans are not part of the proposition expressed by her utterance.
Now, the question arises as to whose plans are appropriate for assessing the truth of (3.8a). In a
standard relativist framework (that of Lasersohn 2005; Stephenson 2007b or Kolbel 2002), the
relevant plans would be Annag’s. But suppose that we, the eavesdroppers, disagree—we think
that volunteering is not a good thing to do. Our intuition about Annag’s utterance, then, is that
she said something false (and that Liam said something true). Assessment relativity respects
this intuition, and predicts that, in the situation just described, Annag’s utterance expresses a
falsity. This is because, from the eavesdropper’s point of view, the correct plans relative to
which to assess Annag’s utterance are the eavesdropper’s, not Annag’s.
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By making the truth-value of evaluative sentences always depend on the assessor’s plans, this
type of semantics guarantees two things: first, the truth-value of any evaluative sentence will not
depend on who utters that sentence, but on the plans of whoever is evaluating it. In practice, this
means that plan-sensitivity works like possible world-sensitivity: just as a descriptive sentence
(such as volunteering is widespread) is true or false at a possible world regardless of when,
where or by whom it is uttered, an evaluative sentence is true or false relative to a plan regardless
of when, where or by whom it is uttered. And secondly, by adopting a semantics whereby plans
and possible worlds can vary independently of each other, the truth of evaluative sentences does
not depend (merely) on how the world is: holding the possible world fixed, different choices of
plans will make evaluative sentences true or false. This respects the basic assumption behind an
“enriched” semantics, namely that knowing what the world is like is not enough for determining
truth conditions.

Let us note, however, that assessment sensitivity approaches are not free from controversy.
Stojanovic (2007, 2017a) makes a compelling case that this type of semantics has trouble ac-
commodating the intuitions behind disagreement dialogues like (3.8), which is one of the main
purported advantages of this view advertised by MacFarlane. Disagreement is not the focus of
this work, and intuitions about truth are markedly shaky, so we will leave it at this.

3.2.3 Action-guidance in plan-semantics

In the semantics to be presented in the following sections, the truth of evaluative sentences in
contexts of use will depend on plans. Plans, as we will see shortly, will be formalized as sets
of practical instructions that tell us what to do in certain situations. For a certain state of affairs
to be good relative to a plan, will be for that plan to pursue that state of affairs over various
alternative states of affairs. Importantly, to say that a state of affairs is good is not to describe a
plan; it is to endorse it.

An urgent question, then, is the following: does this view predict the action-guiding properties
of evaluatives, and if so, how? Recall our diagnosis from §2.3.1: evaluatives invite a practical
inference about the practical intentions or dispositions of speakers:

(2.35) a. Today’s exam was good. ↝ the speaker supports today’s exam
b. The floor is still ugly. ↝ the speaker rejects the floor
c. The soup is awful. ↝ the speaker rejects the soup

Non-factualists then claim that these sentences express a non-representational component that
stands for an action-guiding or practical attitude. But how does this come about, and does can
a plan-sensitive semantics really accomplish this? It’s best to couch the answer to that question
in terms of a middle ground between two possible positions that one could adopt vis-à-vis
action-guidance. Recall, first, that the action-guiding inferences associated with evaluatives
are defeasible: the fact that Natalia thinks that it is better to volunteer than to donate does not
guarantee that she will volunteer rather than donate; the fact that Matheus thinks that today’s
exam was good does not guarantee that he will in fact recommend or support the exam in any
way. Nonetheless, the inference is there, and there is a strong reason to think that it depends
exclusively on the presence of evaluative language. Now, suppose that, wanting to make good
on the presence of that inference, we adopted a semantics for evaluatives according to which
those sentences would be false if the relevant actions were not performed. That is, according
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to this type of semantics, if Natalia does not volunteer rather than donate, then it would be
false that she thinks that volunteering is better than donating; and if Matheus does not in fact
recommend or support the exam in any way, then he does not think that the exam was good. In
light of the defeasibility of those practical inferences, such a semantics would be too strong.

Consider, on the other hand, a (contextualist) semantics according to which to utter an evalu-
ative sentence is to describe a plan of action. Since describing a plan of action is independent
from carrying it out, this would accommodate the defeasibility of the action-guiding inference.
However, and setting aside the usual problems of contextualist semantics to accommodate dis-
agreement (or, more generally, cross-contextual) phenomena, this approach now appears too
weak vis-à-vis action-guidance. That is precisely because describing a plan is independent from
carrying it out. At most, one could say that for a speaker to describe a plan of action as her own
could be understood as having the performative effect of communicating her adoption of that
plan. If that were the case, then a contextualist plan-semantics for evaluative sentences could
have a better chance at accommodating action-guidance: by saying something like volunteering
is good, Natalia would be describing her plan of action, but might be taken to performatively
communicate her endorsement of that plan. And then, it is sensible to infer that she will carry
it out. Perhaps this view can be developed, and it does not require a relativist/non-factualist se-
mantics requiring anything beyond standard possible-world semantics. Regardless, the option
that I propose here is capable of similar predictions vis-à-vis action-guidance without the usual
problems of contextualism with regards to disagreement phenomena.

Let us think that to assert an evaluative sentence is not to describe a plan of action, but to
endorse it. As we have said before, according to the type of semantics that we favor saying
that volunteering is good resembles something like an invitation, or a proposal, to adopt a plan
of action. If that is the case, then the inference that the speaker will carry out the relevant
plan seems like a sensible, yet defeasible inference to make. If I endorse a plan, it is natural
to infer that I will carry it out. A final question then arises: is the action-guiding inference,
in the type of plan-sensitive semantics that I am advocating, a semantic or a pragmatic infer-
ence? In contemporary linguistic research, this question might be more accurately posed as:
does this inference fall in the categories traditionally distinguished for natural language infer-
ences (namely entailments, presuppositions or various kinds of implicatures), or is it a different
phenomenon altogether? Answering this question would require much more than what this dis-
sertation aims to cover, but we can say the following: the fact that this inference appears only
associated with evaluative or normative language seems to suggest that it is a very sui generis
type of phenomenon. Moreover, a brief overview of basic properties of natural language in-
ferences suffices to show that it does not fall clearly under any well-established category: it
can be defeated, which speaks against treating it like a standard entailment. It does not project
(under negation, for instance), which suggests that it is not a presupposition (nor a conventional
implicature). And it is hard to devise the conversational principles behind its presence, which
suggests that it is not a conversational implicature. Barring a more thorough investigation, we
will consider it a sui generis inference prompted by the peculiar act of asserting an evalua-
tive sentence which, according to the semantics proposed here, amounts to the endorsement
of a plan of action. The inference that the speaker will carry out that plan falls out naturally
from such an act of endorsement; but that inference can be defeated if outweighed or under-
cut by countervailing motivations. We now turn to a fuller exposition of the specific semantic
parameter that is avowed in our semantics, namely “Gibbardian” plans.
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3.3 Hyperplans

As discussed briefly in §2.4, hyperplans are a conceptual tool proposed by Gibbard (2003)
in order to model the connection between normative language and action. My purpose is to
develop this conceptual tool into a full-fledged scalar semantics for evaluative adjectives. To do
this, I proceed in three steps. I start in §3.3.1 by presenting the notion of a hyperplan, proposed
by Gibbard in order to model the content of normative judgment. A key feature of this account
is that hyperplans are considered model-theoretical primitives, just like the possible worlds of
intensional semantics. Next, in §3.3.2 we will see how, following Yalcin 2012, Gibbard’s view
about normative judgment can be cashed out in standard intensional semantics as a view about
normative sentences. This requires taking possible worlds as the sole semantic primitive and
defining hyperplans as functions over sets of possible worlds. However, there are two problems
with Yalcin’s view: the first is that, the way the semantics is set up, it predicts that anything that
is taken to be known is normatively required, which is undesirable (this is a version of a problem
raised by Frank 1997; Zvolenszky 2002). The second problem is that Yalcin’ semantics is not
scalar, so if we want to turn this into a view about evaluatives, we need to bring scalarity into the
picture. Overcoming this problem will motivate us to change Yalcin’s definition of hyperplans,
as we will see in §3.3.3.

3.3.1 Gibbard 2003’s proposal

In his 2003, Gibbard sets out to characterize a basic normative concept, that of something being
the thing to do. For Gibbard, to judge that an action is the thing to do is to plan to perform that
action under certain circumstances. Various predicates denote that concept in natural language;
and Gibbard takes deontic and normative sentences such as x ought to ϕ, ϕ-ing makes sense or
ϕ-ing is the thing to do to all express the speaker’s plan to ϕ under certain circumstances.

For example, to judge that Camila ought to start packing expresses the speaker’s plan to start
packing if she were in Camila’s circumstances. This view is expressivist, or more generally
non-factualist, because it relies crucially on the idea that declarative sentences that contain
normative vocabulary do not, or do not only, express doxastic mental states, such as states of
belief or knowledge; rather, those sentences express non-doxastic states of planning.

Gibbard, however, does not rely too much on the intuitive notion of a plan—we can think of
plans as practical commitments or strategies for behavior.5 The crucial aspect of his account is
that the content of a normative judgment is (partially) represented using what he calls HYPER-
PLANS, a modelling tool that is meant to be the non-doxastic counterpart of the possible worlds
of intensional semantics: just as the content of doxastic mental states is represented via sets
of possible worlds, Gibbard proposes that planning states be represented as sets of hyperplans.
And in order to understand this notion, it is useful to keep in mind the parallelism with possi-
ble worlds. A possible world is a maximally specific way the world could be. Alternatively,
one might think of a possible world as a maximally opinionated doxastic state. Analogously, a
hyperplan is a maximally specific plan of action, or alternatively, a maximally decided state of
planning, or as Gibbard calls it, a HYPERSTATE (Gibbard 2003, 48 and ff.)

To stress the analogy with possible worlds, Gibbard takes hyperplans as primitive. But in order

5As suggested by Charlow 2014. The concept of a plan has an obvious temporal component that we will
abstract away from.
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to understand the notion better, it is perspicuous to think of a hyperplan as a set of conditional
imperatives (Field 2009, p. 258), with a centered proposition—centered on the agent of the
hyperplan—in their antecedent and an imperative, addressed at that very agent, as its conse-
quent.6 A hyperplan lists absolutely all the situations that the agent could find herself in, and
dictates what to do in each of them. It looks like a set of instructions:

h = {if you see your friend Matt, say hi;
if you miss the bus, take the metro;
if you get hungry before lunch, eat an apple;
if you finish this chapter, plan a vacation;...}

Table 3.1: A hyperplan h whose instructions are spelled out as a set of conditional imperatives.

Importantly, Gibbard’s is a view about the content of judgment and not directly about any
particular fragment of language. Just as the descriptive content of a judgment is to be modelled
as a set of possible worlds, i.e. a classical proposition, its normative content is to be modelled
as a set of hyperplans, that is, as a PLAN. A plan can be thought of as a set of hyperplans
that agree on what to do in certain situations but not others; or alternatively, we can think of
hyperplans and plans as total and partial sets of instructions, respectively.

However, hyperplans and possible worlds do not live separate lives; judgments can be descrip-
tive, normative or a mixture of both. Hence, rather than modelling normative content using
sets of hyperplans and modelling factual or descriptive content using possible worlds, Gibbard
offers a uniform account of the content of judgment in terms of sets of world-hyperplan pairs,
or as he calls them, FACT-PRAC worlds (2003, p. 47). A fact-prac world is a pair consisting of
a possible world and a hyperplan. The content of a judgment is given in terms of the fact-prac
worlds compatible with it. To see how this proposal works, we can rehearse truth conditions
for various kinds of judgments:

1. (Descriptive): A subject a judges that p just in case every fact-prac world ⟨w,h⟩ com-
patible with a’s judgment is such that p is true at w, according to h relative to the actual
circumstances.

This is true if and only if a believes that p, regardless of what a’s planning state looks like. That
can be read off the truth conditions just stated: since the adjunct according to h relative to the
actual circumstances is vacuous, judging that p is trivially compatible with any hyperplan. So
the fact-prac worlds compatible with this judgment are those that result from pairing each of a
certain subset of possible worlds (those in which p is true) with every hyperplan.

2. (Normative): A subject a judges that it ought to be the case that p just in case every fact-
prac world ⟨w,h⟩ compatible with a’s judgment is such that it ought to be the case that p
is true at w, according to h relative to the actual circumstances.

This is true if and only if a plans to make p true in the actual circumstances, regardless of what
her beliefs are. This time, the adjunct according to h relative to the actual circumstances is not
vacuous, and thus a condition is imposed on the subject’s planning state. By contrast, there is
no condition on the subject’s belief state, since the ought “trumps” the statement that p is true

6Gibbard is explicit (2003, p. 51) that hyperplans are centered on an agent, and for this reason he recruits
Lewis’ notion of a centered world (D. Lewis 1979a) A centered world is a triple formed by a world, an individual
(its center) and a time.
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at w: the condition is not that the subject’s fact-prac worlds ⟨w,h⟩ be such that p is true at w,
but rather that p ought to be true at w according to h relative to the actual circumstances. The
fact-prac worlds compatible with this judgment result from pairing every possible world with
each of a certain subset of hyperplans (those according to which p ought to be the case in the
actual circumstances).

Two points about this proposal: first, note that normative judgment is spelled out in terms of
quantification over fact-prac worlds. This results in the familiar inter-definability of obligation
and permission (p is not obligatory iff not-p is permitted):

a. (p is not obligatory): a judges that it is not the case that it ought to be the case that p
just in case not every fact-prac world ⟨w,h⟩ compatible with a’s judgment is such that it
ought to be the case that p is true at w, according to h relative to the actual circumstances.

b. (not-p is permitted): a judges that it is not the case that it ought to be the case that p just
in case some fact-prac world ⟨w,h⟩ compatible with a’s judgment is such that it ought to
be the case that p is false at w, according to h relative to the actual circumstances.

Secondly, note that even though making a normative judgment is not to believe that anything is
the case, it requires that the subject has certain beliefs about the world. To see this, consider an
example: Camila is deliberating whether to start packing. She looks at her phone, sees that it
is late, and then judges that she ought to start packing. Her plan to start packing is contingent
on her belief that it is late. If it were not late yet, she would not start packing. This illustrates
that normative judgments rely on, but do not offer, factual information. This sensitivity to
available information is captured by the qualification given the actual circumstances in the
truth conditions for attributions of normative judgments. This captures the fact that deontic
modals are information-sensitive, in the sense of Kolodny and Macfarlane 2010; Yalcin 2012
and many others.

Finally, this is how Gibbard’s proposal accommodates mixed judgments:

3. (Mixed): A subject a judges that, if p, it ought to be the case that q just in case every fact-
prac world ⟨w,h⟩ compatible with a’s judgment is such that p is false at w, according to
h or every fact-prac world ⟨w′, h′⟩ compatible with a’s judgment is such that it ought to
be the case that q is true at w′, according to h′.

This is true just in case a believes that not-p or plans to make q true.7

Before moving on, let us a flag a problem that this type of view about normative judgment
faces. Note that we often judge what other people ought to do. But we cannot understand
this in terms of a plan that we adopt. The reason for this is, simply, that we can never those
other people. Gibbard’s view, as we have presented it, seems to apply most clearly to self-
ascribed normative judgments, such as thinking that one ought to pay taxes, that it’s rational
to hide if a stranger enters one’s house or that it makes sense to recycle. But understanding
third personal ought-judgments, such as my judging that Camila ought to pack, in terms of
plans is not so straightforward. According to the truth conditions given, if I judge that Camila
ought to pack, I endorse a plan to pack if I am in Camila’s circumstances. But obviously, I
cannot literally be in Camila’s circumstances—because I am not Camila! Gibbard considers

7This gloss makes any mixed judgment equivalent to the relevant Boolean combination of the judgments of
its proper parts. That is, judging that, if p, then it ought to be the case that q is equivalent to either judging that
not-p or judging that it ought to be the case that q. This can rightly be called into question, although this is not a
particular commitment of Gibbard’s proposal (see Charlow 2015, §3.3 and ff).
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this problem (2003, 48 and ff), and his reply is to understand talk of circumstances in qualitative
terms. That is, even though I cannot be in Camila’s circumstances, I can very well find myself
in qualitatively similar circumstances (in fact, my circumstances can be similar to the point that
the only difference between Camila’s circumstances and mine is the lack of identity between
Camila and me). So when I judge that Camila ought to pack, I am avowing a plan to pack if I
find myself in circumstances similar to Camila’s.

This helps with an additional problem, which is the fact that we can also judge the actions
of, say, fictional characters. Since neither these nor their circumstances are actual, there is a
similar problem in avowing a plan to behave in a particular way when in a fictional character’s
circumstances: after all, those circumstances will never arise. That is, I might judge that Neo
ought to have taken the blue pill, but that cannot mean that I plan to take the blue pill if I find
myself in Neo’s circumstances, because I know that I will not be in those circumstances. And
this is not just because I am not Neo, but moreover because those circumstances are fictional
(whereas Camila’s circumstances are part of our world). Nonetheless, the same strategy that we
considered before can be applied here: when I judge that Neo ought to have taken the blue pill,
I am avowing a plan to take the blue pill in similar circumstances, where those circumstances
do not include the fact that I am not Neo nor the fact that those circumstances are part of a
fictional story. What I mean is that I plan to take the blue pill if I face a similar choice, simply
put. The correct way of interpreting the phrase ’the actual circumstances’, therefore, is in terms
of a property, or more formally, a centered world. This is why Gibbard invokes D. Lewis 1979a
as the correct way of modelling the content of hyperplans. A centered world is neutral with
respect to its center’s identity as well as to whether the property that it attributes to the center
is instantiated or not.

There is, however, a further difficulty that Gibbard’s simple recourse to a Lewisian semantics
cannot overcome. We often judge that things beyond anyone’s control ought to be. For example,
we might judge that an earthquake ought not have happened. But this surely cannot mean that
we avow a plan to prevent an earthquake from happening! How are we to understand these
ought-judgments? There are two things we can say. First, one might question the naturalness
of those judgments. After all, it is a little strange to judge that things beyond anyone’s control
should not happen. Does not ought imply can? However, if one does not have any problem with
this type of speech, there is still the possibility that we are evaluating things from a “God’s eye”
perspective. Perhaps what we mean when we say that the earthquake ought not have happened
is that, if there were a god, he acted wrongly in causing the earthquake. Thus, we avow a plan
to not cause an earthquake if we find ourselves in god’s circumstances (and more importantly
than considerations about the god’s frame of mind, here ‘god’s circumstances’ probably include
considerations about those in the receiving end of the earthquake, that is, considerations about
their innocency and so on).

Note that some evaluatives involve in their meaning the very idea that the object of evaluation
is beyond anyone’s control. Take the case of lucky, for instance. Intuitively, lucky carries a
positive evaluation. But it is odd to understand that evaluation in terms of plans, as lucky also
conveys that whatever is positively evaluated also happenned at chance. Consider the following
sentence (Chris Barker, p. c.):

(3.9) I was lucky to be born in the XXth century.

Will a plan-semantics be able to accommodate lucky? I think so, and that the chancy and
evaluative components of lucky can co-exist. Suppose that we can distinguish the following
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three components in the meaning of lucky:

(3.9) I was lucky to be born in the XXth century.
a. ↝ I was born in the XXth century veridical component
b. ↝ It is good that I was born in the XXth century evaluative component
c. ↝ It is random that I was born in the XXth century chancy component

Now, the proposal would be to understand the evaluative component of lucky much in the same
way as one can understand the evaluativity of a sentence like the earthquake ought not have
happened: we evaluate things from a god’s perspective, if you will, and we express a plan to
choose the relevant outcome over certain alternatives (for instance, being born in the XIXth

century). This is compatible with the observation that my birth was a chancy event, as (3.9)
also says.8

For yet another example, I think that the extreme right ought not have won any seats in the
Spanish parliament in the last general election. But this need not mean that I avow a plan to
prevent them from taking part on the election, or to take away their seats (although I might).
Rather, what I mean is that nobody ought to have voted for them. So, I avow a plan for no
one to vote for them. This case can be accommodated by Gibbard’s proposal, if we understand
those ought-statements as covertly quantified ought-statements about what a set of individuals
ought to do. I will use a similar example later in this chapter, so I might as well clarify a
possible misunderstanding here. We will use as an example (containing evaluative adjectives
rather than ought, but it doesn’t matter) the judgment that Kanye ought to get two out of the
two nominations that he aims to get in the following Grammys. Again, this need not be thought
of as a proposal to adopt a plan such that, when faced between a choice between giving to
Kanye zero, one or two nominations, one chooses to give him two—because that choice seems
to imply that the agent is in the position to freely choose that outcome. To avoid this, all we
need to do is to consider such a judgment as covertly quantified over: what we mean when we
judge that Kanye ought to get 2/2 nominations is that we endorse a plan for each individual
who takes part in the Grammy vote to choose appropriately.

Nonetheless, one might think, all of these troubles would be avoided if we switched from talk
of plans to talk of preferences. In contrast to plans, preferences are not constrained by actual
possibilities. There is nothing strange about preferring that Camila packs, that Neo takes the
blue pill, that the earthquake did not occur or that Kanye gets as many Grammy nominations
as he wishes. Talk of preferences is suggestive, but it will not be adopted it here, for the
following reason. Consider what it is for something to be preferred by someone. Arguably,
this is a relation that holds between something (the object of preference) and an intensional
individual—preference is an intensional relation, much like belief or desire. We can go on
to think what the conditions of application of this relation are. And here we face two clear
choices. On one construal, preference bottoms out in certain private happenings occurring
in the individual’s head. I prefer ice-cream to waffles just in case I am in a certain state of
mind involving ice-cream and waffles. But on a much more natural construal of preference,
preferring something is a relation that holds between an object and an individual in virtue of
the individual’s dispositions to act in certain ways. That is, for me to prefer ice-cream to waffles
is a matter of my disposition to choose ice-cream over waffles when the occasion arises. In this

8This being said, it bears mentioning that lucky and similar adjectives that admit constructions like (3.9)—many
of which are evaluative—raise a host of interesting issues. See e.g., C. Barker 2002, §4 and ff, and Karttunen 2014
for a thorough discussion.
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second sense, preference collapses into something very much like a plan. For this reason, we
will stick to talk of plans—even though some might find it somewhat unnatural.

A further issue concerns to what extent one might fail to carry through a plan or a prefer-
ence. This is a thorny question—as we saw in §2.3.1, the practical inference associated with
evaluatives (or normative expressions more generally) is a defeasible inference, in the sense
that it can be outweighed or undercut by countervailing motivations. But without going into
this issue, we might think of the endorsement of a plan in terms of the adoption of a public
commitment to behave in certain ways. This idea has been defended in various realms, and
Gibbard himself proposes it when he describes the hyperplan framework (2003, p. 45). More
recently, Krifka (2014), taking inspiration from Recanati 1987; Szabolcsi 1982, defends a view
according to which speech acts in general can be thought in terms of public adoption of com-
mitments of various kinds (see also García-Carpintero 2015). And inferentialists of various
persuasions have insisted that semantic content at large ought to be thought in terms of the
adoption of commitments to reason in various ways (this arguably includes practical reasoning,
c.f. Brandom 1983; Chrisman 2008; Frápolli and Villanueva Fernandez 2013). This type of
view seems amenable to the way in which plans are thought of here. To avow or endorse a plan
can be thought as the public adoption of a commitment to carry out that plan, even though this
commitment can be undercut or overridden by other considerations.

3.3.2 Yalcin 2012’s intensional implementation

In Gibbard’s approach, hyperplans are primitive. That serves his purpose of pushing an illustra-
tive parallelism with intensional semantics, as we have seen: just as one uses possible worlds to
model the logical relations between descriptive judgments, one can use hyperplans to similarly
model logical relations between normative judgments. However, Yalcin 2012 argues that Gib-
bard’s approach obscures two important points about hyperplans: (i) hyperplans can be defined
in terms of possible worlds and (ii) hyperplans can be integrated in compositional semantics.

Importantly, those two observations are independent: one can give a compositional semantics
for normative language taking hyperplans as primitives, and one can cast the previous Gibbar-
dian story about normative judgment using a non-primitive notion of hyperplan. Nonetheless,
by both defining hyperplans in terms of possible worlds and giving a compositional semantics,
Yalcin aims to show that the Gibbardian view on content is compatible with standard inten-
sional semantics (see also Charlow 2015, 6 and ff).

Let us review how this works.9 Yalcin’s proposal is to define hyperplans as a functions from sets
of worlds to sets of worlds—making good on point (i) above—and have declarative sentences
denote sets of fact-prac worlds rather than sets of worlds—making good on (ii). A hyperplan,
in this view, is no longer a primitive. Rather, it is a function from a set of possible worlds to
a non-empty subset thereof where the impermissible options at the former set are false. For
example, a hyperplan is a function that takes as argument the proposition that it is late, and
returns the proposition that Camila starts packing.

9Another signpost: I will ultimately settle for a view in which hyperplans are not primitive, although they
are not defined in the same way that Yalcin defines them—for reasons that will soon become clear. In particular,
whereas Yalcin defines hyperplans as functions from sets of worlds to sets of worlds, I will define them as functions
from sets of sets of worlds to sets of sets of worlds.
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Implementing this in a standard intensional and compositional semantics is relatively straight-
forward. All that one needs to do is assign as the semantic value of declarative sentences
fact-prac worlds rather than worlds, and the semantics essentially falls out from the Gibbardian
proposal about descriptive/normative judgment just reviewed.10

To see this, assume a simple propositional language containing a set of sentential constants
p, q, r, ... representing a set of simple sentences of English (it’s raining, Paris is in France,
Camila packs, ...). These are the descriptive sentences. Let us add to this language a unary
sentential operator, ought. Where ϕ is a descriptive sentence, sentences of the form ought ϕ
are the normative sentences (there are Boolean connectives too, but we ignore them).

On the semantic side, we add to our intensional semantic structure a set of hyperplans and an
information state. A semantic structure S consists, then, of the usual set of possible worlds W ,
a set of possible hyperplans H and a set of possible information states E.

Definition 5 (Yalcinian semantic structure) S = ⟨W,H,E⟩

As we said, a hyperplan is a function h from subsets to subsets of W such that, for any set
X ⊆ W , h(X) is the subset of X where the impermissible outcomes at X are false.11 An
information state, on the other hand, is a sphere of epistemic accessibility, that is, a set of
worlds that for all that is known could be the actual world:12

Definition 6 (Yalcinian Hyperplans) A “Yalcinian” hyperplan is a total function h from non-
empty sets of worlds to non-empty sets of worlds such that, for every set of worlds u,u′ such
that u′ ⊆ u, h(u) = u′ just in case all the impermissible outcomes at u are false at u′.

Definition 7 (Epistemic state) An epistemic state is a function e from possible worlds to sets
of possible worlds such that, for every world w and set of worlds u, e(w) = u just in case u is
the set of worlds that are epistemically accessible from w.

A semantic model M is a tuple containing a structure S and a valuation function V mapping
the descriptive sentences onto S, more specifically, onto sets of triplets ⟨w,h, e⟩ of world,
hyperplan and information state.

Definition 8 (Model) M = ⟨S,V ⟩

Subsequently, we define an index of evaluation i as a triplet of elements from the structure S,
that is, a world-hyperplan-information state triplet:

Definition 9 (Yalcinian Index) ⟨wi, hi, ei⟩

Importantly, ei should be some set e(∈ E) of epistemically accessible worlds, defined relative
to the world of the index. That is, ei = e(wi).

10Making this fully explicit would require incorporating time-sensitivity into the picture as well, but we leave
it aside to avoid clutter.

11 Yalcin writes: ‘A hyperplan is a function that takes a set of possible worlds (a set which reflects a possible
informational situation vis-à-vis what the world is like; a set reflecting ‘an occasion of choice’) to some non-empty
subset of that set (a set reflecting outcomes which it is permissible to realize according to the hyperplan, given
the informational situation)’ (Yalcin 2012, p. 147). The idea is that a hyperplan takes you from a set of options
to a smaller set where only the permissible options remain, or alternatively, the impermissible options have been
discarded. Yalcin’s definition is not reproduced verbatim so as to keep definitions as uniform as possible.

12 It is standard to posit this type of parameter in the literature on epistemic and deontic modality. The moti-
vation in the case of deontic modality comes from cases in which the body of information available to a subject
can change the truth value of a deontic statement. A well-known example is the Miners’ puzzle (Kolodny and
Macfarlane 2010; see also Cariani 2013; Kratzer 2012; Yalcin 2012, a. m. o.).
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All sentences are assigned uniform semantic values—sets of ⟨w,h, e⟩ triplets. But sentences
can be descriptive or normative, and the difference consists in whether they impose a condition
on the world or on the hyperplan and information parameters of the index: descriptive sentences
are true at the world of the index but impose no condition on the hyperplan nor the information
parameter; normative sentences do the opposite: they have to be true relative to the hyperplan
of the index given a certain state of information, but leave the world-parameter untouched.

First, consider descriptive sentences such as (3.10).

(3.10) Camila packs.

The semantic value of a sentence like (3.10), assigned by V , is a set of world-hyperplan-
information triplets. (3.10) is true at an index of evaluation ⟨wi, hi, ei⟩ just in case ⟨wi, hi, ei⟩
belongs in its denotation (we omit reference to the model M in what follows):

(3.11) [[Camila packs]]M⟨wi,hi,ei⟩ = 1 iff ⟨wi, hi, ei⟩ ∈ V (Camila packs)

We said that descriptive sentences like (3.10) impose a condition on the world but not on the
hyperplan nor on the information state parameter of the index. To capture that, all we need
is for V to uniformly assign semantic values to atomic, descriptive sentences that result from
pairwise combining each of a subset of worlds (those in which Camila packs) with every pos-
sible hyperplan and every possible information state. In other words, (3.10) is world-sensitive,
but it is hyperplan- and information state-insensitive. This is the right result, if we want to rep-
resent the fact that sentences like (3.10) only offer factual information, but nothing normative
nor epistemic.

Now let us turn to normative sentences. In this language, normative sentences are formed by
applying the operator ought to descriptive sentences. Where ϕ is a descriptive sentence, ought
has the following meaning (Yalcin 2012, p. 148) (remember that Boolean connectives are set
aside):

(3.12) [[ought ϕ]]⟨wi,hi,ei⟩ = 1 iff ∀w′
∈ hi(ei) is such that [[ϕ]]⟨w′,hi,ei⟩ = 1

Ought ϕ is true, relative to a world-hyperplan-information state triplet, just in case every world
in the set of worlds that results from applying the information state to the hyperplan of the
index is a world that makes ϕ true.

When applied to (3.10), the result is Camila ought to pack, which has the following truth-
conditions:

(3.13) [[Camila ought to pack]]⟨wi,hi,ei⟩ = 1 iff ∀w′
∈ hi(ei) is such that

[[Camila packs]]⟨w′,hi,ei⟩ = 1

Just like descriptive sentences, normative sentences denote a set of world, hyperplan and
information state triplets. But in contrast to descriptive sentences, normative sentences are
hyperplan- and information-sensitive, although world-insensitive. Note that the sentence im-
poses a condition both on the hyperplan and information state parameters of the index, but not
on its world parameter. In order for Camila ought to pack to be true at an index i, the hyperplan
of i has to be such that, relative to the information state at i, it is required that Camila packs.13

13 Note that, in this view, deontic force would be captured via quantification over the worlds in the domain of a
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Two problems for Yalcin’s proposal

Could this proposal be applied to evaluative sentences (unembedded sentences containing eval-
uative adjectives)? Since evaluative language is a species of normative language, we could try
to understand evaluatives as imposing certain conditions on the plans of interlocutors, relative
to their epistemic state. In a slogan, the idea would be to cash out the linguistic expression of
value in terms of plans (and model the content of plans using hyperplans).

As it stands however, Yalcin’s proposal cannot be straightforwardly applied to evaluatives.
First, because it predicts that everything that is taken to be true across an epistemic state is
normatively required by any hyperplan given that epistemic state. And secondly, Yalcin’s se-
mantics is not scalar, which means that it needs to be refined in order to represent the meaning
of evaluative adjectives, which are gradable. Let us review these issues in turn.

The first problem is one version of a general problem for Kratzer semantics for modals, which
Yalcin’s proposal inherits, and was raised by Frank (1997) and Zvolenszky (2002). Recall that
a hyperplan is a function that, relative to an epistemic state e, will return a subset of e where all
the permissible options at e are true. A proposition p ought to be the case relative to a hyperplan
h and epistemic state e just in case h(e) entails p; that is, just in case all worlds in h(e) are
worlds where p is true. Conversely, if a proposition is entailed by a h(e), then it ought to be the
case. The problem is, then, that any proposition that is true across e will also be true at h(e).
In other words, everything that is known is eo ipso normatively required.

To see how this is a problem, consider the following situation: Camila needs to pack a bag
and go catch her train. All her evidence suggests that it is late. This means that her epistemic
state, call it e, is such that the proposition that it is late is true at every world w in e. But if the
proposition that it is late is true at every world in e, then it is true at all the worlds in the set that
results from applying any hyperplan h to her epistemic state. Therefore, it ought to be the case
that it is late.

Importantly, this is not a fatal blow to this proposal. For example, one could say that the result
of applying a hyperplan to a set of worlds relative to which a proposition p is true is not a
subset of those worlds, but rather a different set of worlds altogether, maybe one where not-p
is an open possibility (Frank 1997). Or one could say that Yalcin’s truth conditions for ought
ϕ actually state only a necessary condition for the truth of ought ϕ. However, rather than look
for ways of fixing Yalcin’s view, I think we had better replace certain key elements altogether.
We will see why in the following subsection.

The second issue with Yalcin’s (and Gibbard’s) view is that it is not scalar: propositions are
either required or not required (they are or are not the thing to do, they do or do not make
sense, etc.). In terms of the hyperplan semantics just given, this means that the speaker either
plans or does not plan to make the proposition true (under certain circumstances). However, as
we saw in Chapter 2, in order to account for the scalar properties of evaluative adjectives, we
need a more sophisticated story than a simple non-factualist story in which evaluative sentences
express outright practical attitudes (in this case, an attitude of planning to make a proposition
true). For an illustration, consider the following sentences:

(3.14) Volunteering is better than donating.

hyperplan, relative to an epistemic state. That is: p ought to be the case relative to a hyperplan h and information
state e just in case every world in h(e) makes p true; p may be the case relative to h, e just in case some world in
h(e) makes p true; etc. See Yalcin 2012, p. 148.
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(3.15) It is good that you sent that e-mail.

(3.16) It is extremely good that you sent that e-mail.

First, in order to account for (3.14) we need to be able to compare the value that a speaker
assigns to each relata. In a Gibbard-Yalcin framework, we would need to say something about
the plan that the speaker of (3.14) is advocating for. But the story given so far only lets us
say something to the effect that the speaker plans to volunteer; or plans to donate; or plans
to volunteer and donate, etc. None of these options apply to (3.14). Similarly, how could
we account for the difference between (3.15) and (3.16)? Suppose that we assign to (3.15) a
roughly equivalent meaning as ought p. What meaning could we give (3.16) then? There is no
straightforward way of strengthening ought p into something that captures the addition of the
modifier in (3.16).

Recall however, that Yalcin is taking resources from Kratzer semantics for modals. And even
though Yalcin’s proposal is not scalar, Kratzer’s is. So one could think that, in order to make
Yalcin’s proposal scalar, one simply needs to incorporate more Kratzerian (or Lewisian) el-
ements (Kratzer 2012; D. Lewis 1973). An obvious strategy would be to bring ORDERING

SOURCES into the picture. Here is how it might work: rather than have a hyperplan filter out
the non-permissible worlds of an epistemic state, we could let an ordering source order—rather
than rule out—those same worlds in terms of their closeness to an ideal. Then, we could cash
out the contrast between (3.15) and (3.16) by saying that a proposition is good just in case
it satisfies the relevant ideal to some contextually specified extent; and we could say that a
proposition is extremely good just in case it satisfies the same ideal to some “extreme” extent.14

This is a possible strategy, but not the one that I will pursue, for two reasons. First, ordering
sources do not immediately help with our first problem. And secondly, it is not easy to capture
the scalar properties of relative-standard gradable adjectives in Kratzer’s semantics, a problem
pressed by Lassiter (2017). Nonetheless, remember that Yalcin was only trying to show that
Gibbard’s hyperplans were compatible with a standard story about deontics, and the standard
story about deontics is basically Kratzer’s. Nothing commits us to the details of Kratzer se-
mantics for deontic modals. So rather than explore further ways of building a scalar system for
evaluatives based on Kratzer semantics, we will take a slightly different route.

3.3.3 Hyperplans as functions over alternatives

The shortcomings of Gibbard-Yalcin semantics are clear, but they can be overcome. Put simply:
if one wants to understand value in terms of properties of hyperplans, we need to be able to
represent a scale of value using hyperplans. This is what we are going to do in this section. To
that effect, we propose to change the Gibbard-Yalcin semantics in two ways. First, let us drop
the assumption that the arguments of hyperplans are information states. This assumption was
necessary to account for deontic modals, but it is not clear that evaluatives rely on epistemic
information in the same way that deontics do.

Secondly, the way that we are going to characterize hyperplans, the property of an epistemic
state (or of any set of possible worlds) that the hyperplan will “see”, so to speak, are not simply

14A different Kratzerian strategy would be to turn to the distinction between strong and weak necessity modals
(Fintel and Iatridou 2005; Von Fintel and Iatridou 2008), which has been applied to the contrast between extreme
and non-extreme deontic adjectives (crucial vs. important, see Portner and Rubinstein 2016). However, that
distinction is still too coarse to capture the scalarity of evaluatives.
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the possible worlds contained in it, but rather the possible alternatives that are salient at that
state. In our characterization, hyperplans are going to be functions from sets of sets of worlds to
subsets thereof containing the chosen, or preferable, alternatives at the original set. This second
tweak will allow us to model degrees of positive and negative value as degrees of priority: a
proposition has a high degree of positive value just in case one’s plan is to give priority to that
proposition over certain alternatives.

Besides the technical problem that was pointed out in the previous subsection—that everything
that is known is normatively required—my main reason for turning to a different definition of
hyperplans is that the Gibbard-Yalcin proposal is too coarse-grained. Intuitively, hyperplans
select desirable, permissible or ideal states of affairs among different options. But the worlds
that make those states of affairs true might also make a lot of other things true, things that we
do not want a hyperplan to “care for”, so to speak.

Recall our previous example: we want Camila’s planning state to be represented by hyperplans
that require her to start packing. But given that it is late, the worlds in which she starts packing
are also worlds in which it is late. However, we do not want to say that hyperplans that require
her to start packing also require it to be late. Being late is not part of what is required; rather, it
is part of the circumstances relative to which the hyperplan requires the agent to start packing.
More generally, whatever is required by a hyperplan should not include circumstances such as
it being late. To capture this, rather than have hyperplans select sets of possible worlds, we can
make them select sets of propositions. In the case of Camila, a hyperplan would be a function
that, given her situation, selects the singleton set containing the proposition that Camila starts
packing, rather than the set of worlds that make that proposition true. By making a hyperplan
select sets of propositions, we are not wedded anymore to the view that whatever is already
true across the selected worlds comes out required by a hyperplan. In order to be required
by a hyperplan, it is not enough for a proposition to be true across worlds that are selected as
preferable. Rather, the relevant proposition has to be selected by the hyperplan among a set of
possible alternatives.

For further illustration, let us consider the example that we previewed at the end of §3.3.1 (and
which will be a running example in this and the following chapter). Suppose that Kanye West
has released a new album, and we are about to learn what Grammy nominations he got. Since
he is an ambitious, global artist, he only cares for two categories: Song of the Year and Album
of the Year; but since he is African American and the Grammys are famously racist, it is not
guaranteed that he will be nominated, let alone awarded—however good the new album is.15

We can think of Kanye’s predicament in terms of his epistemic state, defined by the proposition
that he releases a new album. In Yalcin’s view, a hyperplan takes you from an information state,
understood as something like what you see on the left column of Table 3.2, to a subset of that
state where the impermissible options are ruled out. Alternatively however, we can also think
of that very same situation in terms of the set of possible alternatives or developments ahead of
him: namely, that his new album gets 0, 1 or 2 nominations (out of the categories that he cares
about). This is represented on the right column of Table 3.2:

Consider again information state e: that state is characterized by a set of worlds, namely worlds
at which Kanye releases a new album. We will say that a hyperplan, when fed that set of

15 ‘ “[My Beautiful] Dark [Twisted] Fantasy” and “Watch the Throne”: neither was nominated for Album of
the Year, and I made both of those in one year. I don’t know if this is statistically right, but I’m assuming I have
the most Grammys of anyone my age, but I haven’t won one against a white person.’ (K. West, NY Times, 2013).
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Epistemic state e Set U of alternatives at e
Kanye’s new album receives 0 nomination
Kanye’s new album receives 1 nominationKanye releases a new album
Kanye’s new album receives 2 nominations

Table 3.2: Kanye’s epistemic state e as a set of worlds and as a set of alternatives.

possible worlds, distinguishes the different alternatives at that information state and selects one
or more. That is, hyperplans see the right, rather than the left column of Table 3.2. In order to
model such fine-grainedness, we will say that hyperplans do not take sets of possible worlds
as arguments and return subsets of those sets as their value. Rather, we will say that their
arguments are sets of propositions that represent the different alternatives that are open in a
given situation. Their values will be subsets of those sets of alternatives, which represent the
preferable or chosen alternatives relative to the former set of alternatives.

Hyperplans are defined as follows (an illustration is given in Table 3.3):16

Definition 10 (Hyperplans) A hyperplan is a total function h from non-empty sets of proposi-
tions to non-empty sets of propositions such that, for every non-empty set of propositions U,V
such that V ⊆ U , h(U) = V just in case V are the chosen alternatives at U .

Set U of alternatives Set U of alternatives
Kanye’s new album receives 0 nomination Kanye’s new album receives 0 nomination
Kanye’s new album receives 1 nomination ↦ Kanye’s new album receives 1 nomination
Kanye’s new album receives 2 nominations Kanye’s new album receives 2 nominations

Table 3.3: A hyperplan as a function from sets of alternatives to sets of alternatives.

Note that we are not too far from Gibbard’s characterization. In our view, a hyperplan is a
function from sets of alternatives to subsets thereof. But we can formulate this as a set of
conditional imperatives, with an alternative set in the antecedent and the preferred options in
the consequent. For instance, the conditional imperative version of the hyperplan characterized
by Table 3.3 would be:

(3.17) If given a choice between 0, 1 and 2 nominations, let it be 2 nominations!
16 The notion of alternatives comes mainly from question and focus semantics, but the details of that literature

are not important for our present concerns (see e.g. Aloni 2007, 2018; Alonso-Ovalle 2006; Hamblin 1973;
Karttunen 2008; Rooth 1992 for classic and recent references). All we need to do is keep in mind that a set
of alternatives is a set of propositions, which in turn are sets of possible worlds. This notion should also not be
confused with the notion of (relevant) alternatives often used in (meta-)epistemology (D. Lewis 1996; Stine 1976).
Similarly, the expression alternative should not make the reader think that hyperplans can select only one. We
might as well speak of sets of options (where it seems more intuitive to say that one can choose more than one) or
outcomes—although the latter seems to suggest that these are outcomes of something, which need not be the case
(thanks to Carla Umbach for suggesting this).

Closer to our present interests, a similar notion of alternatives to the one employed here is used by Starr to model
imperatives (Starr 2018). It bears mentioning that hyperplans, in this characterization, are formally very similar to
choice functions from economics, which select the most preferable among a set of given options (see Hansson and
Grüne-Yanoff 2018 for an introductions, esp. §5 and ff.). Indeed, Silk (2015) has defended a preference semantics
for expressivists which recruits and deploys such concepts from economics. His proposal is scalar and has much
in common with the present proposal, although it is not aimed specifically at capturing the scalarity of particular
natural language items.
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Note, however, that we are describing a model, but we haven’t said yet what sentences or for-
mulae this model could represent. In the next section of this chapter, we will use this model
to describe a formal language, and in Chapter 4 we will use a slightly more sophisticated ver-
sion of this model to represent the meaning of evaluative sentences of natural language. At
this stage, we are simply considering some formal properties of a possible plan of action, one
that has as its outcome that Kanye obtains two out of two Grammy nominations. Eventually,
this plan will figure in the semantics of sentences that evaluate positively that situation, that
is, sentences like it’d be great if Kanye got 2/2 nominations or it’s good that he got 2/2 nom-
inations. Those sentences will be true relative to a point of evaluation that contains a plan
according to which, when faced with a choice between 0, 1 and 2 nominations, 2 nominations
are preferred. But recall that, even if it is Kanye who is evaluating those sentences, the plan
according to which he gets 2/2 nominations will not be such that Kanye himself chooses for
him to obtain 2/2 nominations. This would be obviously bad for reasons given in §3.3.1: first,
Kanye is not the one making the choice. And secondly, no single person decides the outcome
of the Grammy nominations. As we said, we need to understand these sentences as endorsing
a plan for an agent to choose whatever action leads to that outcome (in the case of a vote, this
should most reasonably be understood as a plan for each of the people taking part in the vote
to vote appropriately).

The general picture will be that evaluative sentences represent properties of hyperplans; and
to make an evaluative judgment is, as we will see in later chapters, to propose to adopt hy-
perplans that share a certain property. More specifically, positive evaluative adjectives will
be characterized by hyperplans that prefer, or choose, the things under evaluation over cer-
tain alternatives; while negative evaluative adjectives will be characterized by hyperplans that
dis-prefer, or avoid, the object of evaluation. That is, in a nutshell, our approach.

It is important to stress another parallelism with possible worlds and propositions that was
already mentioned: just as possible worlds might be thought of as maximally opinionated states
of belief, hyperplans can be thought of as maximally specific states of planning. In our terms,
this means that hyperplans are defined for absolutely any set of possible alternatives (as said
in the definition, hyperplans are total functions). That is, for any set of propositions U , a
hyperplan returns a subset of U consisting of the chosen alternatives at U . But just as actual
states of belief are never maximally opinionated, real-life plans (not hyperplans) are never
defined for absolutely any contingency. Therefore, we can define PLANS as partial functions
from sets of propositions to preferred alternatives; or correspondingly as sets of hyperplans that
agree on some of their instructions but not on others.

Hyperplans can avoid or dis-prefer alternatives as well, which will be crucial to the semantics
of evaluative adjectives of negative polarity, such as bad, cruel or ugly. The easiest (if not
the most elegant) way to model negative preference is to assign a negative function to each
hyperplan h, call it

h

, that selects the alternative(s) that h avoids or dis-prefers out of every set
of alternatives:

Definition 11 (Negative hyperplans) A negative hyperplan is a total function

h

from hyper-
plans and non-empty sets of propositions to non-empty sets of propositions such that, for every
hyperplan h and sets of propositions U,V such that V ⊆ U ∖ h(U),

h

⟨h,U⟩ = V just in case V
are the alternatives at U that h dis-prefers.

The function

h

behaves like a hyperplan in that it is a total function on sets of alternatives, and
it can select only some or all alternatives as undesirable. In addition, note that, since the range
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of a negative hyperplan relative to a hyperplan h and a set of alternatives X is a subset of X
minus the result of applying h to X , the positive and negative choices of a hyperplan never
overlap.

To sum up: in this section, we introduced Gibbard’s notion of hyperplan as a view about the
content of normative judgments. In Gibbard’s view, hyperplans are semantic primitives, just
like possible worlds. Then, we saw via Yalcin’s 2012 proposal how to implement Gibbard’s
ideas in a compositional, intensional semantics for deontic ought that, in addition, no longer
treats hyperplans as primitives, but rather as functions over sets of possible worlds. However,
we argued that, in order to apply a hyperplan semantics to evaluative sentences, we needed to
move beyond Yalcin’s characterization of hyperplans. By conceiving of hyperplans as functions
that select preferred and dis-preferred sets of alternatives, we have seen how to overcome the
problems that Yalcin’s implementation had, while preserving much of the spirit of that proposal.
In the next section, we make all of the preceding observations more formal by defining a simple
propositional language that introduces scalar evaluative operators whose semantics make use
of hyperplans.

3.4 Evaluating alternatives: the language of LV

In this section, we introduce a simple propositional language that contains a pair of positive and
negative unary evaluative operators ⇑ and ⇓, as well as three binary evaluative operators: ≥, >
and ≈; the semantics of which crucially operate on a hyperplan parameter in the index of evalu-
ation. As we will see in Chapter 4, this language is meant to capture a basic semantic property
of sentences in which positive and negative evaluative adjectives are applied to sentences. To
be more specific, the unary connectives ⇑ and ⇓ are meant to represent the positive form of
evaluative adjectives of positive and negative polarity respectively; ≥ represents equatives (at
least as good/bad as), > represents comparatives and ≈ is an relation of equal value (exactly as
good/bad as), which we can use to define a degree system. For example, our claim will be that
an English sentence like it’s good that Bill arrived has, to a large extent, the same semantics as
the LV formula ⇑ ϕ (where ϕ stands for the English clause that Bill arrived).

3.4.1 Syntax

In addition to propositional constants and Boolean connectives, LV introduces five sui generis
sentential operators: two unary operators ⇑ and ⇓ and three binary operators ≥, > and ≈.

The vocabulary of LV contains:

• Sentential constants: p, q, r,...

• Boolean connectives: ∧,∨,→,∼

• Operators: ⇑,⇓,≥,>,≈

The syntax of LV works as follows:

• Sentential constants are sentences.

• If ϕ and ψ are sentences, then
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∼ ϕ ∣ ϕ ∨ ψ ∣ ϕ ∧ ψ ∣ ϕ→ ψ ∣ ⇑ ϕ ∣ ⇓ ϕ ∣ ϕ ≥ ψ ∣ ϕ > ψ ∣ ϕ ≈ ψ

are sentences.

• Nothing else is a sentence.

3.4.2 Semantics

To give a semantics for LV , first we define a semantic structure, a semantic model and a notion
of truth-at-an-index of evaluation. Then, we give compositional semantic rules for the sentences
of LV .

First, a structure S is a tuple formed by a set W of possible worlds and a set of hyperplans H .

Definition 12 (Semantic structure for LV ) S = ⟨W,H⟩

These parameters play a role in evaluating the truth of sentences of LV at an index of evaluation.
All sentences ofLV have uniform semantic values, but whereas sentential constants will impose
a certain condition on the set of possible worlds W , formulae containing the operators of LV
will impose conditions on the set of hyperplansH . H is a set of hyperplans, which are functions
from sets of propositions to sets of propositions. Propositions are sets of possible worlds, and
since the domain and range of any hyperplan inH are sets of propositions, the domain and range
of any hyperplan are subsets of the power set of W , P(W ), that is, the set of all propositions.

In §3.3.3 we defined hyperplans as follows:

Definition 10 (Hyperplans) A hyperplan is a total function h from non-empty sets of proposi-
tions to non-empty sets of propositions such that, for every non-empty set of propositions U,V
such that V ⊆ U , h(U) = V just in case V are the chosen alternatives at U .

And as an auxiliary notion, we have a negative preference function on hyperplans,

h

. For
any set of propositions U and any hyperplan h,

h

selects the propositions among U that are
dis-preferred. Recall our previous definition:

Definition 11 (Negative hyperplans) A negative hyperplan is a total function

h

from hyper-
plans and non-empty sets of propositions to non-empty sets of propositions such that, for every
hyperplan h and sets of propositions U,V such that V ⊆ U ∖ h(U),

h

⟨h,U⟩ = V just in case V
are the alternatives at U that h dis-prefers.

A model is a tuple M consisting of a structure S and a valuation function V mapping every
sentential constant of LV to a subset of W ×H , that is, to a set of world-hyperplan pairs.

Definition 13 (Model for LV ) M = ⟨S,V ⟩

Sentences of LV are evaluated for truth at indices of evaluation, which are triplets formed by
a possible world, a hyperplan and the set of all propositions P(W ). P(W ) is held constant
across all sentences of LV , but it will be useful to have it in the index in order to show how the
binary operators of LV work.

Definition 14 (Index for LV ) ⟨wi, hi,P(W )⟩

That is, the index provides a world a hyperplan and the set of all propositions (we will often
use i as variable over indices).
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Sentences are evaluated for truth at indices of evaluation. As we saw in §3.3.2, we want the
sentential constants of LV to be descriptive. Ignoring P(W ), which is held constant, this
means that sentential constants should impose a condition on the world but not on the hyperplan
parameter of the index. And to do that, we need the valuation function V to assign to the
sentential constants sets of w,h,P(W ) triplets formed by pairwise combining each of a subset
of worlds with every possible hyperplan and P(W ). That way, sentential constants will come
out world-, but not hyperplan-sensitive.17

(3.18) [[p]]M⟨wi,hi,P(W )⟩ = 1 iff ⟨wi, hi,P(W )⟩ ∈ V (p) (we skip superscript M in what fol-
lows)

The semantic rules of composition for the Boolean connectives are the following:

(3.19) [[∼ ϕ]]⟨wi,hi,P(W )⟩ = 1 iff [[ϕ]]⟨wi,hi,P(W )⟩ = 0
(3.20) [[ϕ ∧ ψ]]⟨wi,hi,P(W )⟩ = 1 iff [[ϕ]]⟨wi,hi,P(W )⟩ = 1 and [[ψ]]⟨wi,hi,P(W )⟩ = 1
(3.21) [[ϕ ∨ ψ]]⟨wi,hi,P(W )⟩ = 1 iff [[ϕ]]⟨wi,hi,P(W )⟩ = 1 or [[ψ]]⟨wi,hi,P(W )⟩ = 1
(3.22) [[ϕ→ ψ]]⟨wi,hi,P(W )⟩ = 1 iff [[ϕ]]⟨wi,hi,P(W )⟩ = 0 or [[ψ]]⟨wi,hi,P(W )⟩ = 1

Let us turn now to the evaluative operators introduced by LV .

The positive form: ⇑,⇓

The unary operators ⇑,⇓ have the following semantic entries:

(3.23) [[⇑ ϕ]]⟨wi,hi,P(W )⟩ = 1 iff {w′
∶ [[ϕ]]⟨w′,hi,P(W )⟩ = 1} ∈ hi(P(W ))

In words: ‘⇑ ϕ’ is true at an index i just in case the set of possible worlds in the worldly
component of ϕ’s denotation is among the alternatives chosen by the hyperplan of the index,
relative to the set of all propositions.

(3.24) [[⇓ ϕ]]⟨wi,hi,P(W )⟩ = 1 iff {w′
∶ [[ϕ]]⟨w′,hi,P(W )⟩ = 1} ∈ h

⟨hi,P(W )⟩

In words: ‘⇓ ϕ’ is true at an index i just in case the hyperplan of i is such that the set of worlds
in the worldly component of ϕ is among the dis-preferred outcomes.

Let us highlight three aspects that can be potentially confusing at this stage: first, note that
the only relationship between ⇑ and ⇓ that falls out from the semantics so far is that their
extensions are non-intersective (this is a consequence of the definition of negative hyperplans
given in §3.3.3). This establishes that if ⇑ ϕ is true, then ⇓ ϕ is false; and if ⇓ ϕ is true, then ⇑ ϕ
is false. But that does not hold in the opposite direction: if ⇑ ϕ is false, it does not follow that
⇓ ϕ is true, and viceversa. This is how it should be, since ⇑ and ⇓ are not duals. This will be
clearer in Chapter 4 when we map ⇑ onto good and ⇓ onto bad, as good and bad are not duals:
all that is not good isn’t bad, and all that is not bad isn’t good. As we will see shortly though,
⇑ and ⇓ are further related via the binary operators of LV .

17Remember that letting V assign sets of possible worlds (rather than sets of w,h,P(W ) triplets) to sentential
constants while reserving the more “complex” denotations for evaluative sentences gets us into trouble: if we did
that, we would not be assigning uniform semantic values to all formulae. In turn, this would make it problematic
to account for Boolean combinations of descriptive and non-descriptive sentences. See §3.3.2.

71



Secondly, recall that we uniformly assign to any sentence of LV a set of world-hyperplan-
P(W ) triplets. This means that we cannot simply say that an index i makes ‘⇑ ϕ’ true if [[ϕ]]
is one of the chosen alternatives at hi... because [[ϕ]] is not (only) a set of worlds—it is a
set of world-hyperplan-P(W ) triplets. In order to make a sentence like ϕ the argument of an
operator like ⇑, we need to abstract away from its hyperplan and alternative components and
retain its “wordly” component, the set of worlds in the denotation of ϕ. To do that, we take
{w′

∶ [[ϕ]]⟨w′,hi,P(W )⟩ = 1}, that is, the “worldly” component of ϕ, and we say that that set of
worlds is among the chosen alternatives. So for instance, if ϕ is the sentence Mora runs, then
[[Mora runs]] is the set of world w, hyperplan h and P(W ) triplets such that Mora runs at w.
Now if Mora runs is embedded under ⇑, we get the formula ‘⇑ Mora runs’. But, according to
our semantics, the semantic argument of ⇑ is not a set of world-hyperplan-P(W ) triplets, but
only the worldly component of that set—the worlds at which Mora runs. And then, ‘⇑ Mora
runs’ is true at an index of evaluation i just in case the set formed by those worlds belongs in
the set of preferred alternatives of the hyperplan of i relative to the set of alternatives P(W ).

Finally, note that, in the truth conditions for ⇑ and ⇓, the hyperplan of the index is invariably fed
the set of all sets of worlds, P(W ), which is also a constant parameter in the index of evaluation.
In practice, this means that the hyperplan of the index does not behave like a function—because
it receives a constant argument. This is a formal oddity, but it is an idealization that for now will
make our lives simpler. When we move from LV to natural language evaluatives, we will see
how hyperplans can and do take as arguments varying sets of alternatives that are also supplied
by the index of evaluation (analogously to the way in which, in Yalcin’s proposal, hyperplans
were fed epistemic states).

Equatives & comparatives: ≥,>

The binary operators are defined with the aid of the semantics of either ⇑ or ⇓. Let’s start with
≥:

(3.25) [[ϕ ≥ ψ]]⟨wi,hi,P(W )⟩ = 1 iff ∀X ⊆ P(W ) such that {w′
∶ [[ϕ]]⟨w′,hi,P(W )⟩ = 1} ∈X &

{w′
∶ [[ψ]]⟨w′,hi,P(W )⟩ = 1} ∈X, if [[⇑ ψ]]⟨wi,hi,X⟩ = 1, then [[⇑ ϕ]]⟨wi,hi,X⟩ = 1.

In words, a proposition ϕ is at least as valuable as a proposition ψ just in case, relative to an
index i, every subset of alternatives containing ϕ and ψ among which hi chooses ψ is one
among which ϕ is also chosen. In other words, there is no set of alternatives containing ϕ and
ψ relative to which hi chooses ψ but not ϕ.

Alternatively, we can define ≥ with ⇓:

(3.26) [[ϕ ≥ ψ]]⟨wi,hi,P(W )⟩ = 1 iff ∀X ⊆ P(W ) such that {w′
∶ [[ϕ]]⟨w′,hi,P(W )⟩ = 1} ∈X &

{w′
∶ [[ψ]]⟨w′,hi,P(W )⟩ = 1} ∈X, if [[⇓ ϕ]]⟨wi,hi,X⟩ = 1, then [[⇓ ψ]]⟨wi,hi,X⟩ = 1.

In words, a proposition ϕ is at least as valuable as a proposition ψ just in case, relative to an
index i, every subset of alternatives containing ϕ and ψ among which hi disprefers ϕ is one
among which ψ is also dis-preferred. In other words, there is no set of alternatives containing
ϕ and ψ relative to which hi dis-prefers ϕ but not ψ.

From this we can easily define the comparative connective >:
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(3.27) [[ϕ > ψ]]⟨wi,hi,P(W )⟩ = 1 iff [[ϕ ≥ ψ]]⟨wi,hi,P(W )⟩ = 1 and [[ψ ≥ ϕ]]⟨wi,hi,P(W )⟩ = 0

In words: relative to an index i, a proposition ϕ is more valuable than a proposition ψ just in
case ϕ is at least as valuable as ψ but not the other way around. Again, this can be defined with
⇑ or ⇓. That is, one cannot find a set of alternatives (a subset of P(W ) containing ϕ and ψ) at
which ψ [ϕ] but not ϕ [ψ] is chosen [dis-preferred], although one can find a set of alternatives
at which ϕ [ψ] but not ψ [ϕ] is chosen [dis-preferred]. In other words, the hyperplan of the
index is such that there is at least one subset of P(W ) containing ϕ and ψ at which ϕ [ψ] is
chosen [dis-preferred] over ψ [ϕ]:

(3.28) [[ϕ > ψ]]⟨wi,hi,P(W )⟩ = 1 iff ∃X ⊆ P(W ) such that {w′
∶ [[ϕ]]⟨w′,hi,P(W )⟩ = 1} ∈X &

{w′
∶ [[ψ]]⟨w′,hi,P(W )⟩ = 1} ∈X , and [[⇑ ϕ]]⟨wi,hi,X⟩ = 1 and [[⇑ ψ]]⟨wi,hi,X⟩ = 0.

(3.29) [[ϕ > ψ]]⟨wi,hi,P(W )⟩ = 1 iff ∃X ⊆ P(W ) such that {w′
∶ [[ϕ]]⟨w′,hi,P(W )⟩ = 1} ∈X &

{w′
∶ [[ψ]]⟨w′,hi,P(W )⟩ = 1} ∈X , and [[⇓ ψ]]⟨wi,hi,X⟩ = 1 and [[⇓ ϕ]]⟨wi,hi,X⟩ = 0.

Defining the binary operators (≥, >) of LV using either ⇑ or ⇓ has the consequence that a relation
is established between ⇑ and ⇓. Simply put, that relation is that the orderings induced by
recursive applications of either ⇑ or ⇓ mirror each other. If we use ⇑ to order two propositions,
say ϕ and ψ, it follows that an ordering has been established involving ⇓ (and viceversa).18 This
can be seen more clearly if we suppose that, where ⇑ is mapped onto good and ⇓ is mapped
onto bad, > is mapped onto better if read left to right and worse if read right to left. We will
discuss this further in the next chapter.

By purposefully holding fixed the hyperplan’s argument in the semantic entry for the unary
operators, we can see the difference between the unary and the binary operators of LV : at an
index of evaluation i, the unary operators ⇑ and ⇓ impose certain conditions on the hyperplan
of i relative to a fixed set of alternatives, namely P(W ). By contrast, relative to the same index
of evaluation, when evaluating formulae containing the binary operators, the hyperplan of i is
not fed P(W ). Rather, the hyperplan is fed subsets of P(W ); and the various binary relations
are defined by quantifying over those subsets.

The equal-value connective ≈ & defining a degree system

The equative connective ≥ also lets us define an equal-value relation ≈ as one would expect:

(3.30) [[ϕ ≈ ψ]]⟨wi,hi,P(W )⟩ = 1 iff [[ϕ ≥ ψ]]⟨wi,hi,P(W )⟩ = 1 and [[ψ ≥ ϕ]]⟨wi,hi,P(W )⟩ = 1

Additionally, using ≈ we can define a degree system by identifying a proposition ϕ’s degree of
value, written µV (ϕ), with the set of propositions that stand in the ≈ relation to ϕ relative to an
index i.

(3.31) [[µV (ϕ)]]⟨wi,hi,P(W )⟩ = {ψ ∶ [[ϕ ≈ ψ]]⟨wi,hi,P(W )⟩}

Note, however, that µV is not part of the vocabulary of LV . The sole purpose of defining µV
is to show that we can conceive of degrees as equivalence classes of propositions (Cresswell
1976; Klein 1980, a.o.), and use the formal apparatus of degree semantics (that is, measure

18(Informal) proof: if ⇑ ϕ and ∼⇑ ψ, then ϕ > ψ. By the inter-definability of > via ⇑ or ⇓, it follows that there is
a subset X of alternatives of P(W ) including ϕ and ψ such that ⇓ ψ and ∼⇓ ϕ relative to X .
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functions like µ) to represent the meaning of certain constructions. This will be convenient in
§4.6.

To proceed in this way is to use a Delineation approach to the semantics of the operators of
LV : we start by giving a non-scalar semantics for the unary operators ⇑ and ⇓, and we then
give a scalar semantics for the binary operators ≥, > and ≈ by quantifying over subsets of the
set of alternatives relative to which the unary operators are evaluated, namely P(W ). The
procedure is similar to the one we presented at the end of Chapter 2 for tall: the positive form
tall is assigned a non-scalar extension relative to a comparison class. Any individual in that
comparison class will fall in the extension, anti-extension or extension gap of tall. And in
order to define the comparative taller, we introduce quantification over comparison classes: an
individual x is taller than an individual y just in case there exists a comparison class relative to
which x is tall but y is not (introducing quantification over comparison classes, in turn, makes
comparatives appropriately insensitive to the comparison class supplied by context).

Iterated LV operators?

Before moving on, let us observe that it is not straightforward to say what, if anything, the
meaning of formulae containing iterated instances of the operators of LV should be. What is
the meaning of ‘⇑⇑ ϕ’, ‘⇓∼⇑ ϕ’ or ‘⇑ ϕ > ψ’?

At the outset, let me point out that it is not clear how to interpret the corresponding English
sentences. Assume, as we will, that ⇑ represents the positive form of an evaluative adjective,
e.g. good, and that > represents the comparative, e.g. better. Then, a formula like ‘⇑⇑ ϕ’
would be equivalent to the English sentence it is good that it is good that ϕ. And a formula
like ‘⇑ ϕ > ψ’ would be equivalent to It is good that it is better that ϕ than that ψ. These are
sentences whose meaning is intuitively difficult to spell out.

Regardless, it is important to say what our semantics predicts the corresponding formulae to de-
note. In general, the meaning of any evaluative formula that is under the scope of an evaluative
operator is equivalent to the “total” proposition, i.e. W , for the following reason: evaluative
operators impose a condition on, and only on, the worldly component of the formulae that
they take as arguments. But the worldly component of any evaluative formula is the set of all
worlds. Therefore, any evaluative operator that takes an evaluative formula as its argument will
only “see” the worldly component of that formula, namely the set of all possible worlds W .
Consider this example:

(3.32) [[⇑⇑ ϕ]]⟨wi,hi,P(W )⟩ = 1 iff {w′
∶ [[⇑ ϕ]]⟨w′,hi,P(W )⟩ = 1} ∈ hi(P(W ))

Since ‘⇑ ϕ’ imposes no condition on the world parameter, the set of worlds at which ⇑ ϕ is true
is the set of all worlds. Thus,

(3.33) [[⇑⇑ ϕ]]⟨wi,hi,P(W )⟩ = 1 iff W ∈ hi(P(W ))

Admittedly, this is a little strange: ‘⇑⇑ ϕ’ is true just in case W is among the chosen set of
alternatives relative to the hyperplan of the index. However, the set of all worlds makes no
proposition false, and therefore, it does not seem like a valid choice for a hyperplan.
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Furthermore, consider Boolean combinations including evaluative formulae under the scope of
other evaluative operators, such as ‘⇑∼⇓ ϕ’. If our semantics predicts that evaluative formulae
in the scope of evaluative operators contribute the total proposition, and since the embedded
formula is negated, the meaning of ‘∼⇓ ϕ’ under ⇑ turns out to be the empty set.

(3.34) [[⇑∼⇓ ϕ]]⟨wi,hi,P(W )⟩ = 1 iff
{w′

∶ [[∼⇓ ϕ]]⟨w′,hi,P(W )⟩ = 1} ∈ hi(P(W )) = 1 iff
{w′

∶ [[⇓ ϕ]]⟨w′,hi,P(W )⟩ = 0} ∈ hi(P(W )) = 1 iff
∅ ∈ hi(P(W ))

And given that the empty set is included in every set whatsoever, it is included in the set of
preferred alternatives, thereby making ‘⇑∼⇓ ϕ’ trivially true at any index of evaluation.

There are solutions that one might try to apply to make these results less awkward. Syntac-
tically, one could ban evaluative operators from embedding evaluative formulae and Boolean
combinations thereof. Semantically, it might make sense to preclude the total proposition W
from being a possible value of h(P(W )), for any h. That would make evaluative formulae
embedded under evaluative operators uninterpretable. Either move could be welcome, in view
of the observation that the corresponding natural language sentence are hard to interpret. But
given that they are hard to interpret, it is not clear either that the predictions that we obtain from
our semantics are actually bad in the first place. We leave this issue for future consideration.

3.5 A toy fragment & structure

To see the operators of LV at work, let us map a fragment of LV to a small toy structure, using
Kanye’s example again. Our fragment has the following sentences:

• Atomic sentences:

– p = ‘Kanye gets 0 nominations’

– q = ‘Kanye gets 1 nomination’

– r = ‘Kanye gets 2 nominations’

• Non-atomic sentences: ⇑ ϕ ∣ ⇓ ϕ ∣ ϕ ≥ ψ ∣ ϕ > ψ ∣ ϕ ≈ ψ

And we map sentences onto the following structure:

• S is a structure composed of ⟨W,H⟩, where,

– W is a finite set {w0, ...,wn} of possible worlds

– U is a finite set of propositions

⎧
⎪⎪⎪⎪
⎨
⎪⎪⎪⎪
⎩

u0 = {w ∶ Kanye gets 0 nominations in w}

u1 = {w ∶ Kanye gets 1 nominations in w}

u2 = {w ∶ Kanye gets 2 nominations in w}

⎫
⎪⎪⎪⎪
⎬
⎪⎪⎪⎪
⎭

– H is a finite set {h0, h1, h2, h3, h4, h5} of hyperplans

Remember that hyperplans select their preferences and dis-preferences among sets of proposi-
tions. Hyperplans are total functions, which means that every hyperplan in H is such that, for
each subset of U , it tells you which ones are (dis-)preferable. Table 3.4 shows the “preferential”
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profile of each hyperplan in H , relative to each set of propositions whose cardinality is > 1 (we
leave out the empty set because hyperplans are not defined for it and we also leave out singleton
sets because for any hyperplan h and singleton set of propositions U , h(U) = U ):

{X ⊆ U ∶ ∣X ∣ > 1} h0 h1 h2 h3 h4 h5
U = {u0, u1, u2} {u1, u2} {u1} {u0, u1} {u0} {u0, u1, u2} {u2}

{u1, u2} {u2} {u1} {u1} {u2} {u2} {u2}

{u0, u1} {u1} {u1} {u0} {u1} {u0} {u0, u1}

{u0, u2} {u2} {u0, u2} {u0} {u0} {u0} {u0, u2}

Table 3.4: Preferences of hyperplans in H relative to subsets of U with cardinality > 1

Let M be a model ⟨S,V ⟩ for our fragment of LV such that:

• V (p) = u0 ×H × {U}

• V (q) = u1 ×H × {U}

• V (r) = u2 ×H × {U}

That is, the denotation of each sentential constant results from combining each element of a
certain subset of worlds—a worldly component—with each and every hyperplan inH and with
the set of U of propositions (note that what figures in the denotation of these sentences is U
itself, not the elements in U ). For example, the denotation of p is the set of w,h,U triplets
such that every world w is a world in which Kanye gets 0 nominations and h is every possible
hyperplan. This results in a world-sensitive but hyperplan-insensitive denotation for p.

Relative to model M , the following hold:

(3.35) [[⇑ q]]⟨w0,h0,U⟩ = 1
...because the set of worlds w′ such that [[q]]⟨w′,h0,U⟩ = 1, namely u1, is among the
preferred propositions for h0 at U .

(3.36) [[q ≥ r]]⟨w0,h0,U⟩ = 0
...because not every subset of U containing the worldly components of q and r (u1
and u2 respectively) is such that, if h0 chooses u2, u1 is also chosen: relative to the
set {u1, u2}, h0 chooses u2 but not u1. Conversely,

(3.37) [[r > q]]⟨w0,h0,U⟩ = 1
...because there is a subset of U containing u1 and u2, namely {u1, u2}, at which h0
prefers u2 but not u1.

(3.38) [[p ≈ r]]⟨w0,h2,U⟩ = 0
...because not every subset of U containing u0 and u2 at which h2 chooses u2 is one
where u0, is also chosen. To wit: {u0, u1, u2}. By contrast,

(3.39) [[p ≈ r]]⟨w0,h1,U⟩ = 1
...because every subset of U at which h1 prefers u0 is one at which h1 prefers u2, and
vice versa (there is only one such subset, {u0, u2}).

We will not bother the reader by giving the “dis-preferential” profile of all these hyperplans,
but to illustrate how ⇓ works, let the negative preference function

h

for h0 be as follows:

h

⟨h0,{u0, u1, u2}⟩ = {u0}h

⟨h0,{u1, u2}⟩ = {u1}
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h

⟨h0,{u0, u1}⟩ = {u0}h

⟨h0,{u0, u2}⟩ = {u0}

In virtue of this, the following holds:

(3.40) [[⇓ p]]⟨w0,h0,U⟩ = 1
...because u0 is among the dis-preferred propositions for h0 at U .

3.6 Order and consistency

In this section, we take up the issue of how a scalar system is built using the kind of seman-
tics that we have proposed for LV . The main problem that this type of Delineation-inspired
framework has is that it does not guarantee consistency across sets of alternatives—a hyper-
plan could, in principle, “switch” its choice, resulting in an inconsistent preference pattern. To
prevent this, we need to say something about how an ordering system is induced on a set of
alternatives by recursively applying a hyperplan to it.

3.6.1 Inducing order

Consider the set of alternatives U , where Kanye releases a new album and there are three possi-
ble developments: he receives 0, 1 or 2 nominations (assuming there are no other possibilities).

(3.41) U =

⎧
⎪⎪⎪⎪
⎨
⎪⎪⎪⎪
⎩

0 nominations
1 nominations
2 nominations

⎫
⎪⎪⎪⎪
⎬
⎪⎪⎪⎪
⎭

Let h be a hyperplan that, faced with this description, prefers the development where Kanye
receives two nominations. We can write this as follows:

(3.42) h(U) = {2 nominations}

Given that the development in which Kanye gets 2 nominations is preferred over each of the
other two, h induces a very simple order onto U . We can represent this as a set of ordered pairs:

(3.43) {

⟨2 nominations,1 nomination⟩
⟨2 nominations,0 nomination⟩

}

This represents the fact that hyperplan h prefers that Kanye receive 2 nominations to him receiv-
ing 1, and that h prefers him receiving 2 nominations to him receiving none (the first element
in each pair is the preferred one). But note that the outcomes in which Kanye receives 0 and 1
nominations are not ordered with respect to each other. This order is therefore partial.19

19More specifically, it is a STRICT PARTIAL ORDER. A relation R on a set X is a strict partial order iff R is:

1. Partial: there are elements x, y in X such that neither xRy nor yRx is the case;

2. Irreflexive: for every element x in X , it is not the case that xRx;

3. Antisymmetric: for every elements x, y in X , if xRy and yRx then x = y;

77



As we said, hyperplans may select more than one alternative. Let us consider what the situ-
ation would be like in that case. Suppose that another hyperplan h′ is such that both 1 and 2
nominations are selected at U . We can write that like this:

(3.44) h′(U) = {

2 nominations
1 nominations

}

This would then induce the following ordering on U ,

(3.45) {

⟨2 nominations,0 nomination⟩
⟨1 nominations,0 nomination⟩

}

where 2 and 1 nominations are preferred to 0 nominations, and 2 and 1 nominations are not
ordered with respect to each other.

Back to hyperplan h again. Let us now consider what h would prefer, if faced with a subset
of the original set of alternatives U . Consider the subset U ′ of U containing only the two
alternatives that were not originally ranked by h, namely 1 and 0 nominations,

(3.46) U ′
= {

0 nominations
1 nominations

}

and let h(U ′
) be the result of applying hyperplan h to U ′:

(3.47) h(U ′
) = {1 nomination}

This induces the following ordering onto U ′:

(3.48) {⟨1 nomination,0 nominations⟩}

We may wonder now what is the relation between the preferences of h at U and U ′, or more
generally, between sets of alternatives related by set inclusion. As far as we have established,
a hyperplan could reverse its preferences when applied to “bigger” or “smaller” sets of alter-
natives. For instance, we said that, relative to set of alternatives U , h selects the alternative in
which Kanye receives 2 nominations to both 1 and 0. Now consider a different set U ′′

(⊆ U),

(3.49) U ′′
= {

2 nominations
1 nominations

}

and suppose that h returns the following subset of U ′′:

(3.50) h(U ′′
) = {1 nomination}

4. Transitive: for every elements x, y, z in X , if xRy and yRz then xRz.

Elements x, y inX of which it holds that neither xRy nor yRx are INCOMPARABLE. This is different from saying
that they are symmetric with respect to R, which would imply (by the anti-symmetric property) that they are
identical.
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Nothing we have said so far prevents hyperplan h from selecting the alternative in which Kanye
receives 1 nomination relative to U ′′, while at the same time selecting the outcome in which
Kanye receives 2 nominations relative to U . That, however, would be undesirable. Why? There
is a short and a long answer to that question. We finish this section with the short answer, and
we tackle the longer answer in §3.6.2.

The short answer is that we want hyperplans to represent the meaning of evaluative sentences,
and if we do not ensure that our hyperplan semantics rules out orderings such as these, down
the line we would be allowing models that can represent the meaning of inconsistent sets of
natural language sentences (that is, sets of sentences all of whose members cannot be true). For
example, we would end up allowing possible indices of evaluation relative to which all three of
the following sentences are true: p is good, q is bad, q is better than p.

To rule out such models, we need to recur to the same principles of consistency that guide the
successive application of the predicate tall in the Delineation approach framework, for the same
reason: just as recursively applying the predicate tall to comparison classes and their subsets
does not by itself guarantee that the resulting extension of tall represents a consistent ordering
of individuals, recursively applying a hyperplan to sets and subsets of alternatives does not
guarantee that a consistent ordering of those alternatives will be obtained. That is, essentially,
the answer we gave in §2.6 for why we need an axiom of No Reversal.

From a semantic standpoint, the short answer is enough. The long answer is nonetheless inter-
esting and philosophically relevant, given that we are avowing a form of non-factualism about
value. Simply put, a non-factualist cannot (simply) say that the reason why a certain set of
evaluative sentences is inconsistent is because it misrepresents reality, or because it represents
an impossible state of affairs, or something similar. But the reason why the short answer is
sufficient from a semantic standpoint is that it is not at all clear that it is the semanticist’s job
to say why any set of sentences is inconsistent, nor that the non-factualist is in a worse position
to answer that question than the descriptivist is. Semanticists can simply enforce certain prop-
erties on the models that they use so that those models accurately represent the meaning of the
expressions that they wish to apply them to.

3.6.2 Preserving consistency

In order to tackle the longer answer to the question of why we want to rule out inconsistent
hyperplans, let us recap our argument so far. The goal of this chapter has been (and part of the
next will be) to argue that the operators introduced by LV represent basic semantic properties
of positive and negative evaluative adjectives when they appear in positive, comparative and
equative form with full clauses as their arguments.

For example: ⇑ represents the positive form of an evaluative adjective of positive valence when
applied to a sentence (it is good that Kanye gets 0 nominations); ⇓ represents the positive form
of an evaluative adjective of negative valence when applied to a sentence (it is bad that Kanye
gets 1 nomination); > represents the comparative form of an evaluative adjective of positive or
negative valence when applied to a pair of propositions (it is better that Kanye gets 1 nomination
than that he gets 0), and so on.

The problem is that nothing in our semantics for LV blocks a sentence like (3.51),
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(3.51) it is good that Kanye gets 0 nominations, it is bad that Kanye gets 1 nomination and
it is better that Kanye gets 1 nomination than that he gets 0.

which in LV would correspond to the conjunction of the following three formulae:

(3.52) a. ⇑ p
b. ⇓ q
c. q > p

In the semantics we just gave, those formulae are consistent. This means that we can find an
index of evaluation that makes all of them true.

To see this, let us turn again to our previous toy fragment and structure (§3.5). This time
however, consider the preferences of hyperplan h3 in Table 3.4. In addition, let h3 dis-prefer
{u1, u2} relative to U . That is, let

h

⟨h3, U⟩ = {u1, u2}.

h3 makes each of the formulae in (3.52) true: h3 prefers outcome u0, making ⇑ p true; it dis-
prefers outcome u1, making ⇓ q true too; and finally there is a subset of U , namely {u0, u1},
relative to which h3 prefers u1 and not u0, thus making q > p true.

But if this is how LV works, then it cannot possibly represent a basic semantic property of
English evaluative adjectives, because as we have seen, those adjectives do not work like that:
if a proposition p has positive value, and another proposition q has negative value, then it cannot
be the case that q has more value than p.

To prevent that, we need to block either of those three formulae from being true at an index that
makes the other two true as well. Here is where the axiom of No Reversal comes in.

Axiom 4 (No Reversal) For any structure S = ⟨W,H⟩, any hyperplan h, any two propositions
u,u′ and any set of propositions U such that u ∈ h(U) and u′ ∉ h(U), there is no U ′

⊆ U such
that u′ ∈ h(U ′

) and u ∉ h(U ′
).

The first axiom blocks any hyperplan from behaving like h3 and a fortiori prevents any index
from making (3.52a)-(3.52c) true: for any propositions u,u′, if any hyperplan prefers u but
fails to prefer u′, then by No Reversal we won’t find a smaller set of propositions such that that
hyperplan’s preferences are reversed.20

20 As we saw in §2.6, two other axioms are often invoked in Delineation semantics approaches (Benthem
1982; Burnett 2017; Klein 1980), although strictly speaking we do not need them to block (3.52a)-(3.52c). For
any structure S = ⟨W,H⟩, any hyperplan h, any two propositions u,u′ and any set of propositions U such that
u ∈ h(U) and u′ ∉ h(U),
Axiom 5 (Upward Difference) For all U ′ such that U ⊆ U ′, there are propositions v, v′ ∶ v ∈ h(U ′) and v′ ∉
h(U ′);
Axiom 6 (Downward Difference) For all U ′ such that U ′ ⊆ U and u,u′ ∈ U ′, there are some propositions
v, v′ ∶ v ∈ h(U ′) and v′ ∉ h(U ′).
Upward Difference guarantees that if a hyperplan selects a proposition and does not select another, the hyperplan
will select and not select some propositions at any bigger sets of alternatives. In other words, a choice relative to
a set of alternatives implies a choice at any bigger set of alternatives (not necessarily involving the same proposi-
tions). We illustrated this in Table 3.4 with h4: relative to {u0, u1}, for example, h4 prefers u0 and not u1. But
relative to the bigger U , all propositions are preferred, and therefore, h4 does not respect Upward Difference.

Downward Difference guarantees that any choice pattern will imply a similar choice pattern at any smaller set
of alternatives containing the two propositions that were respectively selected and not selected. Note however,
that the axiom requires that the choice pattern is preserved, but not that it involves the same propositions. h5 in
Table 3.4 illustrates a failure to respect Downward Difference: relative to U , u2 is preferred and u0, u1 are not;
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We can now come back to the longer answer to the question of why we need to prevent our
hyperplan semantics from allowing certain orderings. In other words, why we need NO RE-
VERSAL. The question is essentially the same as with the Delineation approach to dimensional
adjectives like tall: in both cases, recursively applying a non-scalar predicate across sets and
subsets of objects does not by itself guarantee that the resulting extension is a consistent order-
ing. But the longer answer to that question is prompted by a contrast between non-evaluative
adjectives like tall and evaluative adjectives like good.

For the non-factualist about good, a straightforward answer for why we need No Reversal
becomes unavailable. Simply put, failure to apply the adjective tall consistently to a set of
individuals results in a misrepresentation of reality—for example, two individuals might end
up being represented as taller than each other, and that cannot possibly be true. By contrast,
since we are non-factualists, we cannot say that failure to apply the adjective good consistently
to a set of alternatives—for example, if two propositions are represented as better than each
other—would result in a misrepresentation of reality... because we are not representing reality
when we use good! Given our hyperplan semantics, at most we can say that a failure for a
hyperplan to apply consistently across a set of alternatives would be a misrepresentation of the
hyperplan itself, which would represent an inconsistent plan of action.

This is a version of the problem of inconsistency for expressivists. In particular, it comes closest
to the version of the problem that Gibbard’s plan-expressivism faces (Baker and Woods 2015;
Charlow 2014, 2015; Schroeder 2008c; Silk 2015; Willer 2017). The question is: why must
hyperplans be consistent, in other words, what is wrong about a hyperplan with contradictory
preferences? If there were inconsistent hyperplans, they could figure in indices of evaluation
relative to which certain inconsistent set of evaluative formula would be true.

However, note that this is not a question that arises in our semantics. This is because we are giv-
ing a thoroughly disquotational treatment of Boolean connectives. By doing this, we account
for object-language (that is, LV ) inconsistencies in virtue of inconsistencies in the metalan-
guage. Consider what our semantics predicts the meaning of any formula and its negation to
be, that is, ϕ∧ ∼ ϕ (abstracting away from the set of alternatives P(W )):

(3.53) [[ϕ∧ ∼ ϕ]]⟨w,h⟩ = 1 iff
[[ϕ]]⟨w,h⟩ = 1 and [[∼ ϕ]]⟨w,h⟩ = 1 iff
[[ϕ]]⟨w,h⟩ = 1 and [[ϕ]]⟨w,h⟩ = 0

Our semantics predicts that there is no index of evaluation that can make this sentence true,
because no index of evaluation can both have and not have a property, namely the property of
being such that ϕ is true at it. This is the case regardless of whether the relevant formula is
descriptive or evaluative, that is, regardless of whether it imposes a condition on the worldly
or hyperplan component of the index. And this is so regardless, too, of whether we admit
inconsistent hyperplans in our semantic structure—after all, in virtue of our composition rules,
a contradictory set of formulae results in a contradiction in the metalanguage, and that is all we
need.21

but at the smaller set containing both u0 and u2, namely {u0, u2}, both are preferred, thereby blurring the choice
pattern at U .

21See Charlow 2015 for a thorough exploration of the perils of this type of disquotational account of semantic
properties vis-à-vis certain species of expressivism.
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3.7 Conclusion

This completes our exposition of the propositional language LV . In this chapter, we have
presented Gibbard’s notion of hyperplans as a way of accounting for the normative content of
judgments. We explored Yalcin’s compositional and intensional implementation of Gibbard’s
approach, and we found some problems with it. To overcome those problems, we proposed
to think of hyperplans as functions from sets of alternatives to subsets thereof representing the
preferred, or chosen alternatives within those sets. We then saw how this hyperplan framework
can be offered as a semantics for a simple propositional language enriched with evaluative
operators representing evaluative properties and relations over propositions. In the next chapter,
we will use this semantics as a template from which to start looking at the behavior of evaluative
adjectives in natural language.
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Chapter 4

From LV to natural language

Summary
This chapter aims to apply the scalar hyperplan framework presented in Chapter 3 to evaluative

adjectives across the board. The chapter is divided in three parts. The first explores how to map the
propositional language explored in chapter 3 onto all-purpose evaluatives like good, bad, and better,

when these take propositional complements. The second part is devoted to both applying this semantics
to uses of those adjectives with other types of arguments. The last part of the chapter is dedicated to

exploring further semantic properties of evaluative adjectives, such as the relative-absolute distinction
and the internal properties of their scales.

4.1 Introduction

The formulae that result from applying the operators introduced by LV , namely ⇑, ⇓, ≥, >
and ≈, are intended to represent evaluative sentences of natural language. Two features of LV
introduce an initial constraint in this project: first, the evaluative operators of LV behave like
relative-standard adjectives. This is shown, for example, by the fact that ϕ > ψ does not entail
⇑ ϕ nor ⇓ ψ. Indeed, we have been assuming that evaluative adjectives are relative-standard,
and we have used that observation to argue for our hyperplan semantics (later in this chapter
we will find reasons to challenge this assumption, but for now let us set it aside). Secondly, the
arguments of the evaluative operators of LV are propositions. This means that the evaluative
formulae of LV most accurately represent evaluative adjectives’ lives as sentential operators,
such as in the following examples:

(4.1) It is bad that you sent that e-mail.

(4.2) It would be good if you also took the trash out one of these days.

(4.3) What he did to her is so much crueler than what she did to him!

In all these cases, the arguments of those adjectives are propositions (or sets thereof). Our
claim in the first part of this chapter is that the evaluative formulae of LV represent an essential
semantic component of those sentences, so we will start by giving entries for thin evaluatives
(good, bad) taking propositions as arguments, based on the operators of LV .

However, evaluation in natural language takes many forms, and in the second part of this chap-
ter we will see that considering other kinds of evaluative sentences quickly complicates things.
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We will enrich our approach in three (interrelated) directions: the first is to consider how to
apply the hyperplan semantics to objects of evaluation other than propositions, chiefly action
types and individuals. The following are examples of evaluatives applied to action types:1

(4.4) Volunteering is good.

(4.5) Stealing is bad.

This extension of our proposal is unproblematic. It simply requires treating the grammatical
subject of those sentences as containing a silent PRO pronoun, which we can fill out in various
ways. A sentence like (4.4) will turn out to be equivalent to a sentence like it is good that PRO
volunteers, where PRO might be interpreted in various ways.

Applying the hyperplan semantics to individuals, on the other hand, requires further tweaks. In
a nutshell, we will say that a sentence where an evaluative adjective is applied to an individual
does two things: (i) it predicates certain non-evaluative and potentially very underspecified
properties of that individual, and (ii) it avows a preference for those properties—importantly,
not for the individual nor for the proposition that the individual has those properties—over
certain alternatives.

(4.6) This car is good.

(4.7) The mushrooms are even worse than the spinach.

In other words, the evaluation of an individual will be factored out into a regular, descriptive
statement about the properties of that individual, together with an evaluation of those proper-
ties, which essentially follows the model for the evaluation of action types. An utterance of
(4.6) attributes certain underspecified descriptive properties to a car and expresses, or avows, a
preference for those properties over certain alternative properties.

The second direction in which we will enrich our proposal is applying it to evaluatives of other
flavors, in particular aesthetic adjectives and predicates of personal taste (PPTs), such as the
following:

(4.8) This car is beautiful.

(4.9) This soup is disgusting.

Aesthetic adjectives and PPTs are for the most part predicated of individuals or action types
(rather than full propositions), so our proposal will essentially follow the model of evaluatives
applied to individuals or action types. The fact that these predicates introduce particular flavors
of evaluation will be cashed out by introducing restrictions on the type of non-evaluative prop-
erties that these adjectives attribute to their objects: whereas a sentence like (4.6) predicates
certain non-evaluative and underspecified properties of a car, (4.8) does basically the same
thing, but in addition it introduces certain restrictions on the type of non-evaluative properties
that are predicated of the car—in the case of aesthetic adjectives and PPTs for example, those
properties have to be perceivable. In other words, evaluatives of particular flavors reduce or
constraint the underspecificity in the descriptive component of these adjectives.

1By action types, we mean things like stealing, loitering or volunteering. Evaluation of action-tokens, by
contrast, fall under the propositional model (i.e., (4.3)).
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Finally, the third way in which we are going to expand our account are thick evaluative ad-
jectives. Thick adjectives, as we saw in the introductory chapter, are those that carry in their
meaning a descriptive and a evaluative component that are often taken to be separable from
each other. These are some examples:

(4.10) Marielle Franco was very brave.

(4.11) Nathalie is extremely generous with her time.

(4.12) Hiding your office mate’s keys is cruel.

Being generous, for example, has the descriptive meaning of giving beyond what is due. But
in addition to this, calling a person generous involves a positive evaluation, which for generous
can be paraphrased as being good in virtue of giving beyond what is due.

To extend our account to thick terms, all we need to do is plug our story about thin evaluation
into the evaluative component of these terms. So when we call someone generous, we are both
saying that she gives beyond what is due, and in addition to this, we would be expressing a pref-
erence for the type of action that makes her generous (namely, giving beyond what is due). In
our view, the difference between thin and thick evaluatives (including thin adjectives of specific
flavors of evaluation) is not that the former have one less component of meaning than the latter.
At least when evaluative adjectives are applied to individuals (as they are most of the time) thin
and thick adjectives both involve a descriptive and an evaluative component. The difference
between them, then, lies in the fact that thin evaluatives admit a much higher underspecificity
in their descriptive component. Whereas a good person can have any combination of properties
whatsoever, a generous person is invariably someone who gives beyond what is due. And in
addition, in both cases the speaker is also expressing a preference for those sets of properties
over certain alternatives.

Crucially, what we say here makes only one assumption about the debate on thick adjectives,
namely that the descriptive and evaluative component of these terms can be distinguished. But
it remains neutral with respect to the status of the evaluative component—in our case the hyper-
plan component, that is, whether it is an entailment, a presupposition or an implicature (or yet
another thing altogether; see Cepollaro and Stojanovic 2016; Väyrynen 2013 for discussion).

Finally, in the third part of this chapter we will explore further scalar properties of evaluatives,
some of which appear to be shared among them and some of which not so clearly. In particular,
we will consider their behavior with respect to different types of adjectival modifiers, such as
measure phrases (# $200 generous), ratio (twice as beautiful) or so-called endpoint modifiers
(slightly / perfectly cruel), which offer hints about the nature of their scales and the relation
to their thresholds for the positive form (whether they are absolute- or relative-standard ad-
jectives). Furthermore, we will consider the behavior of these adjectives with respect to PPs
denoting comparison classes, and we will tackle the question of their scale structure. The most
common types of scale used in measurement theory are ORDINAL, RATIO and INTERVAL scales,
and we will consider arguments and data points in favor of assimilating evaluative adjectives to
each scale type. We will conclude that there are reasons both in favor of adopting an interval
and a ratio scale for evaluative adjectives, and we will remain undecided.

This chapter is structured as follows: In §4.2, we will consider how to extend LV to natural
language. We will first discuss how to move from LV , where the alternatives relative to which
the unary evaluative operators are defined were held fixed, to natural language, where the rel-
evant alternatives change with context (§4.2.1, §4.2.2). Then, we will give truth conditions to
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sentences containing thin evaluative adjectives taking clausal arguments (§4.2.3). In section
§4.3 we will look into various possible extensions of our proposal. In §4.3.1 we will see how to
account for thin evaluative adjectives when they take objects of evaluation other than proposi-
tions, in particular action-types and individuals. We will then see how to extend our proposal to
thin evaluative adjectives of specific flavors of evaluation (§4.3.2); and then to thick evaluatives
(§4.3.3). We will then discuss our proposed solution to the Frege-Geach problem in both its
“supra-” and “sub-sentential” version, which we introduced in Chapter 2 (§4.4). After that, in
the last two sections of the chapter we will look at further scalar properties of evaluative adjec-
tives, in particular the relative-absolute distinction §4.5 and the question of their scale structure
(§4.6). §4.7 recaps and concludes.

4.2 Thin evaluatives as sentential operators

Recall that the purpose of introducing LV was to capture a basic semantic component of eval-
uative adjectives when they take full clauses as their arguments. We can put this idea to test by
considering actual evaluative adjectives of English taking sentential clauses as arguments. Af-
ter that, we will be in a position to offer a solution to the “sub-sentential” Frege-Geach problem,
namely the problem of why is it the case that only the positive form of evaluative adjectives
express outright practical attitudes, even though the comparative form of those adjectives is
compositionally derived from the positive form. Solving that problem closes a long-winded
argument that started in Chapter 2.

The sentences of English that the evaluative formulae of LV most closely resemble are adjec-
tives like good, bad, better & worse, when applied to full sentences (another obvious candidate
would be an adjective like valuable, or the predicate to have value). These adjectives are often
called THIN evaluative terms in the metaethics literature (Väyrynen 2013), in virtue of the fact
that they seem to do nothing except attribute value. If to call something good or bad is nothing
but to attribute value to it, and if one is a non-factualist about value, then one may aim to give
a non-factualist semantics to those adjectives. This is what we will do here: we assign lexical
entries to good, bad, better & worse such that they behave just like some of the operators of
LV .2

The chief difference between the semantics of natural language evaluatives and the semantics
of LV is that the sets of propositions that feed a hyperplan’s argument can vary across indices
of evaluation. When we gave the semantics for LV , we let hyperplans range over the set of
all propositions (sets of worlds). In natural language, this is not the case—hyperplans take as
argument contextually dependent sets of alternatives. To see this, remember Kanye’s predica-
ment.

Following Kanye’s thinking, we are only considering as alternatives getting nominated for
Song or Album of the Year. But we might as well ponder what would be more preferable, that
Kanye, Kendrick or Beyoncé got the nomination for one of those two categories, say, Song
of the Year. Thus, the particular set of alternatives among which preferences are selected and

2A signpost/reminder: this view is non-factualist because the type of semantic value that we assign to evalu-
ative sentences imposes a condition on a hyperplan parameter of a semantic structure (which represents plans or
commitments for action and/or behavior) and not the world parameter of that structure (which represents how the
world is).
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thereby ordered is also contextually sensitive, and it can change the truth value of a sentence
like (4.13):

(4.13) It is good if Kanye gets 1 nomination.

We might clearly prefer Kanye to get 1 nomination, relative to a choice between 0, 1 or 2
nominations (for the main categories). That would make (4.13) true relative to that set of
alternatives. But suppose that the alternatives were not {Kanye gets 0 nominations, Kanye gets
1 nomination, Kanye gets 2 nominations}, but rather, {Kanye gets 1 nomination, Beyoncé gets
1 nomination, Kendrick gets 1 nomination}. Relative to this other set of alternatives, we might
prefer Kendrick or Beyoncé getting 1 nomination and not Kanye. Then, (4.13) would come out
false.

There is, in addition, a second contextual aspect on which the truth-value of a sentence like
(4.13) depends: holding fixed a set of alternatives (say, Kanye getting 0, 1 or 2 nominations),
we could also change our mind about (4.13) if certain background assumptions were different.
Remember that we are in a “racist Grammys” scenario: the Grammys systematically award
African American artists only in “racialized” categories such as rap or R’n’B, thereby prevent-
ing them from winning in the main categories (Song and Album of the Year). But suppose that
things were different. Suppose that we were in a “color-blind Grammys” scenario. Then, given
the megalomaniac aspirations of Kanye (which we are identifying with, for the moment), get-
ting only 1 out of 2 nominations in the main categories would be awful. We might then judge
(4.13) to be false.

Importantly, neither of these two axes of contextual variability (set of alternatives and general
background conditions) need to be considered as variations of our values, which we represent
as a set of hyperplans. Rather, such variability goes into determining the set of alternatives that
are fed as the argument of hyperplans.

The semantic structure for LV ignored all that contextual variability, since the set of alternatives
was uniformly the set P(W ) of all propositions. In natural language however, sets of alterna-
tives are contextually modulated in the way that we have seen. As Kanye’s example suggests,
such contextual modulation works in two ways: on the one hand, the set of alternatives to some
proposition can be different at different contexts (e.g., Kanye getting 0, 1 or 2 nominations vs.
Kanye, Beyoncé or Kendrick getting 1 nomination). On the other hand, background informa-
tion about how the world is can also affect a hyperplan’s choice pattern relative to a fixed set of
alternatives (the “racist Grammys” vs. “color-blind Grammys” backdrop). More generally, we
can think of sets of alternatives a sets of propositions that represent possible choices, relative to
certain backdrop assumptions: there is a choice between Kanye getting 0, 1 or 2 nominations
(against a “racist Grammys” backdrop); and there is a choice between Kanye, Kendrick or Be-
yoncé getting 1 nomination (against a similar backdrop). Similarly, there is a choice between
those different set of alternatives against a “color-blind Grammys” backdrop.

There is an important point of contrast between these two axes of contextual variability, the
alternative-sensitivity and the “backdrop”-sensitivity: while it seems really difficult to tinker
with the latter, the set of alternatives can clearly be affected by prosody and focus. In the
following subsection, we are going to consider how this works. But in what remains we will
abstract away from the second kind of contextual sensitivity, the “backdrop” sensitivity. This
is because, even though backdrop assumptions do seem to play an important role in deter-
mining the truth-value of evaluative sentences, it is not completely clear how they do that. In
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addition, ignoring that second axis of contextual sensitivity will also keep our formalism rela-
tively manageable. In sum, in the next two subsections we are going to see how to incorporate
alternative-sensitivity into the picture.

4.2.1 Alternatives, focus and background information

As we said in Chapter 3, the notion of alternatives comes from the formal semantics literature
on a number of topics (focus, questions, free-choice, disjunction) and should not be confused
with the notion of relevant alternatives sometimes used in (meta)epistemology. The alternatives
of focus semantics are generated as alternatives to particular propositions, and are modulated
via contrastive focus, among other mechanisms (see note 16 on Chapter 3). Let us see here
how focus interacts with the alternatives mobilized by sentential good. This has been observed
by Lassiter (2017, 204 and ff), who relies on a well-known point from Dretske 1972 about the
interaction of focus and statements about reasons.

To start with, consider the following sentence:

(4.14) It’s good that Ceasar crossed the Rubicon.

As we discussed, it is natural to think that the proposition that Ceasar crosses the Rubicon can
be evaluated relative to two independent axes: a set of alternatives and a set of background
assumptions. Hence, this proposition can figure in different sets of alternatives all of which can
build the same available background information; and conversely, it can figure in a single set
of alternatives defined against different background information.

Suppose, for simplicity, that the only relevant piece of information about the world is that ac-
cording to Roman law, for a Roman general to cross the Rubicon is tantamount to declaring
war on Rome. Against this backdrop, we can still consider the proposition that Ceasar crosses
the Rubicon as belonging to different sets of alternatives. For example, other sets of alterna-
tives could include people other than Ceasar crossing the Rubicon as well as Ceasar crossing
rivers other than the Rubicon. Crucially, those two sets of alternatives can both incorporate
the information that whoever crosses the Rubicon is declaring war. And obviously, that piece
of information affects how we wage a certain proposition against its alternatives: when we
consider that Ceasar crosses the Rubicon as opposed to other people crossing the Rubicon, we
might be waging the consequences of people of different statuses entering Italy (in particular,
if the person is not a general, doing that would not mean declaring war on Rome); and when
we consider that Ceasar crosses the Rubicon as opposed to Ceasar crossing other rivers, we
are waging the consequences of Ceasar doing something with legal consequences as opposed
something inane.

Conversely, we can think of how different background information can affect the status of dif-
ferent members of a single set of alternatives. Suppose that we are considering the possibility
of Ceasar crossing the Rubicon vs. him crossing the Metauro and the Po. But this time, sup-
pose that, according to Roman law, crossing the Metauro (not the Rubicon!) is tantamount
to declaring war. If that were the case, then the alternative with the gravest consequences in
that set would be Ceasar crossing the Metauro; while Ceasar crossing the Rubicon would be
inconsequential.

Now, note that the relevant alternative set—but not the background information—is affected by
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focus. The basic phenomenon is exemplified by the following contrast (CAPS indicate prosodic
stress):

(4.15) a. It’s good that CEASAR crossed the Rubicon.
b. It’s good that Ceasar crossed the RUBICON.

It seems clear that (4.15a) invokes an alternative set formed by substituting Ceasar for other
relevant individuals in the scope of it’s good that. What (4.15a) tells us is that Ceasar crossing
the Rubicon is among the preferable options in a set that contains, say, Sallust crossing the
Rubicon and Pompei crossing the Rubicon. By contrast, (4.15b) invokes an alternative set
formed by substituting the Rubicon for other relevant rivers (or landmarks, or what have you).
What (4.15b) says is that Ceasar crossing the Rubicon is preferable relative to an alternative
set containing, say, Ceasar crossing the Po and Ceasar crossing the Metauro. To see more
clearly, this consider the following: if you wanted to express a preference for Ceasar crossing
the Rubicon vs. other Roman generals, you would not use (4.15b); and if you wanted to express
a preference for Ceasar crossing the Rubicon vs. other rivers, (4.15a) would be out.

Importantly though, both (4.15a) and (4.15b) would be equally acceptable in contexts with dif-
ferent background information: whether crossing the Rubicon or the Metauro means war can
affect the truth value of (4.14), but it doesn’t affect the acceptability of (4.15a)/(4.15b). The
point of all of this is simply to insist that we need to keep separated the contribution of the rel-
evant alternative-set and the background information. Alternatives can be affected by prosody,
background information cannot. Perhaps more would need to be said about how alternatives
are defined, but in what follows we are going to assume that the set of alternatives for comput-
ing an evaluative adjective coincides with the set of alternatives relevant for computing a focus
alternative set, and can be affected in a similar way.

4.2.2 Semantics: introducing the alternative-generating function

The simplest way to incorporate alternative-sensitivity into our semantics is to make it part of
our semantic structure and indices of evaluation, so this is what we will do. Just as Yalcin (2012)
introduced an information or epistemic state parameter, whose value was fed to the hyperplan
of the index, and in the same way that Delineation semanticists introduce a comparison class
parameter in the index of evaluation relative to which dimensional adjectives are evaluated (see
§2.6; and e.g. Burnett 2017; Klein 1980, 1991, a.m.o.), we introduce into the semantic structure
a parameter representing possible alternatives that can figure as arguments of hyperplans.

Definition 15 (Alternatives) An alternative set is a function a from possible worlds to sets of
sets of possible worlds such that, for every world w and for every set of sets of worlds U ,
a(w) = U just in case every set of worlds in U is a potential outcome at w.

At each world in W , an alternative-generating function generates a set of possible alternatives,
and this set can serve as the argument of a hyperplan. To see how this function works, suppose
that, at some world w, it generates the following set:

⎧
⎪⎪⎪⎪
⎨
⎪⎪⎪⎪
⎩

Kanye gets 0 nominations
Kanye gets 1 nomination

Kanye gets 2 nominations

⎫
⎪⎪⎪⎪
⎬
⎪⎪⎪⎪
⎭

.
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Alternatively, a different function might generate, at w, the following set:

⎧
⎪⎪⎪⎪
⎨
⎪⎪⎪⎪
⎩

Kanye gets 1 nomination
Beyoncé gets 1 nomination
Kendrick gets 1 nomination

⎫
⎪⎪⎪⎪
⎬
⎪⎪⎪⎪
⎭

.

As we will see, when we evaluate sentences in which an evaluative adjective is applied to a
proposition, the index of evaluation will supply a particular alternative-generating function,
defined relative to the world of evaluation. This function will generate a set of alternatives.
So for a sentence such as it’s good that Kanye gets 1 nomination, the index of evaluation will
supply a set of alternatives. Then, the semantics of the evaluative operator it is good that will
ensure that the proposition in its scope (that Kanye gets 1 nomination) is among the possible
alternatives, and the sentence will be true at that index of evaluation just in case the hyperplan
of the index is such that it selects the proposition that Kanye gets 1 nomination as one of the
preferred alternatives in that set.

Thus, our semantic structure will be composed of a setW of possible worlds, a set of hyperplans
H and a set of alternative-generating functions A:

Definition 16 (Alternative-enriched semantic structure) S = ⟨W,H,A⟩

Expressions are evaluated relative to a model formed by structure S and the interpretation
function V :

Definition 17 (Model) M = ⟨S,V ⟩

And indices of evaluation define a value for the alternative-generating function parameter, in
addition to the world and hyperplan parameters:

Definition 18 (Alternative-enriched index) i = ⟨wi, hi, ai⟩

Declarative sentences are evaluated for truth at indices of evaluation. The valuation function V
assigns subsets of W ×H ×A as the semantic value of sentential constants.

Just as we saw in Yalcin’s proposal (§3.3.2), we want atomic declarative sentences of English
containing no evaluative vocabulary to be descriptive. This means that they should impose
a condition on the world but not on the hyperplan nor on the alternative-generating function
parameter of the index.

To do that, we let function V assign to the descriptive sentences sets of w,h, a triplets formed
by pairwise combining each of a subset of worlds with every possible hyperplan and every
possible alternative generating function. That way, sentential constants will come out world-
but not hyperplan- nor alternative-sensitive. Where ϕ is any descriptive and atomic (i.e. non-
Boolean) sentence of English,

(4.16) [[ϕ]]M⟨wi,hi,ai⟩ = 1 iff ⟨wi, hi, ai⟩ ∈ V (ϕ) (again, we skip superscript M from now on.)

Since ϕ is descriptive, the semantic value that V assigns to this sentence contains all hyperplans
and all alternative-generating functions, but not all worlds. Therefore, only those worlds can
fail to make ϕ true. In other words, the truth of this sentence is insensitive to the hyperplan and
alternative-generating function of the index; it is only sensitive to the world parameter.
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Let us take stock. What we have done so far—at least in terms of semantic machinery—is
not too different from Yalcin’s proposal for deontic ought, which is the first semantics that we
presented. Both Yalcin and I propose to introduce two things in the semantic structure relative
to which natural language sentences are interpreted: first, a hyperplan parameter; and second, a
parameter supplying the arguments of hyperplans. For Yalcin, hyperplans were functions from
epistemic states to subsets thereof. The hyperplan parameter was defined accordingly, and the
parameter supplying the hyperplans’ arguments was the usual sphere of epistemic accessibility.

On the other hand, I have defined hyperplans as functions from/to sets of sets of worlds (i.e.,
sets of classic propositions), and therefore, a sphere of epistemic accessibility is not the right
kind of object to supply a hyperplan’s argument. Thus, we have swapped that parameter for an
alternative-generating function, which gives us the right kind of object to serve as the argument
of hyperplans (as we define them) and it is not epistemic (which is not necessary for the kind
of normative expressions we are dealing with, i.e., evaluatives).

4.2.3 Good, bad, better & worse

We turn now to the semantics of evaluative sentences of natural language with thin evaluative
adjectives taking sentential clauses as their arguments.

It is good that

It is good that will have roughly the same semantics as the operator ⇑ of LV , except for the
fact that the hyperplan’s argument will be supplied by the alternative-generating function of the
index.

In addition, we need to ensure that the proposition under evaluation—or more exactly, its
“worldly” component, the set of worlds that make it true—is among the alternatives deter-
mined by the index. We can think of this as a kind of semantically hardwired “ought implies
can” principle; in order to evaluate anything, it has to be an option. We write it ‘ai[ϕ](wi)’;
which reads: the set of alternatives ai including (the worldly component of) ϕ that are deter-
mined at world wi.

Thus, it is good that is a sentential operator: its arguments are propositions, and when it receives
an argument, it returns a set of world-hyperplan-alternative set triplets. The truth-conditions of
a sentence like it is good that ϕ are as follows:

(4.17) [[it is good that ϕ]]⟨wi,hi,ai⟩ = 1 iff {w′
∶ [[ϕ]]⟨w′,hi,ai⟩ = 1} ∈ hi(ai[ϕ](wi))

A proposition ϕ is good, relative to an index of evaluation i determining a worldwi, a hyperplan
hi and a set of alternatives ai just in case the set of worlds that constitute the worldly component
of ϕ (or simply ϕ, for short) is among the set of alternatives ai (including ϕ) that are chosen
by hi. In other words: the index supplies a set of alternatives, which includes ϕ; and then
the hyperplan selects a subset of those alternatives. If and only if ϕ is among the selected
propositions, it is good that ϕ.

Turning to our previous example (1N stands for the sentence Kanye gets 1 nomination):
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(4.18) [[it is good that Kanye gets 1 nomination]]⟨wi,hi,ai⟩ = 1 iff
{w′

∶ [[1N]]⟨w′,hi,ai⟩ = 1} ∈ hi(ai[1N](wi))

In words: relative to an index ⟨wi, hi, ai⟩, the sentence it is good that Kanye gets 1 nomination
will be true just in case the worldly component of the sentence Kanye gets 1 nomination (the set
of worlds at which Kanye gets 1 nomination) is among the alternatives that are chosen by the
hyperplan hi relative to the set of alternatives ai (which includes Kanye getting 1 nomination).

Suppose that the alternatives at some index of evaluation are Kanye getting 0, 1 or 2 nomi-
nations. Then, this sentence will be true just in case the hyperplan of the index is such that,
when it takes as argument the set of propositions {Kanye gets 0 nominations, Kanye gets 1
nomination, Kanye gets 2 nominations}, it returns a subset of that set that at least contains the
proposition that Kanye gets 1 nomination.3

At least as good as, better than

Similarly to the operator > of LV , the meaning of the comparative operator it is better that
results from applying it is good that across subsets of the alternatives determined by the index.

But let us first look at the more basic it is at least as good that. This corresponds to the ≥

operator of LV , and so will have the following denotation:

(4.19) [[that ϕ is at least as good as that ψ]]⟨wi,hi,ai⟩ = 1 iff ∀a′ ⊆ ai,
if [[it is good that ψ]]⟨wi,hi,a′⟩ = 1, then [[it is good that ϕ]]⟨wi,hi,a′⟩ = 1

(4.19) says that, relative to an index of evaluation i, a proposition ϕ is at least as good as another
proposition ψ just in case every subset a′ of the set ai of alternatives determined by the index is
such that, if ψ is good relative to hi(a′), then ϕ is good too relative to hi(a′). In other words,
there is no subset of ai relative to which ψ comes out good but ϕ does not.

In turn, this means the following: for every subset a′ of ai, the following must hold: if ψ is
good is true relative to ⟨wi, hi, a′⟩, then ϕ is good is true relative to ⟨wi, hi, a′⟩. This requires
evaluating those sentences along the model of it is good that, which we have just seen. Each of
those sentences has the following truth-conditions:

3We are purposefully abstracting away from a number of features of evaluative adjectives in their use as sen-
tential operators. For example, sentence mood and whether the complement clause is an if - or that-clause alter
what we may call the “epistemic status” of the complement clause in a it is good that-sentence. Consider the
following generalization from Sode 2018, p. 407:

(i) It is good that the cat is fat ↝ the cat is fat

(ii) It is good if the cat is fat ↝ the cat might be fat

(iii) It would be good if the cat were fat ↝ the cat is not fat

See Sode 2018 for discussion of this feature of good and its obvious connection to the semantics of conditionals
and mood.

Another general feature of thin evaluatives like good and bad that we are bracketing for now is the fact that they
have beneficiary arguments:

(iv) It is good for you that the cat is fat.

The prepositional phrase for you in that sentence does not denote neither an experiencer (as similar PPs do when
they appear with predicates of personal taste Glanzberg 2007; Stephenson 2007b; Stojanovic 2007) nor an opinion
holder. We come back to beneficiary arguments in Chapter 5.
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(4.20) a. [[it is good that ψ]]⟨wi,hi,a′⟩ = 1 iff {w′
∶ [[ψ]]⟨w′,hi,a′⟩ = 1} ∈ hi(a′(wi))

b. [[it is good that ϕ]]⟨wi,hi,a′⟩ = 1 iff {w′
∶ [[ϕ]]⟨w′,hi,a′⟩ = 1} ∈ hi(a′(wi))

And each of them is true just in case the proposition in its scope is among the alternatives
selected by the hyperplan of the index, relative to the alternatives of the index. For (4.19) to be
false, one must be able to find a subset of alternatives that makes (4.20a) true but (4.20b) false.
That subset of alternatives must include both ψ and ϕ and it must be such that the hyperplan of
the index selects ψ but not ϕ.

Let us look at an example:

(4.21) That Kanye gets 2 nominations is at least as good as him getting 1 nomination.

This sentence has the following truth conditions (2N and 1N stand for Kanye gets 2 nominations
and Kanye gets 1 nomination, respectively):

(4.22) [[That 2N is at least as good as that 1N]]⟨wi,hi,ai⟩ = 1 iff ∀a′ ⊆ ai,
if [[it is good that 1N]]⟨wi,hi,a′⟩ = 1, then [[it is good that 2N]]⟨wi,hi,a′⟩ = 1

(4.21) is true at an index i just in case every subset a′ of the alternatives of the index is such that,
if the proposition that Kanye gets 1 nomination is selected by the hyperplan of i at a′ (where a′

contains the proposition that Kanye gets 1 nomination), then the proposition that Kanye gets 2
nominations is equally selected by the hyperplan of i at a′ (where a′ contains the proposition
that Kanye gets 2 nominations).

Suppose that the alternatives of the index ai are Kanye getting 0, 1 or 2 nominations (ai = {2N,
1N, 0N}). And suppose that the hyperplan of the index is as follows:

hi, ({2N,1N,0N}) = {2N,1N}

hi, ({2N,1N}) = {2N,1N}

hi, ({2N,0N}) = {2N}

hi, ({1N,0N}) = {1N}

Relative to this index, (4.21) comes out true, because there is no subset of ai that contains both
2N and 1N as alternatives and such that hi chooses 1N but not 2N .

Now suppose that we evaluate (4.21) relative to the same set of alternatives, but relative to a
different hyperplan h′:

h′, ({2N,1N,0N}) = {2N,1N}

h′, ({2N,1N}) = {1N}

h′, ({2N,0N}) = {2N}

h′, ({1N,0N}) = {1N}

Relative to this hyperplan, (4.21) comes out false, because there is a subset of ai at which h′

chooses 1N but not 2N , namely the set {2N,1N}.

As we saw in the semantics of LV , it is straightforward to define the comparative it is better
that from the equative it is at least as good as:

(4.23) [[it is better that ϕ than that ψ]]⟨wi,hi,ai⟩ = 1 iff
[[that ϕ is at least as good as that ψ]]⟨wi,hi,ai⟩ = 1 and
[[that ψ is at least as good as that ϕ]]⟨wi,hi,ai⟩ = 0.
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For (4.23) to be true, we need to be able to find a subset of the alternatives of the index including
both relata relative to which the hyperplan of the index selects ϕ but not ψ.

(4.23) [[it is better that ϕ than that ψ]]⟨wi,hi,ai⟩ = 1 iff ∃a′ ⊆ ai such that
[[it is good that ϕ]]⟨wi,hi,a′⟩ = 1 and [[it is good that ψ]]⟨wi,hi,a′⟩ = 0

Now consider the following sentence:

(4.24) It is better that Kanye gets 1 nominations than that he gets 2.

Relative to our previous set of alternatives ai and hyperplan hi, (4.24) comes out false because
every subset of ai containing 2N and 1N relative to which hi selects 1N is also a subset relative
to which hi selects 2N . In order to make (4.24) true, we would need to find one such subset
selecting 1N but not 2N . Hyperplan h′, on the other hand, is like that: relative to the set
{2N,1N}, h′ selects 1N but not 2N . Therefore, (4.24) is true relative to h′ (and ai).

Summing up, in this semantics, being good just means being chosen among the relevant set of
alternatives. And for something to be better than another thing is just for there to exist a set of
alternatives including both options relative to which the former option is chosen but the second
is not. Comparative “betterness” is derived from absolute “goodness”, following a Delineation
approach.

It is bad that, it is worse that

As the reader probably expects, we assign to it is bad that a denotation based on that of the
operator ⇓ of LV :

(4.25) [[it is bad that ϕ]]⟨wi,hi,ai⟩ = 1 iff {w′
∶ [[ϕ]]⟨w′,hi,ai⟩ = 1} ∈ h

⟨hi, ai[ϕ](wi)⟩

A proposition ϕ is bad relative to an index i that determines a hyperplan hi and a set of alter-
natives ai just in case ϕ is a proposition that hi dis-prefers at ai (where ai includes ϕ).

The meaning of the negative polarity comparative worse derives from the equative at least as
bad as, which in turn is derived from it is bad that (just as better was derived from at least as
good as, which was derived from it is good that). The equative would mean the following:

(4.26) [[that ϕ is at least as bad as that ψ]]⟨wi,hi,ai⟩ = 1 iff ∀a′ ⊆ ai,
if [[it is bad that ψ]]⟨wi,hi,a′⟩ = 1, then [[it is bad that ϕ]]⟨wi,hi,a′⟩ = 1

(4.26) says that, relative to an index of evaluation i, a proposition ϕ is at least as bad as another
proposition ψ just in case every subset a′ of the set ai of alternatives determined by the index
is such that, if ψ is bad relative to hi(a′), then ϕ is bad too relative to hi(a′). In other words,
there is no subset of ai relative to which ψ comes out bad but ϕ does not. The comparative
worse would be defined as follows:

(4.27) [[it is worse that ϕ than that ψ]]⟨wi,hi,ai⟩ = 1 iff
[[that ϕ is at least as bad as that ψ]]⟨wi,hi,ai⟩ = 1 and
[[that ψ is at least as bad as that ϕ]]⟨wi,hi,ai⟩ = 0
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For (4.27) to be true, we need to be able to find a subset of the alternatives of the index including
both relata and relative to which the hyperplan of the index dis-prefers ϕ but not ψ.

(4.27) [[it is worse that ϕ than that ψ]]⟨wi,hi,ai⟩ = 1 iff ∃a′ ⊆ ai s.t.
[[it is bad that ϕ]]⟨wi,hi,a′⟩ = 1 and [[it is bad that ψ]]⟨wi,hi,a′⟩ = 0

Before moving on, a complication for this proposal should be highlighted (Carla Umbach, p.
c.). Note that, as was pointed out in §2.5.1, positive form equatives invite an inference to the
positive form, while negative form equatives do not:

(2.59) The first movie was as good as the second.   Both movies were good

(2.60) The first movie was as bad as the second. ↝ Both movies were bad

Our semantics does not predict this, as the equative as bad as does not involve a reference to
the positive form bad relative to the alternatives defined at the index. A simple solution would
be to include that in the meaning of the equative, perhaps as a presupposition.

(4.28) [[that ϕ is at least as bad as that ψ]]⟨wi,hi,ai⟩ = 1 iff
[[it is bad that ϕ]]⟨wi,hi,ai⟩ = 1 and [[it is bad that ψ]]⟨wi,hi,ai⟩ = 1 and
∀a′ ⊆ ai, if [[it is bad that ψ]]⟨wi,hi,a′⟩ = 1, then [[it is bad that ϕ]]⟨wi,hi,a′⟩ = 1

But since the comparative worse is derived from the equative, this simple solution would have
the bad prediction that the comparative worse would also involve a reference to the positive
form.

Rett (2007, p. 217), albeit with different motivations, offers the following alternative path:
assume, first, that the equative means something stronger than at least as, namely exactly as.
Then, equatives formed with antonym adjectives have the same truth-conditions: ϕ is as good
as ψ is equivalent to ϕ is as bad as ψ. Secondly, assume that equatives are ambiguous between
a “positive-entailing” (c.f., (4.28)) and a “positive-neutral” interpretation (c.f., (4.26)). That is,
as good/bad as would each have the following interpretations:

(4.29) ϕ is as good as ψ
a. ϕ ≈ ψ

b. ϕ ≈ ψ and both are good

(4.30) ϕ is as bad as ψ
a. ϕ ≈ ψ

b. ϕ ≈ ψ and both are bad

Third, negative antonyms are in general marked with respect to their positive counterparts. For
adjectives like tall and short, this is shown by e.g., the fact that only the positive antonym takes
measure phrases (she is 1.63m tall {# short}). Thus, assume that bad is equally marked with
respect to good. Finally, assume a principled dis-preference to marked forms when these are
truth-conditionally equivalent. The result of all this is that the “positive-neutral” interpretation
of bad is ruled out, and only the “positive-entailing” interpretation remains:

(4.29) ϕ is as good as ψ
a. ϕ ≈ ψ

b. ϕ ≈ ψ and both are good

(4.30) ϕ is as bad as ψ
a. ϕ ≈ ψ

b. ϕ ≈ ψ and both are bad

On the other hand, this view predicts that positive form equatives are ambiguous between a
“positive-neutral” and “positive-entailing” interpretations. We remain unsure as to whether
this is the right prediction, but we will leave this issue for future work.
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Relation between good, better, worse and bad

In Chapter 3, we assumed that the binary relations ≥ and > were inter-definable using ⇑ and ⇓.
Now, by contrast, we have two linguistic items, better and worse, each of which respectively
defined using the simple predicates good and bad. What is, then, the relation between them?
As we said, good and bad should not be duals: all that is not good isn’t bad, and all that is
not bad isn’t good. We want to allow for certain things to be neither good nor bad. On the
other hand, what we do want is that better and worse mirror each other. The semantics does
not establish this, so we need to establish by brute force:

Axiom 7 (Better ≈ worse) for any descriptive and atomic (i.e. non-Boolean) sentences of En-
glish ϕ and ψ and any index of evaluation i, ϕ is better than ψ is true i if and only if ψ is worse
than ϕ is true at i.

Defining pairs of antonyms in this way has been observed to incur into problems (Kennedy
1999, 2013a), in particular when dealing with cross-polar anomalies, but we will ignore that
issue for the time being.

The non-intersective character of the extensions of positive and negative hyperplans (let’s call
it non-intersectionality; see the definition of negative hyperplans in §3.3.3), the axiom of No
Reversal defined in Chapter 3 and and the axiom Better ≈ worse defined here result in a number
of welcome predictions in this semantics, which we present informally here.

First, a basic antonymity pattern holds between good and bad. In virtue of non-
intersectionality, if it is good that ϕ is true, then it is bad that ϕ is false. And conversely,
if it is bad that ϕ is true, then it is good that ϕ is false.

Secondly, note however that the previous entailment does not hold in the opposite direction: if
it is good that ϕ is false, it does not follow that it is bad that ϕ is true. And conversely, if it is
bad that ϕ is false, it does not follow that it is good that ϕ is true. This means two things: first,
good and bad are not duals: all that is not good isn’t bad, and all that is not bad isn’t good. And
second, some things are neither good nor bad. Both of these are welcome.4

Thirdly, ϕ is better than ψ is compatible with any application of good to any of ϕ and ψ, except
it is good that ψ and it is not good that ϕ. This holds in virtue of No Reversal. Similarly, ψ is
worse than ϕ is compatible with any application of bad to any of ϕ and ψ except it is bad that
ϕ and it is not bad that ψ, also in virtue of No Reversal. But now we can go further. In virtue
of Better ≈ worse, these consequences of better / worse are interchangeable: ϕ is better than
ψ rules out the conjunction of it is bad that ϕ and it is not bad that ψ; and ψ is worse than ϕ
rules out the conjunction of it is good that ψ and it is not good that ϕ. And finally, in virtue of
non-intersectionality, the conjunction of it is bad that ϕ and it is good that ψ is ruled out too.
In sum, if ϕ is better than ψ, then it cannot be the case that ψ is good and ϕ is bad.

This concludes our initial application of the language of LV to evaluative adjectives of natural

4Perhaps we would like as well to predict intra-adjectival gaps, that is, some things being neither good nor not
good, and neither bad nor not bad. Since hyperplans are maximally decided, they will be defined for each and
every possible alternative. To circumvent this, a procedure of supervaluation over hyperplans could be introduced
such that ϕ is good relative to a set of hyperplans iff it is good relative to all hyperplans in the set, and so on.
This might be independently desirable: recall that hyperplans are maximally decided planning states, but real
world planners are hardly (if ever) maximally decided. Quantifiying over hyperplans would be the obvious way
of formalizing undecidedness.
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language. Remember that we have focused on a relatively small fragment of English, namely
the two simplest evaluative adjectives, good and bad, in positive and comparative form and tak-
ing sentences as arguments. It is time to expand this story, and we’ll do that in three directions:
first, we’ll look at arguments other than sentences, namely action types and individuals. Then,
we will see how to incorporate increasing degrees of “thickness” into the picture, that is, of
descriptive elements.

4.3 Beyond evaluative operators

The sole bearers of value in LV are propositions, but very often we evaluate things other than
propositions, such as action-types or properties (murdering is morally bad; having a visa is
more important than having an address), people (John is cruel) or objects (this knife is crap).
Moreover, good and bad are thin adjectives, but a large portion of our evaluative judgments are
expressed using thin adjectives of particular flavors of evaluation (such as moral, aesthetic or
personal taste adjectives) as well as so-called thick adjectives (cruel, generous, nasty).

Table 4.1 shows the different varieties of evaluation that we will explore in sections §4.3.1 to
§4.3.3 of this chapter, resulting from the interaction of thin to thick forms of evaluation (left to
right) and different objects of evaluation (top to bottom). It requires some guidance to navigate
this table; this is found in the following paragraphs.

Thin evaluation Specific flavors of evaluation Thick evaluation

Propositions
ϕ is good ϕ is beautiful ϕ is generous

– ⇑ ϕ – ϕ is [...]* – ϕ is P
– ⇑[...]* – ⇑ P

Action types / properties
F -ing is good F -ing is beautiful F -ing is generous

– ⇑ F -ing – F -ing is [...]* – F -ing is P
– ⇑[...]* – ⇑ P

Individuals
x is good x is beautiful x is generous

– x is [...] – x is [...]* – x is P
– ⇑[...] – ⇑[...]* – ⇑ P

Table 4.1: Varieties of evaluation

The main complication introduced by the new varieties of evaluation is the occasional addition
of a descriptive component. Recall that our view about sentential good (§4.2) is that these
sentences express a practical commitment or intention to prefer a proposition over certain al-
ternatives. This is represented in the uppermost left cell of Table 4.1 with the operator ⇑ of
LV . Crucially, those sentences do not predicate any further properties of the proposition under
evaluation. All that there is to sentential good is (roughly) ⇑ ϕ. By contrast, thick evaluatives
have a descriptive component in addition to their evaluative component. As we will see, while
the descriptive component simply consists in the predication of a set of descriptive properties,
we will plug our hyperplan semantics to account for the evaluative component. As represented
in Table 4.1 (right column), thick adjectives do two things: (i) they predicate descriptive prop-
erties (... is P ), and (ii) they evaluate those properties (⇑ P ).

The rest of varieties of evaluation fall somewhere between the simpler propositional model and
the more complicated thick model. Moving downwards on the leftmost column to the evalua-
tion of action-types or properties, we see the operator ⇑ being applied to an action type or prop-
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erty (F -ing), rather than a proposition. As we will see, thin evaluation of action-type/properties
is very similar to the thin evaluation of propositions. Things get trickier when we consider thin
evaluation of individuals (bottom left cell). There, even though we are still in the thin evalua-
tion column, we already have a descriptive component. But importantly—and in contrast thick
evaluatives—the descriptive component is a radically underspecified set of properties (this is
written [...] in the table).

Moving rightwards, a descriptive component is always present. This is seen on the central
(evaluatives of specific flavor) and right (thick evaluatives) columns. Consider the central col-
umn. Analogously to thin evaluatives when applied to individuals, evaluatives of specific fla-
vors (moral, aesthetic, PPTs) also predicate a set of underspecified descriptive properties of
their objects. But in contrast to the thin evaluation of individuals, those descriptive properties
are not completely underspecified. That is, these adjectives introduce restrictions on the kind
of descriptive properties that are predicated (this is written [...]* on the table). For instance,
to call an individual beautiful is to attribute certain, underspecified descriptive properties to it
(x is [...]*) and, in addition, it is to express support for those properties (⇑ [...]*). But since
beautiful is an aesthetic adjective, the descriptive properties are not completely underspecified:
at the very least, they have to be properties that can be experienced or perceived in some way.
Thick evaluatives, as we said, are characterized by the fact that the descriptive component is
not underspecified.

Finally, two cells in Table 4.1 are highlighted in red, in order to signal that we are unsure
about how to treat these cases. First, it is not clear how to interpret evaluative terms of specific
flavors when they are applied to full propositions. To illustrate this, consider the following two
sentences (from corpora):

(4.31) It is beautiful that nature loves to hide.

(4.32) It is unethical that I see teaching as a job and not a “call of duty”.

It is not clear that beautiful works in (4.31) as anything but a term of very general praise—
pretty much like wonderful, great or good. So we are hesitant to say that any descriptive
properties are being predicated there of the proposition that nature loves to hide. Perhaps the
right analysis of sentences like these reduces to the completely thin case. On the other hand,
(4.32) sounds equivalent to a sentence like seeing teaching as a job and not as a “call of duty”
is unethical, which pulls in the direction of assimilating sentences like (4.32) to the evaluation
of action-types/properties.

Secondly, thick evaluatives taking full propositions as arguments either sound slightly odd or
appear to be assimilable to the action-type/property case, just as (4.32). Here are some exam-
ples found in corpora:5

(4.33) It is generous that we get to keep him.

(4.34) It is cruel that they designed this level to be impossible to solve.

(4.35) It is rude that he didn’t show up.

Before moving on, let us mention that the view offered in the following pages is by no means
intended as a total, complete theory of evaluative expressions. I am confident that the view just

5Examples do not abound: on the iWeb corpus, it is generous that shows 1 hit, cruel shows 6 hits, rude shows
1 hit, and nasty, lewd, selfish or noble show no hits. Compare with beautiful (29 hits) and good (2542 hits).
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defended for evaluative operators (that is, evaluative adjectives taking full clauses as arguments)
is by and large correct, and I am also confident that a theory according to which evaluatives
have a descriptive and an evaluative component when they are predicated of individuals is
also necessary—for reasons to be laid out in Chapter 6. But I remain less confident about the
extensions proposed in the sections to follow. The aim, however, is not to offer an exhaustive
theory. Rather, it is to explore how the basic ingredients introduced for our analysis (namely,
hyperplan semantics) can be applied to a variety of evaluative expressions. Each of those
extensions of my proposal will surely incur individual challenges, and I will not tackle them
here. In addition, nothing is said as to how this proposal could apply to evaluative terms beyond
adjectives, such as nouns (including slurs) pejoratives and expressives. We turn now a more
thorough analysis of (some of) the cells in Table 4.1.

4.3.1 Other bearers of value

Evaluative adjectives often take arguments other than propositions. Action types or properties
and individuals are the most common. Here are some examples:

(4.36) Stealing is bad.

(4.37) To just stare without doing anything is just horrible.

(4.38) That white Mercedes is good.

(4.39) The picture that you got was uglier than the one I got.

Roughly, we are going to defend that, when evaluative adjectives take these types of arguments,
they behave in pretty much the same way as when they take full clauses as arguments: they
express (dis-)preference for a proposition over certain alternatives.

For instance, when an evaluative adjective takes as its argument a nominalized clause—(4.36)
or (4.37), it will be argued that those clauses can be mapped onto regular propositions, and
then the semantics for those sentences is no different from what we saw in previous sections.
Thus, stealing is bad is roughly equivalent to that [arbitrary individual] steals is bad, which in
turn expresses a dis-preference against the proposition that [arbitrary individual] steals over
relevant alternatives.

On the other hand, the evaluation of individuals is more complicated. We propose to treat
a sentence like (4.38) as the combination of a proposition that attributes certain descriptive
properties to an individual, together with an evaluation of such properties that works in the
same way as the evaluation of properties. Thus, (4.38) turns out to be equivalent to (i) that
white Mercedes has such-and-such properties and (ii) having such and such properties is good.
Let’s consider the evaluation of action-types and individuals in turn.

Action types

Sentences like (4.36) are the prime examples of evaluative sentences that metaethicists tend to
focus on.

(4.36) Stealing is bad.
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Our approach is to treat the subject of those sentence as denoting full propositions, which is
relatively uncontroversial, and then give those sentences the same semantics we saw in §4.2.
Arguably, (4.36) contains a covert PRO, so it means something like PRO stealing is bad.
PRO stands for an arbitrary individual, and PRO stealing is equivalent to the proposition that
PRO steals. Thus, (4.36) turns out to be equivalent to

(4.40) It is bad that PRO steals.

One may wonder about the exact reference of PRO. Three very salient options are an ex-
istential (= that anyone steals), a generic (= that people steal) and a de se reading (= that I
steal) (see Moltmann 2006, for discussion). Each of these options have something in their fa-
vor, and something against it. The existential reading of (4.40) (it is bad that anyone steals)
would be plausible in light of a somewhat strict set of values, but false in light of a more re-
laxed set of values that admits of exceptions. Things work exactly the other way around for the
generic reading: under that reading (it is bad that people steal), (4.40) would express general
dis-preference for acts of stealing, with exceptions. A sentence like (4.36) seems compatible
with both interpretations. Finally, a de se interpretation would better capture a connection to the
actual planning state of the speaker (as it would be roughly equivalent to I choose/plan/prefer
to not steal), although it might appear too subjective—presumably, moral statements like (4.36)
have some kind of universal force.

For our purposes however, it does not matter which of those readings is the right one. They
key for the semantics of (4.36) is that its grammatical subject is assigned a regular, descriptive
proposition. Once we have that, we can apply our hyperplan semantics in exactly the same way
we saw in §4.2:

(4.41) [[it is bad that PRO steals]]⟨wi,hi,ai⟩ = 1 iff
{w′

∶ [[PRO steals]]⟨w′,hi,ai⟩ = 1} ∈ h

⟨hi, ai[PRO steals](wi)⟩

In words: (4.40) will be true, relative to an index of evaluation, if the hyperplan of the in-
dex dis-prefers the (worldly component of the) proposition denoted by the grammatical sub-
ject of that sentence relative to the set of alternatives determined by the index (which must
include that proposition as an option). Call ai the set of alternatives at some index, and let
ai = {PRO steals, PRO begs, PRO borrows}. (4.40) be true iff the proposition that PRO
steals is in

h

⟨h, ai⟩.

It is important to note that, even though bad takes a full proposition as its argument, the object
of evaluation is still an action-type or property that is evaluated against other action-type or
properties. In other words, what a speaker rejects when she utters (4.36) is the act of stealing,
not the proposition that PRO steals. If it was, then in principle it should be possible to consider
a set of alternatives were PRO is substituted for other individuals. Nonetheless, the right result
is predicted by our semantics if alternatives are indeed computed as was suggested in §4.2.1,
that is, if they are focus-sensitive: given that PRO is silent, it cannot be stressed, and thus the
relevant set of alternatives can never be computed.

Incidentally, the view just laid out about sentences like (4.36) was arguably already Ayer’s view,
who wrote as follows (in what has come to be considered one of the foundational statements of
metaethical non-cognitivism):

The presence of an ethical symbol in a proposition adds nothing to its factual con-
tent. Thus if I say to someone, ‘You acted wrongly in stealing that money,’ I am
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not stating anything more than if I had simply said, ‘You stole that money.’ In
adding that this action is wrong I am not making any further statement about it. I
am simply evincing my moral disapproval of it. It is as if I had said, ‘You stole
that money,’ in a peculiar tone of horror, or written with the addition of some spe-
cial exclamation marks. The tone, or the exclamation marks, adds nothing to the
literal meaning of the sentence. It merely serves to show that the expression of
it is attended by certain feelings of the speaker. If now I generalize my previous
statement and say, ‘Stealing money is wrong,’ I produce a statement which has no
factual meaning—that is, expresses no proposition which can be either true or false
(Ayer 1946, p.142, my emphasis).

Ayer says that a sentence like Stealing money is wrong is a “generalization” from you acted
wrongly in stealing that money. He does not have anything else to say about the relation be-
tween those two sentence types. However, his approach is similar to ours because it connects
the two sentence types, and it lets him distinguish, in sentences like (4.36), a regular, fac-
tual component (i.e., a descriptive proposition), and an evaluative component. This evaluative
component can easily be factored out of the factual component and treated like some kind of
prosodic addendum (like exclamation marks).

Individuals

As we hinted at, accommodating evaluative sentences in which evaluative adjectives are predi-
cated of individuals is a little less straightforward. Here are some examples:

(4.38) That white Mercedes is good.

(4.39) The picture that you got was uglier than the one I got.

There are at least two possible strategies: the first is to go for a view in which evaluative
adjectives can take individuals as arguments, in addition to propositions. That view respects the
surface grammar of sentences like (4.38) and (4.39), but it requires making evaluative adjectives
semantically flexible enough to apply to both individuals and propositions. The second strategy
is to assign to those sentences a structure such that the argument of the evaluative adjective
is a proposition, and not an individual. This involves attributing to these adjectives a more
complicated meaning, and one that does not respect the surface grammar of these sentences.
By contrast to the case of nominalized clauses, this is definitely not standard—the orthodoxy
is that nominal phrases denote individuals, or individual concepts, not propositions. However,
the second approach lets us defend a single story about how evaluative adjectives work (one
in which they are uniformly sentential operators), and one that, as we will see, sits nicely with
available views about thick adjectives.

As we have already said (and as the reader can see from Table 4.1), we are going for the second
kind of view. However, let us say something about how the first type of view could be spelled
out. This view would assign a standard semantics to the grammatical subject of sentences like
(4.38) and (4.39), and we would let evaluative adjectives take individuals as arguments. In turn,
this requires making our hyperplan semantics liberal enough to be compatible with individuals.
Informally, the idea would be the following: we have been describing hyperplans as functions
that take you from a set of propositions to the (dis-)preferable proposition(s) in that set. The
idea would be to generalize this, and think of hyperplans as functions that take you from a set
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of objects of any type to the (dis)-preferable members of that set. The arguments of hyperplans
could be propositions, but they could also be individuals, properties, etc. For instance, when
we say that a is a good car, we would be avowing a practical commitment such that, when faced
with a choice between a and a set of alternative cars, one chooses at least car a. Hyperplans,
in this view, would be functions from sets of alternatives of any semantic type to their (dis-
)preferred subsets.

In order to represent the fact that evaluative adjectives can take arguments of different semantic
types, we would need to assign a variable type to their arguments. In addition to this, we
would let the index supply alternative sets of the corresponding type—if one is evaluating
individuals, then the alternatives should be a set of individuals; if one is evaluating propositions,
the alternatives ought to be a set of propositions, etc. In this view, (4.38) would be true, relative
to an index i, just in case the hyperplan hi of the index selects that White Mercedes over
whatever set of alternative cars (including the white Mercedes) is determined by i.

This proposal can be further spelled out, but it has drawbacks. First, adopting such a liberal
account of hyperplans commits us to a rather powerful logic, whereby certain predicates (evalu-
ative predicates) take both individuals and full propositions as arguments. From a logical point
of view, that move is not for free, although that is not my concern here. Moreover, assuming
that evaluatives are able to take both individuals and propositions as arguments would make
evaluatives—or at least some of them—a class of natural language expressions with a rather
unique distribution (besides logical connectives like and and or it is difficult to come up with
other examples).

Secondly, there is an extra wrinkle to the evaluation of individuals which motivates adopting
the second view we considered at the start—or so I will argue. In exploring this application of
hyperplan semantics to individuals, we have been claiming that the evaluation of individuals
is based on the capacity of hyperplans to select sets among sets of individuals. However, it
seems more intuitive to think that the evaluation of individuals is guided, in some fundamental
way, by the properties that individuals have, and not by the individuals themselves. Consider
sentence (4.38) again. In virtue of what is that white Mercedes more preferable than a set of
alternative cars? Intuitively, in virtue of the properties it has. That is, in virtue of its motor,
speed, color, design, etc. A consequence of this is that, ceteris paribus, one should consistently
prefer things with similar properties. And that seems to be the case. To see this, let X be a set
{a, b, c} of three cars, and suppose that we judge that car a is good relative to X . In addition,
let A, B and C stand for the set of properties that each of those cars respectively and uniquely
instantiates (A, for instance, may be a combination of different properties, such as having low
emissions, a large rear spoiler, being Japanese...). Now, suppose that we had been presented
with a different set X ′ of cars {a′, b′, c′} which also instantiate properties A, B and C uniquely
and respectively. It is very natural to assume that we would also judge that car a′ is good relative
to X ′. Whatever set of properties one appreciates in an individual, those properties ought to
make one appreciate to the same extent any other individual that has them—ceteris paribus.

If this is correct, then it seems that what we might have taken to be the evaluation of an individ-
ual “in itself” is actually the evaluation of its properties. And then, it would be more sensible
to model hyperplans as functions from sets of descriptions of individuals, that is, properties,
rather than sets of individuals. But if individuals are not, after all, the real objects of evaluation,
why not just adopt our model for the evaluation of action types/properties? If saying this car is
good is tantamount to saying the properties of this car are good, then we might as well model
sentences like (4.38) as the evaluation of those very properties.
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That will be in fact, our proposal. But note, that in addition to an evaluation of certain proper-
ties, it is also part of the meaning of (4.38) to predicate something of this particular individual,
i.e., that white Mercedes.6 If I think that the value of a car is measured by the size of its rear
spoiler, then when I utter (4.38) (somehow) I am also getting across that the white Mercedes
has a large rear spoiler. And if you think that all that matters with respect to cars is their envi-
ronmental friendliness, then when you utter (4.38) you are also getting across that the Mercedes
is environmentally friendly. But having a large rear spoiler and being environmentally friendly
are descriptive, not evaluative properties. So we propose to assign a double semantic value to
(4.38): on the one hand, that sentence conveys something descriptive: that an individual has
certain, non-evaluative properties. And on the other hand, it expresses an evaluation of those
properties, along the model offered in §4.3.1. We can represent its meaning thus:

(4.42) That white Mercedes is good =

⎧
⎪⎪
⎨
⎪⎪
⎩

That white Mercedes is [...]
[...] is good

The first component is a descriptive component, whereby a certain, contextually determined set
of descriptive properties is predicated of an individual. What those properties are depends on
whatever the speaker perceives the preferable properties of a car to be. It could be having low
emissions, or having a large rear spoiler, or being made in Japan, or a combination of some of
those things. Importantly, thin evaluatives like good leave massively underspecified what those
descriptive properties are (we write that ‘[...]’).

The evaluative component, which is an expression of support for those properties, is what
is common to all and any uses of good. To account for this, all we need to do is plug our
account for sentences like F -ing is good. Assume that F stands for the properties that we
just represented as [...]. Then, the evaluative component of (4.42) would be equivalent to a
sentence like it is good that PRO is F . We can then assign the following truth conditions to
the evaluative component of (4.42):

(4.43) [[it is good that PRO is F ]]⟨wi,hi,ai⟩ = 1 iff
{w′

∶ [[PRO is F ]]⟨w′,hi,ai⟩ = 1} ∈ hi(ai[PRO is F ](wi))

As we said before about evaluation of action-types and properties, it is important to note again
that sentences like (4.38) do not express preference or rejection for a full proposition, but for
a set of properties. This is predicted by our semantics, insofar as the object of evaluation
for a sentence like (4.38) is not the proposition that that white Mercedes is F , but rather the
proposition that PRO is F . If the object of evaluation was the proposition that that white
Mercedes is F , then alternatives could be generated were other cars are F , but this would
misconstrue the meaning of (4.38), as (4.38) cannot be used to express a preference for this
particular individual having a certain set of properties F over other individuals having F (in
order to express that, one would have to say something like: it is good that THIS WHITE

MERCEDES is F ).

To say all of this, of course, is to follow in Hare’s footsteps (Hare 1952). Hare defended that
there are two components to the meaning of good, one variable and the other one stable: the
variable component was what he calls a varying standard for goodness, which is nothing but
a certain set of non-evaluative properties. However, there is something which people with

6 I say part of its meaning, but not necessarily part of what is asserted when that sentence is uttered at a context.
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radically different standards of goodness have in common when they use the word good, and
that is its invariant, commendatory component: anyone who uses the word good is invariably
commending whatever they apply the word to (see also Umbach 2016, 146 and ff, who calls
the descriptive meaning of good a ‘quasi-denotation’).

This view about the evaluation of individuals will be crucial in Chapter 6, for the following
reason: if a hyperplan selects properties of individuals, then it should be possible to learn
about the properties of individuals via hyperplans. More specifically, if you do not know the
properties of an individual, but you know (i) the standard relative to which it is evaluated and
(ii) how it fares according to that standard, then you can use that information to learn about its
descriptive properties.

We will see this in detail in Chapter 6, but we might as well offer the following preview: evalua-
tive language can communicate descriptive information when speakers use evaluative sentences
about individuals in contexts in which an evaluative standard is clearly shared, but descriptive
information about the individuals under evaluation is not. In such contexts, a common evalu-
ative standard can be used by speakers to share descriptive information about individuals, just
as plain descriptive language can. For illustration, let us suppose that we are in such a context:
they are showing three movies, a, b and c, and you tell me that movie a was fantastic. I have
not seen any of them, but I know that we—you and me—would describe a movie as fantastic
only if it had a certain property, for example if it was Korean. Then, for you to tell me that
movie a was fantastic is not, or only, for you to convey to me an evaluation of a. Rather, it is a
way for you to convey to me certain descriptive information about a, namely that a is a Korean
movie. This shows that evaluative sentences have descriptive uses, which arise systematically
from features of the context in which those sentences are uttered. We will spelled this out more
carefully in Chapter 6.

4.3.2 Specific flavors of evaluation

In Table 4.1 we said that thin evaluative adjectives of specific flavors of evaluation occupied a
sort of middle ground between the completely thin adjectives and the thick adjectives. We can
now say a little more about this. By that description, we mean adjectives that do not seem to
carry much descriptive content and yet they are clearly not all-purpose evaluatives like good
and bad. In Chapter 1 we talked of the intuitively different flavors of evaluativity that we find
in natural language: there are adjectives of (at least) moral, aesthetic, personal taste, epistemic
or practical evaluation. Within each of those categories, one can distinguish thin and thick
adjectives: within the moral realm, ethical seems to be quite thin, while cruel or generous are
clearly thick. In the aesthetic domain, beautiful is thin while provocative is arguably thick. A
similar contrast appears in the domain of PPTs between tasty and cloying, for instance.

Nonetheless, the thin adjectives within each specific realm of evaluation seem to carry at least
some descriptive meaning. Otherwise, it should be possible to use them “across flavors”, just
like the all-purpose good and bad. In other words, if thin adjectives of particular flavors were
really thin, then just as we can call actions, sculptures or individuals good and bad, we should
also be able to call any of those things tasty, ethical or beautiful. That is not the case, though:
you cannot call an action tasty, for example, and you cannot call a food ethical.7 Furthermore,

7 Except in the derived sense in which its production is ethical. In this sense we may speak of ethical soy, for
example. But arguably, it is the production of the food, and not the food itself, that is under (moral) evaluation.
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besides there being certain restriction on the kind of things that flavor-specific thin evaluatives
can be applied to, these adjectives are not interchangeable: calling an action beautiful and
calling it ethical does not mean the same thing.

How can we incorporate flavor-specificity while at the same time preserving the thinness of
these adjectives? An easy solution would be to adapt the model for good applied to individuals
that we have just seen, and cash out flavor-specificity by introducing certain restrictions on the
kind of descriptive properties that the adjective can ascribe to the individual under evaluation.

Recall our model for individual-level good is:

(4.42) That white Mercedes is good =

⎧
⎪⎪
⎨
⎪⎪
⎩

That white Mercedes is [...]
[...] is good

The meaning of a sentence like (4.42) is factored out in a descriptive component and an eval-
uative component. The descriptive component is factual claim that the individual in question
has certain properties. What properties are these, however, is massively underspecified by the
meaning of good. The evaluative component, on the other hand, is an evaluation of those
properties.

Our claim is that specific-flavor thin evaluatives work like good, except for the fact that their
descriptive component is less underspecified. In order to press the contrast between the under-
specificity of good and beautiful, consider the following. There is any number of things that
someone could value in a car. Here is a list of properties that could stand for the descriptive
component of good:

• That white Mercedes is environmental-friendly.

• That white Mercedes has efficient motor-performance.

• That white Mercedes is painted a flashy color.

• That white Mercedes is has a classic design.

Suppose now that instead of good, we used beautiful.

(4.44) That white Mercedes is beautiful.

It does not seem like that sentence could be used to mean that the Mercedes is environmental-
friendly or efficient—rather, only a set of properties like the third and the fourth item on the
previous list could stand for the descriptive component of beautiful. Nonetheless, that still
leaves a lot of room for variability: someone might use beautiful to mean a flashy color, or a
classic design, or a classic interior; an extravagant design, etc.

In order to model this, we could still leave the descriptive component of these adjectives un-
derspecified, while at the same time introducing certain restrictions on its specification. For
instance, the descriptive component of a thin aesthetic adjective should intuitively be a set of
properties that can be perceived by the senses, such as color, shape or sound. Or in the case
of PPTs, they should be properties that can be tasted (for food-related adjectives like tasty) or
more generally experienced (for adjectives like fun). In the case of moral adjectives, the rele-
vant properties should be connected to action and decision. For instance, ethical could stand for
taking into consideration the interests of the relevant people or respecting all moral principles,
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etc. Let us write this [...]*, where the asterisk marks a flavor-specific restriction on the set of
descriptive properties that someone using the adjective could be ascribing to the relevant object
of evaluation:

(4.44) That white Mercedes is beautiful =
⎧
⎪⎪
⎨
⎪⎪
⎩

That white Mercedes is [...]*
[...]* is good

Just as in the case of individual-level good, this view predicts that it should be possible to
use a flavor-specific thin evaluative to communicate something descriptive: if a speaker uses
beautiful in a context in which the properties of whatever is under evaluation are not known
by the audience, but by contrast the audience knows what is the accepted standard of beauty,
then the audience can learn what those properties are (see e.g. dialogue (16) on Umbach 2016,
p. 144).

4.3.3 Thick evaluatives

Thick terms are evaluative terms that have evaluative and descriptive (or non-evaluative) mean-
ing; thin terms are evaluative terms that are thought to have only evaluative meaning. Examples
of the first kind are words like cruel, brave, generous or chaste. Thin terms include general or
all-purpose evaluative terms like good, bad, as well as the flavor-specific adjectives that we
have just discussed.

The intuitive contrast lies in the fact that to call someone cruel, for example, is to convey
something negative about that person: it is to communicate that they are bad. But not all bad
things are cruel. To call someone cruel is to say something more specific, something along
the lines of wilfully causes pain or suffering to others. That more specific content however,
is not evaluative but descriptive. Therefore, thick terms like cruel are standardly described as
having evaluative and descriptive components of their meaning, whereas thin terms like bad are
taken to only carry an evaluative component. The evaluative component is somewhat general,
while the descriptive component is more specific, hence the idea of “thickening” the evaluative
component (see Foot 1958; Williams 1987, for classic references).

An important point of the debate surrounding thick terms, especially in metaethics, is whether
the descriptive and evaluative component are really separable (McDowell 2002). In contempo-
rary philosophy of language and linguistics, it is largely assumed that they are, and the debate
revolves around the issue of how these two elements combine with each other. To be more
precise, the debate assumes that the descriptive component provides the truth-conditions of
sentences containing thick terms, and then considers the question of how the evaluative com-
ponent is communicated—whether it is part of those truth conditions, a presupposition, an
implicature or something else entirely (see e.g. Cepollaro and Stojanovic 2016; Kyle 2013;
Väyrynen 2013). Let us note, however, that the separability thesis is relatively recent; for a
long time it was thought that these adjectives had a unitary meaning. So much so that Foot
(1958), for instance, argued that rude overcomes the ought-is gap in virtue of the fact that it
expresses a concept that is descriptive and normative at once. In the aesthetic domain, one
might doubt whether the separability thesis holds for adjectives like dumpy, dainty or delicate.
After all, it seems very difficult to attain a satisfactory non-normative characterization of the
properties that characterize the meaning of those adjectives. It is possible, therefore, that the
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view presented here—which relies heavily on the separability of a descriptive and evaluative
component—needs to be tweaked in light of these adjectives.

In order to incorporate thick evaluation into our account, all we have to do is let the meaning of
these adjectives be factored out in two components, and account for their evaluative component
in terms of our hyperplan semantics.

To see how this proposal could work, consider the case of cruel. As we saw in Chapter 1, we
can factor out the meaning of a sentence predicating cruel of an individual in the following two
components:

(4.45) John is cruel.
a. John wilfully causes pain or suffering to others.
b. John is bad in virtue of wilfully causing pain or suffering to others.

Importantly, just as we saw with individual-level good, we can understand the evaluative com-
ponent not as the evaluation of an individual, but rather as an evaluation of the properties that
make him cruel. That is, the evaluative component can be interpreted as an action-type/property
evaluation:

(4.46) Wilfully causing pain or suffering to others is bad.

If we do that, we can adopt a similar analysis to the one we gave for individual level good
and flavor-specific thin evaluatives: the meaning of cruel is factored out in an individual-level
ascription of descriptive properties and an evaluation of such properties.

(4.47) John is cruel =
⎧
⎪⎪
⎨
⎪⎪
⎩

John wilfully causes pain or suffering to others.
Wilfully causing pain or suffering to others is bad

We can assign the following truth conditions to the evaluative component (where PRO is W
stands for PRO wilfully causes pain or suffering to others):

(4.48) [[it is bad that PRO is W ]]⟨wi,hi,ai⟩ = 1 iff
{w′

∶ [[PRO is W ]]⟨w′,hi,ai⟩ = 1} ∈ h

⟨hi, ai[PRO is W ](wi)⟩

The contrast between both individual-level good and flavor-specific thin evaluatives, on the one
hand, and thick evaluatives, on the other, is that the descriptive properties that thick evaluatives
ascribe to their objects are not underspecified. In other words, different people cannot by and
large mean different things when they call a person cruel, generous or nasty. Of course, there
is still a lot of wiggle room (what do you mean by cruel? Do you mean generous with time
or with money? Etc.), but the descriptive meaning of those adjectives is relatively stable, or at
least, comparatively much more stable than that of thin adjectives.8

8As we said in Chapter 1, there are concepts that combine descriptive and normative elements in a way that
defies the model of thick evaluatives. Such is the case for some adjectives like normal (Bear and Knobe 2017)
or so-called ‘dual-character concepts’ such as father or scientist (Del Pinal and Reuter 2017; Leslie 2015). The
type of view advocated here, according to which the descriptive and evaluative components of thick adjectives are
clearly separable, would have trouble accounting for these concepts (but so would most contemporary accounts of
thick adjectives in the philosophy of language and linguistics literature).
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Recall how we claimed that individual-level good and flavor-specific thin evaluatives could be
used to convey an evaluation or to convey descriptive information. Since our view about thick
adjectives is that they have a stable descriptive component, we predict that these adjectives
always convey that descriptive component—this seems to be the case, but we will explore this
matter more thoroughly in Chapter 6, where we will expand on the contrast between descriptive
and evaluative uses of evaluative vocabulary.

Before moving on, let us note that the classification in Table 4.1 implies that the difference
between thin and thick evaluatives is largely a matter of degree. More specifically, it is a
matter of the degree of underspecificity in the descriptive component of the relevant adjective.
It follows that it is not accurate to say that thin evaluatives lack description—thin evaluatives
applied to individuals do carry a description, but that description is massively underspecified by
the conventional meaning of such words. Moreover, this type of gradual classification permits
placing thin evaluatives of specific flavor in an intermediate position between the thin and thick,
which seems welcome.9

In this section, we have seen how to use the machinery of LV to represent the meaning of
an array of evaluative adjectives, with different types of arguments and different degrees of
“thickness”. As we noted, to adopt this view about the difference between thin and thick
evaluation is to reject the traditional view according to which thin evaluatives simply lack a
descriptive element—what we are saying here is that all evaluatives, at the very least when they
take individuals as arguments, carry a descriptive component. The different between the thin
and the thick lies in the degree of underspecification of such descriptive component. As we will
see in Chapter 6, our proposal makes a particular prediction about how and whether evaluative
adjectives can be used to convey descriptive information. In addition to this, it is part of this
proposal that the difference between the thin and thick is a matter of degree. As we noted,
understanding the thin-thick distinction as a continuum suggests a very natural place for thin
evaluatives of specific flavors, namely somewhere in the middle of that continuum.

4.4 Solving the Frege-Geach Problem

Once presented the basic semantic entries for good, bad and various relational constructions,
and having shown how they can be applied to a range of argument types, we can come back to
the Frege-Geach problem for non-factualism, and in particular, to its “sub-sentential” version,
and offer a more explicit solution. Let us consider the supra- and sub-sentential incarnations of
the problem in turn.

9This idea is present in Cepollaro and Stojanovic 2016, p. 464, who write: ‘Consider adjectives such as ‘beau-
tiful’, ‘ugly’, or ‘evil’. When discussed within the realm of aesthetics, ‘beautiful’ and ‘ugly’ are considered to
be ‘thin’. Similarly, ‘evil’, within the domain of ethics, would likely count as ‘thin’, as it means roughly the
same thing as “morally bad”. At the same time, from the broader perspective of looking at evaluative expressions
in general, ‘beautiful’ and ‘ugly’ are narrower than ‘good’ and ‘bad’, as they constrain the evaluation to aes-
thetic evaluation, and ‘evil’ is narrower than ‘bad’, as the negative evaluation that it encodes is linguistically
constrained to moral evaluation.’

108



4.4.1 Solving the supra-sentential Frege-Geach Problem

Recall the basic outline of the traditional Frege-Geach problem for non-factualism. Once that
non-factualists claim that the meaning of sentences ought to be given in terms of non-standard
semantic objects, the question arises as to whether and how such non-standard semantic values
can be embedded in truth-functional operators, such as logical connectives. Our answer is
essentially the same as the one we sketched in §2.4 and attributed to Gibbard (2003) and others.
We can be more explicit about it now.

The basic idea behind this solution is that if we adopt a moderately liberal view about log-
ical connectives on the one hand, and we assign uniform set-theoretical semantic values to
declarative sentences on the other, the problem vanishes. We need to be liberal about connec-
tives because we need to allow them to take arguments of a semantic type other than classical
propositions (i.e., sets of possible worlds). But as we pointed out before, this type of view is in-
dependently needed to account for connectives with non-propositional arguments, such as and
and or (She was wearing a new and expensive dress, Partee & Rooth 1983/2002), as well as
for conditionals with non-propositional consequents, such as if I fall asleep, wake me up! (see
Charlow 2015, 5 and ff). Logical connectives are then mapped onto the usual set-theoretical
operations: negation is set complementation, conjunction is set intersection, disjunction is set
union and the conditional is set inclusion, but there are no restrictions as to the type of their
arguments (except, of course, that they end in t).

On the other hand, since we are adopting sets of world-hyperplan-alternatives triplets as the
uniform semantic value of declarative sentences, these can figure as the arguments of logical
connectives. Let us see how this works for a case like (2.54) from §2.4:

(2.54) a. If eating animals is bad, then eating beef is bad.
b. Eating animals is bad.
∴ Eating beef is bad.

Assume, first, that the conditional operator if,... then represents set inclusion. In a standard
possible world semantics, we would represent the conditional as follows:

(4.49) [[If p, then q]]wi
= {w ∶ p(w) = 1} ⊆ {w ∶ q(w) = 1}

Now, all we have to do is allow for the conditional operator to admit sets of world-hyperplan-
alternatives triplets as its arguments:

(4.50) [[If p, then q]]⟨wi,hi,ai⟩ = {⟨w,h, a⟩ ∶ p(⟨w,h, a⟩) = 1} ⊆ {⟨w,h, a⟩ ∶ q(⟨w,h, a⟩) = 1}

Consider now our proposal for sentences like (2.54b). Recall that we proposed to treat these
sentences as containing a hidden PRO. Thus, eating animals is bad is equivalent to:

(4.51) It is bad that PRO eats animals.

Now, the truth conditions for this sentence are the following:

(4.52) [[it is bad that PRO eats animals]]⟨wi,hi,ai⟩ = 1 iff
{w′

∶ [[PRO eats animals]]⟨w′,hi,ai⟩ = 1} ∈ h

⟨hi, ai[PRO eats animals](wi)⟩
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A similar story applies to eating beef is bad. Then, in virtue of the meaning of the con-
ditional, what (2.54a) says is that the set of world-hyperplan-alternatives triplets in the
meaning of eating animals is bad is a subset of the set of world-hyperplan-alternatives
triplets in the meaning of eating beef is bad. It follows that any index ⟨w,h, a⟩ such that
{w′

∶ [[PRO eats animals]]⟨w′,h,a⟩ = 1} ∈

h

⟨h, a[PRO eats animals](w)⟩ is an index such that
{w′

∶ [[PRO eats beef]]⟨w′,h,a⟩ = 1} ∈

h

⟨h, a[PRO eats beef](w)⟩. In other words, if your hy-
perplan rejects eating animals, then it also rejects eating beef.10

4.4.2 Solving the sub-sentential Frege-Geach Problem

Let us recap the sub-sentential Frege-Problem now, and offer a solution: evaluative adjectives,
non-factualists defend, are characterized by the fact that they express positive and negative prac-
tical attitudes or commitments (we can say that they are action-guiding, or they invite practical
inferences, or they have motivational “oomph”, etc.). To be more precise, positive evaluatives
communicate support or commendation of whatever is under evaluation, and negative commu-
nicate avoidance or rejection thereof. This was spelled out in Definition 4:

Definition 4 (Non-factualism about positive/negative value) Unembedded evaluative sen-
tences containing positive evaluative adjectives express practical attitudes of support; evalua-
tive sentences containing negative evaluative adjectives express practical attitudes of rejection.

As we discussed, this observation does not apply to all evaluative sentences, as many of them
fail to express such outright positive and negative attitudes. Our prime example was compara-
tives. Consider the contrast between the following two sentences:

(4.53) Volunteering is good. » practical attitude for volunteering

(4.54) Volunteering is better than donating. » practical attitude for/against ??

While an utterance of (4.53) would in most contexts express a commendation or support of
the action of volunteering, it does not seem like a similar thing can be said about (4.54). That
sentence is compatible with despising both volunteering and donating; or commending both;
or praising volunteer work while rejecting the possibility of donating money.

In fact, we claimed there to be a correlation between the capacity of an utterance of an evalu-
ative sentence to express support and rejection and the presence of an inference to the positive
form of the relevant adjective. We called this POS-ATT:

Observation 1 (POS-ATT) An utterance U of an unembedded evaluative sentence S contain-
ing an evaluative adjective E expresses practical support/rejection if and only if U invites an
inference to the positive form of E.

10A problem appears here: since the alternatives to any proposition in the scope of an evaluative operator are
determined partly by that proposition itself (in the sense that, e.g., the alternatives to eating animals must include
eating animals), my semantics apparently fails to predict the truth of (2.54a). This is so because the alternatives
to eating animals are not the same as the alternatives to eating beef. Therefore, dis-preferring eating animals
relative to its alternatives is compatible with failing to dis-prefer eating beef relative to its alternatives. A possible
solution would be to establish, as a principle, that the relevant set of alternatives for any complex combination of
evaluative sentences is determined by the logically weakest clause in it. In (2.54a), the relevant alternative for the
whole construction would be those to eating animals. This solution is somewhat ad hoc but it seems additionally
supported by the intuitive idea that, if eating animals is bad, then eating beef is also bad for the same reason.
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This is attested by the contrast between (4.53) and (4.54), but by many other constructions
involving evaluative adjectives, as we saw in §2.5.

The problem was that accounting for the connection between the positive form of evaluative
adjectives and the expression of practical support/rejection is not straightforward for standard
degree semantics (e.g. Cresswell 1976; Kennedy 2007; Kennedy and McNally 2005, a.m.o.).
Degree semantics, on its most usual construal, holds that the meaning of the positive form of
any gradable adjective results from the composition of two semantic elements, the lexical mean-
ing of the adjective and the threshold-contributing silent morpheme POS. The problem was
that neither of those components seems to be the right source of the outright positive/negative
attitudes. If we choose to assign the expression of practical support/rejection to the presence
of POS, then one should ask oneself why are other gradable adjectives not equally action-
guiding in their positive form. On the other hand, if we associate the expression of practical
support/rejection with the lexical meaning of these adjectives, then the association POS-ATT
remains a mystery (c.f., §2.5.2).

As we argued, the situation is difficult for degree semantics, but a solution follows rather
straightforwardly from our semantics. Or more accurately, the problem never really arises.
This is so because, in a Delineation semantics, the positive form of adjectives does not result
from combining two semantic pieces; rather, it is a single piece. So the answer to the question
of where the expression of support/rejection comes from is: the evaluative adjective, which in
its most basic form is a simple, non-gradable predicate whose function is to express outright
support/rejection.

Our proposal for (4.53), as we saw in §4.3.1, is to treat that sentence as equivalent to it is good
that PRO volunteers, which has the following truth-conditions for (4.53):

(4.55) [[it is good that PRO volunteers]]⟨wi,hi,ai⟩ = 1 iff
{w′

∶ [[PRO volunteers]]⟨w′,hi,ai⟩ = 1} ∈ hi(ai[PRO steals](wi))

In our hyperplan semantics, (4.53) is made true by indices of evaluation with the following
property: that the set of alternatives determined by that index is such that, relative to that set,
volunteering is preferred. That is, part of what makes an utterance of that sentence true at an
index of evaluation is that the index itself determines an ‘occasion for choice’, as Gibbard calls
it (2003, p. 56), and volunteering is chosen at that occasion. If (according to our semantics) by
sincerely uttering (4.53), a speaker subscribes a hyperplan to choose volunteering among the
alternatives determined at this very time and place (i.e. the alternatives of the index), then it
seems reasonable for her audience to assume that the speaker will, or is disposed to, volunteer;
in other words, they will assume that the speaker has the relevant practical attitude towards
volunteering.

Given our Delineation framework, the pressing question is not about the positive form, but
about the comparative: if the positive form of an evaluative adjective semantically expresses an
outright practical attitude, why does the comparative fail express such outright practical atti-
tudes? The answer to this question lies in the fact that the comparative introduces quantification
over subsets of the alternatives determined by the index. To see this, let us consider what our
analysis of (4.54) would be. In accordance with our treatment of (4.53), we treat (4.54) as
equivalent to that PRO volunteers is better than that PRO donates:
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(4.56) [[that PRO volunteers is better than that PRO donatesψ]]⟨wi,hi,ai⟩ = 1 iff ∃a′ ⊆ ai s.t.
[[it is good that PRO volunteers]]⟨wi,hi,a′⟩ = 1 and
[[it is good that PRO donates]]⟨wi,hi,a′⟩ = 0

(4.54) is true at an index of evaluation i just in case one can find a smaller set of the alternatives
defined at i such that, relative to that smaller set—which crucially is not the alternative set
of the index—volunteering is chosen over donating. An utterance of (4.54) does not suggest
that the speaker will volunteer (or donate) because the set of alternatives at which one would
volunteer rather than donate might be indefinitely removed from the alternatives defined at the
index of evaluation. For all that the speaker cares, the occasion might never arise to actually
choose one over the other. This is why comparative sentences do not convey outright practical
attitudes, even though those attitudes contribute semantically to the meaning of comparative
sentences.

What we should say about comparatives is that they express practical attitudes that are more
sophisticated than the outright practical attitudes that the positive form of evaluative adjectives
convey. (4.54) does not express an outright positive or negative attitude towards any relatum,
but it does express a practical attitude in favor of choosing volunteering over donating if the
occasion arises (or conversely, an attitude against choosing donating over volunteering). We
may speak of a “conditional” practical attitude.

(4.54) Volunteering is better than donating.
» practical attitude for volunteering over donating
» practical attitude against donating over volunteering

Importantly, those conditional practical attitudes are compatible with having any outright posi-
tive or negative attitude towards volunteering and/or donating, except having a positive attitude
towards donating and a negative attitude towards volunteering.

In turn, this suggests a revision of the previous definition of non-factualism. Instead of Defini-
tion 4,

Definition 4 (Non-factualism about positive/negative value) Unembedded evaluative sen-
tences containing positive evaluative adjectives express practical attitudes of support; evalua-
tive sentences containing negative evaluative adjectives express practical attitudes of rejection.

we have to withdraw the assumption that the attitudes expressed are of outright support for pos-
itive evaluatives and outright rejection for negative evaluatives, as this only applies to adjectival
forms that invite an inference to the positive form of those adjectives. The resulting definition
is more similar to Definition 3:

Definition 19 (Non-factualism about positive/negative value (2nd attempt)) Unembedded
evaluative sentences containing positive/negative evaluative adjectives express—potentially
conditional—practical attitudes of support and rejection.

Evaluatives in forms that do not invite an inference to the positive form, such as comparatives,
express a conditional practical attitude; while evaluatives in forms that do invite that inference
express outright attitudes of support / rejection. And as we have seen, the conditional practical
attitudes are compositionally derived from the outright practical attitudes, as they should.

To sum up: by introducing quantification over subsets of alternatives in the way proposed, we
achieve two things: (i) we preserve the idea that the basic meaning of an evaluative adjective in
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comparative form lies in its connection to preference and action, (by compositionally deriving
the comparative from the positive form) but (ii) we remove that connection to preference and
action from the actual situation of speech, thereby blocking the expression of outright practical
attitudes.

4.5 Relative- vs. Absolute-standard

In the two last sections of this chapter, we explore other scalar properties of evaluative adjec-
tives. Some of these properties might not be distributed uniformly: some evaluative adjectives
might be relative-standard, while some might be absolute-standard adjectives; some might have
scales that intuitively have upper or lower endpoints; some might not; some might (under cer-
tain interpretations) allow for specific types of measurement, some do not. In this section, we
review scalar properties in connection to the positive form (namely, whether they are relative-
or absolute-standard adjectives), and in the next and last section we review the question of the
type of scale that these adjectives lexicalize.

We start by considering scalar properties in connection to the positive form of these adjectives.11

In line with the semantics that we have defended up to here for good and bad, we maintain
that evaluative adjectives are relative-standard. However, those adjectives do not behave like
paradigmatic cases of relative standard adjectives, that is, dimensional adjectives like tall or
wide: for example, negative adjectives like cruel seem to have entailment patterns that would
suggest that they are absolute-standard; and evaluative adjectives across the board seem to have
a different behavior with respect to comparison classes than paradigmatic relative-standard
adjectives. Nonetheless, we argue that the hypothesis that evaluative adjectives are relative-
standard is better supported by available data. We will end this section by challenging the
connection between the absolute/relative distinction and the presence of scale bounds.

The distinction between RELATIVE- (REL) and ABSOLUTE-STANDARD (ABS) gradable adjec-
tives can be characterized in terms of the property that the positive form of a gradable adjective
predicates of its argument: the positive form of REL-adjectives predicates that the argument’s
degree of the relevant property surpasses a certain threshold, which is an intermediate point
on the appropriate scale whose precise value is determined contextually. Tall is a typical ex-
ample of a RES adjective: to be tall amounts to possessing a degree of height that exceeds a
contextually determined threshold, which is an intermediate point on the height scale.

ABS-adjectives are those whose positive form predicates that their argument’s degree of the
relevant property is a maximal or minimal degree on the corresponding scale, that is, a scale
endpoint. ABS-adjectives are called maximum (ABSmax) or minimum (ABSmin) standard if the
endpoint is the upper or lower scale endpoint, respectively. Full is an ABSmax adjective: to be
full is to have a maximum degree of the property of fullness (namely, to have as much content
as capacity); dirty is an ABSmin adjective, since to be dirty is to possess a minimal degree of
dirtiness.

In addition to this, gradable adjectives are of positive or negative polarity, depending on whether
modification by -er (or more) denotes a higher degree on the relevant scale. Thus, tall is

11This section follows largely section 2 of Faroldi and Soria Ruiz 2017. The observations in that paper are
restricted to moral adjectives, but they can be extended to evaluative adjectives more generally.
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positive, while short is negative; full is positive while empty is negative; and dirty is positive
while clean is negative (Kennedy and McNally 2005, a.m.o.).

Interestingly, common tests for this distinction used in the literature do not give stable results
when applied to evaluative adjectives. In particular, while certain entailment patterns suggest
that these adjectives are REL-standard, their behavior with respect to prepositional phrases de-
noting comparison classes as well as their admissibility of certain modifiers suggests that they
are ABS-standard (see Liao, McNally, et al. 2016; Liao and Meskin 2015 for experimental data
about aesthetic adjectives; and Stojanovic 2018 for criticism of those studies). Finally, some of
these tests give different results for positive and negative adjectives, so we will consider adjec-
tives of both polarity. We start by considering various data points in favor of each hypothesis,
and we discuss them at the end of this section.

4.5.1 Entailment patterns

We’ll start by looking at three tests according to which evaluative adjectives come out as REL-
standard (see Faroldi and Soria Ruiz 2017 for these tests applied to moral adjectives; the tests
themselves come from Kennedy and McNally 2005, a. m. o). First, given that ABS-adjectives
in the positive form denote endpoints on a scale, the following entailment patterns hold of them:

(4.57) a. If x is ABSmax, then x could not be ABSmax-er.
b. If x is not ABSmin, then x does not possess any degree of ABSmin-ness.

To test these entailment patterns, we consider whether sentences that do not respect them are
acceptable. That is, we consider whether the conjunction of the antecedent clause and the
denial of the consequent are coherent. If not, then the pattern holds for that adjective and the
adjective is ABS. Consider the following two cases with full (ABSmax) and open (ABSmin), and
compare them with tall (which is rel):

(4.58) a. # The glass is full and it could be fuller.
b. # The door is not open and it is ajar.
c. Natalia is tall and she could be taller.
d. Matheus is not tall and he possesses some degree of height.

As these examples show, the relevant constructions are not acceptable when we use ABS-
adjectives, thereby suggesting that these adjectives respect those entailment patterns. When
we use REL-adjectives however, those constructions are acceptable, which suggests that REL-
adjectives do not have those entailments.

Positive (generous, virtuous) and negative (despicable, cruel) evaluative adjectives pattern like
REL-adjectives in this test:

(4.59) a. What she did was generous and it could have been more generous.
b. Being vegetarian is not virtuous and it possesses some degree of virtuousness.
c. What he did was despicable and it could have been more despicable.
d. ?? Eating animals is not a cruel thing to do and it involves some degree of cruelty.
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These constructions are for the most part acceptable, which suggests that the positive form of
these adjectives does not predicate that their object has a maximal or minimal degree of the
relevant property.12

Secondly, ABS-adjectives also satisfy the following entailment pattern:

(4.60) If x is more ABSmin than y, then x is ABSmin.
If x is more ABSmax than y, then y is not ABSmax.

For illustration, compare full and dirty to tall:

(4.61) a. # The shirt is dirtier than the jacket and the shirt is not dirty.
b. # The glass is fuller than the vase and the vase is full.
c. Natalia is taller than Matheus and she is not tall.
d. Natalia is taller than Matheus and Matheus is tall.

With respect to these two patterns, positive and negative evaluative adjectives give slightly
different results: positive adjectives do not show these patterns, hence they behave like REL-
adjectives. Negative adjectives show the second pattern, although our judgments about them
are not very clear:

(4.62) a. Animal testing for scientific purposes is more ethical than for cosmetic purposes,
and it is not ethical.

b. Volunteering for a charity is more virtuous than donating to a charity, and donat-
ing is (also) virtuous.

c. ?? Hiding your office mate’s keys is more cruel than eating their snacks, and it is
not cruel.

d. Accepting bribes is more despicable than paying them, and paying them is (also)
despicable.

Using a negative evaluative adjective like cruel in a comparison does seem to suggest that both
terms of comparison invite an inference to the positive form. However, we are skeptical that
this particular pattern of inference is an entailment. The fact that a sentence like (4.62c), even
if marked, is not completely out, suggests that the inference is to some extent cancellable, so it
might well arise due to implicature or some other mechanism. In general, it bears mentioning
that the acceptability of all these constructions only supports the conclusion that the relevant
inferential patterns are not entailments of those adjectives. But those inferences could arise via
implicature or other mechanisms.

4.5.2 Comparison class sensitivity

The previous observations strongly suggest that evaluative adjectives are REL-standard. By
contrast, the behavior of evaluative adjectives with respect to their thresholds’ sensitivity to

12Admittedly, the last of those, (4.59d), is a little off. This might be due to the fact that the scale invoked, a
scale of cruelty, is a negative value scale and therefore marked (compare: Ann is not short and she possesses some
degree of {#shortness} / {height}). If height is the property that tall/short lexicalizes, what is the equivalent for
cruel? Moreover, what is the antonym of cruel? A salient possibility would be simply negative value, or bad, but
that is too weak—eating animals might possess some degree of badness that has nothing to do with cruelty.
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comparison classes seems to suggest that they are not.

As we mentioned, the thresholds for REL-adjectives are determined in context. Addition-
ally, the value of a threshold can be shifted by explicit reference to a comparison class: tall
for a basketball player and tall for a 5 year old establish different thresholds for the positive
form of the REL-adjective tall. Furthermore, invoking one or other comparison class does not,
in general, suggest an inference to the positive form of the relevant adjective:

(4.63) Ann is tall for a 5 year old. ??↝ Ann is [not] tall.

(4.64) Ann is tall for a basketball player. ??↝ Ann is [not] tall.

ABS-adjectives, by contrast, do not show such sensitivity to comparison classes: modification
by a comparison class forces the interpretation that the positive form of the adjective does not
apply after all: the prepositional phrase for a TV antenna in straight for a TV antenna does not
shift the threshold of straightness (which remains the maximum degree of straightness). Rather,
it is most naturally taken to simply mean not straight.

(4.65) That rod is straight for a TV antenna. ↝ That rod is not straight.

Liao, McNally, et al. 2016 observe that aesthetic adjectives pattern in this respect like ABS-
adjectives: rather than allowing a shift in the positive form threshold, mentioning a comparison
class suggests that the bare positive form does not apply (they also note that such construc-
tions—namely [aesthetic adjective + for comparison class]—appear very rarely in corpora).
Here are two examples that they mention:

(4.66) She is beautiful for an older woman. ↝ She is not beautiful.13

(4.67) The hotel was elegant for a Best Western. ↝ The hotel was not elegant.

Mentioning the comparison class in both cases implies that the bare positive form does not ap-
ply. The same holds of evaluative adjectives across the board: explicit reference to comparison
classes does not seem to be able to shift the threshold for the positive form. Rather, it suggests
that the bare positive form does not apply:

(4.68) Giving alms is a generous act for a miser. ↝ Giving alms is not generous.

(4.69) What they did was not unethical for a war criminal. ↝What they did was

unethical.

Interestingly, these data show only half of the picture, because these examples purposefully
invoke comparison classes that are clearly on the negative end of the relevant scales—Best
Westerns are conventionally taken to not be elegant, war criminals are taken to be not be moral,
etc. If we swap those comparison classes for classes of object on the positive end of the same
scales, it is interesting to note that the relevant sentences become difficult to interpret and it
becomes very unclear what—if any—inference remains:

(4.70) ?? The hotel was elegant for a luxurious Parisian XIXth century hotel.

13Liao, McNally, et al. 2016’s original example is: Anyone who calls someone ‘beautiful for an older woman’
does not get my love.
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(4.71) ?? What they did was not unethical for a reputed NGO focused on human rights
violations.

This piece of data suggests that evaluative adjectives behave more similarly to ABS- than to
REL-standard adjectives. We come back to this observation in the discussion section.

4.5.3 Scale bounds

Lastly, the scales of gradable adjectives can be open on either, neither or both ends; and the
acceptability of modifiers like slightly and perfectly (which pick out minimal/maximal scale
endpoints) with positive and negative adjectives has been taken to reveal information about
the type of scale lexicalized by a given pair of adjectives (Kennedy and McNally 2005). For
example, the pair ⟨dirty, clean⟩ lexicalizes an upper-closed scale, as shown by the following
pattern:

(4.72) a. perfectly / ?? slightly clean
b. ?? perfectly / slightly dirty

The reason why these antonyms pattern differently with respect to those modifiers is that the
scale of dirtiness/cleanliness is open on one end, and closed on the other. Intuitively, things can
be ever dirtier, but there exists a maximum level of cleanliness. So the reason why perfectly
clean is acceptable while slightly clean is not is that the positive form clean refers to the maxi-
mum degree on the scale of cleanliness, which is the top of that scale. By contrast, the reason
why slightly dirty is acceptable while perfectly dirty is not is that the positive form dirty refers
to some non-zero degree on the scale of cleanliness.

Interestingly, evaluative antonyms show the same pattern:14

(4.73) a. perfectly / ?? slightly good
b. ?? perfectly / slightly bad

(4.74) a. perfectly / ?? slightly ethical
b. ?? perfectly / slightly unethical

(4.75) a. perfectly / ?? slightly beautiful
b. ?? perfectly / slightly ugly

(4.76) a. perfectly / ?? slightly fun15

b. ?? perfectly / slightly boring

Kennedy (2007) proposes the generalization that adjectives with totally open scales are REL-
standard, while adjectives that lexicalize scales closed on one or two ends are ABS-standard. If

14Introspective intuitions might not be super reliable here, but a quick search on the iWeb corpus shows a strong
contrast in number of hits for each of these constructions. Nonetheless, a potential confound is the choice of the
particular modifiers perfectly and slightly, which might be more preferable with some adjectives than with other.
A full assessment of this pattern of acceptability would require looking at other modifiers that arguably have the
same meaning as perfectly and slightly, such as, e.g. completely or somewhat.

15Note that a little / slightly fun can be acceptable, as in the show was a little / slightly fun. To my ear though,
that sentence requires emphasis on the modifier, which is a hint that the construction is not perfectly natural in
itself. Moreover, a salient interpretation is that the show is (sufficiently, standardly) fun but only some times; not
that its overall degree of fun is slight. That time might be playing some role can be further supported by noting
the contrast between the following sentences, where slightly beautiful is applied to an object with and without
temporal parts:

(v) ?? The picture is slightly beautiful.

(vi) The movie is slightly beautiful.
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this generalization is correct, these data count in favor of the hypothesis that evaluative adjec-
tives are ABS-standard.

To summarize: entailment patterns suggest that evaluative adjectives are REL-standard; while
lack of sensitivity to comparison classes and the fact that pairs of evaluative adjectives admit
endpoint modifiers suggests that they are ABS-standard.

4.5.4 Discussion

More tests can and ought to be carried out, but we venture that the hypothesis that evaluative
adjectives are REL-standard is better supported by the data (the observations about entailment
patterns are particularly telling), whereas tests that suggest that evaluative adjectives are ABS-
standard are based on observations that can be explained alternatively: first, the presumed
insensitivity of evaluative adjectives to comparison classes per se does not show that evaluative
adjectives are ABS-standard, but simply that their thresholds’ are rigid in a way that the thresh-
olds of other REL-standard adjectives are not. Why is this so? We may rehearse the following
answer: whether an object falls under a certain evaluative concept, say whether an action-type
α is despicable, depends on the pre-existing values of the person who is considering that ques-
tion. Crucially however, it does not depend on the actions that we compare α to. Thus, it is
to be expected that explicitly invoking a comparison class does not shift the threshold for the
positive form. Immunity to comparison classes is secured in our hyperplan semantics, insofar
as comparison classes play no role in the semantics of evaluative adjectives.

Secondly, the association of open scales to REL-adjectives and of partially closed scales to ABS-
adjectives is a generalization that has been challenged. In particular, Lassiter 2017 challenges
the claim that REL-adjectives are associated with an open scale: the epistemic modal adjective
likely, for instance, is a REL-standard adjective with a closed scale on both ends. Evaluative
adjectives could be an exception to the second generalization.

Thirdly, and regardless of whether we want to challenge the second generalization, the accept-
ability pattern of modifiers like perfectly/slightly can receive at least three alternative expla-
nations which are compatible with evaluative adjectives being REL-standard. First, we might
say that the pair slightly, perfectly quantifies over parts of the relevant objects, and not over
the degrees of the relevant property. So we could say that the painting is perfectly beautiful
means every part of the painting is beautiful; while the painting is slightly ugly would mean
some part of the painting is ugly. However, that by itself does not yet explain why the accept-
ability of perfectly/slightly correlates with the choice of antonym. But it might be the case that
evaluatives of positive and negative valence behave differently with respect to their objects and
their parts: it could be that a beautiful object requires all its parts to be sufficiently beautiful,
whereas a single sufficiently ugly part of an object makes the whole thing ugly. Crucially, this
is compatible with those adjectives being REL-standard.16

A second explanation for the acceptability of perfectly/slightly, at least for moral adjectives,
could be that they quantify over circumstances. Perfectly ethical could mean ethical in all
circumstances; while slightly unethical might mean unethical in some circumstances. Again,
this is perfectly compatible with (un)ethical being a REL-standard adjective.

16Plural arguments might be a window into this phenomenon, c.f. Maldonado et al. 2019.
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A final explanation for the perfectly/slightly acceptability pattern could be the putative MUL-
TIDIMENSIONALITY of evaluative adjectives. Multidimensional adjectives (Sassoon 2013a,
2016) are adjectives that integrate different respects or dimensions. The pair ⟨healthy,sick⟩ is
a paradigmatic example: one can be healthy or sick with respect to various dimensions, such
as blood pressure, cholesterol or blood sugar level. By contrast, there is but one dimension
associated with an adjective like tall (i.e. height). Following Sassoon, the main available lin-
guistic tests for multi-dimensionality are the admissibility of “dimension-accessing” operators
and modifiers, such as the PPs with respect to ... and in some/most/every respect(s). While
evaluative adjectives do not pass these tests with merits, they do not fare nearly as badly as
dimensional adjectives (as we will discuss in the following Chapter). Therefore, there is some
independent reason to think that evaluative adjectives are multi-dimensional, or at least that
their extension somehow depends on different aspects of dimensions.

With respect to our present concerns, the important thing to note is that multidimensional ad-
jectives admit maximum/minimum modifiers like perfectly/slightly, and yet those adjectives
are not ABS-standard. Combined with multidimensional adjectives, those modifiers do not ref-
erence endpoints on a scale, but rather, they quantify over the dimensions associated with the
relevant adjectives: perfectly healthy does not mean having a maximum degree of health, but
rather being sufficiently healthy in all respects; and slightly sick does not mean having a non-
zero degree of sickness, but rather means being sufficiently sick in some respect (see Sassoon
2016, p. 10). Thus, that is yet another way that the adverbial phrases in (4.73)-(4.76) could be
interpreted: perfectly ethical means ethical in every respect; and slightly unethical means un-
ethical in some respect. These interpretations are consistent with the claim that such adjectives
are REL-standard.

Before we move on however, one may wonder: why venture the generalization that all evalua-
tive adjectives are REL- or ABS-standard? Why not entertain the possibility that, for instance,
some evaluative adjectives are ABS? There is an empirical and a theoretical reason for this: on
empirical grounds, we simply have yet to come across an evaluative adjective that very clearly
patterns like standard ABS-adjectives. Our choice of examples is not selective; we have picked
evaluative adjectives at random and observe that they reveal a—relatively stable—semantic pat-
tern. On theoretical grounds, we consider it a plausible hypothesis that all evaluative adjectives
have similar semantic properties due to their sharing certain mathematical or structural prop-
erties inherent to our notion of value (and which we aim our hyperplan semantics to broadly
capture). For instance, it is plausible that orderings of objects according to their value are only
partial. Thus, one might reasonably expect that all evaluative adjectives give rise to partial
orderings as well (thereby allowing for incomparabilities). However, we think that if the fore-
going hypothesis is true, that would constrain the mathematical properties of the scales of these
adjectives, but not necessarily the properties of their thresholds. In other words, that evaluative
adjectives share certain scalar properties is compatible with them being REL or ABS. So we
take there to be theoretical reasons to expect some uniformity at the level of the internal scale
of these adjectives, and empirical—but of course defeasible—reasons to expect uniformity at
the level of thresholds for the positive form. We turn now to discussing those internal scalar
properties.
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4.6 Scale structure

In his 2017, Lassiter uses Representational Measurement Theory (RMT, see Krantz et al. 1971)
to explore the features of a set of linguistically gradable items, mainly epistemic, probability
and deontic modals, but also the evaluative adjective good. In this section, we present the
typology of scales that he discusses as well as the relevant linguistic tests that can help diagnose
the scale type of a scalar item, and we will see what best applies to evaluative adjectives and
whether our hyperplan semantics can accommodate the relevant observations.

In RMT, the properties of scales are studied by considering what mathematical operations they
support. The outcome of this is a typology of scales, or a set of scale types. Lassiter proceeds
by attempting to subsume the scales lexicalized in various natural language expressions under
scale types defined by RMT. His procedure is roughly the following: he starts from the ob-
servation that some predicates are gradable, and assumes that they denote scalar properties, or
SCALES for short. Then, in order to study the properties of those scales, he does two things.
The first is to observe what kind of inferences and modifiers those natural language items al-
low and forbid. The second is to map the various acceptable uses of those scalar items onto
different mathematical relations over the real numbers, in the way that RMT tells us to. De-
pending on the kind of mapping from natural language onto such mathematical relations that
are admissible, a scale can be subsumed under one or other scale type.

For concreteness, let us define a SCALE as a tuple S = ⟨X,⩾, ...⟩ containing a set of individuals
X , a binary ordering relation ⩾ and potentially other operations. In order to determine the
features of S , we seek to define a structure-preserving mapping (a homomorphism) µ from S
onto ⟨R,≥, ...⟩ (where R is the set of real numbers, ≥ is the usual ordering relation and other
operations over R might be taken into account). If a function µ is a homomorphism from S onto
⟨R,≥, ...⟩, then we call µ an ADMISSIBLE MEASURE FUNCTION of S . And to prove that µ is an
admissible measure function of S is to prove a REPRESENTATION THEOREM. Different scale
types are then distinguished by imposing different representation theorems that the admissible
measure functions must satisfy; the more conditions they must meet; the more structure the
scale has.

There is a potentially infinite number of relations that we can define over a scale S . But the cru-
cial ones for our purposes are the binary ordering relation ⩾, which we have already mentioned,
and the operation of CONCATENATION, (which we represent as ○). Concatenation allows us to
construct compound objects from the simple elements in a given domain. For any elements a, b
in some domain, a ○ b is the concatenation of a and b.

However, concatenation is not a linguistic operation. In order to represent concatenation in
natural language, it has to be mapped onto some model-theoretical relation. Lassiter (2017,
p. 39), following Krifka (1989), maps it to the set-theoretical operation of join, ⊔, restricted to
non-overlapping individuals: x ○ y is defined if and only if

1. x and y belong to the same semantic type α, and

2. x and y do not overlap.

When defined, x ○ y = x ⊔ y, where ⊔ is join over domain Dα.

As we will see, since we will stick to propositional objects of evaluation, and given that the join
operation over the domain of propositions is just set union, we will understand the concatena-
tion of propositions as their union: for any non-overlapping propositions u, v, u ○ v = u ∪ v,
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which we represent linguistically as Boolean disjunction. Concatenation is crucial because
mapping it to different mathematical relations helps to define different scale types (in particular
ratio and interval scales).

Lassiter focuses on the three main type of scales used in social and empirical sciences, namely
ORDINAL, INTERVAL and RATIO scales. These scales are defined, as we said, via their admis-
sible measure functions. In order to investigate what scale a given lexical item has, we need
to consider adjectival modifiers. Adjectival modifiers impose restrictions on the scales of the
adjectives that they modify. The adjectival modifiers that can offer insight into scale structure
include measure phrases (two meters, 35 years), quantity adverbs (much, a little, a lot), ratio
(twice, 6.2x) and proportional modifiers (half, 3/4, 95%). For example, consider the contrast
between the following sentences:

(4.77) a. The car is 2 years old.
b. # The car is 2 years/meters/horsepower/... good.

The modifiers in (4.77) provide information about the scales that correspond to each adjective.
The acceptability of (4.77a) suggests that the scale of old accepts units of measure (in particular
temporal units), while the unacceptability of (4.77b) suggests that the scale of good has no
acceptable unit of measurement (as discussed in §2.5).

We turn now to presenting these three scale types and to consider whether the scale lexicalized
by the pair good/bad satisfies each of them. We conclude that the scale of good/bad is definitely
stronger than an ordinal scale, yet weaker than a ratio scale. However, we remain unsure as to
whether an interval scale is suitable, as it seems to impose too strong a structure. Subsequently,
we aim to show that our hyperplan semantics offers a structure that is compatible with these
observations about the scale of good/bad.

4.6.1 Ordinal

A scale S that is merely ordinal is such that, all that can be said of elements in its domain is
how they are ordered with respect to each other. For this reason, all measure functions µ that
preserve the ordering among the reals are admissible measure function of S . No other structure
is represented; we do not know anything about the distances between elements on the scale, for
instance, or their respective distances to a zero point. The relation of set inclusion is an example
of a relation with a merely ordinal structure: all the information that set inclusion represents is
an ordering on its domain. More precisely:

Theorem 1 (Ordinal scale) If a scalar property S = ⟨X,⩾⟩ is an ORDINAL scale (disregarding
concatenation and other operations), then every admissible measure function µ that maps S
onto ⟨R,≥⟩ is such that, for all a, b ∈X and a ⩾ b, µ(a) ≥ µ(b).

Any measure function µ is an admissible measure function of S as long as, to any two elements
a, b ofX that stand in the ⩾ relation of S , µ assigns numerical values such that the value of a is a
number at least as great as b (note that the theorem says nothing about the type of mathematical
operation that concatenation should be mapped onto. Thus, any mathematical operation is
admissible; it could be addition, subtraction or what have you).

To see how this works, consider again the set inclusion relation. Let us represent it as a structure
⟨P(X),⊇⟩, where P(X) is the power set of some set X , and ⊇ is the superset relation. If this
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structure is ordinal, then every measure function that maps it onto ⟨R,≥⟩ should satisfy the
representation theorem above. This implies that any mapping that respects the ordering among
reals will be an admissible representation of the superset relation. For any two elements Y and
Z of P(X) such that Y ⊇ Z, a µ such that µ(Y ) = 5 and µ(Z) = 3 is an admissible measure
function; another µ′ such that µ′(Y ) = 12,351 and µ(Z) = −0.0004 also is; but a µ′′ such that
µ′′(Y ) = 2 and µ(Z) = 3 will not do, because 2 ≱ 3. The crucial feature of ordinal scales is
that nothing matters beyond order; which is why, if we define scales by its admissible measure
functions, ordinal scales are very liberal.

Might the scale of good/bad be merely an ordinal scale? Lassiter’s answer (Lassiter 2017,
p. 177), with which we agree, is negative: the scale of good/bad cannot be merely ordinal,
because in addition to order, the distance between elements also matters. The crucial data point
here is the admissibility of quantificational adverbs such as much, a little or a lot.

Note that there is an interpretative difference between the following two sentences:

(4.78) Volunteering is better than donating.

(4.79) Volunteering is much better than donating.

However vague and variable the meaning of much may be, the fact that we can imagine a
situation in which (4.78) would be true while (4.79) is false suggests that they do not mean the
same thing.

(4.80) Volunteering is better than donating, but not much better.

Informally, the admissibility of such modifiers imposes the requirement on the scale of
good/bad that the distance between measures be meaningful: (4.80) says that the degree of
value of volunteering is higher than that of donating, but that the distance between the value
of volunteering and the value of donating is not “much”. If the scale of better were merely
ordinal, then it would not be possible to represent distances between degrees. But that sentence
does represent something about the distance between volunteering and donating, and therefore
the scale of better cannot be just ordinal.

More formally, the reasoning for this is the following: if good/bad had an ordinal scale, then for
any two elements on that scale that are ordered with respect to each other, all measure functions
that respect that ordering should be admissible. A sentence like (4.80) however, admits certain
order-preserving measure functions but also rules out others, namely those that assign a value
to each element that is at least as great as whatever quantity much stands for:

(4.81) = µ(V ) > µ(D) & [µ(V ) − µ(D)] ≥ much

The fact that the truth-conditions of (4.79) require ruling out certain order-preserving measure
functions suggests that the scale of good must have more structure than that of an ordinal scale.
In order words, regardless of how one defines much, there will be order-preserving measure
functions for which the relation in (4.79) fails to hold—just think of any measure function
assigning some difference in degree to volunteering and donating, although not much.

Based on these observations, Lassiter concludes that good/bad must have a stronger scale than
ordinal (the reader can check that similar observations apply to all evaluative adjectives, as they
are can all be modified by quantificational adverbs such as much, a little or a lot). The other two
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salient options are interval and a ratio scales, in order of increasing strength. Lassiter eventually
settles on an interval scale, but let us first consider his arguments against a ratio scale.

4.6.2 Ratio

Ratio scales are characterized by the fact that the relative “size” of elements does matter. In
particular, difference in size between elements is measured in ratios, which means that only
ordering-preserving measure functions that are obtained via a multiplication operation are ad-
missible. In addition to this, ratio scales demand that concatenation be mapped onto the mathe-
matical operation of addition. That is, the concatenation of two elements may only be mapped
onto a measure function that assigns to such compound object the sum of the individual mea-
sures of the concatenated elements.

Scales like height and weight are familiar examples of ratio scales, where the relation between
elements in the scale can be mapped onto measure functions that maintain a constant ratio
between the numerical values assigned to them. More formally:

Theorem 2 (Ratio Scale) If a scalar property S = ⟨X,⩾, ○⟩ is a RATIO scale, then the follow-
ing representation theorem holds for every admissible measure function µ that maps S onto
⟨R,≥,+⟩: for all a, b ∈ S and a ⩾ b, (i) µ(a) ≥ µ(b), (ii) µ(a ○ b) = µ(a)+µ(b) and (iii) For any
µ′ satisfying (1) and (2) and for any x ∈X , there’s an n ∈ R+ s.t. µ′(x) = nµ(x).

Note that an ordinal scale satisfies only the first of those conditions. A ratio scale imposes
more conditions on the admissible measure function and is therefore stronger; or alternatively,
reduces the size of the set of admissible measure functions.

In order to see how ratio scales constrain admissible measure functions, let us consider a fa-
miliar example, such as height. Seeing why the height scale Sheight is stronger than an ordinal
scale is easy: suppose that Amir is taller than Mora. If height were an ordinal scale, we should
be able to map Amir and Mora’s heights to any pair of numerical values under the > relation.
But some of those values would radically misrepresent their heights. Suppose that Amir and
Mora are respectively 182 and 165 centimeters tall. Consider a measure function µ′ that assigns
µ′(Amir) = 182, µ′(Mora) = 165, but such that their concatenated heights, µ′(Amir ○ Mora),
is equal to 17. µ′ respects the ordering relation between them—i.e., complies with condition
(i) in Theorem 2; but radically misrepresents the intuitive value of their concatenated heights.
Or consider another measure function µ′′ that assigns µ′′(Amir) = 182, µ′′(Mora) = 181.9
and µ′′(Amir ○ Mora) = 363.9. This measure function respects the ordering relation between
Amir and Mora—complying with (i)—and the fact that their combined heights should be the
arithmetical sum of their individual heights—complying with condition (ii). But it does not
respect the intuitive relation that holds between Amir and Mora’s heights, because it does not
preserve the ratio between their heights. That is, does not respect condition (iii) in Theorem 2.

Conditions (ii) and (iii) in Theorem 2 impose more structure on the admissible measure func-
tions for a ratio scale than mere preservation of order, and thereby rule out measure functions
like µ′ and µ′′. In particular, condition (ii) requires that only measure functions that assign
to any concatenation of individuals the sum of the measures of their elements are acceptable,
ruling out µ′. And condition (iii) demands that only measure functions that can be obtained by
multiplying by the same positive real the values assigned to a pair of elements by some order-
preserving (and additive with respect to concatenation) measure function are admissible. This
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rules out measure functions such as µ′′. In other words, only order-, sum-, and ratio-preserving
measure functions are admissible.

Going back to our example, if Amir measures 182 and Mora measures 165 (say, centime-
ters); then only measure functions that (a) preserve the order between the heights of Amir and
Mora, (b) assign to their combined heights the sum of their individual heights, and (c) pre-
serve the ratio 182 ∶ 165, namely 1.1030, between the individual measures of Amir and Mora,
are admissible. 182 + 165 ≠ 17, and therefore µ′ is not an admissible measure function. And
182 ∶ 181.9 ≠ 1.1030, and therefore µ′′ is not admissible either.

Is the goodness scale a ratio scale? We have seen that it cannot be an ordinal scale, but Lassiter
gives two arguments to support that it isn’t a ratio scale either. First, since ratio scales make
ratio comparisons interpretable, then it is at least compatible with sentences that admit ratio
modifiers such as 1.1030x that the relevant properties have a ratio scale. For example, tall,
which we (independently) know to have a ratio scale, admits these modifiers:

(4.82) Amir is 1.1030x as tall as Mora.

By contrast, such ratio modifiers are not acceptable with good/bad:

(4.83) ?? Volunteering is 1.1030x as good as donating.

Note, again, that the acceptability of ratio modifiers does not prove that the relevant scales
are ratio. Having a ratio scale is a sufficient condition for these modifiers to be acceptable—
because a ratio scale makes ratio comparisons interpretable—but not the other way around,
since ratio modifiers are also compatible with stronger scale types than ratio, as those stronger
scale types will satisfy all conditions for a ratio scale as well as some more. Similarly, the fact
that a sentence type featuring a ratio modifier is not acceptable is not enough to conclude that
the corresponding scale is not ratio. It could be, for instance, that this type of modifier is ruled
out because the good/bad scale is ordinal. However, since we have strong reasons to rule out
an ordinal scale, this unacceptability pattern for ratio modifiers offers some reason to think that
the good/bad scale might not be ratio.

Secondly, ratio scales are by definition POSITIVE with respect to concatenation, and the scale
of good/bad is not, according to Lassiter. Being positive with respect to concatenation means
that the concatenation of any two elements has a greater amount of the relevant property than
either element. More formally, a scale S = ⟨X,⩾, ○⟩ is positive with respect to concatenation iff
for any a, b ∈ X that do not overlap, a ○ b ⩾ a (except if S is lower-bounded, and b has exactly
the value of the lower-bound). Lassiter holds that the good scale lacks this property, based on
the observation that it seems to respect the following inference pattern:

(4.84) a. a ⩾ b

b. a ⩾ c

∴ a ⩾ (b ○ c)

If S were positive with respect to concatenation, that inference should fail in many instances.
But it does not fail for good (by contrast, it very clearly fails for likely, which is independently
argued to have a ratio scale, see Lassiter 2017, p. 179). For an example, consider the following,
intuitively valid inference (recall that concatenation for propositions is disjunction):
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(4.85) a. Volunteering is at least as good as donating.
b. Volunteering is at least as good as subscribing to the mailing list.
∴ Volunteering is at least as good as donating or subscribing to the mailing list.

According to Lassiter, that this inference pattern is in general valid shows that the scale of
good/bad has to be weaker than a ratio scale. We are thus left with the possibility of an interval
scale.

4.6.3 Interval

Interval scales are stronger than ordinal scales, but weaker than ratio scales. They are stronger
than ordinal scales because over and above mere order, the difference between elements on the
scale, that is, their intervals, matters. However, they are weaker than ratio scales, because they
do not determine a zero point, and therefore the positions of elements on the scale cannot be
defined using ratios. Interval scales take into account the distance, or gaps, between elements—
for this reason, the elements on an interval scale are not actually points, but intervals (although
this will not matter for our purposes).

Temperature, clock time or danger are familiar examples of interval scales offered by Lassiter.
Informally, what is crucial about those natural language cases is that the scales that those ex-
pressions lexicalize do not determine a zero point: a “zero” degree of temperature is a mere
convention, and changes when we move from the Celsius to the Fahrenheit scale, for instance;
similarly, it is intuitive to think that there is no zero point in clock time or in a scale of dan-
ger/safety.

Formally, this is cashed out by noting that ratio transformations are only meaningful relative to
some reference point.

Theorem 3 (Interval Scale) Where S = ⟨X,⩾, ○⟩ is a scale, if S is an interval scale, then the
following representation theorem holds for every admissible measure function µ that maps S
onto ⟨R,≥,+⟩: for all a, b ∈ S and a ⩾ b, (i) µ(a) ≥ µ(b), (ii) µ(a○ b) = µ(a)+µ(b) and (iii) for
any µ′ satisfying conditions (i) and (ii) and for any x ∈ X , there are some a, b such that a ∈ R+

and b ∈ R, µ′(x) = aµ(x) + b.

That interval scales are stronger than ordinal scales is easily seen by considering that, just like
ratio scales, they too restrict the set of admissible measure functions.

The linguistic counterpart of having an interval scale is that a possible explanation appears for
why ratio modifiers are sometimes out. Consider the following examples:

(4.86) ?? This bowl is 1.38x hotter than that one.

(4.87) ?? Amir came 2x later than Mora.

(4.88) ?? My neighbourhood is 4x safer than yours.

Such ratio comparisons are meaningless unless arbitrary zero points are defined on the relevant
scales, and even then they are only acceptable with the appropriate qualification. So an attrac-
tive explanation for why (4.86) is odd becomes available: note that we measure temperature
by scales such as Celsius, Fahrenheit or Kelvin. Now, (4.86) might be true in a certain scale
(say, Celsius). But if we change to a Fahrenheit scale, the ratio 1.38 will fall apart because
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the conversion between Celsius and Fahrenheit does not preserve ratios. For instance, if this
bowl is 45○C and that bowl is 62.1○C, then we could say that this bowl is 1.38x hotter on the
Celsius scale. But in a Fahrenheit scale, those temperatures are 113 and 143.78 respectively,
and the ratio is no longer 1.38. If we introduce the qualification that we are using a Celsius
scale, however, the sentence immediately improves:

(4.89) This bowl is 1.38x hotter than that one on the Celsius scale.

Note, in addition, that the comparative size of intervals can be measured using ratios. So even
though it does not make sense to say that Amir came two times later than Mora, it does make
sense to say that Amir arrived twice as late, or that he stayed for twice as long as Mora. This is
because the scale of temporal instants lacks a natural zero point, although temporal slices, that
is, time intervals between instants, do.

Finally, let us highlight again that simply attesting the unacceptability of a ratio modifier is not
enough to determine that the relevant adjective has an interval scale (recall that it wasn’t enough
even to rule out a ratio scale). This explanation is suggestive in the case of temperature or time,
but that is because we know independently how temperature and clock time are measured—and
in particular, we know that zero points on the relevant scales are arbitrary.

Might the goodness scale be interval? This is Lassiter’s conclusion, but his reasoning is essen-
tially abductive: given that according to him an ordinal and a ratio scale can be ruled out, only
interval scales remain as a candidate among the type of scales attested in natural language.

In order to explore this matter further, we need to turn to the properties of concatenation. As
we saw, ratio scales are by definition positive with respect to concatenation. Interval scales
are not, so this is already a point in favor of attributing an interval scale to good/bad, in light
of the validity of (4.85). However, interval scales are compatible with different features of
concatenation, and Lassiter considers the following two: maximality and intermediacy, and
settles on the latter.

For an interval scale to be MAXIMAL with respect to concatenation, it must assign to any
concatenation the value that it assigns to the greatest element in it. More precisely, a scale
S = ⟨X,⩾, ○⟩ is maximal with respect to concatenation iff for any non-overlapping a, b ∈ X , if
a ⩾ b, then a ≈ a ○ b.

Lassiter claims that the behavior of good reveals that its scale cannot be maximal with respect
to concatenation. The main example he uses to argue against maximality is the following
(shortened from the original):

Juliet is considering whether to feign death by taking the drug that Friar Laurence has
offered her. If she does, it will put her in a coma, and she will die unless Friar Laurence
administers the antidote. If she takes it and the Friar does administer the antidote, she
will be able to live happily ever after with Romeo. If she does not take the drug, she
will live a long boring life without Romeo; this is much better than being dead, though.
Unfortunately, the Friar is known for being cruel and capricious, and it is extremely likely
(though not certain) that he will ‘forget’ to administer the antidote if she takes the drug
(Lassiter p.183).

The possible outcomes are ordered by decreasing preference according to the story:

1. Juliet takes the drug and the Friar administers the antidote. drug ∧ antidote
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2. Juliet does not take the drug. ∼ drug

3. Juliet takes the drug and the Friar does not administer the antidote. drug ∧ ∼ antidote

However, the following is also true about the story:

4. It is better for Juliet to not take the drug than to take it. ∼drug > drug

The problem for maximality is the following: since any sentence φ is logically equivalent to
(φ∧ψ)∨(φ∧ ∼ ψ), then drug is logically equivalent to (drug ∧ antidote)∨(drug ∧ ∼ antidote).
Now, maximality implies that drug is exactly as valuable as the best of its disjuncts, namely
drug ∧ antidote. But then, taking the drug is exactly as good as taking the drug and getting
the antidote, which implies that drug is better than ∼drug, contradicting 4.

Lassiter uses examples like this to argue that the goodness scale cannot be maximal with respect
to concatenation.17

A readily alternative is to consider that it is intermediate with respect to concatenation, just
like temperature. A scale is INTERMEDIATE with respect to concatenation if the value of a
compound individual is somewhere between the values of its compounds. More formally, a
scale S = ⟨X,⩾, ○⟩ is intermediate with respect to concatenation iff for any a, b ∈X ,

• if a ⩾ b, then a ⩾ (a ○ b) ⩾ b, and

• if a > b, then a > (a ○ b) > b—unless a or b receive zero weight.

Attributing an interval scale that is intermediate with respect to concatenation immediately
helps with the Juliet case, since if the goodness scale is intermediate, it is no longer the case
that drug must be as good as drug ∧ antidote. In particular, as Lassiter argues, the actual value
of drug must be some intermediate value calculated based on the probabilities of the outcomes
drug ∧ antidote and drug ∧ ∼ antidote, which delivers the intuitively right result that drug
cannot be too good, given that the Friar is likely to not administer the antidote.

4.6.4 Discussion

Based on these observations, Lassiter preliminarily concludes that the goodness scale must
be an interval scale that is intermediate with respect to concatenation, and offers a semantics
that captures those facts (Lassiter 2017, 186 and ff). Our purpose at the end of this chapter is
not to discuss that semantics, but to show that the hyperplan semantics presented in the previ-
ous sections can accommodate the pieces of data that Lassiter points our attention to, namely
the inference pattern in (4.85) and the Juliet scenario. Moreover, we also raise a problem for
Lassiter’s classification, based on the admissibility of “round” ratio modifiers. We restrict our-
selves to good taking propositional arguments, but what we say here applies to other evaluative
adjectives and objects of evaluation of other types (although perhaps these observations do not
apply to negative evaluatives, see n.17).

17 Interestingly, the argument does not go through if we substitute good for bad. Assume that the previous
ordering of outcomes is in increasing dis-preference, and that drug is worse for Juliet than ∼drug. If bad is
maximal, the badness of drug is equivalent to the worst disjunct of (drug ∧ antidote)∨(drug ∧ ∼ antidote),
namely drug ∧ ∼ antidote. And then, drug is worse for Juliet than ∼drug. This is consistent with the ordering.
Why is this so? It might be that the scale of goodness is not maximal, but the scale of badness is. After all, it
might sound too optimistic to think that a bunch of things are as good as the best in them; but it is comparatively
more reasonable to think that a bunch of things are as bad as the worst in them.
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For simplicity, let us restate the inference pattern in (4.85) in the language of LV (see §3.4):

(4.90) a. p ≥ q

b. p ≥ r

∴ p ≥ (q ∨ r)

In order to test whether this inference patterns holds in our semantics, we need to spell out the
meaning of each premise and the conclusion. We already know what the premises mean (see
§3.4.2): relative to a model M with a structure S = ⟨W,H⟩,

(4.91) [[p ≥ q]]⟨wi,hi,P(W )⟩ = 1 iff ∀X ⊆ P(W ) ∶ [[⇑ q]]⟨wi,hi,X⟩ = 1→ [[⇑ p]]⟨wi,hi,X⟩ = 1
(4.92) [[p ≥ r]]⟨wi,hi,P(W )⟩ = 1 iff ∀X ⊆ P(W ) ∶ [[⇑ r]]⟨wi,hi,X⟩ = 1→ [[⇑ p]]⟨wi,hi,X⟩ = 1

In words: p is at least as valuable as q/r just in case every subset of P(W ) is such that, if q/r
is valuable relative to it, then p is too. In turn, this formulae can be spelled out as follows:

(4.93) [[p ≥ q]]⟨wi,hi,P(W )⟩ = 1 iff ∀X ⊆ P(W ) ∶

{w′
∶ [[q]]⟨w′,hi,P(W )⟩ = 1} ∈ hi(X)→ {w′

∶ [[p]]⟨w′,hi,P(W )⟩ = 1} ∈ hi(X).

(4.94) [[p ≥ r]]⟨wi,hi,P(W )⟩ = 1 iff ∀X ⊆ P(W ) ∶

{w′
∶ [[r]]⟨w′,hi,P(W )⟩ = 1} ∈ hi(X)→ {w′

∶ [[p]]⟨w′,hi,P(W )⟩ = 1} ∈ hi(X).

In words: p is at least as valuable as q/r just in case every subset X of P(W ) is such that, if
the worldly component of q/r is among the alternatives preferred by the hyperplan of the index
relative to X , then the worldly component of p is among the preferred alternatives as well.

In virtue of the disjunction rule in (3.21), the set of worlds at which a disjunction is true is the
set of worlds at which either the first disjunct is true or the second disjunct is true:

(4.95) {w′
∶ [[q ∨ r]]⟨w′,hi,P(W )⟩ = 1} = {w′

∶ [[q]]⟨w′,hi,P(W )⟩ = 1 or [[r]]⟨w′,hi,P(W )⟩ = 1}.

Thus, the conclusion has the following meaning:

(4.96) [[p ≥ (q ∨ r)]]⟨wi,hi,P(W )⟩ = 1 iff ∀X ⊆ P(W ) ∶

{w′
∶ [[q]]⟨w′,hi,P(W )⟩ = 1 or [[r]]⟨w′,hi,P(W )⟩ = 1} ∈ hi(X) → {w′

∶ [[p]]⟨w′,hi,P(W )⟩ =

1} ∈ hi(X).

That is, p is at least as good as q or r just in case every subset of P(W ) relative to which q or r
is preferred, is also one relative to which p is also preferred by the hyperplan of the index.

In order to show that our hyperplan semantics guarantees the validity of (4.90), all we need to
show is that any index of evaluation that makes both premises true makes the conclusion true
as well. Suppose that that were not the case: then, there ought to be some subset X of P(W )

such that, if q is selected, then p also is (making the first premise true). And if r is selected,
then p also is (making the second premise true). But it also ought to be false that, if q or r is
selected, then p also is (making the conclusion false). For that to be the case, then at least q or r
have to be selected but not p. By the first premise, we know that X is such that, if q is selected,
then p also is. So in order to make the conclusion false, it would have to be the case that, if r is
selected, then p is not. But by the second premise we know that X is such that, if r is selected,
then p also is. By reductio, there can be no such X , and (4.90) is valid in LV .
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The Juliet case, on the other hand, is easier to tackle. The possible outcomes are repeated here
(in decreasing order of preference):

1. drug ∧ antidote

2. ∼ drug

3. drug ∧ ∼ antidote

Together with the conflicting observation:

4. ∼drug > drug

In a similar vein to Lassiter’s treatment of the case, the point here is that all the outcomes of
the case ought not to be evaluated relative to the same index of evaluation, because the relevant
set of alternatives are not always the same. Given how the case is set up, outcomes (2) and
(3) as well as observation (4) all assume that the Friar will not administer the antidote—either
as a background condition on alternatives or as part of the alternatives under evaluation. But
crucially, (1) cannot be evaluated relative to such an index of evaluation, because it considers as
an option that the Friar does administer the antidote. In order to establish an ordering between
outcomes (1)-(3), those sentences cannot be evaluated relative to an index of evaluation that
assumes that the Friar will not administer the antidote, which is what the observation in (4) is
based on. There is no contradiction, rather, there is a necessary shift in the index of evaluation
of those sentences, which pose no problem for our hyperplan semantics.

Should we conclude with Lassiter that good has an interval scale that is intermediate with
respect to concatenation? We would, if not for the following: recall that ratio modifiers were
acceptable with ratio-scale adjectives and unacceptable with interval-scale adjectives:

(4.82) Amir is 1.1030x as tall as Mora.

(4.86) ?? This bowl is 1.38x hotter than that one.

As we noted, evaluative adjectives pattern like interval adjectives when we look at precise ratio
modifiers like the ones above:

(4.83) ?? Volunteering is 1.1030x as good as donating.

But surprisingly, when we turn from precise to “round” ratio modifiers, evaluative adjectives
behave again like ratio-scale adjectives (Faroldi and Soria Ruiz 2017; Solt 2018; also Cresswell
1976, p. 283):

(4.97) Your daughter is like, four times more beautiful.18

(4.98) He’d have to be ten times more charming than Arnold.19

So we have arrived at a puzzle: data about concatenation and the non-acceptability of precise
ratio modifiers suggest that evaluatives have interval scales. But the acceptability of round ratio
modifiers speaks against an interval scale.

18Adapted from the series Fresh Off the Boat, season 5 chapter 5, 2018.
19Adapted from the movie Pulp Fiction, 1994. Admittedly, two examples taken out of movies are not much,

but the reader surely can come up with many more natural sounding examples.
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One possible way out—Lassiter’s solution (2017, 89 and ff)—would be to dispel the data about
round ratio modifiers by arguing that they are hyperbolic uses. Lassiter says that the fact that
those sentences become unacceptable when we add an adverb like exactly points in this direc-
tion:

(4.99) Your daughter is like, (# exactly) four times more beautiful.

(4.100) He’d have to be (# exactly) ten times more charming than Arnold.

This is not, however, an argument for hyperbolic uses—rather, it is a consequence of the fact
that precise measures (i.e. 3.9 times, 4.154 times,... more beautiful) are not interpretable,
which we already knew. This is so because in general, exactly n reduces pragmatic slack in the
value of n (Lasersohn 1999). An intuitive way of characterizing this contrast (not necessarily
Lasersohn’s view) is the following: Bill is twice as tall as Ann can mean that Bill is 1.99x or
2.01x as tall as Ann. But crucially, Bill is exactly twice as tall as Ann means that he is not
1.99x nor 2.01x as tall. However, if those ratios are antecedently uninterpretable, then it is to
be expected that adding exactly makes those sentences bad.

A different way out of this dilemma would be to hold on to the possibility of a ratio scale, albeit
a very restricted one. Evaluative scales would then have a kind of ratio scale that only admit
ratios that result from multiplication by very round numbers, like 2, 4, 10, 100, 1000... More
formally, the admissible measure functions obtained following condition (2) in Theorem 2
above should be restricted to those that result from multiplying admissible measure functions by
numbers in some subset of very round members of the natural numbers. This would technically
capture the data about the loose ratio modifiers, but it would not account for the point about
concatenation.

We leave this issue for future work, but note that this is a genuine puzzle that concerns the scale
of all evaluative adjectives, since they all (roughly) present the kind of sensitivity to precise and
round ratio modifiers that we have presented here.

4.7 Recap & conclusion

In this long chapter, we turned to apply the semantics of LV to natural language expressions:
first, the pair of thin evaluative adjectives good and bad in their guises as propositional opera-
tors (that is, taking propositions as their arguments). This move required complicating slightly
the semantics of LV by introducing a parameter that can supply sets of alternatives to the hyper-
plan of the index of evaluation. After doing this, we were in a position to solve what we dubbed
the “sub-sentential Frege-Geach” problem in Chapter 2, namely the problem of why evaluative
adjectives in comparative form do not express outright practical commitments, even though
their meaning is compositionally derived from the positive form of those adjectives, which do
express such attitudes. In short, our answer was that, when a speaker uses the positive form of
an evaluative adjective, she adopts a commitment to act in a certain way in the very situation of
speech, in virtue of the fact that she is expressing a certain choice among a set of practical alter-
natives supplied by the index of evaluation; while when she uses the comparative she does not.
We then went on to discuss other bearers of value, such as action-types and individuals, and we
saw how to apply this proposal to evaluative adjectives with increasing degrees of thickness or
(stable) descriptive meaning.
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In the last section of this chapter, we discussed further semantic properties of evaluative ad-
jectives, first in relation to the relative/absolute distinction, and then in connection to features
of their scales. We concluded—somewhat preliminarily—that evaluative adjectives appear to
be relative-standard, although they are definitely not paradigmatic examples thereof. We then
turned to the question of what type of scale they have—whether ordinal, ratio or interval. Fol-
lowing Lassiter 2017, we have argued that there are strong reasons to think that their scale is
not ordinal and not ratio. The remaining option is that it is an interval scale that is intermediate
with respect to concatenation, but that possibility clashes with the acceptability of “round” ratio
modifiers.

In the following chapters, we will explore further the notion of evaluative and subjective prop-
erties, and we will then see how evaluative sentences work in conversation—which will require
us to move from the static semantics given here to a dynamic model of communication.
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Chapter 5

Subjectivity & evaluativity: an
experimental approach to ordering
subjectivity

Summary1

This chapter discusses two notions that have been the focus of much discussion in recent linguistic and
philosophical literature, namely the notion of judge-dependency and ordering subjectivity. In recent
experimental work, Stephanie Solt has argued that the spectrum-like nature of the phenomenon of

ordering subjectivity calls for a distinction, within the class of subjective adjectives, between
multi-dimensional and judge-dependent ones. We agree with her, but we supplement her conclusions
by arguing that applying her experimental paradigm to moral adjectives suggests a further distinction,

within the class of judge-dependent adjectives, between (at least) experiential and evaluative adjectives.

5.1 Introduction

In Chapter 2, evaluative adjectives were characterized by the possession of two features: OR-
DERING SUBJECTIVITY and ACTION-GUIDANCE. Up to this point, the latter feature has been
the main focus of this dissertation: indeed, most of the long two previous chapters consists in
an exposition of a scalar semantics for evaluative adjectives that builds action-guidance onto
the very meaning of evaluative adjectives by—roughly—assigning plans of action as their de-
notation. This chapter, by contrast, returns to discussing ordering subjectivity.

Consider the contrast between the following two dialogues:

(5.1) a. Carmen is taller than Marieke. ≈ not subjective
b. No, Marieke is taller.

(5.2) a. The cake is tastier than the chocolate cookies. ≈ subjective
b. No, the chocolate cookies are tastier.

1This chapter stems from joint work with Federico Faroldi. Mora Maldonado has provide invaluable help with
the experimental design, data analysis and comments on a final draft. I thank both, but any errors are my sole
responsibility.
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As we saw in §2.2.1, the speakers in both these dialogues are having a disagreement, but
whereas the disagreement in (5.1) seems to turn on a completely objective and factual matter—
i.e. the respective heights of Carmen and Marieke, the disagreement in (5.2) appears to be
largely subjective, as it relies on the interlocutors’ food preferences.

This occurs when these adjectives appear in comparative form—if they were in the positive
form, both dialogues would appear subjective. The property in virtue of which the comparative
form of an adjective gives rise to disagreements that appear to be subjective is called ORDER-
ING SUBJECTIVITY (Bylinina 2017; Solt 2018). Ordering subjectivity distinguishes evaluative
(among other) adjectives like good, beautiful or tasty from dimensional adjectives like tall or
wide (§2.2.1).

Solt (2018) presents novel experimental data about the distribution of this property.2 In the
literature, it is assumed (often implicitly) that adjectives are clearly divided between those that
are subject to ordering subjectivity and those that are not. The main empirical discovery of
Solt 2018 is that this is not the case: when one considers a sufficiently broad class of gradable
adjectives, it turns out that speakers’ intuitions about the distribution of ordering subjectivity
are not uniform. Participants generally agree that dimensional adjectives like tall clearly lack
this property, and that predicates of personal taste (PPTs), such as fun and tasty, have it. But her
results show that many other adjectives fall in a mixed class, in that there is a large variability
in participants’ opinions as to whether disagreement dialogues involving those adjectives are
subjective.3 Examples of adjectives in this mixed class are: dull, curved or rough.

Solt offers an account for why certain adjectives might fall in the mixed class, and for why
certain adjectives fall in the clearly subjective class. Roughly, her view is that adjectives that
fall in the mixed class are such that comparative uses can be given an objective or a subjective
interpretation, for a variety of reasons. Some adjectives, such as heavy, are ambiguous between
a qualitative or subjective and an quantitative or objective interpretation (heavy can mean how
much an object weighs and how much its weight feels to, e.g., someone carrying it; Kennedy
2013b). Others, such as curved, can be broken down into different dimensions or aspects
(frequency and number of curves, for example), some of which may be objectively measurable
and some of which may not be.

On the other hand, for adjectives that fall in the clearly subjective class there is no readily avail-
able objective interpretation. Moreover, all these adjectives can be characterized, according to
Solt, as JUDGE-DEPENDENT. That is, their semantics involves the notion of a semantic judge
(see also §3.2.1). The difference between adjectives in the mixed class and those that are in
the clearly subjective class is, therefore, modelled by Solt by introducing a judge in the seman-
tics of the latter. In this way, Solt aims to represent the fact that clearly subjective adjectives
necessarily involve an ‘inherent human element’ (2018, p. 76, after McNally and Stojanovic
2017).

Our purpose is to extend this experimental paradigm to moral adjectives, which Solt does not
consider. Moral adjectives are interesting vis-à-vis Solt’s experimental paradigm for two rea-
sons: first, moral adjectives arguably involve a judge, but the judge of a moral judgment hardly

2 See also E. A. Smith et al. 2015.
3 What we mean by there being a large variability in participants’ opinion is that some participants took the

relevant dialogues to be subjective disagreements, while some did not. But in both Solt’s experiment and ours,
participants were (i) given a binary choice between describing a disagreement as a matter of opinion or fact,
and (ii) presented with dialogues containing the relevant adjectives only once. So we cannot conclude whether
participants are consistent in their judgments. The variability measure is across, and not within, participants.
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falls under the usual notions of judge discussed in the literature on perspectival expressions. To
be more specific, the usual notions of a judge in judge-dependent semantics represent it as a
subject of experiences (for PPTs), qualitative perceptions (color adjectives) or emotions (emo-
tional predicates); but moral judgment does not in general require any particular experience,
perception or emotion. Consequently, the semantics of moral vocabulary does not require in-
voking experiencers nor perceptual or emotional agents. Hence, if moral adjectives turn out to
pattern with the clearly subjective class of adjectives, there is reason to enrich Solt’s notion of
a judge, which is markedly experiential.

And secondly, one might suspect at least some people to have strongly objective intuitions
about morality: a disagreement about what course of action was morally more correct might
seem prima facie more objective than a disagreement about what movie was more fun.4 This
is a reason to expect moral adjectives to pattern with the adjectives in the mixed class. If they
do, then there is reason to challenge Solt’s claim that adjectives in the mixed class do not have
a judge dependent semantics.

As we will see, our results show that moral adjectives fall under the clearly subjective class.
Thus, we defend that the notion of judge-dependency has to be enriched to make room for
the type of judge that is involved in moral judgment. In line with what has been defended
in previous chapters, we defend that the role of the judge that is required for an appropriate
semantics for moral adjectives is a practical agent, that is, an agent with intentions to act in
certain ways. This is better seen considering an example:

(5.3) a. Bill leads a more ethical lifestyle than Amy.
b. No, Amy does.

As our results show, participants take dialogues like (5.3) to be subjective more or less as of-
ten as dialogues involving aesthetic adjectives, PPTs or emotional adjectives. But in contrast
to those cases, the impression that the disagreement between the interlocutors in (5.3) is sub-
jective need not be due to the fact that the speakers have different experiences, perceptions or
emotions. What we defend is that the “clash” in disagreements like (5.3) is due to speakers hav-
ing conflicting plans. This is already captured in the hyperplan semantics offered in previous
chapters, so we will leave all formalism aside.

The chapter is structured as follows: §5.2 presents Solt’s 2018 study. Her experimental de-
sign (§5.2.1) and results are laid out (§5.2.2), and her discussion of the results is summarized
(§5.2.3). Subsequently, we present our study, which uses essentially Solt’s paradigm to test a
set of moral adjectives together with a sample of the adjectives that she tested (§5.3). We finish
this chapter with a discussion of our results (§5.4). There, we argue for the need to enrich the
notion of judge-dependency in the way just discussed. §5.5 concludes.

5.2 Solt’s 2018 study

In her 2018, Solt tackles the question of the distribution of ordering subjectivity across gradable
adjectives. Let us define ordering subjectivity as follows (see also §2.2.1):

4 See Stojanovic 2019 for the distinction between disagreement about morality and about taste.

134



Definition 20 (Ordering subjectivity) A gradable adjective G is ORDERING SUBJECTIVE iff
whether a sentence containing the comparative form of G is true or false is perceived to be a
subjective matter.

That definition calls for at least two clarifications: first, what is meant by subjective? And
secondly, why is the comparative relevant?

Different authors give different characterizations of subjectivity. For our purposes however, it’s
easiest to simply follow Solt’s characterization. As we will see, Solt presents participants with
disagreement dialogues and asks them whether they consider the issue to be a matter of opinion.
This will be our criterion as well. If the answer to a certain question or issue is perceived to be
a matter of opinion, it is a subjective matter; if it is not, then it is not a subjective matter. Just to
illustrate: whether one can have red wine with tuna is a matter of opinion; whether the sun sets
at 4:36:32pm on January 4th, 2019 at coordinates 55.953251,-3.188267 is not. Note that this a
binary distinction: an issue or a question either is or is not a matter of opinion.5

To the second question there is a short and a long answer. The short answer is that the class
of gradable adjectives that give rise to subjective disagreement in the comparative form is a
subclass of those that are give rise to subjective disagreement in the positive form: tall and
tasty belong to the latter class, but only tasty belongs to the former. So by considering the
comparative form, we are looking at a more localized phenomenon than by looking at the
positive form.

(5.4) a. Carmen is tall. ≈ subjective
b. No, she is not.

(5.5) a. Haggis is tasty. ≈ subjective
b. No, it is not.

(5.1) a. Carmen is taller than Marieke. ≈ not subjective
b. No, Marieke is taller.

(5.2) a. Haggis is tastier than andouillette. ≈ subjective
b. No, andouillette is tastier!

The longer answer is as follows: in standard semantics for gradable adjectives, the question
of whether an adjective is subjective boils down to the question of whether its meaning is
determined with the aid of some contextual parameter (§2.2.2). Now, there is an important
difference between the positive and the comparative form of a gradable adjective: the positive
form mobilizes at least one contextual parameter more than the comparative form. So if the
positive form is perceived to be subjective, it could be due to that parameter.6 Hence, the
subjectivity of a disagreement dialogue involving the positive form of a gradable adjective can

5We should not presuppose that speakers are perfectly capable of drawing this distinction: as this re-
cent Pew Research Center poll shows, people are surprisingly bad at distinguishing statements of opin-
ion and statements of fact taken from the news (https://www.journalism.org/2018/06/18/
distinguishing-between-factual-and-opinion-statements-in-the-news/). Moreover,
people appear to consider more factual those statements that lean towards their values and opinions. Solt’s and the
present study abstract away from this latter confound by avoiding issues that participants could be antecedently
opinionated about. For example, Solt does not present subjects with disagreement dialogs that compare, say, the
taste of cookies to the taste of stew. Rather, their dialogs contain items like this is tastier than that. We do the
same.

6 In degree semantics (Kennedy 2007), the positive form requires determining a specialized degree on a scale,
called a STANDARD or THRESHOLD, such that the positive form of the adjective can be truthfully predicated of any
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be due to speakers determining a different threshold or a different comparison class for the
positive form.

The comparative, by contrast, does not mobilize contextually determined thresholds or compar-
ison classes. If a comparison is perceived as subjective, it has to be because the very ordering
that forms the extension of the adjective is context-sensitive. Therefore, asking whether a dis-
agreement such as (5.1) and (5.2) is a matter of opinion is a way of investigating whether the
ordering induced by the relevant adjective is context-sensitive. That is the question that Solt
2018 tackles.

5.2.1 Experimental design

To answer that question, Solt tests a set of gradable adjectives, classified along traditional
categories:

1. RELNUM: Relative-standard with numerical measures:7 e.g. tall, wide

2. ABS2: Absolute-standard with closed scales on both ends:8 e.g. empty, full

3. ABS1: Absolute-standard with closed scale on one end: e.g. salty, wet

4. RELNO: Relative-standard without numerical measures: e.g. light, hard

5. EVAL: Evaluative adjectives, and among them, PPTs (tasty), aesthetic (beautiful) and
emotional adjectives (happy).

She presents subjects with disagreement dialogues such as the ones we have just seen, and asks
subjects whether the disagreement they just saw is a matter of opinion. Here are a few of her
test items:

(5.6) a. Look – Tommy’s shirt is dirtier than the one his little brother Billy is wearing.
b. No, Billy’s shirt is dirtier than Tommy’s.

(5.7) a. The lecture we heard last week was more boring than today’s lecture.
b. No, today’s lecture was more boring.

(5.8) a. The program we watched about India was more interesting than the one about
Japan.

b. No, the program about Japan was the more interesting of the two.

Below each dialogue, she presents participants with a choice between the following two op-
tions: ‘only one can be right, the other must be wrong’ and ‘it’s a matter of opinion’.

object whose degree is above the threshold. In a delineation approach (C. Barker 2002; Burnett 2017; Klein 1980),
the positive form requires introducing a contextually determined comparison class relative to which the extension,
anti-extension and extension gap of the relevant adjective are determined. See the discussion in Chapter 2.

7Adjectives have numerical measures just in case they admit numerical modifiers, e.g. ‘Carmen is 168cm tall’.
8As Solt notes, ABS2 adjectives may be thought to have numerical measures as well, since they admit of

proportional modifiers, e.g. ‘55% full’.
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5.2.2 Results

The main result of Solt’s experiment is that participants’ perception of ordering subjectivity is
largely variable. That is, for a large class of adjectives there is variability across participants as
to whether the relevant dialogues are perceived to be subjective. While RELNUM and ABS2
adjectives were perceived as objective and EVAL adjectives were perceived as subjective for
most participants, there were a surprisingly high number of adjectives for which participants’
judgments diverged, namely all adjectives in the ABS1 and RELNO classes.

5.2.3 Solt’s account

In the remainder of her paper, Solt offers an account of her results, that is, of why there is
a class of clearly objective and subjective adjectives, as well as a big mixed class of adjec-
tives. In general terms, her account of why adjectives fall into a clearly objective, mixed and
clearly subjective class relies on the availability of ‘precise, quantitative measurement’ (Solt
2018, p. 67). Adjectives in the clearly objective class (RELNUM and ABS2) admit numerical
modifiers, so it is reasonable for speakers to assume that those disagreements can be resolved
objectively, by measuring the degree of the relevant property that each relatum has, and thus
that only one of the speakers in those dialogues can be right. On the other hand, adjectives in
the clearly subjective class (EVAL) are such that numerical measures are not available at all. Fi-
nally, adjectives in the mixed class (RELNO and ABS1) can receive an objective interpretation.
Participants who interpreted adjectives in the mixed class subjectively would have answered
that the disagreements were a matter of opinion, whereas speakers who interpreted those same
adjectives objectively, would have answered that only one speaker could be right.

The mixed class

Why would participants interpret adjectives in the mixed class sometimes subjectively, some-
times not? Solt offers a few diagnostics. First, some adjectives in the mixed class, such as
hard, are ambiguous between a subjective/qualitative and an objective/quantitative interpreta-
tion (Kennedy 2013b). This is likely the case for hard: whereas the most common interpretation
of hardness is in relation to a certain perception (how hard a chair feels), there exist scientific
measures of hardness for materials.

Other adjectives are MULTI-DIMENSIONAL, which means that their orderings depend on dif-
ferent dimensions or aspects.9 For example, the degree of dirt on a towel can be broken down
into several dimensions: stain distribution, stubbornness and nastiness. This opens up two very
salient aspects for cross-subject variability, namely the exact dimensions that are taken into
account and the weight that each dimension receives in the overall dirt-ordering. So a dis-
agreement about what towel is dirtier could be deemed subjective by someone who thinks that
speakers engaging in that disagreement had different dimensions of dirtiness and/or were giv-
ing different weight to each dimension of dirtiness. Importantly however, it is possible too that
some speakers consider that there is an objective measure of dirtiness—for example, how much

9 The putative multi-dimensionality of evaluative adjectives was already discussed briefly in Chapter 2 (see
§2.2.2).
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extraneous material is attached to the towel’s surface. This would allow the needed variability
for an adjective like dirty to fall in the mixed class.

Multi-dimensionality has been the subject of much work in recent literature on gradability.
Especially relevant is the work of Sassoon (2013a, 2016), (although see as well McNally and
Stojanovic 2017). Sassoon uses as a grammatical diagnostic for multi-dimensional adjectives
the admissibility of “respect-denoting” PPs and quantificational phrases, such as with respect
to or except for. To see this, contrast a dimensional adjective like tall with a multi-dimensional
adjective like healthy:

(5.9) a. Carmen is healthy with respect to blood pressure.
b. # Marieke is tall with respect to...

(5.10) a. In what respects is Carmen healthy?
b. # In what respects is Marieke tall?

(5.11) a. Carmen is healthy except for her sugar level.
b. # Marieke is tall except for...

Interestingly however, many of the adjectives tested by Solt do not fare too well in these tests.
Aside from the dimensional ones, which are predicted to be unacceptable, consider the follow-
ing examples from the mixed class (the examples are taken from her paper, p.74):

(5.12) a. The line was(n’t) straight/curved except for ...
b. The leather was(n’t) smooth/rough except for ...
c. The knife was(n’t) sharp/dull except for ...
d. The soup was(n’t) salty except for ...

For all those adjectives, it is difficult to fill the blank with a dimension of the relevant property.

Nonetheless, suggests Solt, even if these adjectives do not clearly pass Sassoon’s tests for
multi-dimensionality, we can distinguish different dimensions or aspects that can play a role
in determining an ordering. For instance, when considering a curved road, we can take into
account the frequency and sharpness of the curves it has, even though it is very odd to say
something like:

(5.13) The road was curved with respect to frequency, but not with respect to sharpness.

The fact that we can conceptually distinguish different dimensions that may affect the ordering
induced by an adjective even though the adjective may not appear multi-dimensional under
Sassoon’s tests, suggest a distinction between two types of multi-dimensionality:

1. Quantificational multi-dimensionality: The type of multi-dimensionality detectable via
respect-denoting PPs and quantification (e.g., healthy).

2. Conceptual multi-dimensionality: not detectable via respect-denoting PPs and quantifi-
cation, but conceptually distinguishable (e.g., curved).

Solt’s claim is that many adjectives in the mixed class count as conceptually multi-dimensional,
if not quantificationally so.
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The clearly subjective

Adjectives that clearly fall in the subjective class (i.e. those antecedently classed as EVAL),
according to Solt, are those for which no numerical measure can be given. This correlates
with the fact that they involve an ‘inherent human element’ (2018, p. 76), or as McNally and
Stojanovic put it, ‘the necessary mediation of some sentient individual’ (2017, p. 28). In the
literature on PPTs, this inherent human element has usually been cashed out in the introduction
of a context-dependent JUDGE-parameter, either as part of the proposition expressed by sen-
tences containing the relevant expressions—so called CONTEXTUALISM about PPTs, cf. Sæbø
2009; Stojanovic 2007 a.m.o.—or as a parameter in the index of evaluation—the RELATIVIST

proposal, cf. Lasersohn 2005; Stephenson 2007a a.m.o.

For our present purposes, more than the formal implementation of a judge-semantics it matters
what “role” the judge plays in determining the ordering of individuals that form the extension
of an adjective. Solt discusses mainly three possible roles that a judge can play in determining
the extension of adjectives in the EVAL class:

1. An experiencer:

(5.14) Chocolate is tastier than cheese.

2. A subject of emotions:

(5.15) The funeral was happier than the party.

3. A “perceiver”:

(5.16) This painting is uglier than that one.

Different dimensions may also play a role in determining the extension of these adjectives. Fol-
lowing Solt however, those dimensions do not determine directly the orderings of the adjectives
in EVAL, but rather act as factors that contribute and alter the judge’s overall assessment. This
would block putative objective or quantitative interpretations: for example, taste can presum-
ably be broken into (at least) saltiness and texture, which are potentially measurable properties.
However, if the saltiness of a food is inevitably no more than a factor in a judge’s subjective ex-
perience of a food’s taste, then it is difficult to see how saltiness could impact different judge’s
experiences of that food in an uniform way.

In sum: Solt’s main result is that there is great variability in people’s assessment of order-
ing subjectivity across adjectives, ranging from adjectives that clearly lack it (RELNUM and
ABS2) to adjectives that clearly have it (EVAL) through a rather big mixed class (RELNO and
ABS1). The mixed adjectives can be given subjective and objective interpretations, which is
why participants diverge in their judgments. This, in its turn, is most likely due to either a
qualitative/quantitative ambiguity in their meaning or (quantificational or conceptual) multi-
dimensionality. On the other hand, adjectives in the clearly subjective class are broadly judge-
dependent, which means that their orderings are determined relative to a judge, which may play
the role of a subject of experiences, perceptions or emotions.
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5.3 Our study

Given Solt’s conclusions, it would be suggestive to see how moral adjectives fare in this exper-
imental paradigm. As we said in the introduction, there are two main reasons for this, which
were already summarized in the introduction: first, even though moral adjectives arguably in-
volve a judge, it hardly falls under the judge “roles” discussed by Solt—that is, the judge of a
moral statement need not, in general, be an experiencer, perceiver or have any particular emo-
tion. Secondly, one might suspect that some people have strongly objective intuitions about
morality. This is a reason to expect moral adjectives to pattern with the mixed class.

In order to further motivate the first claim, we may consider the acceptability of for/to PPs,
which is different for moral adjectives vis-à-vis adjectives in Solt’s EVAL class. According to
Bylinina 2017, these PPs denote experiencers and fill an argument slot for certain adjectives,
such as PPTs. Indeed, PPTs (e.g. tasty, fun) take for/to PPs, while some moral adjectives do not.
However, this is not visible at first sight, because for/to PPs can also be adjuncts, semantically
denoting a doxastic operator (something along the lines of in x’s opinion or according to x).
Consider the following sentences:

(5.17) The test was fun for me.

(5.18) The soup was tasty to Alice.

(5.19) Torture is unethical for me.

Contrary to appearances, the PP for me in (5.19) does not have the same syntactic and semantic
role that the PPs in (5.17) and (5.18) (Glanzberg 2007).10 Firstly, the choice of preposition in
(5.17)-(5.18) is idiosyncratic, but not in (5.19) (Stephenson 2007a, p. 520): swapping for for to
in (5.17)-(5.18) results in bad sentences, while it is acceptable with (5.19):

(5.20) ?? The test was fun to me.

(5.21) ?? The soup was tasty for Alice.

(5.22) Torture is unethical to me.

Secondly, adjuncts are separable from the main verb by other adjuncts, while arguments are
not; an adjunct like yesterday cannot be inserted between a verb and its syntactic argument.
But adjuncts can be inserted in such way:

(5.23) I ate an [arg apple ] [adj yesterday ]

(5.24) # I ate [adj yesterday ] [arg an apple ]

(5.25) I ate an apple [adj yesterday ]

(5.26) I ate an apple [adj quickly ] [adj yesterday ]

Predicates like tasty and fun display this pattern: (5.27) and (5.28) are fine, but inserting the
adjuncts between the adjective and the judge PP makes the sentences bad:

(5.27) The test was fun [j−PP for me] [adj in spite of the baby logic bit ]

10The distinction between arguments and adjuncts isn’t clear cut in general, and even less so with respect to
for/to PPs. In particular, the for/to PPs that we observe here are all optional, which is already a feature that
syntactic arguments generally lack. We thank Manuel Križ for useful comments.
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(5.28) The soup was tasty [j−PP to Alice ] [adj in spite of the celery ]

(5.29) # The test was fun [adj in spite of the baby logic bit ] [j−PP for me ]

(5.30) # The soup was tasty [adj in spite of the celery ] [j−PP to Alice ]

By contrast, both constructions are fine with unethical:

(5.31) Torture is unethical [j−PP for me ] [adj under any circumstance ]

(5.32) Torture is unethical [adj under any circumstance ] [j−PP for me ]

We side with Bylinina in suggesting that the behavior of the PPs of (5.17)-(5.18) (idiosyncrasy;
inseparability) points to a thematic relation between those phrases and the relevant predicates.
By contrast, the lack of prepositional idiosyncrasy and the separability data suggests that the
for/to PPs that we see in sentences like (5.19) are adjuncts, and in particular, doxastic operators.
What (5.19) says is that, in the speaker’s opinion, torture is unethical. In sum, moral adjectives
like unethical do not admit thematic for/to-PPs.

We take these observations to provide further evidence that moral adjectives lack an experiential
semantics. Thus, in this experimental study we set out to test how moral adjectives fare with
respect to Solt’s experimental paradigm. To do that, we took a sample of adjectives from Solt’s
experiment, added an approximately equal number of moral adjectives, and tested them under
Solt’s disagreement paradigm.

5.3.1 Participants

Participants were 40 native speakers of English, recruited via Amazon Mechanical Turk
(MTurk). They were paid $0.50 for their participation (the task took approx. 5 minutes).
Recruiting was limited to MTurk workers with U.S. IP addresses. No participant was excluded.

5.3.2 Materials

Test items were based on 24 adjectives. From these, 13 were sampled from Solt’s study:

1. RELNUM: tall, expensive

2. ABS2: empty, full

3. ABS1: salty, wet

4. RELNO: light, hard

5. EVAL: tasty, ugly, happy, intelligent

These were supplemented with 11 moral adjectives, classified along the following axes:

1. THIN moral adjectives: moral, ethical, virtuous

2. THICK moral adjectives: coward, generous, loyal, honest

3. NORM/VALUE: important, justified, rational, valuable
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The difference between thin and thick adjectives has been discussed, so we will not insist on
it (see §4.3.3). The class called NORM/VALUE is an heterogeneous class of all-purpose value
and normative adjectives: important is usually applied to things that range from subjective
to objective value; justified or rational are used indistinctly for moral, practical or epistemic
praise; and valuable is an umbrella evaluative adjective that can be use to evaluate all kinds of
things in all kinds of ways.

For each adjective, a disagreement dialogue was created. For the set of adjectives taken from
Solt’s study, the same dialogues were used; for the class of moral adjectives, new dialogues
were devised. Here is a sample of the new dialogues:

(5.33) a. General McAdam was more coward than General Smith in that particular battle.
b. No, Smith was more coward.

(5.34) a. Ann’s work is more valuable than Jim’s
b. I disagree, Jim’s work is more valuable.

(5.35) a. It is more important to follow Mary’s than Bill’s advice.
b. I disagree, Bill’s advice is more important.

Participants were presented with 11 test items and 13 control items, as well as 12 filler di-
alogues split between factual (A: Sharks are mammals; B: No they are not!) and subjective
disagreements (A: This restaurant has wonderful service, I love it; B: No, it’s awful). See the
Appendix for the full list of critical items.

5.3.3 Procedure

Participants were presented with the following set of instructions:

This study is about disagreements between people. Sometimes when two people disagree,
only one of them can be right, and the other must be wrong. For example, in this short
dialogue, Speaker A and Speaker B can’t both be right, because Rosa can’t have been born
in both July and April.

• Speaker A: Rosa was born in July.

• Speaker B: No, Rosa was born in April.

But sometimes when people disagree, there is no right or wrong answer - it’s just a matter
of opinion. Here’s an example:

• Speaker A: Susan looks a lot like her sister.

• Speaker B: No, they don’t look alike at all!

In this HIT, you will see a series of short dialogues between two speakers, A and B. Your
task is to say whether there is a right or wrong answer, or whether it’s a matter of opinion.

Please answer based on your intuitions; do not think too long about each question. Do not
proceed with this experiment if you are not a native English speaker.

Participants were then presented with dialogues like (5.33)-(5.35) above, and told to choose
among the following two options:

• What do you think?
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1. Only one can be right, the other must be wrong.

2. It’s a matter of opinion.

Answering 1 was classified as a FACT answer; answering 2 was classified as OPINION. At the
end, participants were asked for their country, age, biological sex and were given the opportu-
nity to comment.

5.3.4 Results

The proportion of FACT choices per Adjective is illustrated in Figure 5.1; the proportion of
FACT choices per Adjective Class is illustrated in Figure 5.2.

Following Solt’s analyses, we analysed the responses (FACT vs. OPINION) by modelling
response-type likelihood using a logit mixed-effect models (Jaeger 2008), with the factor Ad-
jective Class as fixed effect (8 levels), and random intercept per subject.

The reference level for this omnibus model (aka the baseline in treatment contrast) was the
class RELNUM. The z-scores and p-values reported are those calculated by the lme5 package
by a Wald III test.

The results of this omnibus model indicate that all classes are significantly different from REL-
NUM, with the exception of ABS2. Model output is provided in Table 5.1.

RelNum (intercept)
Abs2 z = −0.62, p = 0.53
Abs1 z = −2.82, p < .01
RelNo z = −2.31, p < .05
Eval z = −8.13, p < .001
N/V z = −8.958, p < .001
Thin z = −7.95, p < .001
Thick z = −7.3, p < .001

Table 5.1: Results of Omnibus model

These results roughly replicate Solt’s original findings, modulo the new classes added in our
experiment.11

In order to address our main question (i.e., where do moral adjectives fall in the subjectivity
spectrum), we fit a second set of models where we compared each of the classes included in
Solt (2018) to the new sets of adjectives (THIN, THICK and NORM/VALUE). These models
were constructed in the same way as before (fixed and random structure) differing only in how
the baseline was encoded.

• ABS1 (reference level) is significantly different from N/V (z = −7.240, p < .001), THICK

(z = −5.3, p < .001) & THIN (z = −6.054, p < .001).

• RELNO (reference level) is significantly different from N/V (z = −7.71, p < .001), THICK

(z = −5.9, p < .001) & THIN (z = −6.42, p < .001).
11We have also reproduced the posthoc pairwise comparisons done by Solt(2018)(ABS1 vsEVAL: z = −610, p <

.001, ABS1 vsRELNO: z = .5, p = .5, EVAL vsRELNO: z = −5.8, p < .001)
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• EVAL (reference level) is not significantly different from N/V (z = −1.78, p = .07),
THICK (z = 1.71, p = .08) & THIN (z = .35, p = .072).

Figure 5.1: FACT choices per adjective

Figure 5.2: FACT choices per adjective class
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5.4 Breaking down judge-dependency

Our results can be summarized in two claims: on the one hand, we replicated Solt’s result for the
classes that she tested, which is good. On the other hand, the adjectives that we tested (which
we may simply call moral adjectives) were found to pattern with the adjectives in the EVAL

class. Our initial hypothesis that speakers might have stronger realist or objectivist intuitions
about morality than say, about taste or aesthetics was not confirmed by these results. However,
introducing moral adjectives into the picture ought to change slightly Solt’s characterization
of evaluative adjectives. In this last section, we discuss the possibility that these results about
moral adjectives call for a refinement of the notion of judge-dependency.

These results strongly suggest counting moral adjectives within the EVAL class. This is sup-
ported by Solt’s general characterization of the EVAL class as those adjectives whose orderings
are determined, or mediated by some ‘inherent human element’. So much seems true of moral
statements—that their truth depends on a human subject.

However, Solt’s characterization of the different “roles” that judges can play does not readily
apply to moral thought: recall that Solt claims that the extension of judge-dependent adjectives
is mediated by a judge, who is the subject of some experience, perception or emotion. Moral
judgment, however, does not require any of those things. Consider the contrast between the
following dialogues and (5.3):

(5.2) a. The cake is tastier than the chocolate cookies.
b. No, the chocolate cookies are tastier.

(5.36) a. Those sneakers are uglier than the sneakers you tried on earlier.
b. No, the earlier sneakers were uglier.

(5.37) a. This cat is happier than that dog.
b. No, the dog is the happier one of them.

(5.3) a. Bill leads a more ethical lifestyle than Amy.
b. No, Amy does.

In all these disagreements, an OPINION answer (i.e., thinking that the issue is a matter of
opinion) could be driven by considering that each speaker is a different judge with a different—
and valid—opinion about the matter. Moreover, this can be rooted on these speakers having
different experiences, perceptions or feelings about the matter: in (5.2), speakers have both
tried both foods and their tastes diverge; in (5.36) they have different aesthetic appreciation of
the sneakers; and in (5.37) they have a different “emotional appraisal”, about the pets. But none
of this applies straightforwardly to (5.3). To have a moral disagreement, it is not necessary to
have different experiences or perceptions. Speakers in (5.3) need not have experienced in any
way how Bill and Amy behave, nor do they need to see what emotions they appreciate in their
behavior, nor what emotions Bill and Amy’s behavior causes in them. They are judging the
matter differently, and people take them to be entitled to their divergent opinion (as witness our
results). But it is not clear what exactly could their divergence be about.12

12Perhaps this applies to (5.36) as well: after all, it isn’t clear that two people looking at the same two pairs of
sneakers could have a different perception of them. Consider, in this respect, the contrast with tasty: in (5.2), the
experience upon which the evaluation rests can differ from speaker to speaker. You and I may perceive the taste
of sugar differently, and that can interfere with our perception of the taste of chocolate in different ways, let’s say.
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We want to close this chapter by pointing out two possible avenues to explore. First, recall that
in previous chapters, we have defended that evaluative (including moral) adjectives can mobi-
lize different priorities or preferences for action, which we modelled in terms of PLANS (i.e.,
sets of hyperplans). We can understand the disagreement between the speakers in (5.3), which
is a disagreement about ethical, in terms of speakers advocating for different moral norms. And
in turn, we can understand different moral norms in terms of plans that each speaker advocates.
It need not be a disagreement about their experiences, emotions or perceptions, but simply
a disagreement about how to conduct themselves. This type of disagreement would fall under
what is sometimes known as DISAGREEMENT IN ATTITUDE (Gibbard 2003; Ridge 2013, 2014;
Stevenson 1963).

A disagreement in attitude is a disagreement about what to do, rather than a disagreement
about how things stand. Applied to dialogues like (5.3), the idea is that speakers in these
dialogues are expressing conflicting practical attitudes (see §2.3). By uttering Bill leads a more
ethical lifestyle than Amy, a speaker A expresses their support of Bill’s lifestyle over Amy’s;
by replying things like no, I disagree, etc., a speaker B can either express rejection of Bill’s
lifestyle over Amy’s or simply rejectA’s support of it. Speakers in this type of dialogue disagree
about what attitude to adopt, not about what is the case. Furthermore, under this conception
of the disagreement in (5.3), the subjectivity of these dialogues is preserved since, even though
speakers are disputing what lifestyle to support or reject, participants may be eschewing the
idea that there is a single correct answer to that question.

If view of this, Solt’s characterization of judge-dependency should be refined in order to make
room for the possibility that moral disagreement depends on advocating different plans for
action. Judge-dependency cannot be reduced to experiential-semantics (Bylinina 2017).

Often times however, the different judge “roles” appear together. For instance, PPTs have both
an experiential semantics and carry evaluative meaning. Tasty, for instance, both requires an
experience of and positively evaluates whatever falls in its extension. But for some adjectives,
that is not the case: easy (one of the EVAL adjectives tested by Solt) arguably requires an
experiencer, but not an evaluator—since calling something easy can be neutral with respect to
its value. By contrast, some moral adjectives, such as ethical, do not require an experiencer
even though they carry evaluative meaning.

Secondly, note that at least some moral adjectives also admit beneficiary arguments (which are
also for/to PPs):

(5.38) a. The members of the committee were generous to Ann.
b. Bill’s friends will be loyal to him.
c. Mary’s advice is important for Sue.

Just like experiencer for/to-PPs, beneficiary arguments seem to be inseparable from the corre-
sponding predicate:

(5.39) a. Bill’s friends will be loyal to him to the end
b. # Bill’s friends will be loyal to the end to him.

But in the case of an aesthetic evaluation, the perceptual experience upon which the evaluation rests is shared. In
(5.36), there is a clear sense in which people are seeing the same thing. In light of this, there is some reason to
drop the assumption that aesthetic adjectives belong in the ‘experiencer’ class, and perhaps we should consider
them closer to moral adjectives than to PPTs and emotional predicates. We leave this for future consideration.
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Nonetheless, beneficiary arguments are distinguishable from experiencer for/to-PPs by the fact
that the sentences in which they appear do not entail that the person referenced in the PP has
any experience or perception whatsoever. In (5.38a) for instance, there is no inference that
Ann experienced the generosity of the committee members in any way—all that the sentence
requires is that she benefits from it.

Beneficiary arguments are also distinguishable from the adjunct-like doxastic for/to-PPs that
we discussed earlier. Recall that those PPs were doxastic operators, equivalent to according
to x or in x’s opinion. If beneficiary arguments were adjunct-like doxastic operators, then
the following constructions should sound contradictory (contrast (5.40) with (5.41)—unethical
does not take this type of argument):

(5.40) a. The members of the committee were generous to Ann although she doesn’t think
so.

b. Bill’s friends will be loyal to him although he doesn’t realize it.
c. Mary’s advice is important for Sue although she disagrees.

(5.41) # Torture is unethical for me although I don’t think so.

Beneficiary arguments have hardly been noticed in the literature on evaluatives (but see Sto-
janovic 2016, pp. 19–20 and Schaffer 2011, p.196, n.24). A divergence in (implicit) benefi-
ciaries could be another reason why participants might be judging that at least some of the
dialogues in our experimental items are subjective disagreements. This is different from a di-
vergence in plans, or moral standards, or anything like this. Because two speakers could have
exactly the same set of norms in mind when they are making a value judgment and yet be
thinking of different beneficiaries. This might be especially pertinent when the disagreement
involves thin evaluatives like good and bad. We leave further considerations about beneficiary
arguments for future work.

5.5 Recap & conclusion

In this chapter, we have discussed Solt’s 2018 experimental paradigm to test the ordering sub-
jectivity of adjectives. We noted that Solt did not test for broadly moral adjectives, which were
an interesting class vis-à-vis her account of why certain adjectives are clearly subject to or-
dering subjectivity. Our results confirmed that moral adjectives fall in this class as well. This
called for an enrichment of the notion of judge-dependency in order to make room for the pos-
sibility that, beyond having conflicting experiences, perceptions or emotions, speakers can have
conflicting priorities or preferences for action. We refer the reader back to Chapter 3-4 for how
this can be formally modelled, and in the following chapter we will see how a hyperplan-based
semantics can help explain how evaluative sentences behave in conversation.

Appendix: experiment materials

This appendix provides the list of critical and control items used in the experiment.

• Critical items:
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(1) a. What Rose did is morally better than what her boss did.
b. No, I disagree, what her boss did was better.

(2) a. The previous regime was more moral than the government that was estab-
lished after the coup.

b. I disagree, the new government was more moral.

(3) a. Bill leads a more ethical lifestyle than Amy.
b. I disagree, Amy’s lifestyle is more ethical

(4) a. The current CEO of that company behaved more virtuously than the previ-
ous one.

b. I disagree, the previous CEO was more virtuous.

(5) a. General McAdam was more coward than General Smith in that particular
battle.

b. No, General Smith was more coward.

(6) a. The members of the committee were more generous than the invited par-
ticipants.

b. No, the invited participants were more generous!

(7) a. Bill’s friends are more loyal than Mary’s.
b. No, Mary’s friends are more loyal.

(8) a. The treasurer turned out to be more honest than the president.
b. I don’t agree with you, the president was more honest.

(9) a. It’s more important to follow Mary’s than Bill’s advice.
b. I don’t agree with you, Bill’s advice is more important.

(10) a. What she did is more justified than what he did to her.
b. I don’t agree, what he did is more justified.

(11) a. Jane acted more rationally than Joe in the aftermath of the tragedy.
b. I disagree, Joe was more rational than Jane.

(12) a. Everyone knows that Ann’s work is more valuable than Jim’s.
b. I don’t agree with you, Jim’s work is of far more value.

• Control items (taken from Solt 2018):

(1) a. Frank is taller than his friend Jimmy.
b. No, Jimmy is the taller one.

(2) a. The old Ipad is more expensive than the new one.
b. No, the new one is the more expensive device.

(3) a. The movie theater is emptier today than it was yesterday.
b. No it isn’t. It was emptier yesterday.

(4) a. The wine bottle is fuller than the champagne bottle.
b. No, the champagne bottle is fuller.

(5) a. The vegetable soup is saltier than the chicken soup.
b. No, the chicken soup is saltier.
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(6) a. The green towel is wetter than the red one.
b. No, the red towel is wetter.

(7) a. Caryl and Tina both have blond hair, but Caryl’s is lighter than Tina’s.
b. No, Tina’s hair is definitely lighter than Caryl’s.

(8) a. I would rather use the yellow pillow—it’s harder than the white one.
b. No, the white pillow is the harder one of the two.

(9) a. The cake is tastier than the chocolate cookies.
b. No, the chocolate cookies are tastier.

(10) a. Those sneakers are uglier than the sneakers you tried on earlier.
b. No, the earlier sneakers were uglier.

(11) a. This cat is happier than that dog.
b. No, the dog is the happier one of them.

(12) a. The math professor is more intelligent than the physics professor.
b. No, I disagree. The physics professor is the more intelligent one.
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Chapter 6

The Dynamics of value judgment

Summary1

Evaluative sentences are by default used to make attributions of value. In the appropriate setting
however, some evaluative sentences can also be used to express judgments of fact. In this chapter, I

argue for a dynamic implementation of the non-factualist framework presented in previous chapters as
offering the best account of such double uses of evaluative sentences.

6.1 Introduction

In previous chapters, I have defended that evaluative expressions in general, and adjectives in
particular, have a non-factualist semantics. Roughly, this means that when we use evaluative
language we are not describing the world, but rather, we are engaging in a kind of practical
deliberation; we are not discussing how the world is, but how we want it to be and how we plan
to behave, in order to make it so.

I have not, however, been very explicit about how using evaluative language can do this; that is,
how asserting an evaluative sentence at some context impacts the conversation. In Chapter 3,
we gave a semantics for a propositional language, LV , containing evaluative operators ⇑ and ⇓
(as well as the binary operators ≥, > and ≈) such that they operated on hyperplans, which were
assumed to be part of the intensional models relative to which expressions are evaluated for
truth. And in Chapter 4 we saw how to apply this type of model to natural language evaluative
adjectives. But we have not really said much about the philosophical significance of these
models, nor of how evaluatives behave in conversation. The purpose of this chapter is to amend
this. We start from the idea—already hinted at in §3.2—that hyperplans represent practical
commitments; and that we can model the conversational impact of uttering evaluative sentences
as effecting changes in a parameter on the conversational common ground that stands for the
practical commitments shared by speakers.

That is the general picture that will be defended; but this chapter has also a more specific
empirical purpose, namely to show that certain evaluative sentences can also be used to impart
descriptive information, just like non-evaluative sentences. It follows that the full semantic
story for evaluative language needs to combine the hyperplans semantics explored in previous

1This chapter has benefitted greatly from extensive discussions with Carla Umbach and Mora Maldonado. Any
errors are of course mine.
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chapters with a traditional intensional semantics, in which evaluative sentences are associated
with sets of possible worlds. We will see how to do this in the coming sections.

Let us start, then, by challenging the following two intuitively attractive pieces of common
wisdom about evaluative sentences:

• Piece of common wisdom #1: evaluative sentences are used by speakers to make at-
tributions of value, that is, to make statements whereby they express their sentiment or
opinion (which, remember, need not be outright positive or negative, cf. §4.4.2).

This is an example:

(6.1) Tina’s is a good car.

• Piece of common wisdom #2: speakers uttering evaluative sentences fail to make value
attributions only in very special circumstances. To wit: (i) when those sentences are
embedded under certain operators; (ii) when they are used exocentrically (that is, when
the speaker is taking someone else’s perspective, Lasersohn 2005) or (iii) when used in
free indirect speech.

These are some examples:

(6.2) According to Patti, Tina’s is a good car.

(6.3) (Context: Polly, talking about her daughter Tina’s new toy car) Tina’s a good car, the
kids in her class are all super jealous.

(6.4) Nina thought about it for a minute and took her phone out to call Tina. After all,
Tina’s was a good car, and the price was just right.

In contrast with (6.1), the speakers in (6.2)-(6.4) do not express their own sentiment or opinion
about Tina’s car by using those sentences. Rather, they explicitly report or convey the opinion
or stance of someone else.

Consider now the following quote from Hare’s The Language of Morals:

If I say to someone ‘M is a good motor-car’, and he himself has not seen, and
knows nothing of M , but does on the other hand know what sorts of motor-car we
are accustomed to call ‘good’ (knows what is the accepted standard of goodness
in motor-cars), he undoubtedly receives information from my remark about what
sort of motor-car it is. He will complain that I have misled him, if he subsequently
discovers that M will not go over 30 m.p.h., or uses as much oil as petrol, or is
covered with rust, or has large holes in the roof. His reason for complaining will be
the same as it would have been if I had said that the car was red and he subsequently
discovered that it was black. I should have led him to expect the motor-car to be
of a certain description when in fact it was of a quite different description (Hare
1952, p. 113, quoted relevantly in Umbach 2016, p. 147).

Hare is considering the possibility of using (6.1) in a purely descriptive way, that is, to make a
statement of fact (similar to saying M is a red motor-car) and not a judgment of value—against
piece of common wisdom #1. And he is saying that one can do this without embedding (6.1),
adopting someone else’s perspective or using free indirect speech—against piece of common
wisdom #2.
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Moreover, Hare claims that such a descriptive use of an evaluative adjective like good arises
in a particular contextual setup: a situation in which the audience ‘has not seen, and knows
nothing of M , but... ...knows what is the accepted standard of goodness in motor-cars’. In
contemporary parlance, a descriptive use requires that the properties of car M are not common
ground, but a certain standard of goodness in motor-cars is.2 Hare, however, does not not
describe what the common ground would have to be like in order for that sentence to have its
regular, evaluative use. Nonetheless, it seems that if we “flip” the common ground, so that the
properties of M are shared while the accepted standard is not, we obtain the usual situation in
which an utterance of a sentence like M is a good motor-car expresses a judgment of value.

(6.5) a. (The standard for motor-cars is common ground; the properties of M are not):
M is a good motor-car. ≈ descriptive

b. (The properties of M are common ground; the standard for motor-cars is not):
M is a good motor-car. ≈ evaluative

That contrast is structurally identical to that observed in C. Barker 2002 between metalinguistic
and descriptive uses of dimensional adjectives like tall.3 As Barker notes, while dimensional
adjectives are most commonly used to impart information about the world (in this case, about
people’s heights), they can also be used to impart metalinguistic information, that is, informa-
tion about the how to use the word tall.

(6.6) a. (The threshold for tallness is common ground; Feynman’s height is not):
Feynman is tall. ≈ descriptive

b. (Feynman’s height is common ground, the threshold for tallness is not):
Feynman is tall. ≈ metalinguistic

The contextual setup that gives rise to Barker’s descriptive use of tall is almost identical to the
setup that gives rise to Hare’s descriptive use of good. Conversely, the contextual setup that
gives rise to what Barker’s metalinguistic use of tall is identical to the kind of context that, we
hypothesize, gives rise to the standard, evaluative use of good. It would appear suggestive, then,
to treat evaluative uses of good as a metalinguistic use of language. Nonetheless, I will argue
that metalinguistic uses of dimensional adjectives and evaluative uses of evaluative adjectives,
while differing in a similar way from descriptive uses, cannot be assimilated to one another, for
the following reason: evaluative uses of evaluative adjectives update the practical commitments
of speakers, while metalinguistic uses do not—they simply introduce constraints on language
use. And while a constraint on the use of language can be considered a type of practical com-
mitment, it does not go beyond language. The practical commitments mobilized by evaluative
uses of evaluative expressions, by contrast, are commitments about how to behave, not just
about how to speak.

To sum up, I set myself two tasks in this final chapter. The first and foremost is follow Hare and
Barker’s lead and explore the possibility of using evaluative sentences to make statements of

2 To prevent a possible confusion: I use the term standard to mean the variable orderings of objects that
constitute the extension of an evaluative adjective at some index of evaluation; and I will reserve threshold for the
variable point on a scale that licenses the positive form of a gradable adjective. In view of the distinction between
ordering- and positive form-subjective adjectives from §2.2, one could say the following: ordering subjective
predicates (like good) are so in virtue of allowing for variable, negotiable standards; while positive-form subjective
predicates (like tall) are so in virtue of allowing for variable, negotiable thresholds.

3 C. Barker 2013 applies the paradigm in C. Barker 2002 to predicates of personal taste.
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fact. I will argue that the descriptive usage of evaluative adjectives, far from exotic or derivative,
is perfectly natural. This is seen clearly once the mechanics of the contexts in which such uses
arise are spelled out. It follows that—and this is the main empirical claim of this chapter—
evaluative sentences have evaluative, descriptive and mixed uses. That is to say, such sentences
can be used by speakers to express judgments of value as well as judgments of fact.4

My second purpose is to offer a dynamic model of communication that can accommodate evalu-
ative, descriptive and mixed uses of evaluative sentences. The model is essentially an extension
of the standard Stalnaker-Heim-Barker framework of dynamic semantics, enriched with a hy-
perplan parameter representing the common practical commitments adopted by interlocutors
(Yalcin 2012, 2019). The proposal, in a nutshell, is to take the semantic structure discussed in
Chapter 3 and Chapter 4 and interpret it dynamically.

In that structure, there was a set of possible worlds and a set of hyperplans. The idea is, simply,
to interpret those parameters as representing, respectively, the shared factual information and
the shared practical commitments of participants in the conversation. Informally: evaluative
and descriptive uses of evaluative adjectives are understood as different types of update on the
common ground, understood in turn as containing at least a set of open epistemic possibili-
ties (the familiar context set) and the aforementioned hyperplan parameter. In their evaluative
use, sentences containing evaluative adjectives update the latter parameter, changing the plans
adopted by interlocutors. In their descriptive use however, those same sentences operate exclu-
sively on the former parameter, just like any other descriptive claim.

The chapter is structured in the following way: §6.2 presents and defends the basic contrast
between descriptive and evaluative uses of evaluative adjectives. It is argued that descriptive
uses of evaluative sentences can be challenged by targeting speaker’s evidence (§6.2.1) and can
be the subject of lies and misleading statements (§6.2.2); moreover, they do not appear to be
subject to subjective or faultless disagreement (§6.2.3) and cannot alter the practical commit-
ments of interlocutors (§6.2.4)—all of which make them more similar to traditional ascriptions
of fact than ascriptions of value. §6.3 discusses the hypothesis that evaluative uses of evaluative
adjectives are metalinguistic uses of language. §6.4 presents the main ingredients of the dy-
namic model that can accommodate the linguistic phenomenon observed in §6.2. §6.5 makes
a first attempt at offering an account, but a refinement is necessary, as the initial approach does
not accommodate descriptive uses of evaluative sentences. In §6.6 we fix this, and introduce a
general dynamic entry for evaluative adjectives (§6.6.1) that can account for evaluative (§6.6.2)
and descriptive (§6.6.3) uses of evaluative adjectives. §6.7 concludes.

6.2 Evaluative and descriptive uses of evaluative sentences

Suppose that two people, Mora and Amir, are having a conversation about cars in an auto-show.
Now consider the following four variations on the context in which Amir could use roughly the
same evaluative sentence (containing the evaluative adjective better):

(6.7) a. (Strangers): Amir and Mora have never talked to each other and have absolutely
no idea about each other’s taste in cars; Amir is on the phone telling Mora about

4 As in previous chapters, I speak interchangeably of making a value/fact attribution or ascription, which is a
speech act, and expressing a judgment of value/fact, which is a mental act.
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the cars that he is seeing at an auto show.5

Amir: The Mercedes is better than the Audi.
b. (Vis-à-vis):6 Amir and Mora have never talked to each other and have absolutely

no idea about each other’s taste in cars; they are standing in front of a set of cars
from the auto-show, whose specs they have carefully studied.
Amir: The Mercedes is better than the Audi.

c. (Experts):7 Amir and Mora are car experts, they have a very similar standard for
cars and they know that they do; Amir is telling Mora on the phone about the cars
he is seeing at the auto show.
Amir: The Mercedes is better than the Audi.

d. (Sharing-is-caring): Amir and Mora are car experts, they have a very similar
standard for cars and they know that they do; they are standing in front of a set of
cars from the auto-show, whose specs they have carefully studied.
Amir: The Mercedes is better than the Audi.

A comment about each of these contexts: first, in (Strangers), Amir’s utterance might be
thought to be somewhat odd. After all, there is a sense in which there’s hardly any common
ground between Amir and Mora. When Amir speaks, Mora doesn’t know what kind of cars
Amir likes nor what the cars that he is referring to are like. So it is uncooperative for Amir
to use a massively underspecified term like better, knowing that his interlocutor will gain very
little from it. In that context, it would be natural for Mora to either reject Amir’s utterance
or ask for some kind of clarification (What do you mean, better?). On the other hand, it is
natural to think that even though Amir and Mora do not actively share information about their
tastes and the cars, world or background knowledge restricts the common ground: on the one
hand, cars in auto-shows tend to have certain standard qualities: they’re (e.g.,) fast, beautiful,
reliable and new. On the other hand, those are also the type of properties that people tend
to appreciate in cars. Of course, there is a lot of uncertainty, but as Hare says, it is unlikely
that people value large holes on the roof as a desirable property of cars. So even when there
is no previous common ground, background knowledge restricts the available options. As
I will argue, in (Strangers) Amir makes a mixed use of an evaluative adjective. Mixed uses
expresses neither purely evaluative nor purely descriptive information. Moreover—and perhaps
more surprisingly—Amir’s utterance does not offer any information about the cars themselves
nor about the car standards of Amir. It merely offers information about how Amir will behave
vis-à-vis the cars. Put differently: in (Strangers), Mora will not learn anything new about the
cars nor about Amir’s taste in cars, but she can learn something about Amir, namely, that he
will choose the Mercedes over the Audi.

When that same sentence is uttered in any of the other contexts, it sounds more natural.
Nonetheless, there are important differences between each of these contexts: most relevantly,
I’m going to argue that in (Vis-à-vis) Amir is expressing a judgment of value; while in (Experts)
Amir is expressing a judgment of fact8

5 Why would Amir be describing the scene on the phone to a stranger? This is not something that we need to
worry excessively about, but we can think of possible situations: suppose that Amir is reporting for a newspaper
on the auto-show, and happens to be talking to a newly hired editor. Or perhaps he is having a panic attack and
is calling his therapist, but there is someone else on the emergency line and she is asking Amir to describe his
surroundings, in order to calm him down.

6After Umbach 2016, p. 144’s dialogue (15).
7After Umbach 2016, p. 144’s dialogue (16).
8 Note too that in (Vis-à-vis), Amir could have used that sentence to express a purely subjective judgment about
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Finally, it is interesting to note that in (Sharing-is-caring) Amir’s utterance feels somewhat
redundant. Given that speakers share all the relevant information, Amir’s utterance cannot be
taken as an attempt to offer more information about the cars nor to establish a new standard
for goodness in cars. It feels as though Amir’s utterance in (Sharing-is-caring) is a way for
him to confirm that him and Mora are on the same page (this is reminiscent of Veltman’s ‘test’-
semantics for epistemic modals, Veltman 1996; Yalcin 2007).

In what follows, we will focus on the contrast between (Vis-à-vis) and (Experts). (Vis-à-vis)
mimics Barker’s setup for a metalinguistic use of tall, while (Experts) is similar to Hare’s setup
for a descriptive use of good. The two axis of variation that this contrast relies on is (i) whether
Amir and Mora share a standard for good cars and (ii) whether they share information about
the cars (whether they have both studied the cars’ specs). When neither a standard nor factual
information is shared, speakers make a MIXED use of evaluatives. When factual information
is shared, but a standard is not, speakers make an EVALUATIVE use of evaluatives. When
a standard is shared but factual information is not available, speakers make a DESCRIPTIVE

use. And finally, when speakers share a standard as well as all relevant factual information,
evaluatives are deployed as a TEST, to make sure that speakers are on the same page. We
represent this in Table 6.1:

Different information Same information
Different standard (Strangers): MIXED (Vis-à-vis): EVAL

Same standard (Experts): DESC (Sharing-is-caring): TEST

Table 6.1: The different contextual setups in (6.7).

The difference between expressing a judgment of fact and a judgment of value might not be
obvious, and therefore the contrast that I aim to draw between the (Vis-à-vis) and (Experts)
contexts might not be immediately apparent. Let us try to establish it more clearly by consid-
ering four features that tear apart the different “conversational profile” of utterances expressing
judgments of fact and utterances expressing judgments of value. As we will see, those fea-
tures do in fact tell (Vis-à-vis) and (Experts) apart (see Ruiz and Stojanovic 2019 for a more
extensive discussion of this phenomenon).

6.2.1 Epistemic status

Statements of fact can be challenged and supported by evidence. Attributions of value cannot,
as they express a speaker’s more or less direct appreciation, and it would be prima facie strange
for a hearer to question the speaker’s evidence for them. We can test whether an utterance has
this property by considering the appropriateness of challenging that utterance with a claim that
targets the speaker’s evidence. When a sentence clearly expresses a judgment of value, that
kind of reply is odd, but when a sentence clearly expresses a judgment of fact, it is natural.

his standard for cars, without aiming to obtain Mora’s agreement. Under that interpretation, Amir’s statement
would have been equivalent to an utterance of that same sentence embedded under a doxastic operator making
explicit reference to himself, his point of view or his opinion:

(i) To me, / In my view, / In my opinion, the Mercedes is better than the Audi.

In what remains of this paper, we will not focus on this “subjective” interpretation of Amir’s utterance.
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(6.8) a. Milica: The new Star Wars movie is soo boring.
Camila: ?? Are you sure? / ?? I doubt it. / ?? That cannot be.

b. Milica: The new Star Wars movie is 140’ long.
Camila: Are you sure? / I doubt it. / That cannot be.

Let us formulate that property thus:

Definition 21 (Epistemic status) An utterance’s status is epistemic just in case it is natural to
challenge it by targeting the speaker’s evidence.

The utterance in (Vis-à-vis) does not have epistemic status, while the utterance in (Experts)
does. To see this, consider the following continuations:

(6.7b) (Vis-à-vis):
Amir: The Mercedes is better than the Audi.
Mora: ?? Are you sure? / ?? I doubt it. / ?? That cannot be.9

(6.7c) (Experts):
Amir: The Mercedes is better than the Audi.
Mora: Are you sure? / I doubt it. / That cannot be.

In (Vis-à-vis), in light of the fact that Mora and Amir have different evaluative standards for cars
and the fact that they both have seen the cars, it is odd for Mora to challenge Amir’s evidence
for evincing what looks like Amir’s opinion. But that reply is significantly more natural in
(Experts), where they both share a standard for cars. Of course, we need to suppose that Mora
has independent reason to distrust Amir’s statement about the Mercedes. If that is so, then it
makes sense for her to challenge his utterance by targeting his evidence. We submit that Amir’s
utterance in (Experts) has epistemic status, while his utterance in (Vis-à-vis) does not.10

6.2.2 Deceit potential

Secondly, statements of fact are such that external evidence may reveal the speaker to have lied
or misled their audience. Utterances expressing judgments of value do not have this property,
as again, external evidence can hardly speak against a personal appreciation. The presence of
this property can be tested by considering the appropriateness of accusing the speaker of lying
in light of evidence that makes their claim false from the hearer’s point of view. If that is the
case, then it makes sense for the hearer to challenge the speaker’s claim by accusing them of
lying. If the utterance does not have deceit potential, the accusation is off:

9 This test is used in Umbach 2016 to distinguish descriptive and metalinguistic uses of aesthetic adjectives,
i.e. beautiful.

10As Neftalí Villanueva points out (p.c.), this feature of evaluatives places them close to avowals, that is, sen-
tences like I am hungry or I’m wondering if John will arrive on time. One of the main features of these sentences
is that they are considered groundless, in that the speaker is never required to offer further evidence for them.
Evaluatives uses, I argue, are similar in this respect. However, this does not mean that one cannot discuss why one
makes a certain value judgment. We do that all the time. But to go into the reasons for an evaluation is not to go
into the evidence behind it. In other words, the reasons for an evaluation are not about how the world is (or how
we know it to be). Most often, evaluative reasons link particular evaluations with general evaluative standards
(e.g., This movie is bad because it is a propaganda movie (and propaganda movies are always bad)). Evaluative
reasons do not seem to leave the evaluative realm.
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(6.9) a. Milica: Eating animals is wrong.
Camila: ?? That’s a lie / ?? That’s misleading.

b. Milica: Eating animals is widespread.
Camila: That’s a lie / That’s misleading.

We can formulate this property as follows:

Definition 22 (Deceit potential) An utterance has deceit potential just in case new informa-
tion about the world can reveal the speaker to have lied or misled her audience.

This was part of Hare’s argument for saying that the predicate good motor-car could have a
descriptive use: in a context in which speaker and hearer have roughly the same standard about
cars and know that they do—a context like (Experts)—if the speaker says that a car is good
and then the hearer finds out that the car fails to meet the ‘accepted’ standard, the hearer can
accuse the speaker of lying or being misleading. On the other hand, if speaker and hearer do
not share a standard about good cars—as in (Vis-à-vis)—it would be strange for the hearer to
make that accusation.

To see this, suppose that Mora disagrees with Amir in (Vis-à-vis). It would be weird for her to
accuse him of lying or being misleading. But now suppose that, in (Experts), Mora eventually
gets to study the cars and turns out to disagree with Amir’s claim that the Mercedes is better.
In that case, it does make sense for her to accuse Amir of lying or being misleading:

(6.7b) (Vis-à-vis):
Amir: The Mercedes is better than the Audi.
Mora: ?? That’s a lie. / ?? That’s misleading.

(6.7c) (Experts + Mora has studied the cars):
Amir: The Mercedes is better than the Audi.
Mora: That’s a lie. / That’s misleading.

We conclude that Amir’s utterance in (Experts) has deceit potential, while his utterance in
(Vis-à-vis) does not.11 It is important to stress that the point here is not that the utterances
in (Vis-à-vis) cannot be replied to by saying things like ‘that’s a lie’. The point is rather that
such accusation could be justified by appealing to external information about the object under
evaluation only in (Experts) and not in (Vis-à-vis).

6.2.3 Subjective disagreement

Thirdly, as discussed at more length in §2.2.1 and in Chapter 5, attributions of value easily
give rise to so-called FAULTLESS or SUBJECTIVE DISAGREEMENTS, that is, disagreements in
which no party appears to be making any kind of mistake and where the matter under discussion
does not depend, or at least not obviously, on some objective fact of the matter.12 By contrast,

11By way of curiosity, the oddness of accusing someone who is voicing their opinion of lying is immediately
reminiscent of Bob Dylan’s famous reply to a heckler calling him ‘Judas’ after “going electric”:

Heckler: Judas!
Dylan: I don’t believe you... you’re a liar!

12 See n.2 on Chapter 2 for references on faultless/subjective disagreement.
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statements of fact do not in general give rise to subjective disagreements; that is, in most cases
it is assumed that either speaker is mistaken and there is a determinate truth of the matter that
decides who is right. The disagreement between Milica and Camila in (6.10a) does not seem
subjective, while the disagreement in (6.10b) does:

(6.10) a. Milica: The Eiffel Tower is taller than the Shard in London. ≈ not subjective
Camila: No, the Shard is taller.

b. Milica: Andouillette is tastier than haggis. ≈ subjective
Camila: No, haggis is tastier.

We can formulate this property in the following way:

Definition 23 (Subjectivity) An utterance is subjective just in case a disagreement with it ap-
pears prima facie subjective.

To see this, consider a disagreement dialogue in the first context:

(6.7b) (Vis-à-vis):
Amir: The Mercedes is better than the Audi. ≈ subjective
Mora: I disagree.

On what grounds might Mora be disagreeing with Amir? Assuming that both her and Amir have
access to the same information about both cars, it is most natural to think that their disagreement
turns on what standard to adopt, Mora’s or Amir’s. And in principle, both of them seem equally
justified in evaluating relative to their standard (see C. Barker 2013, 242, for a similar point),
and for this reason, the disagreement between them appears subjective.

By contrast, consider a similar disagreement in (Experts), once that Mora learns about the cars:

(6.7c) (Experts + Mora has studied the cars):
Amir: The Mercedes is better than the Audi. ≈ not subjective
Mora: I disagree.

Again, what might ground Mora’s dissent in this context? It is reasonable to think that Mora
is either challenging her and Amir’s common standard, or she has independent information
about the cars, and she is using that information to challenge Amir’s claim. In the first case,
the disagreement would appear subjective, but the context would no longer be one in which
Mora and Amir share a standard, since Mora would be trying to change the standard with her
utterance. The second option seems more natural; but then, it seems that their disagreement
would turn on the properties of the cars and not on what standard to adopt. Therefore, their
disagreement would not be subjective.13

13 Note that, up to here, we have been using subjective to pick out a class of adjectives (those that we called
lexical or ordering-subjective in §2.2.1; Chapter 5) or even more specifically, particular forms of certain adjectives
(cf. positive form subjectivity discussed in §2.2.1). Subjectivity might have appeared to be a property of certain
adjectives, or of particular forms of those adjectives. Now, by contrast, we speak of utterances, not words, being
subjective. Are we being equivocal? No: as we said before, for difficult to be subjective is for unembedded
sentences containing the word difficult to be liable to appear in disagreement dialogues that would naturally
be characterized as subjective (perhaps by one of our participants in Chapter 5). Therefore, pace our previous
usage, subjectivity is not a property of words—it is a property of certain standardized situations in which people
disagree, or seem to disagree about the extension of those words, such as (Vis-à-vis). When we turn to non-
standard situations containing the same dialogues, such as (Experts), the subjectivity fades away, which suggests
that subjectivity was not, after all, a property of the words that we have been calling “subjective”.
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One might object, however, that in contexts like (Experts) where interlocutors share a standard,
they can still have a subjective disagreement. This might be because the standard is not fully
determined, in the sense that it does not apply to all potential objects of evaluation; or because
the objects under consideration are borderline cases for the application of the common standard.

However that is, we can control for these situations simply by assuming that the relevant stan-
dards are not underdetermined nor vague in the way just described. That is, we need to assume
that for any pair of cars < a, b > and evaluative standard e, it is a determinate matter whether
the pair < a, b > is in the extension of the relation better than relative to standard e. If this qual-
ification is built into all contexts, then only disagreements in which the standard is not shared
would appear subjective (this is equivalent to assuming that each standard about cars induces a
total order on its domain, which might be taken to be unrealistic. Nonetheless, for our purposes
it is a harmless idealization).

6.2.4 Action-guidance

Lastly, attributions of value alter the practical commitments of interlocutors, while statements
of fact do not. This occurs in virtue of the fact, discussed at length in §2.3.1, that evaluative
adjectives are ACTION-GUIDING. To see this, consider what happens in a context where (6.11a)
and (6.11b) are accepted, respectively.

(6.11) a. It is cruel to hide your office mates’ keys. ↝ practical commitment
b. It is uncommon to hide your office mates’ keys.   practical commitment

If interlocutors accept (6.11a), they are adopting a certain practical stance against performing
the kind of action under evaluation, namely hiding office mates’ keys. The attitude is one of
rejection or avoidance, in virtue of the fact that cruel is a negative evaluative adjective. One way
to see this is that there would be a strong incoherence if interlocutors who agreed on (6.11a)
still went on to hide their office mates’ keys. In contrast to this, if (6.11b) were accepted in a
conversation, there is no sense in which interlocutors would be adopting any practical stance
towards that action—thinking that (6.11b) is true is compatible with any practical attitude that
one might have towards that action.

Let us call this the ACTION-GUIDANCE of an utterance:

Definition 24 (Action-guidance) An utterance is action-guiding just in case its uptake
changes the practical commitments of participants in the conversation.

The capacity to alter the practical commitments of interlocutors is a feature that characterizes
evaluative language generally, and it has long been observed and discussed by philosophers
working in metanormative theory. The production and uptake of value ascriptions involves the
adoption of practical commitments on the part of interlocutors, that is, commitments about how
interlocutors are disposed to act.14

With respect to our examples, the observation is the following: in (Vis-à-vis), the practical com-
mitments of interlocutors change as a result of Mora’s uptake of Amir’s utterance; in (Experts)
however, the practical commitments of the interlocutors remain unaltered after Mora’s uptake
of Amir’s utterance.

14 See §2.3.1 in Chapter 2.
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Let us elaborate. If in (Vis-à-vis) Mora is convinced by Amir’s statement that the Mercedes is
better than the Audi, then she adopts a commitment to orient her action in a way that coheres
with her newly acquired standard. This can be spelled out in a variety of ways: Mora might
seek to buy a car like the Mercedes, or she will recommend it to other people over cars like the
Audi; if given the choice, she will choose to drive or ride on a car like the Mercedes rather than
the Audi, etc. These are all commitments that Amir (in (Vis-à-vis)) presumably had already,
and that cohere with his antecedently held opinion that the Mercedes is better than the Audi.
Note that, if Amir had claimed that the Mercedes was bigger than the Audi and Mora accepted
that, no practical commitments would be adopted by her as a result of her uptake of Amir’s
claim.

(6.7b) (Vis-à-vis):
Amir: The Mercedes is better than the Audi. ↝ practical commitment

By contrast, if Mora accepts Amir’s statement in (Experts), she does not thereby acquire any
new practical commitment or change the commitments that she already had. We have intention-
ally set up (Experts) in a way such that Amir and Mora share a standard for cars. In virtue of
that, Amir and Mora already share certain practical commitments towards cars that meet their
shared standard to various degrees. If Mora interprets Amir’s utterance as an evaluation that
is being made relative to their common standard, she does not change her standard by virtue
of accepting Amir’s utterance in that context, and therefore, her practical commitments are not
altered either.

(6.7c) (Experts):
Amir: The Mercedes is better than the Audi.   practical commitment

Before moving on, a potential confusion should be pointed out: in both contexts, the
exchange—if Amir’s utterance is accepted—results in the adoption, on the part of the inter-
locutors, of certain practical commitments towards the very objects under evaluation. In both
contexts, Mora will come to adopt a more positive outlook towards the Mercedes than towards
the Audi, if she accepts Amir’s utterance. So the contrast that we want to point out here cannot
be spelled out in terms of the interlocutors’ practical attitudes towards the cars at the end of
the exchange, because those attitudes will turn out to be relevantly similar in both contexts.15

Rather, the contrast between the (Vis-à-vis) and the (Experts) contexts with respect to those
utterances’ action-guidance is best fleshed out by considering the way in which Mora comes to
have that attitude: in (Experts), it is the result of antecedently held practical commitments; in
(Vis-à-vis), that attitude results from accepting Amir’s utterance, and in virtue of that coming
to acquire new practical commitments.16,17

15 As Umbach points out (p.c.), another way of seeing this is to consider that the utterances in both contexts have
the status of a recommendation (to choose the Mercedes over the Audi). This is the case regardless of whether the
recommendation follows from a previously held standard of from a newly acquired one.

16 As we said with respect to subjectivity, note that there is a contrast between our previous way of talking
about action-guidance and the way we are describing the phenomenon now. Before (cf §2.3.1), we described
certain adjectives as action-guiding; and now we are claiming that not all uses of those these adjectives are action-
guiding—in particular, in contexts like (Experts) they are not. It follows, once again, that action-guidance is not
a property of certain words, but of specific, standardized uses of those words.

17 It may seem too strong to say that, when a value judgment remains unchallenged, all participants in the
conversation have accepted it. Moreover, as Neftalí Villanueva remarks (p.c.), on occasions it can be rather
pedantic to challenge a value judgments (it is my duty to speak up). However, that silence amounts to assent or
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Let us take stock: we have diagnosed the contrast in conversational profile between the utter-
ances in (Vis-à-vis)/(Experts) via the following four features: EPISTEMIC STATUS, DECEIT

POTENTIAL, SUBJECTIVITY and ACTION-GUIDANCE. Just as other sentences that we intu-
itively take to express judgments of value, the utterance in (Vis-à-vis) lacks the first two features
but has the last two. By contrast, just as sentences that we commonly take to express factual
judgments, Amir’s utterance in (Experts) has the first pair of properties and lacks the second.
This is shown in the following table:

Judgment of value Judgment of fact (Vis-à-vis) (Experts)
Epistemic Statuts × ✓ × ✓

Deceit Potential × ✓ × ✓

FD-Potential ✓ × ✓ ×

Action-guidance ✓ × ✓ ×

Table 6.2: The contrast between (Vis-à-vis) and (Experts).

We take this to show that, while the utterance in (Vis-à-vis) expresses a judgment of value
that conveys an appreciation on the part of the speaker, the utterance in (Experts) expresses a
judgment of fact, with the function of conveying purely descriptive information.

What about uses that are neither purely descriptive nor purely evaluative (cf. (Strangers))?
How do they fare with respect to the dialectical properties just reviewed? It is a little difficult
to say, as such mixed uses presuppose that speakers do not share enough information for many
of the dialectical moves that we have considered to be acceptable to begin with. For instance:
if Amir and Mora do not share any information about the cars in the auto-show nor about their
respective standards, epistemic answers such as I doubt it will probably be out. This is not,
however, necessarily because Amir has expressed an opinion, as in (Vis-à-vis). Rather, that
reply is out because Mora has no information to challenge Amir’s statement. The same goes
for the question of whether Amir’s statement has deceit potential and whether it can lead to a
faultless disagreement. However, there is some reason to think that situations like (Strangers)
will more easily develop into situations like (Vis-à-vis), since it’s easier to come to share factual
than practical information. To see this, note that it would be natural for Amir to follow up
his claim in (Strangers) with certain specs of the cars, in order to clarify what he meant by
better. And then the situation would become much like (Vis-à-vis). It would be comparatively
more awkward (and arrogant) for him to follow up his claim in (Strangers) by saying what
he assumes to be his and Mora’s (whom he’s just met) shared standard for goodness in cars.
Either way, none of the proposed tests for distinguishing descriptive and evaluative uses can be
applied to (Strangers) without either of those two clarification moves on the part of Amir.

6.3 Evaluative versus metalinguistic use of language

As mentioned in the introduction of this chapter, the contrast between the contextual setup
in (Vis-à-vis) and (Experts) is structurally similar to the contrast observed in C. Barker 2002
between descriptive and metalinguistic uses of dimensional adjectives (repeated here).

uptake is a useful simplification both in the case of statements of fact as well as attributions of value (see Goldberg
2016).

161



(6.6) a. (The threshold for tallness is common ground; Feynman’s height is not):
Feynman is tall. ≈ descriptive

b. (Feynman’s height is common ground, the threshold for tallness is not):
Feynman is tall. ≈ metalinguistic

It is therefore tempting to assimilate what we have been calling evaluative uses of evaluative
adjectives to metalinguistic or interpretational uses of language, and this has been the object of
recent proposals in the literature about some evaluative expressions, such as PPTs or aesthetic
adjectives.18

As Barker notes, while dimensional adjectives are most commonly used to impart information
about the world, they can also be used to impart metalinguistic information, that is, information
about the discourse. To wit: (6.6a) conveys information about Feynman’s height, namely, that
his height is at least equal to the accepted threshold. It is therefore a DESCRIPTIVE use of tall;
(6.6a) is the kind of answer that we would give to a question about John; for example, what
does John look like? By contrast, (6.6b) conveys information about the threshold for tallness
(namely that it lies somewhere not above Feynman’s height). It is therefore a METALINGUISTIC

use of tall. This utterance would be appropriate as an answer to a question not about John but
rather about word usage, e.g., what is considered ‘tall’ around here?

The hypothesis, then, would be to treat the EVALUATIVE use of better—cases like (Vis-à-
vis)—in the same way that Barker treats metalinguistic uses of tall: as utterance types that aim
at offering information, not about the cars, but about the accepted standard for goodness in cars.

An immediate disparity between Barker’s contrast and ours is that (6.7) involves a comparative.
Note that the comparative taller, does not admit of metalinguistic uses, as shown by the fact that
it cannot be the object of a question about the discourse nor be an answer to such a question:

(6.12) a. What is considered tall /#taller around here?
b. # Skłodowska is taller than Feynman.

In contrast with (6.6), this sentence cannot be used to convey information about the accepted
threshold for tall; it simply compares the heights of the two individuals. Interestingly, adjectives
like good seem to allow for such uses in the comparative form.

(6.13) a. What is considered good/better around here?
b. The Mercedes is better than the Audi.

This might give initial support to the hypothesis that what we have been calling an evaluative
use of better (cf. contexts like (Vis-à-vis)) is a metalinguistic use. An immediate obstacle
with this approach, however, is that it is not appropriate to describe Amir’s utterance in (Vis-
à-vis) as an answer to a question about actual word usage, a question like what is considered
‘good/better’ around here?. This is simply because, in order to use that sentence (6.7) evalua-
tively, Amir need not be prompted by any question about language use. He is merely stating a
spontaneous opinion about the cars.

Nonetheless, Amir’s utterance could well be taken to be an answer to a different metalinguistic
question; not a descriptive metalinguistic question about how words are actually used, but a

18 See C. Barker 2013; Plunkett and Sundell 2013; Sundell 2016; Umbach 2016 a.o.; see Karczewska 2016;
Marques 2017 for criticism.
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normative metalinguistic question about how words should be used. In other words, Amir’s ut-
terance in (Vis-à-vis) could be treated as a move in a kind of METALINGUISTIC NEGOTIATION

(Plunkett and Sundell 2013; Sundell 2016).

Let us illustrate what a metalinguistic negotiation is with the following example (Ludlow 2008;
Plunkett and Sundell 2013): speakers discussing whether Secretariat, the famous racehorse, is
an athlete, would most likely be taken to be negotiating the appropriate concept of athlete rather
than the merits of Secretariat. And most importantly, speakers engaging in such discussions
could have what looks like a disagreement even when perfectly aware that the sentences that
they use express different and therefore compatible propositions, relative to different concepts
of athlete. To see this, suppose that Bill and Mary have different concepts of athlete, and they
know that they do; and let ATHLETE- stand for Bill’s horse-exclusive concept of athlete and
ATHLETE+ stand for Mary’s horse-inclusive concept. They might have the following exchange:

(6.14) a. Mary: Secretariat is an ATHLETE+.
b. Bill: What? Of course he is not an ATHLETE-!

The fact that Mary and Bill have different concepts of athlete does not prevent them from
having a dispute, even if their sentences express compatible propositions. But it would be a
metalinguistic dispute about how to use the word athlete, rather than a disagreement about the
properties of Secretariat.

In the case of (Vis-à-vis), the situation could be similarly characterized. Amir might be using
the sentence in (Vis-à-vis) not, or not only, with the intention of informing Mora about the cars,
but with the intention of getting Mora to adopt his standard for cars. Conversely, if Mora rejects
Amir’s claim, she need not be denying that Amir’s standard is as he describes it; she might be
refusing to adopt Amir’s standard.

This suggests a different interpretation of the disagreement continuation of (Vis-à-vis) (repeated
below): in that context, Amir and Mora would not be exchanging information about the cars.
Rather, they would be negotiating the meaning of better.

(6.7b) (Vis-à-vis): Amir and Mora have never talked to each other and have absolutely no
idea about each other’s taste in cars; they are standing in front of a set of cars from
the auto-show, whose specs they have carefully studied.
Amir: The Mercedes is better than the Audi.
Mora: I disagree.

If we interpret Amir’s utterance in (Vis-à-vis) in this way, we come a long way to accounting
for the contrast between (Vis-à-vis) and (Experts): first, we have an available account for why
a disagreement would seem SUBJECTIVE in (Vis-à-vis) but not in (Experts) (§6.2.3): in (Vis-
à-vis), Amir and Mora would be negotiating the standard to be adopted, and there is no a priori
way of determining whose scale is the right one (as Barker 2013, p. 242 says, ‘no individual
has privileged access to or authority over linguistic convention’). In (Experts) however, a
disagreement would not seem subjective because speakers, having settled on a given standard,
would be discussing the objective merits of the cars, relative to that common standard.

Secondly, the lack of EPISTEMIC STATUS (§6.2.1) and DECEIT POTENTIAL (§6.2.2) of Amir’s
utterance in (Vis-à-vis) would be similarly accounted for by noting that, if Amir is using that
sentence to try to get Mora to adopt his standard, then it does not make sense for Mora to ask
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for further evidence about Amir’s claim, or to accuse him of lying or being misleading, even if
she thinks that the Mercedes is not better than the Audi relative to her standard. In (Experts)
by contrast, it does make sense for Mora to ask for further evidence. And given the assumption
that she and Amir share a standard, if she sees that her own assessment of the cars (relative
to their common standard) differs from Amir’s, she can question Amir in order to get to the
bottom of their conflict. If she figures out that Amir was wrong about the properties of the cars
or about their presumably common standard, it makes sense for Mora to accuse him of lying or
being misleading.

Unfortunately, the metalinguistic approach has difficulties to accommodate the difference in
ACTION-GUIDANCE between (Vis-à-vis) and (Experts) (§6.2.4). To see this, consider the con-
trast between a regular, descriptive use of Mary’s sentence in (6.14) and a metalinguistic use
thereof. In its former use, Mary is simply informing her audience that Secretariat falls under
her concept of athlete, ATHLETE+. In the latter case, Mary is trying to get her audience to
adopt ATHLETE+ as their concept of athlete. But under none of those interpretations does her
sentence alter the practical commitments adopted by speakers. Adopting a new concept of ath-
lete does not affect the practical attitudes of speakers towards the individuals that fall under
(or outside of) it. At most, adopting such a new concept alters the linguistic commitments
of speakers—after Mary’s utterance, her audience will be committed to calling any horse as
good as Secretariat an athlete as well. This is true of metalinguistic uses of language in gen-
eral: any change in the conventions governing language use affect the linguistic commitments
adopted by agents. But over and above linguistic commitments, evaluative language—or more
specifically, the evaluative use of evaluative language—can alter the practical commitments of
speakers, that is, the commitments that orient the interlocutors’ actions. Metalinguistic uses of
terms do not have this feature, which makes it hard for them to account for all the points of
contrast between (Vis-à-vis) and (Experts).

To put it in dynamic terms, where judgments of fact are assertions that aim at reducing our
uncertainty about the world, judgments of value would be assertions that aim at reducing our
uncertainty about the discourse (C. Barker 2013, p. 243). Now, our observations about the
action-guiding properties of value judgments are meant to highlight that the kind of uncertainty
and indeterminacy that value judgments target is of a different kind from worldly as well as
discursive uncertainty: it is uncertainty and indeterminacy about what to do. That is, it is
practical uncertainty. Reducing practical uncertainty to discursive uncertainty loses sight of
the action-guiding force of evaluative language, and for this reason, we find the metalinguistic
view to lack the resources to accommodate our contrast.

Moreover, proponents of the metalinguistic negotiation approach to evaluative and normative
disagreement have been aware from the start that there is a contrast between descriptive and
normative metalinguistic negotiations, and that standard uses of evaluative/normative vocabu-
lary, if they can be treated as metalinguistic negotiations, belong to the normative kind. We saw
this with (Vis-à-vis): in that context, it is clearly wrong to conceive of Amir’s utterance as an
answer to a question about the currently accepted standard for cars; if anything, it is an answer
to a question about what standard for cars ought to be accepted. But once that such a normative
dimension is allowed into the picture, we seem to be going in a circle: in virtue of what might
a standard for cars be the standard that ought to be accepted as the meaning of better car for
Amir, other than the fact that it picks out the better cars according to him?

Nonetheless, the metalinguistic approach goes a long way towards an account, as we have seen.
Moreover, we have not attempted to distinguish metalinguistic and evaluative uses of evaluative
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adjectives, and we shall acknowledge that the task is not easy. Let us be clear about the merits
and limits of this proposal, so that our proposal inherits the former and overcomes the latter.
Crucially, we want to retain the idea that in (Vis-à-vis) Amir is trying to get Mora to adopt his
standard. And if Mora accepts Amir’s utterance, she will have thereby adopted Amir’s standard.
In other words, the conversational import of accepting Amir’s utterance in (Vis-à-vis) is the
adoption of a new standard. All this is already captured by the metalinguistic approach. But
in order to account for the observation that accepting Amir’s utterance in (Vis-à-vis) changes
the practical commitments of speakers, we must treat the negotiation of evaluative standards
as aiming to reduce, not factual nor discursive uncertainty, but the practical uncertainty of
interlocutors. This task is taken up in the following section.19

6.4 Dynamic semantics: a précis

The task before us, then, is the following: evaluative sentences need to be assigned semantic
values such that they can play the double role of expressing judgments of value and judgments
of fact. And we need to make sure that those semantic values interact with context in the
appropriate way: in a context where an evaluative standard is shared but worldly information
about the object(s) of evaluation is missing, a speaker uttering an evaluative sentence is making
an attribution of fact; and in a context where an evaluative standard is not shared but worldly
information about the object(s) of evaluation is, uttering the same evaluative sentence expresses
a judgment of value. Although we haven’t payed much attention to mixed uses in the previous
section, the model of conversation to be laid out now offers a clear way to represent their
intuitive contribution.

Dynamic semantics holds the key for a proper treatment of this contrast; and in this section,
the main ingredients of the dynamic model of communication to be defended are presented.
The proposal is an extension of the basic dynamic semantic framework of Stalnaker, Heim
and others (see K. Lewis 2017 for an introduction). In traditional, intensional compositional
semantics, the semantic value of a declarative sentence at a context are its truth-conditions,
that is, the set of actual and counterfactual circumstances under which it is true. In dynamic
semantics by contrast, the meaning of a sentence is its context change potential, that is, the way
any context changes as a result of uttering and accepting that sentence.

Dynamic frameworks in semantics are well-suited to account for phenomena that rely on the
interaction of sentences with the context in which they are uttered, understanding the latter in
terms of the information it contains. That is how dynamic accounts of, e.g., presupposition or
epistemic modals work: sentences carrying presuppositional content require that the context

19 In support of the similarity between the non-factualist approach defended here and the metalinguistic ap-
proach just discussed, note that there have also been attempts in the opposite direction, that is, attempts to subsume
phenomena like vagueness under a non-factualist or expressivist model, cf. MacFarlane 2016. MacFarlane’s pro-
posal is to use the tools devised by Gibbard to give a semantics, not (only) to normative or evaluative expressions,
but also to a large class of vague expressions. In MacFarlane’s view, vagueness is treated as a kind of linguis-
tic indecision. Linguistically, this means extending the non-factualist or expressivist model that we have been
discussing to the positive form of relative adjectives, something which we have not attempted here. Discussing
that work would take us to far afield, however, but one prima facie reason to resist MacFarlane’s proposal lies
in our main motivation for a hyperplan semantics for evaluatives, namely the action-guiding properties of these
expressions. In our view, action-guidance motivates a hyperplan semantics. But not all vague expressions are
action-guiding, which is why we remain skeptical about MacFarlane’s proposal of a hyperplan semantics to tackle
vagueness.
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in which they are uttered entails their presuppositions, otherwise they are infelicitous (Heim
1992, 2002, a.m.o.); epistemic modals such as might require that the context in which they are
uttered is compatible with their prejacent (Veltman 1996; Yalcin 2007, 2011). It is crucial for a
dynamic approach to meaning to understand contexts as informational objects, rather than—in
the more traditional Kaplanian fashion—as tuples of indices. As such, they represent the state
of a conversation at any given point (D. Lewis 1979b).

A dynamic framework appears well-suited to accommodate the contrast between (Vis-à-vis)
and (Experts) as well. We observed that one and the same sentence appears to have a different
communicative “profile” depending on the information available in the context in which it is
uttered. In (Vis-à-vis), interlocutors share the information about the cars (in virtue of the fact
that they have studied their specs carefully), but they do not share a standard. As a result
of this, Amir’s utterance in that context lacks epistemic status and deceit potential, but it is
subjective and action-guiding. In (Experts), it is the other way around. The contrast between
these utterances that we have attempted to diagnose in §6.2 arises systematically as a result of
the kind of information that is available in each occasion of use. For this reason, we take a
dynamic framework to offer the best resources to account for this phenomenon.

In this section, we start by reviewing the dynamic account of the context change potential of
declarative sentences—in terms of the elimination of epistemic possibilities in the common
ground of the conversation—as well as other clause types that have been observed to motivate
the introduction of parameters in the common ground beyond epistemic possibilities, such as
so-called To-Do lists, associated to the context change potential of directives. Subsequently,
we will introduce the notion of a hyperplan parameter, and we will see how hyperplans can be
connected to the semantics of evaluative adjectives in this dynamic settting.

6.4.1 Assertion, commands and other animals (in dynamic semantics)

Start, as usual, with the notion of COMMON GROUND (G) as representing shared information
among the participants in a conversation at any given stage (Stalnaker 1978/2002). First and
foremost, the common ground contains a set C of possible worlds, each of them standing for
a maximally specific way that the actual world might turn out to be, for all that interlocutors
know (and know that they know, and know that they know that they know, etc). This is often
called the CONTEXT SET of a conversation.

Definition 25 (Common Ground #1) G ∶= C = {w0,w1,w2, ...}

In dynamic semantics, to make an assertion is to eliminate possibilities from the context set.
This operation of eliminating possibilities can, in turn, be represented formally in two ways.
We can take the semantic values of sentences to just be their context change potentials, and
represent their denotations formally as functions from/to common grounds (this is Heim’s ap-
proach in her 1983/2002; Heim 1992; also Barker’s in 2002). Alternatively, one can retain a
more traditional notion of semantic values as sets of points on a semantic structure, and un-
derstand operations on the common ground in terms of interactions between various entities
represented in such structure. In order to ensure consistency with previous chapters, we are
going to adopt the second route.

Recall what we said at the start of this section: in static semantics, the semantic value of a
declarative sentence at a context is standardly taken to be a set of possible worlds. For any
declarative sentence ϕ:
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(6.15) [[ϕ]] = {w ∶ ϕ(w) = 1}

Given that the context set of a common ground is also a set of worlds, it is straightforward to
understand the assertion of sentence ϕ at a common ground G as the result of intersecting the
semantic value of ϕ with the context set C of G:

Definition 26 (Assertion w/o presupposition) G[ϕ] = C ∩ [[ϕ]]

If a sentence ϕ has a presupposition ψ, its assertion is infelicitous unless the context set entails
the presupposition; that is, unless updating the context set with the presupposition has no effect:

Definition 27 (Assertion w. presupposition) G[ϕ] is defined only if C ∩ [[ψ]] = C; if defined,
G[ϕ] = C ∩ [[ϕ]]

It is crucial for our purposes to retain the general idea that the common ground of a conversation
has a strong impact on the status of the assertion of a sentence. If a sentence carries a presuppo-
sition that is not common ground, then its assertion is not in general felicitous (although it will
often be accommodated). I plan to exploit this general mechanism to account for the contrast
between descriptive and evaluative uses of evaluative sentences: put simply, the properties of
the common ground will determine whether an utterance of an evaluative sentence is felicitous,
and if it is, whether it turns out to express a judgment of value, a judgment of fact or a mixture
of both.20

This model for assertion offers an intuitive grasp on the idea that assertions eliminate possibil-
ities and thereby augment the information accepted by interlocutors. But there are more things
one can do in a conversation besides eliminating possibilities. For instance, the basic dynamic
story for an epistemic modal like might treats it as an operation on the context set that, rather
than eliminate possibilities, tests whether it’s prejacent is compatible with it, and if so, leaves
the context set untouched (Veltman 1996; Yalcin 2007).

Moreover, when we turn to clause types other than declaratives, the general idea of operating
on the context set becomes insufficient. Take the case of imperatives. What is the contextual
effect of issuing (and accepting) a command with an imperative clause such as pass me the
salt? It cannot be a matter of intersecting the context set with the worlds in which you, the
addressee, pass me, the speaker, the salt. Because the fact that I issue the command and that
you accept it does not guarantee that you obey it. More generally, as Charlow (2014, p. 646)
points out, accounts of imperatives that assign to them traditional propositions fail to capture

20 There might be other theoretical perks of retaining a more conservative view about semantic values, where
the semantic values of declarative sentences are model-theoretical objects defined against a semantic structure,
and context-change potentials represent the pragmatic effect of asserting sentences with those semantic values.
As Camp notes (2017b, p. 1621), Stalnaker’s (1978/2002, 2014) notion of a common ground has a markedly
social and somewhat provisional status: its contents are accepted by participants for the purpose of conversation.
The corresponding dynamic view of assertion is one according to which an assertion is an attempt to eliminate
possibilities from the common ground. As such, the dynamic notion of assertion inherits the social and provisional
properties from the common ground. However, if one thinks of assertion as a markedly public act, so that, e.g.,
asserting is a way of avowing certain public commitments that go beyond a conversation (Brandom 1983), then
the social and provisional notion of assertion as common ground update might appear insufficient. This is a reason
to retain a traditional static semantics (see also Stalnaker 2014, p. 162, who also supports this type of conservative
view about the dynamics of conversation but for different reasons). Nonetheless, in order to keep matters simple,
we will continue to speak of assertion in this dynamic sense, but keeping in mind that it could turn out to be an
insufficient model to represent the public, committal aspects of assertion and conversation in general.
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the action-directed and non-representational usage of directives. 21

Considerations like these have led some theorists, notably Portner 2004, to populate the com-
mon ground with so called To-Do lists. To-Do lists are sets of properties that are indexed to
participants in the conversation and that list whatever is common ground that they accept as
their obligation or plan of action. If one adopts this view, the common ground becomes a tuple
containing a context set and a sequence ⟨t1, ...tn⟩ of To-Do lists indexed to each participant:

Definition 28 (Common Ground #2) G ∶= ⟨C, t1, ...tn⟩, where
⎧
⎪⎪
⎨
⎪⎪
⎩

C = {w0,w1,w2, ...}

for every speaker s, ts = {P ∶ s is has to instantiate P in all w ∈ C}

According to (a possible implementation of) this view, an imperative sentence expresses a
singleton set containing a property. For any imperative sentence X!,

(6.16) [[X!]] = {P ∶ P =X}

Uttering an imperative towards an addressee has the effect of adding that property to the ad-
dressee’s To-Do list. For any addressee a at a conversation with common ground G and imper-
ative sentence X!,

Definition 29 (Command) G[X!] = ta ∪ [[X!]]

We don’t need to stop in the details of this strategy. The important thing to retain is that
various theorists have considered that the common ground needs to be enriched in order to
capture the semantic effect that certain fragments of language, in particular certain clause types,
conventionally have. Furthermore, these theorists are aware that assigning a different semantic
value to a sentence or clause type is often not enough to capture its typical conversational
properties. Note that, in order to capture the conversational effect of issuing a command, it
does not suffice to assign properties as the semantic value of imperatives. Portner cleverly
devises the notion of a To-Do list, which represents obligations. To update one’s To-Do list is
to acquire a new obligation, an imperatives do just that. To-Do lists have, in this view, a certain
normative status.

It is part of this strategy to assume a generalization associating clause types, on the one hand,
and update functions on parameters of the common ground, on the other: declaratives update
the context set; imperatives update the (addressee’s) To-Do list. But there are reasons to think
that, at least in English, sentences that fall under a certain clause type have update operations
that do not respect that generalization. Consider the case of promises. As Portner (2004, p. 239)
notes, languages like Korean have PROMISSIVES, that is, a special clause type for making
promises. However, promises in English are expressed via declarative sentences headed by
the performative verb promise in the first person. Yet similar arguments to those that favor
introducing the addressee’s To-Do list in order to account for the update potential of imperatives
apply here with respect to the speaker. To make a promise is, in this view, to update the
speaker’s To-Do list.

Even more interesting for our purpose are EXHORTATIONS. Exhortations are expressed in
English via sentences like let’s dance, a grammatically imperative clause that has fossilized
into an almost idiomatic form. Portner 2004 notes that Korean also has a dedicated clause
type, namely HORTATIVES, and he suggests that their context change potential is to update

21 Although see Kaufmann 2011 for a view treating imperatives as performative modal verbs.
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both speaker’s and addressee’s To-Do list. Promises and exhortations in English suggest that,
even though the association between clause types and kinds of update on the common ground
is a desirable one, it is not written in stone.

I wish to follow this path in order to account for evaluative uses of evaluative sentences. In a
slogan, the idea to be defended is that evaluative uses of evaluative sentences update the practi-
cal commitments of interlocutors, which might be thought of as a common or shared To-Do list
of the common ground. Similarly to promises in English, but contrary to commands, to this par-
ticular update on the common ground does not correspond a dedicated clause type—evaluative
sentences are just unembedded or atomic declarative sentences that contain evaluative expres-
sions. And unlike commands and promises, but similarly to exhortations, evaluative sentences
(in their evaluative use) have the conversational effect of updating a set of shared, rather than
individual, commitments.

6.4.2 Hyperplans and common ground

What might this “common” To-Do list be? Put simply, it ought to be a list of things for any
participant in the conversation to do. So, as a first stab, we could represent it as yet another set
of properties. If we did that, we would simply be extending Portner’s idea of a To-Do list in a
conservative way. On top of each participant’s personal To-Do list, there would be something
like a “global” To-Do list that represents shared practical commitments.22

This is going to be roughly our approach, but rather than represent the content of such global
To-Do list as a set of properties, we will represent it as a set of hyperplans, or as we called them
in §3.3.1, as a PLAN.23 This way, we can deploy the semantic structure that was proposed in
Chapter 3-4 (see especially §4.2.2).

Remember that we defined a semantic structure as a set W of possible worlds, a set of hyper-
plans H and a set of alternative-generating functions A:

Definition 16 (Alternative-enriched semantic structure) S = ⟨W,H,A⟩

And recall as well our definitions of hyperplans and alternatives:

Definition 10 (Hyperplans) A hyperplan is a total function h from non-empty sets of proposi-
tions to non-empty sets of propositions such that, for every non-empty set of propositions U,V
such that V ⊆ U , h(U) = V just in case V are the chosen alternatives at U .

Definition 15 (Alternatives) An alternative set is a function a from possible worlds to sets of
sets of possible worlds such that, for every world w and for every set of sets of worlds U ,
a(w) = U just in case every set of worlds in U is a potential outcome at w.

What we propose to do, put simply, is to interpret this semantic structure dynamically. To do
that, we take the semantic structure defined above, and we define the different parameters of
the common ground as subsets of points from each domain of the structure: the context set C

22 The type of commitments and obligations that we engage with when we use evaluative language presumably
concern more than just the participants in a conversation: for example, if asserting that killing is wrong involves
adopting a practical attitude against killing, this attitude is expected to be adopted by everyone, not just the people
that one is talking with. It is not clear how to incorporate this in our account, although nothing I say will hinge on
it.

23 See Charlow 2015; Starr 2016; Willer 2017; Yalcin 2012, 2018, 2019, for similar moves.
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of the common ground is represented as a subset of the set W of possible worlds (as one would
expect). The set of alternative-generating functions of the common ground will be a subset
O (for “options”) of the set of alternative-generating functions A. And finally, the common
ground will determine a plan P , which is a subset of the set of hyperplans H , namely those
hyperplans that are compatible with the shared practical commitments of all participants in the
conversation. Such commitments may very well be implicit at the beginning of a conversation,
but they are mobilised by evaluative (and surely other types of expressive) language.

For instance, a common ground might be such that it is accepted by all participants in a con-
versation that it is raining (hence that its context set is a subset of worlds in which it is raining).
The common ground can also determine a set of alternative courses of action, that is, a set of
options about what to do. For instance, interlocutors might be considering whether to go con-
tinue walking in the rain, or go indoors. Or speakers might be considering as options buying
an umbrella of different possible sizes and prices to continue their walk in the rain, etc. In
addition to all this, the common ground also contains a hyperplan parameter, which contains
information about the shared plans of speaker relative to different available information and
alternatives. For instance, the common ground might be such that speakers are against contin-
uing their walk if their clothes get soaked, but are undecided about what to do if it continues
raining lightly as it has until now.

The common ground now looks like this (now excluding personal To-Do lists):

Definition 30 (Common Ground #3) G ∶= ⟨C,P,O⟩, where

⎧
⎪⎪⎪⎪
⎨
⎪⎪⎪⎪
⎩

C = {w0,w1,w2, ...}

P = {h0, h1, h2, ...}

O = {a0, a1, a2, ...}

The next step is to associate different types of sentences with different updates on the common
ground. In order to keep matters relatively manageable, we are going to ignore the alternative
parameter of the common ground from now on. We will assume that the common ground
supplies a set of alternatives whenever these are needed, but we will not say anything else
about how this mechanism works (beyond what was said in §4.2.1).

6.5 Evaluative & descriptive update (1st attempt)

Here is an initial view: declarative sentences can update both the context set and the hyperplan
parameter of the common ground. But while descriptive sentences restrict the context set and
leave the hyperplan parameter untouched, evaluative sentences restrict the hyperplan param-
eter, while leaving the context set untouched. In Chapter 3-4, our proposal was to assign all
declarative sentences a uniform semantic type that combined a descriptive and evaluative com-
ponent, and then let descriptive sentences have an idle evaluative component while evaluatives
have an idle worldly component. We will do the same here.

In order to interpret declarative sentences dynamically, we need to enrich our view about asser-
tion, so that the assertion of a declarative sentence can operate an update on the context set as
well as on the hyperplan parameter of the common ground. We can do this by assuming that
assertion is set intersection with those two parameters (we do not assume any update operation
on alternatives). Where ϕ is any declarative sentence, our new rule of assertion is:
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Definition 31 (Generalized Assertion) G[ϕ] =

⎧
⎪⎪
⎨
⎪⎪
⎩

C ∩ [[ϕ]]

P ∩ [[ϕ]]

The difference between the conversational impact of evaluative and descriptive sentences is
due to their semantic values, which we already defined to be respectively insensitive to either
worlds or hyperplans and alternatives. Let us go through each case.

Recall, first, our truth conditions for atomic, descriptive sentences (§4.2.2). Where M is a
model consisting of a semantic structure S (as characterized in Definition 16) and a valuation
function V ; and where ϕ is any descriptive and atomic (i.e. non-Boolean) sentence of English,

(4.16) [[ϕ]]M⟨wi,hi,ai⟩ = 1 iff ⟨wi, hi, ai⟩ ∈ V (ϕ) (we henceforth skip M )

The semantic value that V assigns to this sentence is a set of world-hyperplan-alternative
triplets.

(6.17) V (ϕ) = {⟨w,h, a⟩ ∶ ϕ(w)(h)(a) = 1}

Since ϕ is descriptive, V (ϕ) contains all hyperplans and all alternative-generating functions,
but not all worlds. In other words, (6.17) is hyperplan- and alternative-insensitive, but world-
sensitive.

To see how an assertion of this type of sentence impacts the common ground, we need to apply
this semantic object to a common ground G, following our rule of Generalized Assertion.
Assuming that ϕ is compatible with a context set C (and assuming that ϕ is not entailed by G
and there is no presupposition failure),

(6.18) G[ϕ] =

⎧
⎪⎪
⎨
⎪⎪
⎩

C ∩ [[ϕ]] ≠ C

P ∩ [[ϕ]] = P

Since ϕ is a descriptive sentence, it contains all hyperplans but not all worlds. Therefore, the
update on the context set C will result in some epistemic possibilities being ruled out. By
contrast, the update on P will leave P untouched.

By contrast, asserting an evaluative sentence performs an update on the hyperplan parameter
of the common ground, but leaves the context set untouched. Let us see how this work for the
most basic type of evaluative sentence that we discussed, namely a sentence containing a thin
evaluative adjective taking a full proposition as argument. These are the truth-conditions that
we gave in §4.2.3 for a sentence like it is good that ϕ:

(4.17) [[it is good that ϕ]]⟨wi,hi,ai⟩ = 1 iff {w′
∶ [[ϕ]]⟨w′,hi,ai⟩ = 1} ∈ hi(ai[ϕ](wi))

That sentence is true just in case the worldly component of ϕ is preferred by the hyperplan of
the index, relative to the set of alternatives of the index (which includes ϕ).

The semantic value assigned to the sentence in (4.17) is therefore a set of world-hyperplan-
alternative triplets.

(6.19) [[it is good that ϕ]] = {⟨w,h, a⟩ ∶ {w′
∶ [[ϕ]]⟨w′,h,a⟩ = 1} ∈ h(a[ϕ](w))}
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But because this sentence is evaluative, its semantic value contains all worlds, but not all hy-
perplans and not all alternatives. Thus, the result of adding this sentence to a common ground
(again, ignoring the alternative parameter) is an update to the hyperplan parameter of the com-
mon ground.

(6.20) G[(6.19)] =
⎧
⎪⎪
⎨
⎪⎪
⎩

C ∩ [[(6.19)]] = C
P ∩ [[(6.19)]] ≠ P

In particular, adding (6.19) to a common ground G will leave the context set C untouched, but
will rule out hyperplans from P that are not such that the worldly component of ϕ is among the
preferable alternatives.

For instance, when a speaker uses an evaluative sentence such as

(6.21) It’s good that we didn’t call off our walk.

our proposal is that this sentence should be understood as an update of the hyperplan parameter
of the common ground, relative to whatever choice of alternatives is determined by the common
ground at that point of the conversation. It is a proposal to rule out hyperplans that do not count
the proposition that we didn’t call off our walk among the preferable alternatives.

The question for us is whether we can take on board this proposal and apply it to our cases, that
is, to evaluative sentences such as the one uttered by Amir in the different scenarios of (6.7):

(6.7) The Mercedes is better than the Audi.

Bracketing for now the semantic features of this particular type of sentence (we come back
to them in the following section), all we would need to do is associate (6.7) (whose semantic
value would also be a set of world-hyperplan-alternative triplets) with an update function. And
since (6.7) is evaluative, its semantic value would be hyperplan- and alternative-sensitive, but
world-insensitive. Therefore, its update function would target the hyperplan parameter of the
common ground, while leaving the context set untouched.

(6.22) G[(6.7)] =
⎧
⎪⎪
⎨
⎪⎪
⎩

C ∩ [[(6.7)]] = C
P ∩ [[(6.7)]] ≠ P

This proposal would be immediately well-suited to account for evaluative uses of evaluative
sentences (cf. (Vis-à-vis)): since the function of evaluative sentences (in their evaluative use) is
to update the hyperplan parameter (rather than add information to the context set), it is to be ex-
pected that utterances of those sentences lack EPISTEMIC STATUS and DECEIT POTENTIAL, as
we saw in §6.2.1-6.2.2. Moreover, disagreeing utterances might be taken as proposals to adopt
conflicting plans (that is, different sets of hyperplans), which coheres with the idea that no plan
of action is a priori superior to any other, thereby accounting for the intuition of SUBJECTIVE-
NESS (§6.2.3). Finally, taking evaluative sentences to update the hyperplan parameter of the
common ground has the advantage of offering an intuitive grasp of the ACTION-GUIDANCE of
evaluative uses of those sentences (§6.2.4). What we would be doing, essentially, is hardwiring
the ability to update the practical commitments of interlocutors into the semantic value of those
sentences.24

24 See the discussion on action-guidance on §2.3.1-2.3.2.
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The obvious shortcoming of this view is that it does not account for descriptive (nor mixed) uses
of evaluative sentences, since it predicts that evaluative sentences invariably update the hyper-
plan parameter. We have seen, however, that there are reasons to think that this is not always
the case: in contexts like (Experts), where a standard for good cars is assumed to be shared
by speakers, evaluative sentences are used to communicate factual information. Consider again
(Experts), repeated here:

(6.7c) (Experts): Amir and Mora are car experts, they have a very similar standard for cars
and they know that they do; Amir is telling Mora on the phone about the cars he is
seeing at the auto show.
Amir: The Mercedes is better than the Audi.

We argued in §6.2 that Amir’s utterance in (Experts) has the status of a judgment of fact,
offering information about the properties of the two cars. But given that (6.7) contains an
evaluative adjective, according to this initial proposal its utterance would effect an update on
the hyperplan parameter of the common ground. Recall that this update consists on, roughly,
a proposal to adopt a common plan of action. This type of update is hardly reconcilable with
the utterance in (Experts)’s attested EPISTEMIC STATUS and DECEIT POTENTIAL—as we saw,
(Experts) appears to provide information about the world that can be supported or falsified by
evidence. For that same reason, such an update would also be at odds with the impression that
a disagreement in the context of (Experts) would not be SUBJECTIVE. Finally, if the hyperplan
parameter tracks shared practical commitments and, if what we said in §6.2.4 is right, it follows
that the practical commitments of the interlocutors should be updated as a result of accepting
this utterance. But that is not the case in (Experts), as we saw; no new practical commitments
are adopted there as a result of accepting this utterance. That is, in that context, (6.7) is not
ACTION-GUIDING. We conclude that, as it stands, this simple story is insufficient to account
for the contrast between (Vis-à-vis) and (Experts).

To sum up: although we have yet to give the full picture, a straightforward dynamic version of
our proposal for evaluative sentences in Chapter 4 correctly captures the discursive features that
characterize evaluative sentences in their evaluative uses. The problem is that such sentences
can also have descriptive and mixed uses, and these are unaccounted for. As far as we have said,
the prediction of our view is that all evaluative sentences are used evaluatively (in accordance
with the piece of received wisdom #1). What we need however, is a view that can accommodate
the possibility of using evaluative sentences evaluatively, descriptively and in a mixture of both;
moreover, we need a proposal according to which whether an evaluative sentence is used in any
of these ways depends on the state of the conversation.

6.6 Evaluative & descriptive update (2nd attempt)

The key to representing the attested double duty of a sentence like (6.7) lies in what we said in
Chapter 4 about the evaluation of individuals (§4.3.1). Note that, in our first attempt to assign a
dynamic meaning that can capture the contrast between evaluative and descriptive uses of eval-
uative sentences, we opted for giving a dynamic interpretation to evaluative sentences along the
model of thin evaluatives taking full propositions as arguments. But according to the semantics
we gave for those type of sentences (§4.2.3), these only have an evaluative meaning. There-
fore, this type of sentence is ill-suited to represent the descriptive use of a sentence like (6.7),
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because when we interpret its semantic value dynamically, we obtain an update instruction on
the hyperplan parameter of the common ground, and never on its context set.

When we turn to the evaluation of individuals, things are different. Sentences like x is good
(where x is an individual), we said in §4.3.1, are best analyzed as having a double semantic
value. On the one hand, that sentence predicates a descriptive property of x, and on the other
hand, it expresses support for that property. That property, moreover, is massively underspeci-
fied by the lexical meaning of good (we represented such underspecification with [...]).

(4.42) That white Mercedes is good =

⎧
⎪⎪
⎨
⎪⎪
⎩

That white Mercedes is [...]
[...] is good

Relative to the semantics given in §4.3.1, (4.42) has both a descriptive component whereby a
non-evaluative property is ascribed to the white Mercedes, and it has an evaluative component
whereby such property is supported. As we saw, the semantics for the evaluative component
makes it equivalent to sentences of the form F -ing is good, which in turn are analyzed as it is
good that PRO is F .

Letting F be a placeholder for the descriptive property, we have the following schema for
(4.42):

(6.23) That white Mercedes is good =

⎧
⎪⎪
⎨
⎪⎪
⎩

That white Mercedes is F
it is good that PRO is F

This schema holds the key for capturing the contrast between evaluative and descriptive uses
of evaluative sentences. Because according to our previous semantics, the first component in
(6.23) is a descriptive proposition, that is, a set of world-hyperplan-alternative triplets which
is hyperplan- and alternative-insensitive, but world-sensitive. This semantic object, understood
in terms of its context change potential, would effect an update on the context set of the com-
mon ground—just as we saw for (6.18). And the second component in (6.23) is an evaluative
proposition, that is, a world-insensitive but hyperplan- and alternative-sensitive semantic value.
If interpreted dynamically, this semantic value would result in an update on the hyperplan pa-
rameter of the common ground—as shown in (6.20).

Before getting down to the details, however, let us note that things are slightly more complicated
with (6.7), due to the comparative. The actual schema for a sentence like (6.7), then, would be
something like this:

(6.24) The Mercedes is better than the Audi =
⎧
⎪⎪
⎨
⎪⎪
⎩

The Mercedes is F -er than the Audi
it is good that PRO is F

In the story about the evaluation of action-types/properties that we explored in §4.3.1, a sen-
tence like the second component of (6.24) had the following truth conditions:

(4.43) [[it is good that PRO is F ]]⟨wi,hi,ai⟩ = 1 iff
{w′

∶ [[PRO is F ]]⟨w′,hi,ai⟩ = 1} ∈ hi(ai[PRO is F ](wi))

(4.43) is true just in case F -ing is among the preferred alternatives. Correspondingly, the
evaluative component of (6.24) would have the following set of world-hyperplan-alternative
triplet as its semantic value:
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(6.25) [[it is good that PRO is F ]] =

{⟨w,h, a⟩ ∶ {w′
∶ [[PRO is F ]]⟨w′,h,a⟩ = 1} ∈ h(a[PRO is F ](wi))}

Does this capture what we mean when we say that a car is better than another? I think it does.
Suppose that we are very environmentally concerned, so that our evaluative standard for cars is
tied exclusively to having low CO2 emissions. The lower the better. Intuitively, when we say
that the Mercedes is better than the Audi, we mean (i) that the Mercedes has lower emissions
than the Audi, and (ii) that having low emissions is good. This seems correct, and it is predicted
by our proposal for (6.7).

However, two difficulties should be pointed out. First, strictly speaking, the evaluative com-
ponent of (6.24) captures that having low-emissions is good, but it does not represent that the
lower the better. It is not difficult to fix this, though. The idea would be to interpret sentences
like F-ing is good to mean something like the F-er the better in cases where F is a gradable
property. Formally, this can be captured by letting the alternatives of the index be composed
of propositions ascribing varying quantities of F (rather than different properties) to whoever
PRO stands for.

Alternatives:

⎧
⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪
⎩

x is n-much F
x is m-much F
x is o-much F
...

So the alternatives against which we compare the Mercedes and the Audi would be different
degrees of F , rather than different properties altogether. In this way, we can correlate degrees
of a non-evaluative property with degrees of support and rejection, which we can model with
hyperplans.

Secondly, this view predicts that sentences like (6.7) do after all express outright support. But
this goes against POS-ATT (see §2.5.1), because the comparative better does not invite an
inference to the positive form good. However, what this proposal predicts is not that uttering
(6.7) expresses support for either of the two cars; rather, the prediction is that it expresses
support for the descriptive property in virtue of which the evaluation is made. So it is not
clear that this really counts as a counterexample to POS-ATT. Moreover, it seems empirically
correct. Suppose that Amir’s standard for cars amounts to having low emissions. When he
(in any context) utters (6.7), it seems harmless to suppose that his utterance expresses outright
support for the property of having low emissions. Moreover, this is independent of how well
each car fares relative to that standard. It could be that the Mercedes is a little better than the
Audi although both are massive polluters.

The final piece of the puzzle concerns the underspecificity of good/better. In the meaning that
we are assigning to (6.7), there is a blank. An interlocutor will not know what (6.7) means
unless they can figure out what F stands for. And the place to look is the common ground of
the conversation. Furthermore, depending on “where” in the common ground we find a value
for F , we will determine the type of update that an utterance of (6.7) has: if the information
about F is obtained from the context set, then the update will be an update on the hyperplan
parameter; if that information is obtained from the hyperplan parameter, an utterance of (6.7)
is going to update the context set. And if there is a stand-off, so that both context set and
hyperplan parameter provide partial information (as occurs in mixed uses), an utterance of
(6.7) will update both context set and hyperplan parameter.
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That is what the contrast between (Vis-à-vis) and (Experts) essentially consists in. The idea
is that if you can figure out what the blank represents in terms of the descriptive properties
of those cars, then you can plug that information into the evaluative component of (6.24) and
obtain an update instruction for the hyperplan parameter. That is what happens in (Vis-à-vis):
since Mora knows studied the cars’ specs, she knows how to fill in the factual blank, and she
understands that Amir is trying to get her to adopt those factual properties as the good properties
in cars. By contrast, in (Experts) Mora does not have the necessary information to fill in the
factual blank (because she is not in front of the cars); but she can fill in the evaluative blank,
in virtue of the fact that Amir and her share a standard for good cars. And she can use that
information to learn about the properties of the Mercedes and the Audi. Finally, in (Strangers)
Mora lacks both evaluative and factual information. But she can reduce her uncertainty by
associating possible properties of the cars with possible standards for Amir. However, that will
not reduce her ignorance about the cars nor the content of Amir’s standard. Let us see how
each mechanism works more carefully.

6.6.1 Basic dynamic entry

The picture that emerges is one where evaluative sentences are doing a sort of double duty:
they can give factual and practical information (or a mixture of both). So evaluative sentences
can perform two semantic operations: (i) an operation of attributing certain factual properties
to some object(s) and (ii) an operation of avowing the adoption of a plan. The first operation
can be modelled in terms of operations over possible worlds, and the second can be modelled
in terms of operations over hyperplans. More precisely, in the dynamic framework that we
advocate, the first operation is understood as an update function on the context set parameter of
the common ground, while the second can be understood as an update function on the hyperplan
parameter.

But each of those operations relies on certain information to be available in the common ground:
the context-set update requires antecedently shared information about the shared car prefer-
ences of speakers, which is represented in the hyperplan parameter. And the hyperplan update
requires factual information about the cars, which is represented in the context set. This de-
scribes the contrast between (Vis-à-vis) and (Experts): in the first situation, the fact that factual
information about the cars is available causes the relevant update to be evaluative (an update
of the hyperplan parameter); while in the second situation, having information about prefer-
ences (i.e. having a common standard) causes the relevant update to be descriptive (an update
of the context set). If both context set and hyperplan parameter provide only partial informa-
tion, the update will coordinate both parameters appropriately. This will be made clearer in the
following subsections.

As we just saw, we start off from the assumption that a sentence such as (6.7) has a double
semantic value:

(6.24) The Mercedes is better than the Audi =
⎧
⎪⎪
⎨
⎪⎪
⎩

The Mercedes is F -er than the Audi
it is good that PRO is F

On the one hand, (6.7) predicates that the Mercedes has more of a certain property F than the
Audi. On the other hand, (6.7) expresses support for individuals that have property F .
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How does (6.7) impact the common ground? It depends on the information that is previously
available when (6.7) is uttered. When uttered, (6.7) will rule out certain possible worlds from
the context set of the common ground if a certain condition is met by the hyperplan parameter;
and it will rule out certain hyperplans from the hyperplan parameter if that same condition is
met by the context set. And if the condition is met equally well by the context set and the
hyperplan parameter, it will rule out certain combinations of possible worlds and hyperplans.

We can write this as a disjunctive definedness condition to be satisfied either by the hyperplan
parameter, the context set or both. Relative to a common ground G with context set C and
hyperplan parameter P , the update instruction for (6.7) looks as follows:

(6.26) G[(6.7)] is defined only if C or P provides the stronger F -value; if defined, then:

a. if C provides a stronger F , then G[(6.7)] = G[it is good that PRO is F ]

b. if P provides a stronger F , then G[(6.7)] = G[The Mercedes is F -er than the Audi]

c. if C & P provide equally strong F , then G[(6.7)] =
G[The Mercedes is F -er than the Audi and it is good that PRO is F ]

for any stronger value of F .

In words: in order to be defined, an utterance of (6.7) at a common groundG requires that either
the context set or the hyperplan parameter of G provide the stronger value or specification for
the property F that (6.7) makes reference to, or that both parameters provide equally strong
values for F . Stronger here means logically stronger: for example, if the context set provides
information to the effect that F stands for sporty or reliable and the hyperplan parameter is
such that F stands for sporty, then the value of F in (6.7) will be sporty, because being sporty
logically entails being sporty or reliable.

If the context set provides such specification, then we use that information, which is factual
information, to update the common ground with the evaluative component of the meaning of
(6.7), namely that it is good that PRO is F (where F is the property supplied by the context
set). If the hyperplan parameter offers a stronger value for F , then we use that information to
update the common ground with the descriptive component of (6.7), namely that the Mercedes
is F -er than the Audi (where the value of F is provided by the hyperplan parameter).

And finally, if both the context set and the hyperplan parameter provide equally strong specifi-
cations for F , then the update consists in ruling out from the common ground the appropriate
discrepancies between the context set and the hyperplan parameter vis-à-vis (6.7), namely sit-
uations where the Mercedes has property F but being F is not considered good (for whatever
maximally specific value F could take). Suppose, again, that the common ground is such that
F can only stand for sporty or reliable. This means two things: first, the context is such that
the Mercedes is sportier or more reliable than the Audi. And second, the hyperplan parameter
is such that sportiness or reliability are supported. In this common ground, if someone utters
(6.7), the resulting update will be to rule out worlds w and hyperplans h (ignoring alternatives)
such that either the Mercedes is sportier than the Audi at w and reliability is supported at h
or the Mercedes is more reliable than the Audi at w and sportiness is supported at h. Note,
however, that this update will not reduce our factual uncertainty about the cars nor our practical
uncertainty about car standards: after the update, it’s not known yet whether the Mercedes is
sportier or more reliable, nor whether reliability or sportiness are supported. What are ruled
out in this case are certain combinations of factual and practical states of affairs.
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According to the semantics we proposed in §4.2-4.3, each of the semantic components of (6.24)
will have a different kind of semantic value: the descriptive component has a descriptive propo-
sition as its semantic value, while the evaluative component has an evaluative proposition.
These are both sets of world-hyperplan-alternative triplets, but while a descriptive proposition
is world-sensitive but hyperplan- and alternative-insensitive, an evaluative proposition is the
other way around: it is hyperplan- and alternative-sensitive, but world-insensitive. This is the
semantics that we assigned to each type of sentence in §4.2-4.3:

(6.27) a. [[The Mercedes is F -er than the Audi]] =
{⟨w,h, a⟩ ∶ The Mercedes is F -er than the Audi at (w)(h)(a) = 1}

b. [[it is good that PRO is F ]] =

{⟨w,h, a⟩ ∶ {w′
∶ [[PRO is F ]]⟨w′,h,a⟩ = 1} ∈ h(a[PRO is F ](wi))}

(6.27a) is a set of world-hyperplan-alternative triplets containing all hyperplans and alterna-
tives, but only worlds in which the Mercedes is F -er than the Audi. And (6.27b) is a set of
world-hyperplan-alternative triplets containing all worlds, but only hyperplans and alternatives
such that being F is supported.

As we saw in §6.5, if we interpret these propositions dynamically, we will obtain an update
instruction that will either rule out some hyperplans from the hyperplan parameter while leav-
ing the context set untouched, or will rule out worlds from the context set while leaving the
hyperplan parameter untouched:

(6.28) G[The Mercedes is F -er than the Audi] =
⎧
⎪⎪
⎨
⎪⎪
⎩

C ∩ [[The Mercedes is F -er than the Audi]] ≠ C
P ∩ [[The Mercedes is F -er than the Audi]] = P

(6.29) G[it is good that PRO is F ] =

⎧
⎪⎪
⎨
⎪⎪
⎩

C ∩ [[it is good that PRO is F ]] = C

P ∩ [[it is good that PRO is F ]] ≠ P

The third type of update, in which neither the context set nor the hyperplan parameters provides
a stronger value for property F , results in a partial update of bothC and P . The resulting update
instructions can be paraphrased like this:

(6.30) a. Instruction on C: rule out all but worlds relative to which the Mercedes is F -er
than the Audi.

b. Instruction on P : rule out all but hyperplans relative to which being F is sup-
ported.

c. Instruction on C,P : rule out all but worlds and hyperplans relative to which the
Mercedes is F -er than the Audi and being F is supported (for all maximally
stronger values of F ).

The update on the hyperplan parameter is tantamount to adopting a plan to support cars with
the features of which the Mercedes has more than the Audi, and what those features are is
determined by the context set. In order to know what hyperplans to rule out, we need to know
what the cars are like.
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Things work exactly the other way around with the worldly update: it is an instruction to rule
out worlds where the Mercedes does not have a higher degree than the Audi of the features
that are supported. And what features of cars are supported is determined by the hyperplan
parameter. In order to know what worlds to rule out, we need to know what the hyperplan
parameter looks like.

And finally, in case that there is an “informational stand-off” between context set and hyperplan
parameter, so that neither parameter supplies a stronger value to substitute for F , the update
consists in coordinating both parameters: for any possible strengthening F ′ of the value of F ,
it will be the case that all worlds in the context set are worlds where the Mercedes is F ′-er than
the Audi and all hyperplans in the hyperplan parameter are hyperplans that support being F ′.
Let us expand on each of these options.

6.6.2 Evaluative use

Recall that, in (Vis-à-vis), we have interlocutors who do not share a standard but share the
relevant information about the Mercedes and the Audi (because they are both in front of the
cars and have studied their specs). In this context, if Mora accepts Amir’s claim then she does
not learn any new information about the cars, but rather she adopts Amir’s standard for cars (or
more precisely, she would be adopting a standard that is just like Amir’s at least with respect to
cars like the Mercedes and the Audi). How does this come about?

Consider again the double meaning that we assigned to (6.7), which makes reference to a
property, F , whose value is underspecified:

(6.24) The Mercedes is better than the Audi =
⎧
⎪⎪
⎨
⎪⎪
⎩

The Mercedes is F -er than the Audi
it is good that PRO is F

Consider next what the common ground looks like in (Vis-à-vis). Mora and Amir have seen
and studied cars, but do not share a standard. This has two consequences: first, restricting
our attention to information about the cars, the context-set of the common ground is rather
reduced—in other words, it contains a lot of information. Secondly, given that Amir and Mora
do not share a standard for cars, the hyperplan parameter is rather open.

If we consider the update function corresponding to (6.7) (repeated here), it seems that this
common ground satisfies the first horn of its definedness condition: the context set provides a
stronger F -value.

(6.26) G[(6.7)] is defined only if C or P provides the stronger F -value; if defined, then:

a. if C provides stronger F , then G[(6.7)] = G[it is good that PRO is F ]

b. if P provides stronger F , then G[(6.7)] = G[The Mercedes is F -er than the Audi]

c. if C & P provide equally strong F , then G[(6.7)] =
G[The Mercedes is F -er than the Audi and it is good that PRO is F ]

for any stronger value of F .

This is the case because Amir and Mora have sufficient information in the context set to define
a logically stronger value for F than they could by looking at the hyperplan parameter; that
is, they can let F stand for a property (or a combination thereof) such that the Mercedes and
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the Audi stand in the appropriate comparative relation. And then, Amir and Mora can use that
information to determine a plan, which will result in an update on the hyperplan parameter of
the common ground.

To see this, suppose that the only thing that Amir and Mora knew about the cars was that the
Mercedes is sportier than the Audi. If that was all the information in the context set about the
Mercedes and the Audi, then the F in (6.24) could stand for sporty.

(6.31) The Mercedes is better than the Audi =
⎧
⎪⎪
⎨
⎪⎪
⎩

The Mercedes is sportier than the Audi
it is good that PRO is sporty

In order to obtain an update instruction on the hyperplan parameter, all we need to do is retrieve
our semantics for the sentence it is good that PRO is sporty and interpret it dynamically;
that is, as an instruction to rule out hyperplans from the hyperplan parameter. As we showed
in (6.27b), the semantic value of that sentence would be a set of world-hyperplan-alternative
triplets. Substituting F for sporty, we obtain the following:

(6.32) [[it is good that PRO is sporty]] =
{⟨w,h, a⟩ ∶ {w′

∶ [[PRO is sporty]]⟨w′,h,a⟩ = 1} ∈ h(a[PRO is sporty](wi))}

Since that sentence is evaluative, it contains all worlds but not all hyperplans/alternatives. The
resulting instruction on the common ground would be an instruction to update the hyperplan
parameter as follows:

(6.33) G[it is good that PRO is sporty] =
⎧
⎪⎪
⎨
⎪⎪
⎩

C ∩ [[it is good that PRO is sporty]] = C
P ∩ [[it is good that PRO is sporty]] ≠ P

If this update is accepted, this results in Mora accepting Amir’s standard. The hyperplan pa-
rameter of the common ground now supports sporty cars.

This type of update on the common ground, an update on the hyperplan parameter, satisfies the
set of features that characterize evaluative uses of adjectives discussed in §6.2.1-6.2.4. Since
it is a proposal to adopt a certain plan of action, it is to be expected that such utterance lacks
EPISTEMIC STATUS—there is no evidence to offer in favor or against a proposal to adopt a
certain course of action (§6.2.1). And given that this utterance does not offer information, it
lacks the potential to become a lie in light of additional worldly information, that is, it lacks
DECEIT POTENTIAL (§6.2.2). Furthermore, since this is a proposal to adopt a plan of action,
and no plan seems a priori more justified or appropriate than any other, if a speaker rejects the
update by signalling disagreement, there is no clear sense in which any of the interlocutors is at
fault—they have a SUBJECTIVE DISAGREEMENT, in virtue of the fact that they are vouching
for different plans (§6.2.3). And finally, a proposal to adopt a plan of action is of course a
proposal to alter the practical commitments of interlocutors, so that the perceived ACTION-
GUIDANCE of the utterance in (Vis-à-vis) is secured (§6.2.4). We conclude that this proposal is
capable of accounting for evaluative uses of evaluative sentences.

6.6.3 Descriptive use

Descriptive uses of evaluative adjectives, by contrast, occur in contexts in which interlocutors
share a standard but fail to share the relevant information about the objects under evaluation,
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that is, in contexts like (Experts). In that type of context, the result of uttering an evaluative
sentence has the effect of updating the context set, rather than the hyperplan parameter.

Consider again (Experts). In that context, Amir and Mora share a standard for good cars, but
they do not share the relevant factual information about the Mercedes and the Audi: Amir has
seen them, Mora has not. The update function for (6.7) is the same:

(6.26) G[(6.7)] is defined only if C or P provides the stronger F -value; if defined, then:

a. if C provides stronger F , then G[(6.7)] = G[it is good that PRO is F ]

b. if P provides stronger F , then G[(6.7)] = G[The Mercedes is F -er than the Audi]

c. if C & P provide equally strong F , then G[(6.7)] =
G[The Mercedes is F -er than the Audi and it is good that PRO is F ]

for any stronger value of F .

This time however, the second horn of the definedness condition for (6.7) is satisfied, in virtue
of the fact that Amir and Mora share a standard. Their sharing a standard means that they share
a plan to support or reject cars with different properties. If this is so, then when (6.7) is added
to the common ground in (Experts), the update to the context set can succeed, and it results
in an instruction to rule out from the context set all but worlds such that the Mercedes is F -er
than the Audi, according to whatever value for F is supplied by the hyperplan parameter.

To see how this works, suppose that the only content of Mora’s and Amir shared standard for
cars is that sporty cars are good. If that is the case, then we have an F -value that we can plug
in the descriptive component of (6.7):

(6.31) The Mercedes is better than the Audi =
⎧
⎪⎪
⎨
⎪⎪
⎩

The Mercedes is sportier than the Audi
it is good that PRO is sporty

This time, however, the value of F comes from the hyperplan parameter, not from the context
set. And we can use that practical information to obtain a descriptive sentence, The Mercedes
is sportier than the Audi, that we can update the common ground with. The semantics of such
a sentence, as we saw in (6.27a), is a set of world-hyperplan-alternative triplets. Substituting F
for fast:

(6.34) [[The Mercedes is F -er than the Audi]] =
{⟨w,h, a⟩ ∶ The Mercedes is F -er than the Audi at (w)(h)(a) = 1}

This is a set of world-hyperplan-alternative triplets containing all hyperplans and alternatives,
but only worlds in which the Mercedes is F -er than the Audi. Therefore, if we update the
common ground with it, we will obtain an update on the context set but not on the hyperplan
parameter of the common ground:

(6.35) G[The Mercedes is sportier than the Audi] =
⎧
⎪⎪
⎨
⎪⎪
⎩

C ∩ [[The Mercedes is sportier than the Audi]] ≠ C
P ∩ [[The Mercedes is sportier than the Audi]] = P

If Mora accepts Amir’s utterance in (Experts), their common ground is now such that the
Mercedes is sportier than the Audi.
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Treating Amir’s utterance in (Experts) as an update instruction on the context set of the com-
mon ground means treating it as any factual, descriptive assertion. And this is why that ut-
terance shares with factual, descriptive assertions what we called its conversational “profile”.
Briefly: this is a proposal to update the epistemic parameter of the common ground, that is
the context set, so it is no wonder that interlocutors can ask for more evidence in support of
that type of update; that is, it is not surprising that the utterance in (Experts) has EPISTEMIC

STATUS (§6.2.1). Secondly, since it is an update that offers certain information about how the
world is, it can be falsified by worldly information, and so it has DECEIT POTENTIAL (§6.2.2).
Thirdly, the fact that it offers information about the world can also account for the apparent
lack of SUBJECTIVENESS if a disagreement arises (§6.2.3). And finally, since this is not an
update to the hyperplan parameter of the common ground, it makes sense for the utterance
in (Experts) to lack ACTION-GUIDANCE (§6.2.4). We conclude that this proposal can also
account for descriptive uses of evaluative sentences.

6.6.4 Mixed use

Let us turn now to our last possibility, namely a mixed use of better. Recall, once again, the
update instruction for (6.7):

(6.26) G[(6.7)] is defined only if C or P provides the stronger F -value; if defined, then:

a. if C provides stronger F , then G[(6.7)] = G[it is good that PRO is F ]

b. if P provides stronger F , then G[(6.7)] = G[The Mercedes is F -er than the Audi]

c. if C & P provide equally strong F , then G[(6.7)] =
G[The Mercedes is F -er than the Audi and it is good that PRO is F ]

for any stronger value of F .

For a mixed use of better to occur, the common ground has to be such that neither context set
nor hyperplan parameter provide stronger information than the other parameter. For if that was
the case, there would either be a descriptive or an evaluative update (as the case might be).
Suppose that the common ground was such that the Mercedes is either sportier or more reliable
than the Audi (but not both) and that reliability (but not sportiness) is preferred. Relative to this
common ground, an utterance of (6.7) will have the effect of reducing our factual uncertainty
by ruling out worlds where the Mercedes is sportier. Conversely, if the common ground were
such that the Mercedes is sportier and either sportiness or reliability is preferred, an utterance of
(6.7) will have the effect of reducing our practical uncertainty by ruling out hyperplans where
reliability is preferred.

For a mixed use to occur, the context set and the hyperplan parameter have to stand in a sort of
informational stand-off, as we said before. Furthermore, there has to remain some uncertainty
in both parameters of the common ground—if it’s already known what the cars are like as well
as what properties of cars are supported, no further update would be possible (the situation
would be similar to (Sharing-is-caring)). Now, if the common ground meets the conditions
for a mixed update, then such an update will work as follows: for every possible strengthening
F ′ of F , we will rule out combinations of world w and hyperplan h such that the Mercedes is
F ′-er than the Audi at w and being F ′ is supported relative to h.

This matches the situation described in (Strangers): Amir and Mora do not know each other
and do not share information about the cars. But we can assume that background or world
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knowledge provides some information both about what type of cars are shown in auto-shows
as well as what type of cars people prefer. Moreover, it is natural to think that there is some
overlap between those properties, so that we can arrive at a set of properties that cars in auto-
shows tend to have and that people tend to prefer. Suppose—once again!—that those properties
are just being sporty or reliable, and assume, further, that the state of the world is such that
either the Mercedes is sportier or more reliable than the Audi (but not both); and that the shared
preferences are such that either sportiness or reliability are preferred.

Now, when Amir utters (6.7) in such a context, Mora learns that the Mercedes has more of either
of those two properties, reliability or sportiness, but she doesn’t know which one. And she also
understands Amir’s utterance as a proposal to update their preferences to either sportiness or
reliability, but she doesn’t know which one either. Nonetheless, she can rule out combinations
of worlds and hyperplans such that the Mercedes is sportier but reliability is preferred, as well
as combinations such that the Mercedes is more reliable but sportiness is preferred.

What is interesting (and puzzling) about mixed uses is that their outcome is not, in a sense, more
knowledge about the cars nor about preferences: after updating the common ground in the way
just described, there are still possible worlds in the context set such that the Mercedes is sportier
and worlds in which the Mercedes is more reliable. Similarly, there remain hyperplans in the
hyperplan parameter relative to which reliability is preferred and hyperplans relative to which
sportiness is preferred. It looks as though mixed uses do not further our knowledge about the
world nor about accepted preferences. But what do they do, then? What is their conversational
contribution? It is hard to say exactly, but one possible way to look at it is the following:25

when Mora accepts Amir’s utterance in (Strangers), she does not learn anything about the cars
and she does not update her preferences, but she learns something about Amir: she learns that
Amir values the Mercedes over the Audi. She does not know in virtue of which properties
(and therefore she is not in a position to agree or disagree with him) but this is knowledge
that she did not have before Amir’s utterance. It seems to be factual information about Amir’s
preferences. As such, it is information that can be used by Mora to predict Amir’s behavior.

However, the type of information that Mora can obtain from Amir’s utterance in (Strangers)
should be carefully distinguished from the type of knowledge that results from an evaluative
update. What Mora learns in (Strangers) is information about Amir: she can rule out (or
consider less likely) possible worlds where Amir goes on to choose the Audi over the Mercedes.
But that is not information that guides her own behavior. For that to be the case, as we have
hypothesized, Amir’s utterance would have to have an impact on the hyperplan parameter of
the common ground, that is, on Mora’s own preferences. But without information about the
properties in virtue of which Amir makes his evaluation, that cannot happen.

Finally, as we said at the end of §6.2, it is hard to say what the situation is in (Strangers)
vis-à-vis the criteria that we used to distinguish evaluative and descriptive uses of evaluative
adjectives. The reason for this is that all of these criteria require that Mora possess more
information about the situation than she actually possesses in (Strangers). In the model of
conversation that we are proposing, these observations are captured by the fact that Amir’s
contribution in (Strangers) neither augments shared factual knowledge nor restricts the shared
standards. Given that, it would be odd for Mora to challenge Amir’s evidence in absence of
further information. For the same reason, Mora could not accuse Amir of lying. And similarly,
she could neither agree nor disagree with him. Finally, with respect to whether Amir’s utterance
in (Strangers) can guide action, the intuitive answer is negative as well. Since Amir’s utterance

25This was suggested by Paul Égré (p.c.).
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cannot update Mora’s preferences in absence of further information about the cars, shared
practical commitments of speakers remain as they were before the utterance. Nonetheless,
note that this is compatible with the idea that Amir’s utterance in (Strangers) can be used by
Mora to predict his behavior. In this sense, Amir’s utterance in (Strangers) is no more action-
guiding than a third-personal report would be (Amir thinks that the Mercedes is better than the
Audi).

6.7 Conclusion

In this final chapter, we have presented a set of cases in order to show that evaluative sentences
can be used to either (i) make judgments of value, (ii) make judgments of fact or (iii) a mixture
of both. Crucially, this depends on the state of the conversation in which an evaluative sentence
is uttered—following an old suggestion of Hare’s against certain received pieces of common
wisdom, and prompted by more recent observations stemming from C. Barker 2002 and others
about descriptive and metalinguistic uses of dimensional adjectives. However, against the pos-
sibility of subsuming what we have described as evaluative uses under metalinguistic uses of
language, we have argued that evaluative uses have the crucial effect of updating our practical
commitments over and above commitments about language use (which is what metalinguistic
moves characteristically do).

We have presented and defended a simple dynamic model of communication in which evalua-
tive sentences, in their evaluative use, can alter the practical commitments of speakers, which
are represented via a specialized parameter in the common ground of a conversation that we
called the hyperplan parameter. We have modelled the content of that parameter using Gibbar-
dian hyperplans, following the semantics laid out in Chapter 3 and Chapter 4. But evaluative
sentences have descriptive and mixed uses as well, which means that those sentences can also
update the factual information of interlocutors, just like any other descriptive claim. We submit
that this dynamic model captures satisfactorily the contrast between evaluative and descriptive
uses of evaluative sentences, that is, between contexts like (Vis-à-vis) and (Experts). In the
former case, descriptive information is antecedently shared and uttering an evaluative sentence
has the conversational effect of updating the practical commitments of speakers; it is therefore
an evaluative use. In the latter case, evaluative information is antecedently shared, and uttering
that very same sentence has the effect of updating the factual information shared by speakers.
It is thereby a descriptive use of an evaluative sentence. Finally, in a context like (Strangers),
where not enough factual information is shared to perform an evaluative update, and similarly,
not enough evaluative information is shared to perform a descriptive update, uttering an evalua-
tive sentence has the effect of informing about speakers’ preferences without these preferences
being adopted by the hearers. A further assessment of this view, as well as an exhaustive com-
parison to possible alternative accounts of the same phenomenon, remains the subject of future
work.
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Chapter 7

Concluding remarks

In this dissertation, I have presented a proposal about the meaning of evaluative adjectives like
good, bad, beautiful, loyal or tasty. The view defended is that the contribution of these words
to the unembedded sentences in which they appear—evaluative sentences—makes those sen-
tences semantically sensitive to the practical commitments of participants in a conversation. In
a static semantics such as the one proposed in Chapter 3-4, such sensitivity is cashed out by
proposing that the truth of evaluative sentences depends on hyperplans, which form a distin-
guished parameter in a semantic model of interpretation. In the dynamic semantics proposed
in Chapter 6, such sensitivity is accounted for by assigning to evaluative sentences the dy-
namic effect of updating the practical commitments of speakers, which are also represented as
a specialized parameter of the common ground of a conversation. In this concluding chapter,
we review the contents of the dissertation with an eye on possible objections and avenues for
future research.

This view is a form of NON-FACTUALISM, because it defends that evaluative sentences do not
serve the standard function assigned to declarative sentences, which is to describe the world, or
put differently, to offer factual information. To the contrary, evaluative sentences by and large
do not offer factual information that is not already available to speakers. Rather, they have the
communicative effect of changing our commitments about how to act. In this respect, even
though evaluative sentences are declarative sentences, they semantically resemble imperatives,
exhortatives and other types of action-oriented language. Contemporary expressivists about
evaluative language share the negative thesis about what evaluative sentences do not do, but
their positive proposals ares sometimes perceived to be problematic. In particular, expressivists
associate evaluative sentences with characteristic mental states. They will say, for instance,
that a sentence like stealing is wrong expresses a certain non-cognitive or non-representational
mental state (perhaps a desire to not steal, or a state of moral blame towards those who steal,
etc). This way of positively characterizing what evaluative sentences do, insofar as it relies on
a strong theoretical link between the meaning of a sentence and the mental state it expresses,
gets expressivists into all sorts of troubles. I have talked about evaluatives expressing practical
attitudes, but I explicitly opted to remain neutral about whether such attitudes are best thought
of as types of mental states or as certain types of public commitments (which is, actually, the
type of view I favor). It is for this reason that the view defended here is not called ‘expressivist’.
Rather, the more neutral label ‘non-factualist’ is preferred and used throughout. This “anti-
mentalistic” stance is by no means original, but it is relatively recent (other theorists adopting
this type of approach include Charlow 2015; Yalcin 2011, 2012 or Willer 2017).
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Moreover, it is assumed in this work that the characteristic communicative function of evalu-
ative sentences should be represented semantically. In other words, that evaluative sentences
operate on our practical commitments (cf. that they guide action) is an empirical observation,
but the choice to represent that function semantically, that is, as part of the lexical meaning of
these words, is a theoretical choice among others. In particular, the possibility that the action-
guiding inferences associated with evaluatives arises as a result of some type of pragmatic
mechanism was left unexplored. This view was defended by authors like Finlay (2005) or
Copp (2001), but recent developments in formal pragmatics suggest that those proposals could
be updated and explored more systematically with contemporary linguistic tools. This remains
the subject of future work.

The second chapter of this dissertation offers an overview of the linguistic criteria that dis-
tinguish evaluative expressions, and in particular evaluative adjectives (evaluatives for short),
from other expressions in natural language. The main line of argument there is that the lin-
guistics literature only reaches a necessary property of evaluatives (their ‘lexical’ or ‘ordering
subjectivity’); while the philosophical literature offers a sufficient property (the capacity to ex-
press outright positive or negative practical attitudes), but neither reaches a stable criterion on
its own.

From a linguistic point of view, the features that most clearly distinguish evaluatives have to
do with their gradability and their subjectivity: as we saw, evaluatives are a type of gradable
predicates that are liable to appear in so-called faultless or subjective disagreements both in
positive and in comparative form (as well as to embed under subjective attitude verbs such
as find in the same forms). Consider the following set of things we could say to describe or
characterize a certain chord progression.1

(7.1) This is an arpeggiated chord progression.

(7.2) This is a long chord progression.

(7.3) This is a surprising chord progression.

(7.4) This is a good chord progression.

This list progresses from objective (arpeggiated) to subjective (surprising, good) predicates.
Our question in Chapter 2 was how to distinguish—linguistically—the last of these adjectives,
good, from the rest.

A first, obvious criterion is that good is gradable, which is attested by the admissibility of
adjectival modifiers. That serves to rule out arpeggiated:

(7.1) This is a {# very} arpeggiated chord progression.

(7.2) This is an extremely long chord progression.

(7.3) This is a less surprising chord progression.

(7.4) This is a really good chord progression.

This criterion, however, does not yet single out good. A further criterion is whether these
expressions can figure in so-called faultless or subjective disagreements. There are two cru-
cial ways of applying this criterion to gradable adjectives: one is to ask whether adjectives
in the positive form can give rise to a subjective disagreement. Many gradable predicates do

1I am thinking of the beginning of the second movement of Falla’s Harpsichord concerto.
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(i.e., all of the above), but that has to do with the particular semantics of the positive form of
these adjectives, and not with their lexical meaning. The way to test whether adjectives are
lexically subjective, then, is to ask whether they can figure in subjective disagreements in the
comparative form as well. And then, the list reduces. Because many adjectives that give rise to
subjective disagreement in the positive form do not do so in the comparative. This is the case
of so-called ‘dimensional’ adjectives like long:

(7.5) This is a long-er chord progression than that one. ≈ not subjective

(7.6) This is a less surprising chord progression than that one. ≈ subjective

(7.7) This is a better chord progression than that one. ≈ subjective

Now, as we argued in Chapter 2, even though there is an array of proposals that aim at capturing
the contrast between adjectives that are subjective in the comparative from adjectives that are
not, the linguistics literature on adjectives does not, for the most part, offer any further way of
distinguishing surprising from good. In this sense, linguistics arrives at a necessary property
of evaluatives, but not yet a sufficient one.

To reach a more precise criterion to distinguish evaluatives from other subjective adjectives, we
turned to philosophy, in particular to metanormative theory. We observed that the feature that
has been pointed out as most characteristic of evaluatives is their ACTION-GUIDANCE. This is
the property in virtue of which certain expressions can guide action, decision and behavior.

In language, this feature can be observed by considering the fact that some adjectives very
clearly invite an inference that the speaker either supports or rejects whatever falls under the
predicate that she is using, and some others do not. This sets apart adjectives like good from
adjectives like surprising:

(7.3) This is a surprising chord progression.   support / rejection ?

(7.4) This is a good chord progression. ↝ support

However, we noted that this way of conceiving action-guidance is too precise: evaluatives in
comparative form, for instance, do not express outright support in this way:

(7.7) This is a better chord progression than that one   support / rejection ?

This suggests that the proposed criterion for action-guidance as the defining property of evalu-
atives is at best a property of some forms of evaluatives.

Summing up, it seems that linguists don’t get close enough to evaluatives—as being lexically
subjective is a necessary feature of evaluatives; while philosophers get too close—as the ex-
pression of outright support and rejection is only a sufficient property of evaluatives.

The observation that the expression of outright support and rejection is a property of the pos-
itive form of evaluatives has further empirical and theoretical consequences. Empirically, a
generalization can be made correlating this property of evaluatives with the presence of an in-
ference to the positive form (we called this generalization POS-ATT). Theoretically, insofar
as action-guidance informs traditional formulations of non-factualism or expressivism about
evaluatives, such theories turn out to be best suited to capture the meaning of evaluatives in
their positive form, but they are not straightforwardly applicable to other adjectival forms, cf.

187



comparatives. To wit: some expressivists say that evaluative sentences express non-cognitive
attitudes of (dis)approval. This clearly applies to (7.4), but not to (7.7).

More importantly, given that comparatives and the positive form are compositionally related,
if non-factualists are right that practical attitudes of support/rejection figure in the meaning of
evaluatives, they owe an account of the way in which those attitudes contribute to, or are the
product of, a process of semantic composition. This is what we dubbed the ‘sub-sentential’
Frege-Geach problem. It is the problem of reaching a formulation of non-factualism for eval-
uatives that can (i) account for the range of possible adjectival form and their attested action-
guiding features, and (ii) predict those features compositionally.

A possible criticism of our approach is that perhaps some expressivists or non-factualists might
have settled on a vaguer or weaker characterization of what evaluatives do, so as not to incur
in the problems just described. Saying that evaluatives express practical attitudes, for instance,
would be sufficiently neutral. But it is not enough, as accounting for the compositional se-
mantics of certain basic adjectival forms is an inevitable chapter in building a full theory of
the meaning of these expressions. Arguably, the sub-sentential Frege Geach problem is as im-
portant as the traditional “supra-sentential” version. Hence, in Chapter 2-4, I lay out a version
of non-factualism designed to capture the difference between the action-guiding properties of
good and better and derive that difference compositionally via a DELINEATION approach.

The choice of a delineation semantics (in the vein of C. Barker 2002; Benthem 1982; Klein
1980 or Burnett 2017 a.m.o.), was justified by arguing that degree semantics (e.g., Cresswell
1976; Kennedy 2007; Kennedy and McNally 2005, a.m.o.) faces a problem when account-
ing for the presence of such outright practical attitudes. Degree semantics, on its most usual
construal, holds that the meaning of the positive form of any gradable adjective results from
two semantic components, its lexical meaning—i.e., a measure function—and a threshold-
contributing silent morpheme POS. The problem was that neither of those components seems
to be the right source of the outright positive/negative attitudes. If we assign practical sup-
port/rejection as the meaning, or part of the meaning, of POS, then one is left wondering why
are other gradable adjectives not equally action-guiding in their positive form. And if we asso-
ciate practical attitudes with the lexical meaning of evaluatives, then the correlation POS-ATT
becomes mysterious (cf. §2.5.2). This argument might be challenged, and it bears mentioning
that an alternative formulation of non-factualism using the more standard degree semantics is
perhaps an alternative option to the one pursued here. At the very least however, the idea of
using simple attitudes of practical support and rejection to construct scales of value could have
a metasemantic, if not a semantic, implementation.

In delineation semantics, the positive form of a gradable adjective is treated as a simple pred-
icate (albeit with a partial denotation), and nothing prevents assigning outright attitudes of
support and rejection as the meaning of these predicates. The basic idea is that a positive eval-
uative such as good expresses, in its positive form, outright support; and a negative adjective
such as bad expresses, in its positive form, outright rejection. The challenge, then, is to derive
all the range of possible adjectival forms starting (compositionally) from the simplest of them
(the positive form). This is what Chapter 3-4 are devoted to. Note that, even though a sentence
like (7.7) does not express outright support, it does express a sort of conditional support: it
expresses support for the first chord progression over the second, or given a choice between the
first and the second.

(7.4) This is a good chord progression.
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↝ support

(7.7) This is a better chord progression than that one
↝ support for the first given a choice between the two

So (7.7) does, after all, express an action-guiding attitude. The difference with (7.4) is that
the attitude expressed by (7.7) is more sophisticated, as it subsumes support under a sort of
proviso. Delineation semantics offers an intuitive way of cashing out this contrast. To see this,
take a dimensional adjective like tall: in a delineation framework, the positive form tall has
a denotation relative to a contextually determined comparison class. The sentence Feynman
is tall is true at a context c, in this view, just in case Feynman falls in the positive extension
of the predicate tall relative to the comparison class determined at c. At one context, the
comparison class might be American physicists from the XXth century and that sentence is
true; at a different context the comparison class can be people born in Queens, and the sentence
can be false.

The comparative taller, by contrast, is insensitive to comparison classes. A sentence like
Skłodowska is taller than Feynman has the same truth value at any context, and thus relative to
any comparison class. In delineation semantics, this is guaranteed by introducing quantification
over the comparison class parameter. Whereas an individual x falls under tall just in case x is
in the positive extension of tall relative to a contextually determined comparison class, a pair
of individuals ⟨x, y⟩ falls under taller just in case there exists some comparison class relative
to which x is tall but y isn’t.

Our proposal for the relation between good and better is structurally identical. The basic
thought, roughly, is that an object of evaluation ϕ is good just in case it is chosen relative
to a set of alternatives determined by the context; and a pair of objects ⟨ϕ,ψ⟩ stands in the
better relation just in case there exists some set of alternatives relative to which ϕ is good but
ψ isn’t. This proposal is carefully spelled out in Chapters 3-4.

Chapter 3 begins with a proposal to formalise practical commitments as plans of action, which
can be accepted and modified by agents through their use of evaluative language. To this ef-
fect, in Chapter 3 we recruited Gibbard’s notion of a hyperplan, that is, a maximally specific
plan of action. Just like possible worlds are maximally specific states of affairs, hyperplans
are maximally specific plans of action. For any situation that an agent could find herself in, a
hyperplan tells the agent what to do. In the semantic structure that we proposed, declarative
sentences are evaluated for truth relative to a semantic structure that introduces two new seman-
tic parameters, in addition to the usual set of possible worlds: a set of alternative-generating
functions and a set of hyperplans. A set of alternatives offers something like an occasion for
choice, and hyperplans are functions from such sets of alternatives to subsets thereof, where
only the preferable options remain. Declarative sentences are evaluated for truth against indices
of evaluation, which are triplets of distinguished points of those three parameters.

Theoretically, to adopt this type of view is to adopt a kind of semantic relativism. Is this
justified? We noted that alternative contextualist proposals are prey to a host of traditional
objections. However, many contemporary proposals have tried rescuing contextualism, hence
some of those traditional objections might have lost force. And closer to our interests, even
the traditional expressivist move of pressing a contrast between expressing a mental state vs.
saying that one is in a mental state seems to be accountable within a traditional, descriptivist
semantics. But treating hyperplans as an independent semantic parameter of interpretation has
other theoretical advantages. Importantly, we can treat the evaluative realm as a quasi-objective
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parameter in the semantics and at the same time allow the evaluative and the factual realms to
vary independently from each other.

Truth conditions work, informally, as follows: (7.4) is true relative to an index of evaluation
formed by a world, hyperplan and alternative-set triplet ⟨w,h, a⟩ just in case this chord pro-
gression is among the alternatives that h selects relative to a; that is, the first chord progression
is chosen, or preferred, among a set of alternatives determined by the index of evaluation. And
(7.7) is true relative to an index ⟨w,h, a⟩ just in case there is a subsetX of the set of alternatives
a such that (i) the first chord progression is among the alternatives that h selects relative to X ,
but (ii) the second chord progression is not among the alternatives that h selects relative to X .

The reason why only (7.4) expresses outright support is because it is made true by hyperplans
that actually prefer this chord progression over the available alternatives at the index. By con-
trast, (7.7) does not express outright support because the preferences of the hyperplan relative
to the available alternatives remain open. All that the truth of (7.7) requires is that we can find
a subset of the alternatives determined by the index relative to which the first chord progression
would be preferred to the second. Hence, the speaker of (7.7) does not express a preference
for either chord progression, but would prefer the first over the second if she had to choose
between them.

This proposal leaves a number of open questions. Most importantly, we hypothesized that the
sets of alternatives at an index of evaluation coincides with the set of alternatives relevant for
computing a focus alternative set, and can be affected in a similar way. This might come into
question, and certainly requires more investigation than was offered here. Furthermore, our
proposal was to offer an lexical entry for the positive form and then derive a few relational
predicates, such as equatives and comparatives. But many more adjectival forms remain to be
accounted for. What is the meaning of, e.g., very, extremely, a little... good? More importantly,
does our plan semantics in any way prevent or hinder standard accounts of such modifiers avail-
able in the formal semantics literature? We have not attempted to answer the former question,
but we remain hopeful that the answer to the latter is negative.

In Chapter 4 we explored how our basic proposal could be extended in two interrelated direc-
tions: first (pace the current running example) we began by giving a semantics for evaluative
adjectives in their use as sentential operators (it is good/bad that), and then we considered
other objects of evaluation—namely, action-type or properties (stealing is bad) and individuals
((7.4)/(7.7)). The main complication introduced by these extensions is due to the evaluation of
individuals. As argued extensively in Chapter 6, when an evaluative adjective is applied to an
individual, it both attributes a set of under-specified descriptive properties and contributes an
evaluation of those properties. Thus, strictly speaking, evaluatives adjectives do not take indi-
viduals as arguments; at most they take properties, which in turn are analyzed as propositional
functions, and therefore follow the model of evaluative sentential operators.

Secondly, we considered evaluative adjectives of increasing degrees of descriptive thickness.
The distinction between different degrees of thick adjectives is best seen by considering evalu-
atives taking individuals as their arguments. Once established that evaluatives predicate certain
descriptive properties of the individuals that they apply to, increasing degrees of thickness cor-
relate with increasing specificity in the descriptive component of these adjectives. The thinnest
evaluatives, namely all-purpose evaluatives such as good and bad, attribute a completely under-
specified set of descriptive properties. “Flavor”-specific evaluatives, such as moral and aesthetic
adjectives (ethical, beautiful, tasty), introduce restrictions on the underspecification of such de-
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scriptive properties. And finally, thick adjectives (cruel, elegant, loyal) predicate very specific
descriptive properties. In our view (and restricting our attention to individuals), the difference
between thin and thick adjectives is not that the latter carry an additional semantic component
that the former lack; rather, thick adjectives simply introduce stronger restrictions on the de-
scriptive component that all evaluatives have (when they take individuals as arguments, that
is).

Future work should come to terms with the ramifications of this generalization about evalua-
tives. In general, as was mentioned in §4.3, there are reasons to think that a proposal that relies
so heavily on a clear distinction of evaluative and descriptive components will have trouble
dealing with certain thick adjectives like dumpy or delicate, where it just feels really difficult
to separate a descriptive and an evaluative component. More specifically, a prediction that falls
out from my proposal is that thick adjectives cannot enter into the type of context-dependent
evaluative/descriptive usage described in Chapter 6, because they always carry both a descrip-
tive and an evaluative component. That seems to be prima facie correct, but a full account of
the whole range of evaluatives along the thickness spectrum should explain more data. For in-
stance, although there has been quite some debate (Cepollaro and Stojanovic 2016; Väyrynen
2013, 2017), it seems that the evaluative component of thick adjectives projects much in the
way that some presuppositions do. Is this compatible with our view about thickness being a
continuum, and more importantly, with the way I claim that thin adjectives—which are on the
other side of that continuum—behave?

In the second part of Chapter 4 we looked at further properties of evaluative adjectives, es-
pecially in relation to their scale structure. We considered previous attempts in the literature
on subjective predicates to argue that evaluative and akin adjectives challenge the traditional
distinction between relative and absolute adjectives (Kennedy and McNally 2005), and we saw
those arguments as wanting. For the most part, evaluatives appear to be relative adjectives
with some special features, such as the fact that they are not especially sensitive to comparison
classes.

In relation to their scale structure, we considered Lassiter’s (2017) discussion about the scale
structure of sentential good and we concluded that there are definitely reasons to rule out an
ordinal scale, yet a decision between an interval and a ratio scale could not be reached. Data
about the inferential behavior of sentential good points to an interval scale, but the admissibility
of loose ratio modifiers suggests that perhaps a case can be made against interval scales, and
possibly in favor of a very simple ratio scale. The argument in that section was involved and
I will not attempt to summarize it here, but since we could not reach a final decision, that
discussion awaits future research.

Another important thing to note, however, is that considerations about scale structure no longer
apply only to evaluatives, but to other subjective predicates as well. An exciting project beyond
this dissertation is to explore further scalar properties of subjective predicates in general, that
is, including experiential and emotional predicates, and possibly others too. An attractive hy-
pothesis in this respect is something that was hinted at in Chapter 5, namely that all predicates
whose semantics involves an ‘inherent human element’ (McNally and Stojanovic 2017; Solt
2018) might share certain scalar properties.

Finally, Chapter 6 explored a systematic contrast that arises when speakers apply thin evalua-
tives to individuals: most often, speakers will use these adjectives assuming that their audience
has access to the descriptive properties in virtue of which they make their evaluations (this is
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the case, for example, of the usual disagreement dialogues between people discussing whether
their food is tasty). And then, an evaluative expresses a positive attitude towards those proper-
ties. But sometimes, a speaker will use those same adjectives in a context where their audience
lacks access to the relevant descriptive properties but knows and shares a certain evaluative
standard. Following Hare (1952), I have argued that in those cases people make a completely
descriptive use of those adjectives. And sometimes too, evaluatives appear to be used both
descriptively and evaluatively at once.

Coming back to our earlier set of examples, the descriptive contexts are speech situations in
which good turns out to behave conversationally just like arpeggiated.

(7.1) This is an arpeggiated chord progression.

(7.4) This is a good chord progression.

Suppose that you and I agree that arpeggiated chord progressions are the pinnacle of musical
quality. And suppose that I have heard the beginning of Falla’s second movement of his Harp-
sichord concerto, but you haven’t. For me to tell you that it starts with a really good chord
progression is a way for you to learn that it begins with an arpeggiated chord progression. This
is, I argued, a completely descriptive use of good.

Chapter 6 develops a set of criteria to set apart evaluative and descriptive uses of adjectives
like good. These criteria revolved around the idea that, when a speaker makes a descriptive use
of good, she is conveying factual information. Therefore, her audience can request evidence
in favor of her statement and accuse her of lying if she thinks that her statement is untrue.
Moreover, the factual character of these uses makes them unsuitable to give rise to subjective
or faultless disagreement, at least in the way that these are usually characterized. Finally,
descriptive uses seem not to guide action in the way that evaluative adjectives normally do. In
light of this diagnostic, we concluded that a semantics for evaluatives is needed where these
adjectives can perform a double duty, namely informing the audience of certain worldly facts
and changing the practical commitments of speakers (or both).

This contrast, however, is largely compatible with an alternative hypothesis: perhaps what we
have been calling evaluative uses are just metalinguistic uses of those adjectives, that is, uses
where speakers negotiate among a set of possible interpretations of the relevant adjective. So,
in the situation where we are both listening to Falla’s concerto and you tell me that that’s a
good chord progression, you’d be proposing to use good with a denotation such that this chord
progression falls under it; and if I resist that, I would be rejecting your metalinguistic proposal
about the denotation of good. This is a suggestive view, as it appears to capture most features of
the contrast between (what we called) evaluative and descriptive uses of evaluative adjectives.
The main issue with this proposal however, is that evaluative uses have an additional property,
which is their capacity to manipulate practical commitments (over and above commitments
about discourse or language use). In this respect, evaluatives appear to do something that
neither metalinguistic nor descriptive uses of language can do. Nonetheless, let us acknowledge
that distinguishing metalinguistic and evaluative uses of language is notably tricky, and requires
more attention than we have accorded it here.

The last sections of Chapter 6 were devoted to presenting a dynamic model of conversation,
built with the tools that were developed in Chapters 3-4. We mapped our previous semantic
structure onto the common ground of a conversation. We distinguished two different param-
eters in the common ground: a context set, containing factual information, and a hyperplan

192



parameter, representing shared practical commitments of speakers.

In their evaluative uses, evaluative adjectives update the content of the hyperplan parameter.
If we’re both listening to Falla’s concerto but we know that we have different standards and I
utter (7.4), then my utterance should be interpreted as a proposal to update our shared practical
commitments in a way that we both accept being arpeggiated as a supported, or preferable,
property of chord progressions. On the other hand, descriptive uses update the context set: if
only I have listened to the concerto but we both share a love for arpeggiated chord progressions,
then my utterance of (7.4) should be interpreted as a proposal to update the context set, that is
our shared factual knowledge, with the information that the chord progression is arpeggiated.

And finally, if both the context set and the hyperplan parameter contain only partial information
both about the chord progression (maybe that the progression is either arpeggiated or in a ma-
jor key) as well as about our shared preferences (similarly, that we support either arpeggiated
or major chord progressions), then an utterance of (7.4) has the effect of ruling out possible
discrepancies between facts and preferences. For example, we can now rule out from consid-
eration a common ground relative to which the chord progression is arpeggiated but we prefer
major chord progressions, and vice versa.

Surprisingly, this type of update has the effect that all live options about our preferences as well
as about the properties of the chord progression remain in the common ground. What we rule
out, in this type of situation, are certain combinations of facts and plans. In a slogan: mixed uses
appear to reduce global uncertainty in the common ground without reducing local uncertainty,
that is, uncertainty within each parameter of the common ground. Moreover, we have only
hinted at the way in which mixed uses behave in communication. It has been suggested to me
that perhaps such mixed uses are in fact the norm (Paul Égré, p.c.), but I remain doubtful. The
reason for this is that we often assume that either we share evaluative or factual knowledge
with our interlocutor, and thus proceed to interpret her utterance as either an evaluative or
descriptive statement. For instance, if I do not know you and I haven’t heard Falla’s concerto, I
will most likely assume that the chord progression that you are talking about has certain factual
properties, and interpret your claim as a judgment of positive evaluation of those properties.
Alternatively (but less probably I think), I may assume that you are supposing that everyone
shares a certain standard of quality in chord progressions, and that you are informing me of
those properties, thus making a descriptive claim about the chord progression.

My proposal leaves a few loose ends, but I hope to have shed some light in the study of such a
fascinating parcel of natural language as are adjectives, and especially, evaluatives. Philosoph-
ically, I have presented (and tackled) some of the challenges that a compositional implementa-
tion of non-factualism about evaluatives faces. Linguistically, I hope to have made a convincing
case that extant theories of subjectivity leave something out when it comes to evaluatives—and
that the place to look for it is metanormative theory. Future research should aim to account
for the full syntactic behavior of evaluatives vis-à-vis their communicative function, as well as
investigate further connections between evaluatives and other forms of non-factual language,
(such as slurs and expressives).
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ABSTRACT 

This is a dissertation about words like good, better, bad, beautiful, fun or cruel. I defend a 
form of non-factualism, which is the view that evaluatives sentences do not offer 
information about the world. Instead, they express and coordinate commitments about 
action. But evaluative adjectives are gradable, which means that they accept different 
degrees. Therefore, non-factualism has to be formulated in a way that evaluative 
sentences can express practical commitments that have the appropriate scalar structure. 

MOTS CLÉS 

Évaluation • Jugements évaluatifs • Expressivisme • Adjectifs • Gradation • Subjectivité        

RÉSUMÉ 

Cette thèse porte sur les adjectifs évaluatifs: bon, mieux, mauvais, beau, beau, amusant 
ou cruel. Je défends une forme de non-factualisme, à savoir l'idée que les expressions 
evaluatives n'offrent pas d'informations sur le monde. Au lieu de cela, ils expriment et 
coordonnent les engagements des interlocuteurs en matière d'action. Mais les adjectifs 
évaluatifs sont graduels, autrement dit ils acceptent différents degrés. Par conséquent, la 
théorie non-factualiste doit être formulée de manière à ce que les expressions 
evaluatives puissent exprimer des engagements pratiques avec une structure scalaire 
appropriée. 

KEYWORDS 

Evaluation • Evaluative judgment • Expressivism • Adjectives • Gradability • Subjectivity


	Introduction: an overview about evaluative language
	Introduction
	The problem of value in language
	The distinction between fact and value
	The difference between describing and evaluating

	Evaluative expressions
	The empirical landscape: evaluatives in natural language
	Topics in the study of evaluatives: a small tour

	Outline of the chapters in this dissertation

	Evaluativity in linguistics and philosophy: gradability & non-factualism
	Introduction
	Evaluatives from a linguistic point of view
	Gradability & subjectivity
	Evaluatives in degree semantics
	The notion of evaluativity in linguistics

	Evaluatives from a metanormative point of view
	Action-guidance
	Non-factualism about evaluative language

	The (supra-sentential) Frege-Geach problem
	The sub-sentential Frege-Geach Problem
	Non-factualism and the positive form: POS-ATT
	From degree to delineation semantics

	Delineation semantics & non-factualism
	Recap & Conclusion

	Hyperplan semantics for gradable evaluative adjectives
	Introduction
	Semantically hardwiring action-guidance
	Semantic pluralism vs. monism about evaluatives
	Semantic contextualism vs. relativism about evaluatives
	Action-guidance in plan-semantics

	Hyperplans
	Gibbard2003's proposal
	Yalcin2012's intensional implementation
	Hyperplans as functions over alternatives

	Evaluating alternatives: the language of LV
	Syntax
	Semantics

	A toy fragment & structure
	Order and consistency
	Inducing order
	Preserving consistency

	Conclusion

	From LV to natural language
	Introduction
	Thin evaluatives as sentential operators
	Alternatives, focus and background information
	Semantics: introducing the alternative-generating function
	Good, bad, better & worse

	Beyond evaluative operators
	Other bearers of value
	Specific flavors of evaluation
	Thick evaluatives

	Solving the Frege-Geach Problem
	Solving the supra-sentential Frege-Geach Problem
	Solving the sub-sentential Frege-Geach Problem

	Relative- vs. Absolute-standard
	Entailment patterns
	Comparison class sensitivity
	Scale bounds
	Discussion

	Scale structure
	Ordinal
	Ratio
	Interval
	Discussion

	Recap & conclusion

	Subjectivity & evaluativity: an experimental approach to ordering subjectivity
	Introduction
	Solt's 2018 study
	Experimental design
	Results
	Solt's account

	Our study
	Participants
	Materials
	Procedure
	Results

	Breaking down judge-dependency
	Recap & conclusion
	Appendix: experiment materials

	The Dynamics of value judgment
	Introduction
	Evaluative and descriptive uses of evaluative sentences
	Epistemic status
	Deceit potential
	Subjective disagreement
	Action-guidance

	Evaluative versus metalinguistic use of language
	Dynamic semantics: a précis
	Assertion, commands and other animals (in dynamic semantics)
	Hyperplans and common ground

	Evaluative & descriptive update (1st attempt)
	Evaluative & descriptive update (2nd attempt)
	Basic dynamic entry
	Evaluative use
	Descriptive use
	Mixed use

	Conclusion

	Concluding remarks
	References

