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The purpose of abstraction is not to be vague, but to create a new semantic level in which
one can be absolutely precise.

— Edsger Dijkstra

ABSTRACT

Social interaction refers to any interaction between two or more individuals, in
which information sharing is carried out without any mediating technology. This
interaction is a significant part of individual socialization and experience gaining
throughout one’s lifetime. It is interesting for different disciplines (sociology,
psychology, medicine, etc.). In the context of testing and observational studies,
multiple mechanisms are used to study these interactions such as questionnaires,
direct observation and analysis of events by human operators, or a posteriori
observation and analysis of recorded events by specialists (psychologists, soci-
ologists, doctors, etc.). However, such mechanisms are expensive in terms of
processing time. They require a high level of attention to analyzing several cues
simultaneously. They are dependent on the operator (subjectivity of the analysis)
and can only target one side of the interaction. In order to face the aforemen-
tioned issues, the need to automatize the social interaction analysis process is
highlighted. So, it is a question of bridging the gap between human-based and
machine-based social interaction analysis processes.

Therefore, we propose a holistic approach that integrates multimodal hetero-
geneous cues and contextual information (complementary "exogenous" data)
dynamically and optionally according to their availability or not. Such an ap-
proach allows the analysis of multi "signals" in parallel (where humans are able
only to focus on one). This analysis can be further enriched from data related to
the context of the scene (location, date, type of music, event description, etc.) or re-
lated to individuals (name, age, gender, data extracted from their social networks,
etc.). The contextual information enriches the modeling of extracted metadata
and gives them a more "semantic" dimension. Managing this heterogeneity is an
essential step for implementing a holistic approach.

The automation of « in vivo » capturing and observation using non-intrusive
devices without predefined scenarios introduces various issues that are related to
data (i) privacy and security; (ii) heterogeneity; and (iii) volume. Hence, within
the holistic approach we propose (1) a privacy-preserving comprehensive data
model that grants decoupling between metadata extraction and social interaction
analysis methods; (2) geometric non-intrusive eye contact detection method; and
(3) French food classification deep model to extract information from the video
content. The proposed approach manages heterogeneous cues coming from dif-
ferent modalities as multi-layer sources (visual signals, voice signals, contextual
information) at different time scales and different combinations between layers
(representation of the cues like time series). The approach has been designed to



operate without intrusive devices, in order to ensure the capture of real behav-
iors and achieve the naturalistic observation. We have deployed the proposed
approach on OVALIE platform which aims to study eating behaviors in different
real-life contexts and it is located in University Toulouse-Jean Jaures, France.
Keywords: Observational studies, Social interaction analysis, Heterogeneous
Social cues, Eating behavior analysis
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RESUME

Une interaction sociale désigne toute action réciproque entre deux ou plusieurs
individus, au cours de laquelle des informations sont partagées sans « médiation
technologique ». Cette interaction, importante dans la socialisation de I'individu
et les compétences qu’il acquiert au cours de sa vie, constitue un objet d’étude
pour différentes disciplines (sociologie, psychologie, médecine, etc.). Dans le con-
texte de tests et d’études observationnelles, de multiples mécanismes sont utilisés
pour étudier ces interactions tels que les questionnaires, I'observation directe
des événements et leur analyse par des opérateurs humains, ou l’observation et
I'analyse a posteriori des événements enregistrés par des spécialistes (psycho-
logues, sociologues, médecins, etc.). Cependant, de tels mécanismes sont cotiteux
en termes de temps de traitement, ils nécessitent un niveau élevé d’attention pour
analyser simultanément plusieurs descripteurs, ils sont dépendants de 1’opérateur
(subjectivité de I’analyse) et ne peuvent viser qu'une facette de l'interaction. Pour
faire face aux problemes susmentionnés, il peut donc s’avérer utile d’automatiser
le processus d’analyse de l'interaction sociale. Il s’agit donc de combler le fossé
entre les processus d’analyse des interactions sociales basés sur ’homme et ceux
basés sur la machine.

Nous proposons donc une approche holistique qui integre des signaux
hétérogenes multimodaux et des informations contextuelles (données "exogénes"
complémentaires) de maniére dynamique et optionnelle en fonction de leur
disponibilité ou non. Une telle approche permet 1’analyse de plusieurs "signaux"
en parallele (ot les humains ne peuvent se concentrer que sur un seul). Cette
analyse peut étre encore enrichie a partir de données liées au contexte de la
scéne (lieu, date, type de musique, description de 'événement, etc.) ou liées
aux individus (nom, age, sexe, données extraites de leurs réseaux sociaux, etc.)
Les informations contextuelles enrichissent la modélisation des métadonnées
extraites et leur donnent une dimension plus "sémantique". La gestion de cette
hétérogénéité est une étape essentielle pour la mise en ceuvre d’une approche
holistique.

L'automatisation de la capture et de 'observation « in vivo » sans scénarios
prédéfinis leve des verrous liés a i) la protection de la vie privée et a la sécurité
; i) I'hétérogénéité des données ; et iii) leur volume. Par conséquent, dans
le cadre de I'approche holistique, nous proposons (1) un modele de données
complet préservant la vie privée qui garantit le découplage entre les méthodes
d’extraction des métadonnées et d’analyse des interactions sociales ; (2) une
méthode géométrique non intrusive de détection par contact visuel ; et (3) un
modeéle profond de classification des repas frangais pour extraire les informations
du contenu vidéo. L'approche proposée gere des signaux hétérogenes provenant
de différentes modalités en tant que sources multicouches (signaux visuels,
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signaux vocaux, informations contextuelles) a différentes échelles de temps et
différentes combinaisons entre les couches (représentation des signaux sous
forme de séries temporelles). L'approche a été congue pour fonctionner sans
dispositifs intrusifs, afin d’assurer la capture de comportements réels et de
réaliser I'observation naturaliste. Nous avons déployé 1’approche proposée sur
la plateforme OVALIE qui vise a étudier les comportements alimentaires dans
différents contextes de la vie réelle et qui est située a 1'Université Toulouse-Jean
Jaures, en France.

Mots clés : Etudes observationnelles, Analyse des interactions sociales, De-
scripteurs sociaux hétérogenes, Analyse du comportement alimentaire
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INTRODUCTION

Man is by nature a social animal; an individual who is unsocial naturally and not
accidentally is either beneath our notice or more than human.

— Aristotle, Politics ca. 328 BC

1.1 Face-to-Face interaction

In sociology, face-to-face interaction is a concept describing social interaction
carried out without any mediating technology [32]. Georg Simmel, one of the
earliest social science scholars to analyze this type of interaction, observed that
sensory organs play an essential role in interaction, discussing examples of human
behavior such as eye contact [121].

Social interaction is a dynamic relationship of social cues/signals exchange
between two or more individuals within a group. It has a vital role to play in the
evolution of learners, which is not a straightforward generalization of complex
environments[123]. Authors of [95] found a statistical correlation between the
amount of social interaction and individual mental health. Thus, the study of
social interaction provides a better understanding of human behavior in different
contexts and scenarios.

Social interaction analysis can be useful in many domains like industry (e.g.,
restaurants) in which stakeholders can get feedback illustrating the satisfaction
level of the clients regarding the provided service; medical services by which
health issues such as eating disorders can be detected in a person’s eating
behavior; Internet of Things (IoT) applications where we can provide a fast
and reliable way to measure user’s experience with new devices testing; and
observational studies in which individual’s behaviors are systematically observed
and recorded in order to describe the relationship the observed behaviors with a
variable or set of variables.

1.2 Social cues

Social cues can be categorized into verbal (word) and nonverbal (wordless/visual)
information [7], as shown in Figure 1.1. The verbal behavioral cues take into
account the spoken information among persons, such as ‘yes/no’ responses
in answering question context. Nonverbal behavioral cues represent a set of
temporal changes in neuromuscular and physiological activities, which send a
message about emotions, mental state, and other characteristics [135]. Nonverbal
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Figure 1.1: Taxonomy of social cues [7].

Attractiveness

cues are accessible to our senses by sight and hearing, as shown in Figure 1.2. This
fact means they are detectable through microphones, cameras, or other suitable
sensors (e.g., accelerometer). Nonverbal cues can be taxonomized into vocal
and visual cues, where: (i) vocal cues include voice quality, silences, turn-taking
patterns, nonlinguistic vocalizations, and linguistic vocalizations; and (ii) visual
cues include physical appearance (e.g., gender, height, ethnicity, age), face and
eyes cues (e.g., facial expression, gaze direction, focus of attention), gesture and
posture, and space and environment [136].

1.3 Social interaction analysis

In the context of testing and observational studies, several mechanisms are used
to analyze social interactions from various perspectives. For example, if a teaching
institute want to evaluate a new teaching technique (focus group, team working,
etc.) in a class, one of the following method may be used: (i) directly observing
students” behavior and recording notes during the class; (ii) asking students
to fill pre-defined form (questionnaire), then analyze it; or (iii) recording the
lecture and perform video analysis by human operators (observer). However,
such mechanisms are expensive in terms of processing time, requiring a high level
of concentration and attention to analyze several cues in parallel and dependent
on the observer’ personal beliefs or feelings (subjectivity of the analysis).

1.4 Towards «in vivo» automatic social interaction
analysis

To face the observers” subjectivity and their limited ability to track multiple cues
in the observational studies, the need for automatization of the analysis procedure

2
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Figure 1.2: A group of nonverbal behavioral cues is recognized as a social signal [136].

is highlighted. So it is a question of bridging the gap between the human-based
and machine-based social interaction analysis processes. Such an approach will
eliminate the observers’ subjectivity and will allow the analysis of multi "signals"
in parallel (where humans are able only to focus on one). This analysis can
be further enriched by data related to the context of the scene (location, date,
type of music, event description, etc.), individuals personal data (name, age,
gender, education levels), or data extracted from individuals’ social networks (
subscribers, friends, groups, shared contents, etc.).

Various studies have been performed to detect, analyze, and assess social interac-
tions using automatic machine-learning methods, including automatic extraction
of nonverbal social signals corresponding to multimodal (e.g., eye contact, touch-
ing, etc.) social cues [7]. These studies have been applied in a tremendous range
of applications and domains, including role recognition [40], social interaction
detection in a smart meeting [102], and work environments [69], detecting decep-
tive behavior [4], detecting dominant people in conversations [63], and studying
parent-infant interaction [12].

Social signals that have been investigated during social interactions are prim-
itive and context-independent because they are not semantic and often occur
unconsciously. These signals include frequency and duration of social behav-
ioral cues occurrences, such as the number of eye contact actions that happened
between two persons. Different from the previous studies, our proposal take
the”context” into account as an independent variable. We focus on visual social
cues (highlighted in green color in Figure 1.1) and precisely the following:

e Facial expression since it is one of the most effective, natural, and universal
signals for human beings to convey their emotional states [35].

e Eye and gaze behavior, as it is an important social cue for performing a wide
range of analysis and studies such as a dominant person detection [51]. It
provides multiple functions in the two-person contacts such as information
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seeking, establishment and recognition of social relationships, and signaling
that the “channel is open for communication” [10].

1.5 Social interaction analysis automization: the chal-
lenges

To face the observer’s subjectivity and limited observation ability, we need to
automate social interaction analysis process. This automation introduce three
main challenges that must be considered in the proposed approach:

e the gap that appears from the transforming human-based social interaction
analysis observation tasks into machine-based computational tasks;

e keeping the observation naturalistic, which means anything can affect the
data subject’s behavior is not allowed, like using intrusive device (head-
mounted camera), having a camera in front of data subject, attaching micro-
phone to the data subject;

e the different time scales that social cues can be changed within. For example,
hand-over-face gesture can change one time every twenty seconds, but the
gaze direction can be changed up to one hundred times per second.

In addition to the three main challenges, there are multiple technical challenges
related to multiple technical challenges related to:

e Data heterogeneity, multiple social cues in face-to-face interaction need to be
tracked. These cues are related to head, hands, face, body, and voice, which
means each cue has a different representation, and this causes heterogeneity
in data. For example, facial expression can be represented as discrete values,
whereas the gaze direction is represented as a vector.

e Data volume, the minimum time scale that can be used in the analysis of
observational studies records is the frame-level. Thus, the amount of the
extracted data (social cues) proportionally increases with respect to the
frame rate and video length and number of tracked cues. For example,
performing analysis on the SALSA [9] dataset needs to extract social signals
from 216,000 (60 x 60 x 15 x 4) frames belonging to four videos with a
length of one hour and frame rate equals to fifteen frames per second,
related to only one experiment. Therefore, with this example, analyzing
hours of experiments will produce a massive data.

e Personal data privacy and security, with the progress in the computer vision
tield is raising concerns about individuals’ privacy since visual information
can be misused to profile/track them against their will. From another
perspective, the General Data Protection Regulation (GDPR), which is a
regulation in EU law on data protection and privacy for all individuals
within the European Union [137], has to be considered.
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1.6 Contributions

The main contribution of this thesis consist of the automation of social interactions
analysis in the context of observational studies. In particular, we propose a generic
architecture for a holistic approach for social interactions analysis. The proposed
approach integrates different components: (i) data acquisition methods (cameras,
microphones, etc.); (ii) context-aware feature extraction methods; (iii) (meta)data
model; and (iv) social behavior analysis methods.

In (meta)data model component, we propose a comprehensive (meta)data model
within which is the heart of the proposed approach due to many reasons: (1) it
decouples feature extraction methods from the analysis methods; (2) it facilitates
heterogeneous data fusion from different modalities; and (3) it encapsulates the
recorded video, so we will (if it is needed) share (meta)data and analysis results
only instead of sharing the recorded videos.

In the data acquisition methods, we propose a novel geometric-based method to
detect eye contact in natural multi-person interactions without the need for eye
tracking devices or any intrusive in order to do naturalistic observation studies.
Furthermore, we propose a find-tuned deep model for food classification that
will be used to extract contextual information from the video content.

In the social behavior analysis methods, we analyze the heterogeneous social
cues coming from different modalities as multi-layer sources (visual cues, voice
cues, contextual information (complementary "exogenous" data)) at different time
scales and different combinations between layers. In our context, the layer is
the representation of the cue as time series. So, we represent the cues as time
series with a common time scale (sampling time such as millisecond, second,
minute, etc.). This enables the aggregation between the heterogeneous social cues
and contextual information dynamically at different time scales, and optionally
according to their availability or not.

Finally, we have deployed the proposed holistic approach on the OVALIE *
platform which is located in University Toulouse II-Jean Jaures (UT2] - France)
and it aims to study eating behaviors in different contexts .

1.7 Thesis organization

The rest of the thesis is structured into 5 chapters.
Chapter 2 gives an introduction to basic concepts related to social cues, machine
learning, transfer learning, and Prader-Willi syndrome (PWS).

Chapter 3 reviews related work of common social interaction detection methods
with a focus on the visual nonverbal cues based approach. Beside that, we
reviews the existed methods of food classification based on the deep learning,

1 https:/ /certop.cnrs.fr/plateforme-experimentale-ovalie-shs-alimentation /
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since the food is commonly exist in several contexts (restaurant, hospital, etc.)
and it consumption has an effect on the social interaction.

Chapter 4 Presents a novel geometrical method to detect eye contact in natural
multi-person interactions without the need of any intrusive eye tracking device.
We have experimented our method on 10 social videos, each 20 minutes
long. Experiments demonstrate highly competitive efficiency with regards to
classification performance, compared to the classical existing supervised eye
contact detection methods. Also, this chapter evaluates the effectiveness of deep
convolutional neural network (DCNN) in classifying French food images task.

Chapter 5 presents our holistic approach for social interaction analysis architec-
ture that combines various methods together using a comprehensive (meta)data
model that able to store heterogeneous (meta)data.

Chapter 6 presents OVALIE platform floor plan, hardware, software. After
presenting the platform, we introduce the dataset that collected to perform
our experiments. Finally, we introduce a PWS observation study which will be
performed in OVALIE platform.

Chapter 7 concludes this thesis, and discusses findings and perspectives.



BACKGROUND: OBSERVATIONAL STUDIES, SOCIAL CUES,
AND MACHINE LEARNING

A good stance and posture reflect a proper state of mind.

— Morihei Ueshiba

In this chapter, we introduce the basic concepts and definitions that we are going
to use in the thesis. First, we introduce the observational study in social sciences,
then we present «in vivo» experimental platform for eating behavior analysis
(OVALIE), which is in the context of observational studies. Second, we introduce
the main social signals that we are interested in within this thesis. After that, we
provide a general overview of machine learning and transfer learning since we
developed machine learning-based methods in this thesis to detect social cues.
Finally, we present Prader-Willi syndrome (PWS) because we are going to study
the eating behavior of children born with it (work in progress).

2.1 Observational study

In social sciences, observational study is a non-experimental social research
method in which a researcher records and observes ongoing behavior in a natural
setting. It aims to draw inferences from a sample to a population where the
independent variables are not under the control of the researcher. The collected
data in observational research studies are often qualitative. Based on the involve-
ment of the observer, we can classify the observational methods into participant
observation and non-participant observation.

Observational studies have many advantages: it is one of the main bases of
formulating hypotheses; it has higher accuracy compared with other methods
like interviews, questionnaires, etc. However, it is a time-consuming process, and
it could affected by the observer subjectivity (Personal Bias of the Observer).

2.2 OVALIE platform

In the context of observational studies, OVALIE [3] is an experimental platform
in human and social sciences, is located in University Toulouse-Jean Jaures (UT2]
- France) , aims to observe, analyse and study the influence of physical and
social context on eating behaviors. In addition to the use of behavioral research
equipment and software that can perform a wide variety of tasks, including facial
expression analysis, audio analysis, spatial behavior tracking, and eye tracking.
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This platform will take the “context” into account as an independent variable,
differing from previous studies which neutralized the context. Additionally,
through a partnership with Taylor’s University (TU - Malaysia), an identical
platform will be established, facilitating cross-cultural studies in eating behaviors.

2.3 Social cues

Social cues are critically an essential aspect of communication. In the following,
we identify social cues and explore some examples of how they influence social
interaction and engagement. More technical details related to the automatic
detection of thesis social cues will be presented in Section 3.2. Imagine that you
are talking to a friend at a party and suddenly he turns and walks away. Would
you follow him and keep talking or would you simply go talk to someone else?
Likely you would go find someone else because you recognize that walking away
from you in the middle of a conversation is an indication that your friend is not
interested in what you were talking about. You understood the fact that your
friend was not interested in your talk because he gave you a social cue.

Figure 2.1: A smile gives an indication that the person is pleased or amused [126].

A typical example of a social cue is a smile (see Figure 2.1). Although smiles
are not always genuine, people generally smile (consciously and unconsciously)
when they are happy or amused. For instance, if you are in a group and tell a
joke that makes people smile, then you can assume that the joke go well because
people have provided a social cue (smile). Conversely, if your joke does not elicit
a smile, then you can assume that the joke did not went well since people did not
provide a smile (lack of smile is a social cue indicating that the group did not
think what you said was funny). In both cases, social cues give you an indication
of what to do next. The smile indicates that they like your humor and a lack of
smile suggests that you should try a different style.

Having a well-developed understanding of social cues and the strong ability to
interpret them can greatly increase your skills as a communicator because you
will be able to read a person’s behavior and appropriately respond. On the other
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hand, under-developed awareness of social cues makes it challenging to create
relationships with others and interact in social situations.

Social cues are symbols expressed through facial expressions, body posture,
gestures, eye movement, pitch and tone of voice, or words that are intended to
send a message from one person to another.

2.3.1 Facial expressions

Facial expressions are social signals that we make by moving our facial muscles.
Facial expressions generally signify an emotional state. Authors of [43] defined
six basic emotions based on cross-culture study, each emotional state of mind has
a specific facial expression[42]. These facial expressions are anger, disgust, fear,
happiness, sadness, and surprise as shown in Figure 2.2.

Anger Disgust Fear

Joy Sadness Surprise

Figure 2.2: Samples of basic six emotions displayed by facial expression from MMI
dataset[133].

2.3.2 Body posture

Body posture is the position in which someone holds their body while standing,
sitting, or lying down. Posture can reveal significant information, such as a
person’s current state of mind, emotions, and attitudes [30]. Figure 2.3 shows
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slumped and erect postures. Slumped posture is an example of a depressed
attitude, whereas erect posture is an example of a more energized attitude.

Figure 2.3: Two examples of body postures. On the left is a slumped posture, on the right
is a erect posture

2.3.3 Gestures

People often use gestures during their communication. Gestures are hands, face,
or another part of the body movement to send a message in place of the speech

or in parallel with it [68].

B Q%
Thinking

N .
't

Bored

Thinking Unsure Thinking

A

2

Figure 2.4: On the left "OK" and "cross figures" gestures, on the right examples of hand-
over-face gestures taken from [80].
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They may be conscious like the sign language or unconscious like the hand-over-
face gestures; Figure 2.4 shows some examples of gestures. Gestures are culture-
specific and may carry different meanings in different cultures. For example, the
"OK" gesture in the USA signifies OKay; in Japan, it symbolizes money; in Brazile,
is a rude gesture.

2.3.4 Eye contact

Eye contact detection is defined as a task of detecting whether two people
look at each other’s eyes or face simultaneously as shown in Figure 2.5. It is

Figure 2.5: Eye contact clipart.

an important feature for better understanding human social behavior. It has
numerous applications. For example, it is a key component in attentive user
interfaces and it is used to analyze turn-taking, social roles, and engagement
during multi-person interactions. Even more, we can deduce many things based
on the eye contact [10]: (i) the topic nature, in which, there is more eye contact in
case of the topic being discussed is straightforward and less personal, whereas,
there is less eye contact during the hesitating passages; (ii) the relation between
two persons, in which, there is more eye contact if the two persons are positively
interested in each other.

2.3.5 Pitch and tone of voice

When communicating with others, the pitch and tone of your voice (intonation)
can be a good indicator of how do you feel at that moment. For example, if
someone was speaking very quickly in a shaky tone. His rapid speech is a sign of
anxiety and urgency, which means you should assume something is wrong and
requires an immediate attention.

11
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2.4 Machine learning

In this section, we will briefly introduce the machine learning field. Based on it,
we will be able to detect the introduced social cues in Section 2.3.

Machine learning is a field in computer science that shows the abilities of ma-
chines in learning to solve problems from given experimental data instead of
explicitly programmed. The behavior of most machine learning algorithms is con-
trolled by a set of parameters that define a model. The main purpose of machine
learning is to estimate the parameters of the model to learn regular patterns from
data observations, with avoiding learning the training samples “by heart”. In
practice, given a dataset of training examples, an algorithm is expected to learn
a model to solve a specific task. Learning from Examples is one of the most
commonly adopted learning strategies as well as it provides the most flexibility
with enabling computer programs to completely develop unknown skills or find
unknown structures and patterns in a given data [21]. Learning from examples is
a technique that is often leveraged in classification tasks to predict the class label
of new, properly unseen, data entries based on a dynamic set of known examples.

2.4.1  Machine learning styles

There are so many machine algorithms available that follow the learning from ex-
amples strategy. However, these algorithms can be categorized based on learning
style (supervised, unsupervised, and semi-supervised) [67] as shown in Figure
2.6. Supervised Learning includes every task in which the algorithm has access

FeT == )

o _0 ! \Og ~On !

O% o?o 0,00,0 10,00 ,0,;
0. oo OO0 00 'O0 00|
® gl O o © o0 e !
Ll e e mm e I
Supervised Learning Unsupervised Learning Semi-supervised
Algorithms Learning Algorithms

Algorithms
Figure 2.6: Three common learning styles adopted in machine learning field [17].

to input and output values. Herein, input values can be defined as the external
information that the algorithm can use, such as attribute values, while output val-
ues, are the specific target labels of the class attribute. It means that the structure
of the data is known and the purpose of these programs is to predict the correct
class for a given new data. Unsupervised Learning is used for the tasks that have
no access to output values and thus try to find structures within the data through

12
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creating classes on their own. Semi-Supervised Learning is adopted for solving
tasks that have a mixture input data between labeled and unlabeled examples.
Indeed, those tasks can be viewed as a prediction problem, but the model has to
learn the structures to organize the data.

2.4.2 Clustering

Clustering is one of the common data analysis techniques used to get knowledge
about the structure of the data. It is the task of identifying subgroups (clusters)
in the data such that data points in the same cluster are very similar based
on similarity measures such as euclidean-based distance or correlation-based
distance. Clustering is an unsupervised learning method since it does not need
the ground truth. K-means is one of the most common used clustering algorithms
due to its simplicity. We used the K-means algorithm in person tracking in our
proposed geometrical eye contact detection algorithm in Section 4.1.1.

K-means algorithm is an iterative algorithm aims to partition the data into K
clusters where each data point belongs to only one cluster. It works as following:

1. determine number of clusters K,

2. initialize centroids by shuffling the input data and then randomly selecting
K data points for the centroids,

3. keep iterating until there is no change to the centroids:

e compute the sum of the squared distance between data points and all
centroids,

e assign each data point to the closest cluster (centroid),

e compute the centroids for the clusters by taking the average of the all
data points that belong to each cluster.

2.4.3 Classification

Various supervised learning algorithms have been designed and well-
implemented to build data-driven models using a given training set at hand.
In this work, we focus on commonly classification learning methods, including
decision tree, random forests, artificial neural networks, and conventional neural
networks and we used these algorithms to make comparison with our proposed
geometrical eye contact detection algorithm in Section 4.1.1.

2.4.3.1 Decision trees and forests

Decision tree-based learning algorithms are one of the most common methods
used for non-linear classification problems. Their popularity increased because

13
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Figure 2.7: The random forest algorithm relies on multiple decision trees that are all
trained slightly differently; all of them are taken into consideration for the
final classification.

of their intuitive representation in the decision-making process. Decision trees
are composed of a set of internal nodes where each one is labeled with an input
feature. The output of each node represents a test resulting of the branch based on
a certain threshold value. Both the actual branch feature and the threshold value
are computed using an optimization procedure. Individual branches represent
the outcome and lead to child nodes with subsequent tests, a target class label in
the case of a leaf node. While single trees are useful for demonstration purposes,
an ensemble of trees (i.e., tree forests) is widely used for classification problems
than relying on single decision trees. Forests of trees [23] have many benefits over
only adopting single trees where lower error margin and better generalization are
the most important aspects. Random Forest (RF) is an ensemble of unpruned trees
that can be used for both classification and regression problems. The key point of
random forest is to build as a set of decision trees as shown in Figure 2.7. This
method involves random feature selection for building individual and different
trees. The final classification result is computed using an aggregating (voting)
scheme in case of classification and averaging for regression problems over the
members. RF has shown a massively improved performance compared to the
traditional single decision trees [23, 20] such as C4.5 and J48. The generalization

14
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of forests decreases as the number of trees increases, because of the randomness
in the sampling process adopted for building the individual trees.

2.4.3.2 Artificial Neural Networks (ANN)s

ANNSs are computing systems designed to mimic the human brain information
processing mechanism. Such systems "learn" to execute tasks by considering
examples without being programmed with any task rules and they have self-
learning capabilities that make them produce better results when more data
become available. For example, if someone wants to identify images that contain
salad dishes, he can use example images that have labeled as "salad" or "no
salad" to train an ANN and use the trained network to identify salad in other
new images. ANNs perform the tasks without any prior knowledge about salad
dishes. Instead, they automatically generate identifying characteristics from the
learning material (e.g., labeled salad images).

An ANN consists of a collection of connected nodes called artificial neurons,
which model the neurons in a human brain. Each connection can transmit a signal
from one artificial neuron to another. The artificial neuron (signal receiver) can
process it and then transmit to the connected artificial neurons.

In common ANN implementations, the signal at a connection between artificial
neurons is a real number, and the output of each artificial neuron is computed
by some non-linear function of the sum of its inputs. The connections between
artificial neurons are called edges’. Artificial neurons and edges typically have a
weight that adjusts as learning proceeds. The weight increases or decreases the
strength of the signal at a connection. Artificial neurons may have a threshold such
that the signal is only sent if the aggregate signal crosses that threshold. Typically,
artificial neurons are aggregated into layers. Different layers may perform different
kinds of transformations on their inputs. Signals travel from the first layer (the
input layer) to the last layer (the output layer), possibly after crossing multiple
layers.

2.4.4 Deep learning

In this Section, we introduce deep learning since we used the deep model in the
food classification in Section 4.2. Deep learning is a subset of machine learning
methods based on artificial neural networks[115]; it uses multiple layers to extract
higher-level features from the raw input [38]. Deep learning architectures such as
convolutional neural networks (CNN)s and recurrent neural networks (RNN)s
have been applied to fields including natural language processing, computer
vision, speech recognition, and audio recognition, where they have produced
results comparable to human experts [71, 26].

In deep learning, each layer learns to transform its input data into a more abstract
representation. For example, in face recognition application, the raw input is
a matrix of pixels; the first representational layer will abstract the pixels and
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Figure 2.8: A CNN sequence to classify handwritten digits [2].

encode edges; the second layer may encode arrangements of edges; the third layer
may encode a nose and eyes; and the fourth layer may recognize that the image
contains a face [38].

The name of CNN drove from the employment of a mathematical operation
called convolution in the network. In other words, CNN is a neural network that
uses convolution operation instead of classical matrix multiplication within at
least one layer [53]. A CNN consists of an input and an output layer, as well as
multiple hidden layers. The hidden layers of a CNN typically consist of a series

of convolutional layers that convolve with multiplication or other dot product.

The activation function is commonly a RELU layer and is subsequently followed
by additional convolutions such as pooling layers, fully connected layers, and
normalization layers referred to as hidden layers because their inputs and outputs
are masked by the activation function and final convolution as shown in Figure
2.8.

2.4.5 Transfer learning

Many machine learning methods work well under a common assumption: the
training and test data are drawn from the same feature space and the same
distribution. When the distribution changes, most statistical models need to be
rebuilt from scratch using newly collected training data [96]. In many real world
applications, it is expensive or impossible to re-collect the needed training data
and rebuild the models. It would be nice to reduce the need and effort to re-collect
the training data. In such cases, knowledge transfer or transfer learning between
task domains would be desirable.
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Learning Learning
Dataset 1 system Dataset 1 system
task 1 task 1
—
Knowledge
Learning Learning
Dataset 2 system Dataset 2 system
task 2 task 2

Figure 2.9: On the left learning process of traditional machine learning; On the right
learning process of transfer learning.

Transfer learning is a machine learning method where a model developed for
a task is reused as the starting point for a model on a second task as shown in
Figure 2.9. It is a popular approach in deep learning where pre-trained models are
used as the starting point on computer vision and natural language processing
tasks given the vast compute and time resources required to develop neural
network models on these problems and from the huge jumps in skill that they
provide on related problems [53].

As shown in Figure 2.9, traditional learning is isolated and occurs purely based
on specific tasks, datasets and training separate isolated models on them. No
knowledge is retained which can be transferred from one model to another.
In transfer learning, you can leverage knowledge (features, weights etc) from
previously trained models for training newer models and even tackle problems
like having less data for the newer task.

2.4.5.1 Transfer learning strategies

In transfer learning, we need to determine which part of knowledge can be
transferred across domains or tasks. After discovering which knowledge can be
transferred, we need to develop learning algorithms to transfer the knowledge.
Based on different situations between the source and target tasks and domains
we can categorize the transfer learning into inductive transfer learning, transductive
transfer learning and unsupervised transfer learning.

In the inductive transfer learning setting, the target task is different from the source
task but they are related, no matter if the source and target domains are the same
or not. In the transductive transfer learning setting, the source and target tasks
are the same, while the source and target domains are different. Finally, for the
unsupervised transfer learning setting the target task is different from the source
task but they are related, similar to inductive transfer learning setting. However,
the unsupervised transfer learning focus on solving unsupervised learning tasks in
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the target domain, such as clustering [34], dimensionality reduction and density
estimation [140].

2.4.5.2 Deep transfer learning strategies

Deep learning has made remarkable progress in recent years. This progress
has enabled researcher to undertake complicated problems and yields amazing
results. However, the required amount of data and the training time for such deep
learning systems are much more than comparing with the traditional ML systems.
There are various deep learning networks with the state-of-the-art performance
that have been developed and tested across fields such as computer vision and
natural language processing. In most cases, people share the details of these
networks for others to use. These pre-trained models form the basis of inductive
transfer learning in the context of deep learning (deep transfer learning). The two
most commonly used deep transfer learning strategies are

o Off-the-shelf Pre-trained Models as Feature Extractors. Deep learning
models are layered architectures that learn different features at different
layers (hierarchical representations of layered features). These layers are
then finally connected to the last layer to get the final output. This lay-
ered architecture allows utilizing a pre-trained network by removing the
tinal layer and use the rest of the network as a feature extractor for other
classification tasks, as shown in Figure 2.10.

4,— Shallow classifier (e.g. SVM)

softmax

g( _________________

fc1 fc1
Trasfer

Convn ﬁ Convn

Features

. .
. .
. .
Conv 2 Conv 2
Conv 1 Conv 1
—| Data and labels | | Target data and labels |

Figure 2.10: Transfer Learning with Pre-trained Deep Learning Models as Feature Extrac-
tors.

The principal idea is utilizing the pre-trained model’s weighted layers as
features extractor without updating the weights of the model’s layers during
the new task’s training phase.
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e Fine Tuning Off-the-shelf Pre-trained Models. Deep neural networks are
highly configurable architectures with various hyper-parameters. Using this
fact, particular layers can be frozen ( weights are fixed) while the rest layers
are retrained or fine-tuned to satisfy the new task, as shown in Figure 2.11.
In this way, the network’s architecture is utilized and used as a starting
point for the retraining step.

FC output
Softmax labels

Input Convli — Conv2 oo Convn —

Figure 2.11: In fine-tuning process, all convolutional layers (blue layers) in the network
are fixed and gradient is backpropagated through the fully connected (FC)
layer only.

2.4.6 Image augmentation for deep learning

Image augmentation is another solution to overcome the limited number of avail-
able annotated images. It increases the size of the available data by applying some
image transformation operations to the existing images from a training dataset to
produce new versions of existing images. Image transformation operations in-
clude rotation, shearing, translation, zooming, etc. these random transformations
will produce different images each time.

2.4.7 Model evaluation and metrics

Model evaluation is a crucial part when developing data-driven models. The
purpose of any predictive model is to correctly predict the target class value for
unseen data instances with the highest possible accuracy. Thus, it is required to
have a way of evaluating model performance, typically by quantifying it using
some measure of model error. This same measure must be used to train the
model to obtain high accuracy performance. One of the significant pitfalls when
creating a predictive model is evaluating the trained model on the same or almost
similar data to the training ones [49]. Adopting incorrect measures and evaluation
methods may lead to generate overfitted and over-optimistic models.

2.4.7.1 Model evaluation

There are two main methods of model evaluation in machine learning: (i) hold-
out validation; (ii) and cross-validation. Both methods use a separated test set of
unseen data in model performance evaluation process. While in model training,
the objective is to minimize the training error based on the chosen metric.

e Hold-Out Validation. It is called a train/test-split method which requires a
part of the original data to be held-out from the training process. The final
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Figure 2.12: 10-fold cross validation. The designated training set is further divided up
into K folds (K=10), each of these will now function as a hold-out test set
in K iterations. Finally, the scores obtained from the model on individual
iterations are summed and averaged into the final score.

evaluation score is only computed through experimenting the test set on the
produced model. This method is simple, relatively fast, and it ensures that
the model is tested on unseen data. The main disadvantage in this method
is that a part of the original data is removed from the training set of the
model. Moreover, there is a risk to have high variance in the predictions.

e Cross-Validation [58, 88]. This method is an extension for the hold-out
validation method. Cross-validation is a widely accepted and used in the
state-of-the-art predictive methods for ensuring model reliability and gener-
alization ability. In k — fold cross validation 2.12, k represents the number
of partitions that the training set will be divided into. Also, k represents
the number of iterations that the trained model will execute, resulting an
evaluation score at each iteration. The evaluation scores of k iterations are
averaged to obtain the final score. For each iteration, (k-1)/k ratio of the
original data is used for training a model, while the remaining partition with
size of 1/k is used for model validation. With each iteration, the unused
partition is set aside for the validation test, and a new model is trained from
the remaining partitions as described above. The final score is computed
through averaging over the number of iterations, k. The benefits of k — cross
validation are in reducing variance due to the averaging effect. However,
this process is quite slow and requires high resource requirement.
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2.4.7.2 Metrics
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Figure 2.13: An illustrative depiction of the (binary) confusion matrix and a selection of
the measures that may be derived directly from it.

To evaluate our purposed methods in Section 4.1.1 and compare with other
machine learning methods, we used the most common classification models
evaluation metrics, which include:

e Confusion Matrix. A confusion matrix provides a very intuitive and com-
plete overview about classification models performance. The matrix has
dimension of N x N, where N is the number of target class labels of the con-
sidered problem. The ground-truth (true label of instances ) is matched with
the predictions resulted by the trained model, showing information how
much the model is accurate in the predictions for each class with providing
the distribution of misclassified instances in each class. The confusion matrix
is the basis for computing most evaluation metrics in machine learning.
In a binary (two class) example 2.13, four basic counts are obtained from
the matrix: True Positives (TP), False Positives (FP), True Negatives(TN)
and False Negatives (FN). Based on these terms, we can derive most of the
metrics described below.

e Accuracy. The most adopted and cited performance metric, defined as
the percentage of correctly classified examples (instances) out of the total
number of examples. Accuracy (ACC) is a good metric when the class dis-
tribution is balanced. The problem of imbalance class distribution becomes
apparent when one class dominates other class(es). For example, in a dataset
of 900:100 (class o:class 1) binary class distribution, classifying blindly all
instances as negative will result 9o% of accuracy.
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e Precision and Recall. Precision is defined as the ratio of correctly predicted
labels out of the total predicted positive labels. Recall is defined as the
ratio of correctly predicted positives to the total number of positive labels
(ground-truth) in the data.

e F-measure. It is known as the balanced F-measure. It is a single scalar value

metric summary that combines both Precision and Recall metrics together.

It is used in performance evaluation of binary classification problems. F1
is defined as the harmonic mean of precision and recall, equally weighs
precision and recall. As it is based on recall and precision, the F-score only
considers the positive predictions. F1-score is generally considered in the
evaluation when class imbalance is an issue [8]. A high F-measure score is
a good indicator of a good performing classifiers w.r.t. minority classes.

2.5 Prader-Willi syndrome (PWS)

Prader-Willi syndrome (PWS) is a genetic disorder caused by an error in one or
more genes located in a particular region of chromosome 15. It was first described
in detail in 1956 by Andrea Prader, Heinrich Willi, and Alexis Labhart [103]. PWS
affects approximately one out of every 15,000 births (males and females with
equal frequency) [94].

Signs and Symptoms of PWS can vary among individuals and may slowly
change over time from childhood to adulthood. In newborns, symptoms include
poor muscle tone, distinct facial features (e.g., almond-shaped eyes, turned-down
mouth), a poor sucking reflex which causes poor feeding, and slow development
(mental or physical) [27]. Other sings and features appear at the beginning of
childhood [61]. These sings may include:

e Sleep disorders could be caused by breathing pauses during sleep. These
disorders can result in excessive daytime sleepiness and worsen behavior
problems.

e Cognitive impairment, such as issues with thinking, reasoning, and
problem-solving.

o Infertility since sex organs (testes in men and ovaries in women) of PWS
individuals produce little or no sex hormones.

e Behavioral problems. PWS Children and adults are extremely stubborn
and prone to anger. They may throw temper tantrums, especially when
denied food.

e Food craving and weight gain. A classic sign of PWS is a constant craving
for food (constantly hungry), resulting in rapid weight gain, starting around
age two years. Constant hunger leads to eating often and consuming large
portions.
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Figure 2.14: Eight-year-old with PWS: Note presence of morbid obesity [29].

A key feature of PWS is a constant sense of hunger. They never feel full (hy-
perphagia), and they usually have trouble controlling their weight which cause
morbid obesity as shown in Figure 2.14. Obesity is the main reason of many
complications of PWS. Unfortunately, PWS has no cure [93], but treatment may
improve outcomes, especially if carried out early for example, obesity can be
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controlled externally by diet restrictions and behavior modification [93]starting
around the age of three, in combination with an exercise program.

2.6 Conclusion

This chapter describes the basic concepts and definitions that will be used in the
thesis. Since our work is in the context of observational studies, we present a brief
introduction to these studies. Then, we present social cues that are commonly
observed in observational studies. After that, we illustrate some concepts about
machine learning methods, deep learning, transfer learning, and metrics that
are commonly used to evaluate trained models. The presented machine learning

methods are used to detect social cues as illustrated in Chapter 3 and Chapter 4.

Finally, we introduce the PWS since one of the data subjects of OVALIE platform
is children who born with this syndrome.
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RELATED WORK: EXPERIMENTAL PLATFORMS, SOCIAL
INTERACTION DETECTION AND ANALYSIS, AND FOOD
CLASSIFICATION

Social interaction is based on interpretative analysis rather than statistical or empirical
observation.

— Erving Goffman

In this chapter, we present the related work to observational studies analysis
automation. First, we present some existed experimental platforms that aim to
study individual’s eating behaviors and they commonly ignored the effect of the
context on the eating habit. Second, then we introduce most common existed
methods that are used for automatic social cues capturing and that deployed or
could be deployed in the experimental platforms. Finally, we present the most
common methods and applications for food recognition task since the food will
be part of the physical context in case of food habit studies.

3.1 Experimental platforms for eating behavior ob-
servation

Experimental observation platforms have appeared as a way to study social
interactions effects linking to eating habits. These platforms allow for the solid
improvement of observational strategies through the use of technical devices for
automatic capture and processing thanks to recent technological advancements in
the computer sciences. Several experimental platforms are tackling several food-
related studies such as food choice and preference, nutrition, sensory analysis,
and consumer behavior. These platforms are designed to record meals and then
analyze the behavior of eaters. The most well-known platforms include the Living
Lab [18], the Restaurant of the Future [114], and the Centre for Taste and Feeding
Behavior (CSGA) [33].

These platforms have flexible spaces suitable for the construction of various
consumption settings, data collection instruments (such as cameras and micro-
phones), data processing software from a centralized location in order to account
for various eating contexts, such as different catering systems (fast food, casual
restaurant, family meals, etc.). However, they neutralized effect of the context
and considered it as controllable variable and ignored it.
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3.2 Social interaction detection and analysis

Several methods are proposed for detecting and analyzing social interactions
using machine learning-based methods. These methods have been adopted in
a wide range of applications and domains such as robotic, medical, economics,
sociology, and Internet of Things (IoT) applications. The developed approaches
use one or more primitive social signals for performing social detection and
analysis. Social cues are classified into verbal and nonverbal cues as shown in
Figure 1.1.

3.2.1 Verbal cues detection

Verbal communication is the use of sounds and words (verbal cues) to express
yourself [91]. Verbal cues consist of words and linguistic units of sounds and
speech organs take a prominent position among the production and transmission
of signals. Machines can detect the verbal cues through speech recognition
methods (engine) [84, 119, 48, 55]. The principal function of the speech recognition
engine is to process spoken input and translate it into a text, as shown in Figure 3.1.
In addition to audio input speech recognition engines require two inputs (models)
to recognize speeches. First, a language model contains a list of words and their
occurrence probability in a given sequence, language models are used in dictation
application. Second, an acoustic model contains a statistical representation of the
distinct sounds that make up each word in the language model.

Language Model

Y

Speech
Audio Input——— Recognition ———Recognized Text
Engine

A

Acoustic Model

Figure 3.1: The general pipeline of speech recognition engines.

However, it is still a challenging task to have a high performance in multiple
speakers free setup (e.g., restaurant) since it is more challenging to partitioning
an input audio stream according to the speaker identity (speaker diarization) in
such a noisy environment.
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3.2.2 Vocal nonverbal cues detection

Nonverbal cues consists of vocal and visual cues. Vocal cues can contain informa-
tion regarding events like the existence of music, speech, emotions, etc. Extracting
such information can enhance the recorded video content analysis. Like the verbal
cues machines can detect them using speech analysis methods.

3.2.2.1  Speaker diarization

Speaker diarization is the process of partitioning an audio stream into speaker
related segments. On other words, it is a speaker segmentation followed by
speaker clustering. It answers the question “who spoke when?” in a multi-
speaker environment. Authors of [6] proposed speaker diarization method that
detect the active speaker through a pre-trained audio visual synchronization
model. The model achieve a close result comparing with other complex speaker
diarization state-of-the-art. Speaker diarization is essential step in social cues
analysis in a meeting as it allows the mapping between the detected vocal cues
and the speaker.

3.2.2.2 Speech emotion recognition (SER)

Automatic speech emotion recognition is the task of predicting the speaker’s
emotional state (anger, sadness, etc.) using speech analysis techniques. Figure 3.2
shows the general SER pipeline. From the input speech segment feature vector
is created by extracting the acoustic features. Then, the most relevant features
are selected in the next step in order to achieve higher accuracy and reduce the
training and processing time. Finally, a trained model is used to obtain the final
classification result.

M Acoustic _ Features selection Classification (Joy,
features extraction anger, fear, etc.)
Speech Segment

Figure 3.2: The general pipeline of speech emotion recognition.

All SER methods are following this pipeline and they differences in the type of
features that are used or the classification model. The most common extracted
fetures in SER methods are energy, pitch, formant, linear prediction coefficients
(LPCs), and mel-frequency cepstrum coefficients (MFCCs) [44]. Many SER sys-
tems used the SVM for emotion classification [120, 116, 97], RNN is suitable for
learning time series data, and it has shown improved performance for SER task

[73, 871
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3.2.3 Visual nonverbal cues detection

The second category under the nonverbal cues is the visual cues. These cues
include physical appearance (e.g., gender, height, ethnicity, age), face and eyes
cues (e.g., facial expression, gaze direction, focus of attention), gesture and
posture, and space and environment [136].

3.2.3.1 Facial expression recognition (FER)

Various studies have been performed to detect and analyze facial expressions
using automatic machine-learning methods [14, 65, 89, 118, 85]. These studies
have been applied in a tremendous range of applications and domains, including
sociable robotics, medical treatment, driver fatigue surveillance, and many other
human-computer interaction systems.

Automatic deep facial expression recognition starts with pre-processing step, then
deep feature learning step, followed by deep feature classification steps as shown
in figure 3.3 [75].

Having sufficient labeled training data that include as many variations of the
populations and environments as possible is important for the design of a deep
expression recognition system. In the following we introduce the most known
databases for FER. The Extended CohnKanade (CK+) [78] database is the most
extensively used laboratory-controlled database for evaluating FER system:s, it
contains 593 video sequences from 123 subjects. MMI [100, 133] database also is a
laboratory-controlled and it includes 326 sequences from 32 subjects. JAFFE [79]
the Japanese Female Facial Expression database, which is a laboratory-controlled

and it contains 213 samples of posed expressions from 10 Japanese females.

EmotioNet [46] is a large-scale database with one million facial expression images
collected from the Internet. However, all the proposed datasets are not sufficient
to have a wild facial expression recognition model that ables to perform well
when we have non-frontal face photos.

3.2.3.2 Gaze and eye tracking

Eye tracking has been developed in the context of studying human visual selection
mechanisms and attention (see [64, 57, 50] for a review on eye detection and gaze
tracking in video-oculography). A lot of information could be acquired through
the study of the eye movement, where we can know about people’s thinking
based on where (who or what) they are looking. Also, it is well known that the
points toward which humans direct the gaze are crucial for studying human
perception and his ability to select the regions of interest out of a massive amount
of visual information [131]. However, eye tracking and detection remains a very
challenging task due to several spacial problems, including illumination, viewing
angle, occlusion of the eye, head pose, etc.
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3.2 SOCIAL INTERACTION DETECTION AND ANALYSIS

3.2.3.3 Eye contact detection

Eye contact detection is a binary decision on whether someone’s gaze falls onto a
target (e.g., face, screen) or not. Many methods have been developed to handle
this issue by either using a head-mounted device [25, 5, 108] or requiring LEDs
attached to the target [125]. More works focus on developing non-intrusive e.g.,
the authors of [124] trained a classification model to determine whether there is
eye contact with a camera or not. However, their method requires prior knowledge
about the size and location of the target. Authors of [144] have presented a method
for eye contact detection during dyadic (two-person) interactions; however, their
method works only for a single eye contact target that must be the closest object
to the camera. This assumption does not hold for multi-person interactions in
which multiple targets are available.

3.2.4 Analysis methods based on visual nonverbal cues (VNAM)

Many methods are proposed for detecting and analyzing social interactions based
on the visual nonverbal cues. Generally, the existing methods rely on using
fixed or mobile camera(s) for data acquisition. Furthermore, these methods could
varying based on the type of social cues that are used as features, the way of fusing
features together, and the type predicted social behavior that the system may
provide. For instance, in [5], the authors have introduced an approach that detects
the social interactions through using a user wearable low frame rate camera
(mobile) to capture images, and then two primitive social signals (distance and
orientation) are extracted to predict whether a social interaction existing among
the desired persons. On the other side, the system introduced in [24] detects the
social interactions in working environments through capturing the data from a
fixed camera mounted at a particular height, and then the social interaction is
predicted using a trained support vector machine (SVM) classification model,
applied on the relative head orientation and distance between the pair of people
features. The existing visual nonverbal-based methods can be grouped in three
different levels as shown in Table 3.2.4:

1. One or multi Social Signal. VN AMs may leverage one or more of primitive
social signals for performing social detection and analysis. Thus, highlight
12 common used social signals.

2. Detected Social Behavior Type. VN AMs are not common in their internal
purpose so that some of them are dedicated for detecting different social
behaviors such as emotion, mental state, rapport ( people are “in sync” with
each other) and dominance speakers.

3. Time Variant v.s. Time Invariant signals. Social signals are further cate-
gorized based on their relation with time. Hence, the social signals that
evolve over time are classified as Time Variant signals, while the signals
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don’t change w.r.t. time are categorized under Time Invariant signals. The
height of persons is a simple example on the time invariant signals, while
the changing of head pose is time variant one since the persons may change
their head orientation and positions.

Table 3.1: Visual nonverbal signals associated to the most common social behaviors.

Social Behavior
Social Signals g |E g _‘3 S g Methods for {kutomatlc
S § m@ g' % ® Detection
© |7
Time Variant Signals
Posture V|V vV IV |V [139]
Head Pose VIiVI|Vv |V [15]
Facial Expression VIiVIVIVI VY [31, 82, 74]
Hand Over Face Gesture | v |V |V |V |V |V [80]
Hand Gesture v VIV Y [142]
Gaze Behavior VIiVIVvIVv VvV [72, 101, 15]
Visual Focus of Attention | v/ | v/ VIV |V [11, 13]
Time Invariant Signals
Height v v
Age v v
Gender v v |V
Ethnicity v
Attractiveness v v |V [92]

As shown in Table 3.2.4, the time variant signals have a high correlation with
the applicable automated detection methods. The time invariant signals are not
commonly used in the automated social signals detection and analysis because
they are subjective. For instance, no standard attractiveness parameters, each
person has his parameters. We can notice that there are possibilities to use multiple
social cues from different modalities to detect social behavior. To determine the
dominance speakers in a meeting, we could use facial expression, hand gestures,
and even we can utilize the vocal cues that can be detected using the speech
analysis methods. Face and eye cues are the most common targeted signals in the
automated social signals detection and analysis methods.

3.3 Food recognition and classification

To study and analysis eating behavior in different contexts (one of the OVALIE
platform goals), we need to recognize the consumed food during the observa-
tional study (in the content of the recorded video(s)). One of the earliest works
in the field of food classification and recognition appeared in [143], where au-

31



3.3 FOOD RECOGNITION AND CLASSIFICATION

thors studied the spatial relationships between different food ingredients. They
deployed Semantic Texton Forest to segment the input image into eight different
types of ingredients; then, a multi-dimensional histogram was computed using
pairwise statistics, later it classified with a support vector machine (SVM) classifier.
Authors of [47] introduce the UNICT-FD889 dataset to study the representation
of food images; they have benchmarked their dataset with PRICoLBP [104], SIFT
[76], and Bag of Textons (BoT) [134] descriptors. BoT descriptors achieved the best
result and demonstrated that nearest neighbor and color descriptors are relevant
for food classification task. The authors of [60] proposed a general framework
for food analysis based on the integration of multimodal content, context, and
external knowledge, including recipe analysis, food recommendation, restaurant
oriented applications.

3.3.1 Food datasets

There are several open-access food image datasets with different categories such
as Food-101 [19], UECFood-256[66], UECFood-100 [83], which are used to train a
classifier and evaluate the trained model. Food-101 database is the most popular
dataset in food domain, it includes 101 food classes with 1000 image of each class
as shown in Figure 3.4.

Figure 3.4: This Figure shows one example for 100 out of the 101 classes Food-101 dataset.
[19]-

3.3.2 Deep learning and food recognition

CNNs have been widely used in food/nonfood classification, food category
discrimination, and ingredients identification. Authors of [122] created a database
named Food-5K consisting of 2500 food images and 2500 images of other objects.
Then they fined-tuned GoogLeNet [127] model to classify the images. Authors
of [110] do food/nonfood classification by coupling fine-tuned AlexNet with a
binary SVM classifier.

The overall process of learning methods proposed for image-based food recogni-
tion in surveyed papers was basically the same. The first step is dataset prepa-
ration. Next, image preprocessing like normalization, resizing, is followed to
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weaken the interference caused by nonuniform illumination, resolution inconsis-
tency, and so on. If the dataset is not large enough, data augmentation should be
performed to enlarge the dataset by random clipping, rotation, and flipping, to
simulate shooting from different perspectives as illustrated in Section 2.4.6. Then
the prepared dataset is always divided into training set for training the network,
validation set for fitting the hyperparameters, and evaluation (or testing) set for
confirmation of the predictive ability of the model. The generalization ability of
the trained CNN-based model should be examined on different datasets.

3.3.3 Food recognition and classification applications

Many applications have been designed based on the food recognition and classifi-
cation task.

e Food Calorie Estimation, authors of [86] designed a mobile application
named Im2Calories for food calorie estimation from images. For desktop
application, authors of [41] proposed a new network called multitask CNN
for estimating food calorie from a food image, the in Figure 3.5.

™~

s |

Task 1 calorie
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Task 3 ingredients

s —

Task 4 cooking
directions

\\

Input CNN-VGG16 FNN

Figure 3.5: The multitask CNN used a VGG16 architecture for feature mining and the
learned features were fed into four parallel subnetworks to predict the calorie
and other attribute of food [41].

e Quality Detection of Fruits and Vegetables, authors of [111] developed a
classification approach using the stacked sparse auto encoder combined
with CNN for cucumbers defect detection based on hyperspectral imaging.
Authors of [112] focused on the discrimination of plum varieties (Black
Splendor, OwentT, and Angelino) at early maturity stages using deep learn-
ing technology. Authors of [129] aimed at realizing artificial intelligence
(AI)-based alerting system for pests and diseases of apple. CNN was applied
for recognition of apple skin lesion image collected via an infrared video
sensor network.
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3.4 Conclusion

This chapter presents the related works and tasks that will help to build a holistic
framework for social interaction analysis in the context of observational studies
automation. First, we introduce some existing experimental platform for eating
behavior observation and we notice that commonly they ignored the context effect
on the eating behavior. Second, we present a general overview of the existing
methods that aim to detect and analyze social cues using machine learning
methods and highlight the importance role of visual nonverbal cues. Then, we
focus on the face and eye cues that are used as main cues for the social interaction
analysis methods. Finally, we introduce the existing methods datasets of food
recognition and classification task since it can be used in the context of eating
behavior observation and analysis.
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CONTEXT-AWARE FEATURE EXTRACTION METHODS

Eyes are the windows to the soul.

— William Shakespeare

In this chapter, we present our proposed context-aware methods that we will use
to build our holistic approach for social interaction analysis. First, we present
our geometrical eye contact detection methods then we compare the geometrical
based development with machine learning based one. Second, we present a new
dataset for evaluating find-tuned deep models for food classification. Then we
discuss how the use of contextual information will add semantic dimension to
the deep model and enhance the accuracy.

4.1 Eye contact detection in Face-to-Face interactions

Eye contact detection is defined as a task of automatically detecting whether
two people look at each other’s eyes or face simultaneously. It is an important
feature for better understanding human social behavior. Eye contact detection
has numerous applications. For example, it is a key component in attentive user
interfaces and it is used to analyze turn-taking, social roles, and engagement
during multi-person interactions. Even more, we can deduce many things based
on the eye contact [10], e. g., the topic nature, in which, there is more eye contact
in case of the topic being discussed is straightforward and less personal, whereas,
there is less eye contact during the hesitating passages.

At the social cues extraction level, eye contact is an important social cue than
can be used to perform a wide range of analysis and studies such as a dominant
person detection [51]. It provides multiple functions in the two-person contacts
such as information seeking, establishment and recognition of social relation-
ships, and signaling that the “channel is open for communication” [10]. Indeed,
extraction of this social cue must be fully automated, accurate at detection level,
and compatible with simple capturing devices such as closed-circuit television
(CCTV) cameras. However, existing state-of-the-art methods require expensive
special devices for detecting any contacts at the eye-level. Such methods are
based on supervised machine learning techniques to produce eye contact classifi-
cation models, raising the need for ground truth datasets as a difficult and time
consuming task.
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Figure 4.1: Camera setup used for the dataset recording.

4.1.1  Geometrical eye contact detection

We propose a novel geometrical method to detect eye contact in small group

interactions using multiple cameras. Our method first extracts all participants’

head pose from several ambient cameras and then map them to a common
reference frame. After that, a check is performed for each detected person if there
is an intersection between his/her gaze direction with other detected persons.
Then, a temporal square matrix is built by which we can check whether an eye
contact between two participants holds or not. Our proposed method does not
need for eye tracking or any intrusive devices, which allows recording natural
social behavior during a face-to-face social event.

4.1.1.1  Cameras setup

Our eye contact detection approach uses CCTV cameras mounted at a particular
height in the place where the participants set around a table. The number of
cameras is conditioned by arrangement of participants around the table, for
example, a single camera is enough if the participants set in a horizontal way
and the camera covers the participants’ frontal face, otherwise we need more
cameras to have a frontal and semi-frontal face photos. To evaluate our method,
we equipped a room with a table and four cameras around the table as shown in
Figure 4.1. The camera setup ensure that we have high-quality data (e.g., frontal
face photo to have more accurate facial expression prediction). However, to record
the natural behaviors of the participants, we need to keep the sensors far as much
as possible from them.

36



4.1 EYE CONTACT DETECTION IN FACE-TO-FACE INTERACTIONS

e

Figure 4.2: Calibration checkerboard contains 8 x 6 internal corners, 9 x 7 squares, square
size = 4cm.

After installing the cameras, we need to estimate the cameras intrinsic parameters.
First, we prepared a checkerboard with 8 x 6 internal corners as shown in Figure
4.2. Second, start the camera calibration procedure, which is implemented in
openco library *, to estimate the intrinsic camera parameters.

4.1.1.2 Person detection and tracking

To detect the eye contact, we deploy OpenFace toolkit [14] to detect persons in
videos frames, their head pose, and their gaze direction. However, having multiple
views setup means that we will have a redundancy in the detected persons since
the same person will appear in more than one view. To solve the redundancy
issue, we map all detected persons into a common space then we track them
during the video as following;:

e Mapping to common space (Perspective-n-Point). In order to have a com-
mon reference space for all of our cameras we need to calibrate our cameras
with the real-world (e. g., 3D location of the room corner). First, we need
estimate a transformation matrix that map the 3D camera coordinate to a
world coordinates for each cameras that we used. We estimate the transfor-
mation matrix that brings points from the world coordinate system to the
camera coordinate system using [28], then we compute the inverse of the
obtained matrix to map the estimated head pose for each detected person to
a common reference.

1 https://docs.opencv.org/3.4/dc/dbb/tutorial_py_calibration.html
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e Geometrical grouping. To remove the redundancy that caused by the mul-
tiple cameras usage by keeping only one detected person in the common
reference within 30 cm radius, since we can assume that we will have only
one person head within that radius. So, for each detected person in the
common if there are two or more persons fall within a radius less than 30
cm we will keep the one with the higher detection confidence value.

e Spacial Location Tracking. To track the detected persons within the video
we use the K-means. First, we compute the location centers of the partici-
pants based on the first minute of the videos, where the methods compute
n location centers based on the filtered head pose in the common space.
Second, we classify the head poses based on the distance between the head
pose and the centers.

4.1.1.3 LookAt()

LookAt() function determines if person x is looking to person y or not. For-
mally, we can assume that LookAt(x,y) € {0, 1} at time t is a binary value that
determines whether the participant x looks towards the participant y.

C1

Figure 4.3: LookAt() evaluation between two persons. C1, C2 are first and second cameras;
P1, P2 are first and second persons; F1 is the reference frame of C1, F2 is the
reference frame of C2; 'F3 is P1 head pose w.r.t. F1, 2F4 is P2 head pose w.r.t.
F2; iT]- is the pose of Fj w.r.t. Fi; 3V1 is the gaze direction of P1 w.r.t. TF3,
4V2 is the gaze direction of P2 w.r.t. *F4.

We can calculate the values in the LookAt() function using two different ap-
proaches. The first approach is based on supervised machine learning methods
by training a classifier that takes the head pose of two participants and return
whether the first one is looking at the other one. The second approach is a geo-
metrical one that does not require any training dataset. We illustrate the second
approach through an example of two participants and two cameras as follows:

1. Assign reference frames as illustrated in Figure 4.3, where F1 is the reference
frame of first camera (C1), F2 is the reference frame of second camera (C2),
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TF3 is the first person (P1) head pose w.r.t. F1, and 2F4 is the second person
(P2) head pose w.r.t. F2.

. Compute the transformation between frames, where 'T, is equal to the pose
of C2w.r.t. F1, T3 is equal to the pose of P1 head w.r.t. F1, and 2Ty is equal
to the pose of P2 head w.r.t. F2. The transformation iTJ- is used to transform
a vector 'V from Fj to Fi as

V=TT x v (4.1)

. Check whether Pk stares at Pl. In particular, we have to check if the Pk gaze
vector intersects with a sphere centered at P1 head position. Hence, both the
line and the head position must be in the same reference frame. Assuming
that F1 is the reference frame, and Pk is seen by C1 (Pk = P1) and Pl seen
by C2 (Pl = P2), we transform 2V1 to F1 based on equation 4.1 as follows:

i= T, x 2T, x *v1 (4.2)

Next, we model Pk head as a sphere:

. (4-3)

2
x—cf|* =

where c is the sphere center, 1 is the sphere radius, and x is a point on the
sphere. Geometrically, any line can be defined as:

x=o0+dl (4-4)

where o is the origin of line, 1 is the direction of the line, d is the distance
along the line from the line starting point, and x is a point on the line.

Finally, we check the intersection through searching for points that are on
the line and on the sphere. Thus, we combine equations 4.3 and 4.4, solve
them for d, and substitute: (i) Pk head position ('F3) as the sphere center;
(ii) the head position of PLw.r.t F1 ('F4 =! T, x 2F4) as starting point of the
line, and V1 as the line direction:

— ("V1.("F4 —"F3)) £ /w

w = ("VL ("Fg— "F3))* "V (I"Fq — "F3)* — %)

If the value of w € R™, then there are two intersection points crossing the
sphere and Pl is looking at Pk; otherwise the line is either tangent to the

sphere or not passing through the sphere at all and Pl is not looking to Pk.
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4.1.1.4 Time variant LookAt squared matrix

After evaluation the lookAt function for all possible combinations among the
participants will be able to build a square matrix (n x n, where n is the number
of the participants) named LookAt square matrix (LAM). We need to call the lookAt
function n(n — 1) times to fill the time variant Look_At square matrix as shown
in Figure 4.4. If we sum the matrix over the video time we can determine the
dominant speaker in the face-to-face as he will have the maximum value among
the participants.

Figure 4.4: Look At square matrix example. Pi is the i'" person; on the table, the value of
(x, y) is 1 if Px is looking at Py else it is o.

4.1.1.5 Eye contact detection

An eye contact holds between two persons if LookAt(x,y) = LookAt(y,x) = 1.
For example, in Figure 4.4, eye contact holds between P2 and P4.

4.1.1.6 Experimental setup

Dataset and Ground-truth. The adopted dataset in performing experiments has
been recorded to study multi-person social interactions. It consists of 10 videos
(average recording time is 20 minutes), and four participants in each video
instructed to discuss a general conversational topic. The recording has been
performed in a quiet office room equipped with four cameras as shown in Figure
4.1. Cameras have been slightly placed above the participants to provide a near
frontal view of faces of all participants taking into account turning their heads
during the conversation. To obtain the participants” gaze behaviour, we have
asked five annotators to label the dataset with looking_At ground-truth. The
annotators have identified for each participants whose face is being looked or not
looked at a particular moment.

Performance Metrics. We treat the eye contact detection as a binary classification
problem. Thus, we adopt various metrics to evaluate a classification model
accuracy, precision, recall and F-Measure that has been introduced in Section

2.4.7.
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Baseline. We define a baseline to compare our method with. The baseline reflects
the results obtained when applying supervised machine learning algorithms on
18 features, divided as follows: (i) head pose of person P;; (ii) head pose of person
P;; and (iii) world frame pose w.r.t. to camera frame reference. Weka tool [56]
provides many learning algorithms. From these algorithms we exploit Naive
Bayes, Random Forest, J48, and Artificial Neural Network (NN) to evaluate the
performance of mentioned state-of-the-art features.

Parameters Setting. Our proposed method doesn’t have parameters to be con-
figured or may affect the results. Furthermore, the selected supervised learning
methods in Weka tool are controlled by important parameters that may have
impact on the classification performance. Thus, for the Naive Bayes method,
we set the "useKernelEstimator" and "useSupervisedDiscretization" options to
false value as default values set by Weka. For Random Forest, we set the option
max depth to o (unlimited), with studying the effect of changing number of
trees € {20,30,100}. For J48 method, we set the minimum number of instances
per leaf to 2, number of folds to 3, and confidence factor to o0.2. For neural network
learning algorithm, we study the impact of having different numbers of hidden
layers (from 1 to 4) each layer has 18 neurons.

Table 4.1: LookAt performance results of our proposed method (Geometrical approach)
compared with multiple supervised approaches: Random Forest (RF), Random
Tree (RT), J48, Naive Bayes, and Neural Network (NN), in terms of Accuracy,
Precision, Recall, and F-Measure for NotLooking class (o) and Looking class
(1). Results averaged over 10 videos when performing 10-fold validation on

each video.
Accuracy | Precision o | Precision 1 | Recall o | Recall 1 | F-Measure o | F-Measure 1
Proposed Method | 78 % 85 % 59 % 85 % 59 % 85 % 59 %
RF (# Trees =10) 91 % 92 % 86 % 96 % 78 % 94 % 82 %
RF (# Trees =20) 92 % 92 % 87 % 96 % 80 % 94 % 84 %
RF (# Trees =30) 92 % 93 % 87 % 96 % 81 % 95 % 84 %
RF (# Trees =100) | 92 % 94 % 87 % 95 % 83 % 95 % 85 %
RT 87 % 91 % 75 % 91 % 76 % 91 % 75 %
J48 89 % 93 % 79 % 93 % 79 % 93 % 79 %
Naive Bayes 72 % 77 % 43 % 89 % 42 % 82 % 30 %
NN (#HL=1) 85 % 88 % 73 % 91 % 66 % 90 % 69 %
NN (#HL=2) 85 % 90 % 73 % 91 % 70 % 90 % 72 %
NN (#HL=3) 81 % 86 % 64 % 88 % 61 % 87 % 63 %
NN (#HL=4) 84 % 88 % 72 % 91 % 65 % 89 % 68 %

4.1.1.7 Experimental results

We have performed two types of experiments: (i) 10-folds cross validation at video
frame level; (ii) and 10-folds cross validation at video level. The main purpose of
the first type is to study the impact of performing training a set of frames and
testing on other set of frames where both sets are related to same video. At higher
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level, the second type of experiments give a strong indication about any possible
dependency among same video frame level and different video levels. Table 4.1
reports the results of performing 10-fold cross validation at single video frame
level, while Table 4.2 reports 10-folds cross validation at video level. The 10-fold
cross validation is performed for each video with producing performance results
in terms of the mentioned metrics. The ultimate performance result value for the
first type is averaged over the entire video data-set. The results of first type of
experiments show that the supervised learning-based methods have generally
high classification performance compared to our geometrical proposed method
in terms of accuracy metric.

Table 4.2: 10-fold cross validation (video level) Looking_At performance results of our
proposed method (Geometrical approach) compared with multiple supervised
approaches: Random Forest (RF), Random Tree (RT), J48, Naive Bayes, and
Neural Network (NN), in terms of Accuracy, Precision, Recall, and F-Measure
for NotLooking class (0) and Looking class (1).

Accuracy | Precision o | Precision 1 | Recall o | Recall 1 | F-Measure o | F-Measure 1
Proposed Method | 78 % 85 % 59 % 85 % 59 % 85 % 59 %
RF (# Trees =10) 76 % 78 % 60 % 95 % 22 % 85 % 32 %
RF (# Trees =20) 77 % 78 % 65 % 94 % 21 % 86 % 32 %
RF (# Trees =30) 77 % 78 % 66 % 96 % 23 % 86 % 33 %
RF (# Trees =100) | 77 % 78 % 68 % 96 % 22 % 86 % 33 %
RT 69 % 79 % 41 % 79 % 42 % 79 % 41 %
J48 71 % 81 % 45 % 76 % 45 % 81 % 45 %
Naive Bayes 65 % 74 % 25 % 83 % 15 % 78 % 17 %
NN (#HL=1) 76 % 80 % 56 % 90 % 36 % 85 % 43 %
NN (#HL=2) 78 % 83 % 59 % 88 % 47 % 85 % 52 %
NN (#HL=3) 77 % 83 % 58 % 87 % 51 % 85 % 53 %
NN (#HL=4) 72 % 80 % 46 % 82 % 44 % 81 % 44 %

The Random Forest learning method with different numbers of trees provides
almost high classification performance in terms of accuracy and other class-based
metrics. These results are expected since the nature of Random Forest is building
many random trees (acting as uncorrelated experts), then voting among the trees
to provide the ultimate prediction value. The high variation in the precision
values of NotLooking class, compared to Looking one, shows that the dataset
adopted in training is unbalanced at the class level, making the classification
model biased towards a particular class, which is NotLooking class in our case.

The results of the first type of experiments show that supervised learning-based
methods are the winner in providing accurate and precise classification LookingAt
model. However, the introduced results in Table 4.2 of the second type of experi-
ments provide different conclusions: (i) training a classification LookAt model on
a video is not necessary to perform very well on other video (social experiment),
raising concerns about the degree of sensitivity when participants change their
sitting /arrangement around the table; (ii) from the machine learning perspective,
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the accuracy decreasing in the supervised-based learning methods results shows
an over-fitting problem occurred, meaning that the classification models of first
type experiments are not generalized enough to cover all patterns of looking
among participants.

According to the results of second type experiments, our method outperforms
most of the supervised classification models in terms of accuracy and other
class-based metrics. Indeed, the key features of our proposed method are: (i) no
prior training dataset required and thus avoiding the annotation step since it is
time consuming; (ii) it has classification performance almost at the same level
with supervised-based ones; and (iii) it does not require any intrusive devices.

4.2 Deep model for French food classification

As we presented in Section 2.2, the main goal of OVALIE platform is to study
individuals’ eating behavior in different contexts. Thus, having a model for
recognizing what they are consuming (eating) is crucial for eating habits analysis
and other health-care applications as introduced in Section 3.3. Also, such a
model is useful for content-based retrieval for businesses based on the food
industry. For instance, we can create an automated dietary planar application
based on the requirements of the user and retrieve relevant images and recipes
for the appropriate food items.

The effectiveness of Deep Convolutional Neural Network (DCNN) have been
proved for large-scale object recognition at ImageNet [113]. However, food classifi-
cation is a challenging problem due to the large number of categories, high visual
similarity between different foods (inter-class similarity), food photos within the
same class may have significant variability (intra-class diversity) as shown in
Figure 4.5, as well as the lack of datasets for training state-of-the-art deep models.

Figure 4.5: Examples of “crepe” that shows intra-class diversity.
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4.2.1 Dataset collection

Since OVALIE platform is located in France, we utilize this fact by selecting the
relevant data. And so, we collected and cleaned a dataset for French food. This
dataset contains 16373 food images divided into 37 classes as listed in Table 4.2.1,
samples from our dataset are shown in Figure 4.6.

Table 4.3: List of the 37 classes in our French food dataset.

Aligot Blanquette de veau Bouillabaisse

Caneles Coq au vin Endives au jambon
Escargots de Bourgogne | Huitres La Choucroute Garnie
La crepe La galette bretonne La piperade

La pissaladiere La potee La poule au pot

La quiche Lorraine La salade nicoise La soupe a l'oignon
La tarte Normande La tarte aux Maroilles | La tartiflette

Le Paris-Brest Le boeuf Bourguignon | Le cassoulet

Le clafoutis Le couserans croustade | Le gratin dauphinois
Le hachis parmentier Le lonzu Le magrets de canard
Le pot au feu Le rougail saucisses Le steak tartare

Les boles de picolat Moules Paupiettes

Petits pates de Pezenas

4.2.2 Methodology

As we discussed earlier about transfer learning in Section 2.4.5, we can per-
form fine-tuning on a pre-trained DCNN and fine-tune it to perform image
classification and recognize classes it was never trained on (our French food
dataset).

As shown if Figure 2.11, fine-tuning requires that we not only update the CNN
architecture but also re-train it to learn new object classes. It is include the
following steps:

e Eliminate the last layer of the DCNN (The fully connected layer, where the
class label predictions are made).

e Replace the fully connected layer with new one.
o Freeze earlier convolutional layers in the network.

e Start training for the new fully connected layer.
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Figure 4.6: Typical examples of our French food dataset.

Hence, we change the size of the last output layer to the same number as the
number of the food classes (37 classes), and randomly initialize the weights of
the new layer. In the following, we provide an overview about the ResNet50 and
ResNet18 [59], DenseNet2o1 [62], and InceptionV3 [128], we find-tuned these
models using our French food dataset.

4.2.2.1  Residual Neural Network (ResNet)

When deeper networks starts converging, a degradation problem has been ex-
posed: with the network depth increasing, accuracy gets saturated and then
degrades rapidly. Instead of optimizing the direct mapping of x — y with a
function H(x), we can optimize the residual mapping function F(x) . Let us de-
fine the residual function using F(x) = H(x) —x, which can be re-framed into
H(x) = F(x) +x, where F(x) and x represents the stacked non-linear layers and
the identity function(input=output) respectively as shown in Figure 4.7. It is easy
to optimize the residual mapping function F(x) than to optimize the original,
unreferenced mapping H(x) [59].
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Figure 4.7: Residual learning: a building block [59].

4.2.2.2  Densely Connected Convolutional Networks (DenseNet)

DenseNet is a new CNN architecture that reached State-Of-The-Art (SOTA)
results on classification datasets (CIFAR [70], SVHN [90], ImageNet [37]) using
less parameters since it uses residual, which allows to go deeper than the usual
networks. It is composed of Dense blocks, within each block the layers are
densely connected with each other, where each layer take all outputs of the
previous layer as its inputs as shown in Figurey.8.

Input

g\ g
-g -

Figure 4.8: A deep DenseNet with three dense blocks. The layers between two adjacent
blocks are referred to as transition layers and change feature-map sizes via
convolution and pooling [62].
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4.2.2.3 Inception-V3

Inception v3 is a common used model for image recognition, it achieved greater
than 78.1% accuracy on the ImageNet dataset.
The model itself is made up of symmetric and asymmetric building blocks,
including convolutions, average pooling, max pooling, concats, dropouts, and
fully connected layers as shown in Figure 4.9.

4.2.3 Experimental results

In our experiments, we used our French food dataset, 70% were used for training,
15% for validation, and for evaluation 15%, also we use the data augmentation
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Figure 4.9: Inception-v3 Architecture [130].

techniques to increase the size of our data, as explained in Section 2.4.6. As shown
in Figure 4.2.3, the models accuracy increased over each epoch, overfitting started
at around 20 epochs for denseNet and resNet models, and around 35 epochs for
Inception-v3 model.
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Figure 4.10: Training and validation accuracy of the fine-tuned models.
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Table 4.4: Top—1 and Top-5 performance test on our French food dataset achieved by
fine-tuned DCNN models. Best results are highlighted in boldface font

Model Top-1 (%) | Top-5 (%)
DenseNet201 | 75.23 92.40
InceptionV3 | 63.91 88.97
ResNet18 71.35 92.24
ResNets50 71.71 91.15

Table 4.2.3 shows the results achieved by fine-tuned DCNN models. We got the
best results using DenseNet2o1 model with 75.53% top-1 accuracy and 92.4%
top-5 accuracy.

Figure 4.11 shows some wrong predictions using the tuned model. We can notice
that there is a visual similarity between the classes (inter-class similarity). Also, we
can notice that the models have missed classification on average between 5 classes,
as shown in Figure 4.13. However, saying wrong prediction is subjective. For
example, if we take the first row in Figure 4.11 the target class is “la crepe” and
the first wrong prediction is “la galette bretonne”, it was a wrong prediction since
in the collected dataset “la crepe” and “la galette bretonne” are considered as
two different classes, but some people consider “la galette bretonne” as synonym
of “la crepe”.

4: La_tarte_Normande  5: La_salade_nicoice

1: La_potee 2 Le_pot_au feu 3: La_Choucroute Garmwe  4: La_poule_au_pot

3: Blanquette de veau 4. La galette bretonne 3: La_tarte_aux_Maroilles
= -— r—] ;gg 2 g

Figure 4.11: Some examples of wrong prediction. First column show the target class, the
second one show correct prediction, and the rest shows wrong prediction.

As shown in Figure 4.12, the models have missed classification on average
between 5 classes and it is compatible with the higher top-5 accuracy. This
might be explained by that fact that foods have similar texture and color.
On other words, food photos within the same class may have significant
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variability (intra-class diversity), and photos from different classes have visual
similarities(inter-class similarity).
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Figure 4.12: Confusion matrix of the fine-tuned models.
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Figure 4.12: Confusion matrix of the fine-tuned models (cont.).
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Figure 4.13: Some examples of prediction repartition per class of the denseNet.



4.3 CONCLUSION

We can notice that some of the miss classified plates are distinguishable by the
dining event time-line (multicourse meal sequence). For example, three-course
meal consists of “Soup/Salad”, “Main Course”, and “Dessert”. If we associate
the meal time line with the detected food images then we will be able to reject a
prediction of “chocolate mousse” during the “Main Course” time slot. Another
example, assuming that we have a full menu from the location where we collect
the food images from, we can use this menu to filter out all the wrong predictions
(predictions that are not exist in the menu). These examples open a question, can
we use the contextual information to add a semantic side to our deep model?

4.3 Conclusion

This chapter presents two methods to extract features ((meta)data) from the
context. First, we propose a novel geometric-based method to detect eye contact in
natural multi-person interactions without the need for eye tracking devices or any
intrusive, which allows recording natural social behavior. We evaluate our method
on a recent dataset (10 social videos, where each video is 20 minutes long) of
natural group interactions, which we annotated with LookAt() ground truth, and
showed that it is highly efficient with regards to classification performance, and
comparing to the classical supervised eye contact detection methods. Eye contact
detection could be used to analyze turn-taking, social roles, and engagement
during multi-person interactions.

Second, we propose find-tuned deep models (DenseNet, ResNet, and Inception-
v3) for food classification that will be used to extract contextual information
from the records (e.g., type of food in the social event). We evaluate the tuned
models using a new dataset that we collected for 37 types of French food. Results
show that the DenseNet achieved the best top-5 accuracy, and it opens a question
related to the possibility of considering contextual information to enhance the
accuracy of the non-semantic deep models.
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TOWARDS A HOLISTIC APPROACH (FRAMEWORK) FOR
SOCIAL INTERACTION ANALYSIS

A system is a network of interdependent components that work together to try to
accomplish the aim of the system.

— W. Edwards Demings
We propose a generic framework architecture that integrates various components

and methods together in order to automate the social interaction analysis in the
context of observational study.
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Figure 5.1: Social interaction analysis framework architecture.
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5.1 RAW DATA ACQUISITION MODULE

The proposed framework architecture consists of: (i) raw data acquisition module
to digitize the real-world environment as raw data (audio, video, temperature,
etc.); (ii) context-aware feature extraction module to extract the (meta)data from
the real-world and recorded data; (iii) (meta)data management and processing
module; and (iv) user interface for results and (meta)data visualization, as shown
in Figure 5.1.

5.1 Raw data acquisition module

We used internet of thing (cameras, microphones, temperature sensors, etc.) to
digitize the real-world environment as raw data (audio, video, temperature, etc.)
as shown in Chapter 6. Before start recording or collecting the data, we need
to setup the sensors to ensure that we have high-quality data (e.g., frontal face
photo to have more accurate facial expression prediction). However, to record
the natural behaviors of the data subjects, we need to keep the sensors as far as
possible from them.

5.2 Context-aware feature extraction module

Context-aware feature extraction methods include contextual information collec-
tion methods and context-based features extraction methods. There are two types
of contextual information. First, physical context such as date, location, type of
event, dishes, etc. Second, social context such as the data subjects” social media
which can be summarized by content (videos, audio, texts, etc.), relationships
(friends, followers, groups, etc.), and events (birthdays, parties, etc.). The relation-
ship between all this information is represented in the (meta)data model shown
in figure 5.2. For example, we purposed a French food classification deep model
(see Section 4.2) to extract (meta)data from the environment.

As shown in figure 5.1 the context-based features extraction methods are deployed
in parallel, which will reduce the processing time in case we use more hardware.
For the video stream, first, we detect the experiment participants using openFace
toolkit [15]. Second, we track them within the videos and apply geometrical
filtering over the detect persons to minimize the detection redundancy. Third we
used Affectiva Software Development Kit (SDK) [85] to extract participants’ facial
expressions, openFace toolkit for gaze direction estimation, and we can use more
visual-based methods to detect more visual cues. On the other side, we need to
process the audio stream in order to determine the speakers by applying speaker
diarization [138], then we can apply different methods in order to obtain the turn
taking [141], or detect laughing [77], etc.
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5.3 (META)DATA MANAGEMENT

CONTENT_TYPE B PERSON B
- TypelD : integer - PersoniD : integer
- TypeTitle : string - FirstName : string
- ContentDescription : string - LastName : string
- ContentStart : date - Gender : string
- ContentEnd : date - Birthday : date

1 1
POSTING_TIME [E

- Timestamp : date
1..‘ 1"!'

CONTENT == PROFIL =
- ContentlD : integer

GROUP =)

- GrouplD : integer
- GroupTitle : string

- username : siring N

]

g =
+ friends
! EVENT = :
LOCATION H - EventlD - integer

- LocationlD : integer - Eventlype : string INTEBEST El
- ReferenceSystem : string —| - EventTitle : string - InterestlD - integer
- GeometricPosition - string | ! - EventDescription - string - InterestDescription : string
- SymbolicPosition : string - StartDate | date

- EndDate : date

Figure 5.2: Social media (meta)data model.

5.3 (Meta)data management

To handle the high variety of the social cues, we propose a comprehensive
(meta)data model for the visual nonverbal cues [106]. This model consists of
four groups of entities: (i) acquisition group to store the used sensors” metadata
(e.g., owner details, model number, transmission mode, data format, etc.); (ii)
experiment group used to store the experiment’s description including title, data,
responsible person, and location, also the list of algorithms that are used to extract
the social cues; (iii) video group used to store metadata related to the recorded
video such as segments start/end timestamps, and frames information; and (iv)
features group to store the extracted social cues for each detected person in a
given conceptual frame (conceptual frame is multiple frames that have a common
timestamp and have to be analyzed together) as shown in figure 5.3.

5.3.1 Experiment group

Researchers are interested in performing experiments using different config-
urations of algorithm types and parameters. Thus, the "Experiment" class is
dedicated to hold simple information describing the experiment, including title,
data, responsible person, location, and description metadata. An experiment
contains a set of videos along with the list of algorithms that used to extract the
social cues.
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5.3 (META)DATA MANAGEMENT

5.3.2 Acquisition group

Generally, different types of sensors (e.g., camera, GPS, IMU, and microphone)
are used for social cues (verbal/nonverbal) acquiring. In the context of social
interaction analysis cameras are widely adopted, so we cover the camera relevant
information within this group in which "CAMERA" class contains attributes for
holding information about the adopted camera(s) in conducting experiments.
These attributes include the identity number (e.g., 58395FX), owner (e.g., IRIT),
model (e.g., Axis F44 Dual Audio), transmission mode (wired /wireless), and
data format (e.g., .mp4) of the camera. Cameras are controlled by time invariant
parameters at different frequencies, while these parameters include camera in-
trinsic parameters, location, field of view, distortion, and image quality. Thus,
we propose separated classes for each one of them as follows: (i) INTRINSIC
class attributes include camera focal length (Fx,Fy), image sensor format(S), and
principal point (Cx,Cy), (ii) LOCATION class contains a system reference as
well as the symbolic and geometric (extrinsic camera parameters) position. In
computer vision methods the intrinsic and extrinsic camera parameters are used
in the computation of the camera projection matrix, (iii) FIELD OF VIEW class
contains the attributes (viewable angle, visible distance, and FOV direction) that
used to determine how wide an area of a camera field of view, (iv) DISTORTION
class has five attributes that are used for lens distortion correction, (v) and the
IMAGE QUALITY class include common image features as resolution, brightness,
and contrast.

5.3.3 Video group

The classes VIDEO, SEGMENT, and FRAME represent a decomposition rela-
tionship as a video clip decomposing into segments which represents sequence
of frames. An event is an action involving content items at a particular place
and over a particular time interval (e.g., type of the played music, intensity of
illumination). So, a video clip could be decomposed into events that contains a
sequence of frames. Although the event is similar to the segment, but the event
time interval can be longer or shorter than the video segment. So the EVENT class
is directly related to the VIDEO in our model. A conceptual frame is representing
one to N frames (N is the number of the adopted cameras within the experiment)
that have a common time stamp and have to be analyzed together. A conceptual
video is pointing to one to N videos. Thus, we introduce them to handle metadata
fusion at the frame-level within the multiple cameras views scenarios.

5.3.4 Features group

The "FEATURE" class is designed as an association class containing the extracted
social cues. The attributes of feature class are extracted for every detected person
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5.4 SOCIAL BEHAVIOR ANALYSIS MODULE (MULTI-LAYER AGGREGATION) 59

in a given conceptual frame. "PERSON" class contains information (name, age,
and birthday) about the experiments’ participants.

5.4 Social behavior analysis module (Multi-layer ag-
gregation)

To go deeper in the social behavior analysis we need to be able to analyse
the stored social cues (e.g., gaze direction, head pose, facial expression) in the
proposed (meta)data model in Section 5.3. So, we need to define a common
representation for the retrieved social cues to aggregate them together and derive
a new conclusions at the behavioral level of the detected persons.

Thus, we represent the retrieved social cues as layers at different time scales.
In our context, the layer is the representation of the social cue as time series.
Figure 5.4 shows facial expression, gaze direction, or speaking not speaking cue
of a person during a dinner, eye contact between two person during the dinner,
the dinner time line (e.g., French dinner include “entry course”, “main course”,
“desert course”) layers.

Dinner time | main course
line

Person facial | ) e () (e @y @y (@ @ @) @) &) @) @ (@ @ @ @ @ @ @ &) & & @y @ @ |
expression SIS SISSTIT 9SS SSTI T = 2 'S

Speaking cue Speaking Not Speaking Speaking Not Speaking

Figure 5.4: Social cues representation as multi layer.

Before the multi-layer aggregation, we need to have a common time scale (mini-
mum time period) between the layers by scaling down or scaling up the minimum
time period as shown in Figure 5.5. In the scaling up example, we can notice how
the minimum time period is increased from one scale to another and the cues
values are assigned based on the majority.

Firstscae ooms) [T T [l

Positive emotion

. Negative emotion

Second scale (2 sec) |:_ | |

dn ajeog

Third scale (8 sec) | | v

Figure 5.5: Emotion layer scaling up example.



5.5 VISUALIZATION TOOLS

The multi-layer aggregation analysis is used to provide more useful information
and elicit conclusions at the behavioral level of the detected persons. For example,
if we observe a focus group meeting, and we would like to detect the dominant
speaker, we can aggregate multiple layers which may include participants’ facial
expression layer, participants” speaking cue layer, received gaze cue (received
gaze by others participants) layer, social relationship between the participants
(we can represent it as a layer with constant value) layer, and more layers based
on the deployed methods for cues detection. Furthermore, we can consider the
event time line (discussed topic time line) as an additional layer, this will allow
determining the dominant speaker per topic not only for the whole event.

5.5 Visualization tools

Our approach displays the analysis result using a customized visualization tool
as shown if Figure 5.6. It shows multiple view records aggregated with detected
persons’ facial expression, gaze direction, and eye contact.

(w1 Face to face interaction analysis =8| X ]

Figure 5.6: Face-to-Face visualization tool.

Furthermore, we visualize the extracted (meta)data statistics and (meta)data
aggregation using Kibana (the visualization plugin of the search engine Elas-
ticSearch [54]), as shown in Figure 5.7, the Mongo database was synchronized
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with an ElasticSearch cluster using Monstache [1] which performs real-time
synchronization of MongoDB replica sets to Elasticsearch clusters.

mongo Db

N/

sync data relatime

ﬁ

- Monstache -
(]

Visualize K kibana

elasticsearch
Figure 5.7: (Meta)data visualization pipeline using kibana.

Then we use Kibana as a graphical user interface to construct graphical visualiza-
tions to aggregate and visualize the social interaction (meta)data (charts, graphics,
metrics, time-series, etc.), interact with these visualizations to select, filter and

navigate through (meta)data, and perform social interpretations of the observed
scene, as shown in Figure 5.8.

Figure 5.8: Statistics visualization using Kibana.

5.6 Conclusion

In this chapter, we propose a holistic framework architecture for social interaction
analysis. The architecture allows the integration of various components and
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5.6 CONCLUSION

methods. The integrated components can be grouped into (meta)data sources
group, (meta)data processing and management group, the visualization tools
group.

The (meta)data sources group includes raw data acquisition components for
recording the experiments, contextual-based methods for extracting (meta)data
from the real environment contextual information, and features extraction meth-
ods to extract (meta)data from the raw data.

The (meta)data processing and management group consists of two main parts first,
a (meta)data repository with a comprehensive (meta)data model that handles
the heterogeneity of collected, extracted, and processed (meta)data. Second,
social behavior analysis module (multi-layer aggregation) that allow for dynamic
analysis of the social cues and elicit conclusions at different time scales.

The visualization and aggregation tools group reduces the required time for
eliciting conclusions from social events by human operators. Also, the aggregation
of contextual information (extracted from the scene or collected from social
networks) is used to bridge the gap between human-based and machine-based
social interaction analysis processes.
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EXPERIMENTAL ENVIRONMENT (OVALIE PLATFORM)

To experiment our approach and to perform “in vivo” social events capture
and record without predefined scenarios, we use OVALIE platform to collect
the related raw data from the target scene (audio, video, temperature, etc.). In
the following sections, we describe the OVALIE platform plan and design, data
acquisition module, and study of eating behavior of children, adolescents and
adults with PWS.

6.1 OVALIE platform floor plan

In the context of naturalistic observation studies, we focus on modularity of
the physical context in order to facilitate the creation of different observational
environments: restaurant, dining room, hospital room, focus group room. Figure
6.1 shows a floor plan of OVALIE platform. In the floor plan, calibration area,
secure area, restaurant area, kitchen, focus group area and adjustable area are
respectively highlighted using red, pink, yellow and green rectangles.

Ik |

COVALE PROVET Fris

Figure 6.1: OVALIE floor plan.
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6.1 OVALIE PLATFORM FLOOR PLAN

i

Rodioteurs @ supprimer

i)

CALIBRATION

Poteau retal

) zp 31.52m2 __:f )

SECURISE
4 48m2

21 42
va‘a 7E6dd

sur socle béton

_REGIE

=i 19.96m2

aaseeaal L

EECE

- E
Feaat

COULOR

27.8im2

L 4 =
bR
g
i3 [
188 A b=

Hasl 43
D2/E6dd
&
o

Figure 6.2: Calibration and secure areas floor plan.

Figure 6.2 shows the calibration and s