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#### Abstract

Transducers define word-to-word transformations by extending automata with outputs. We study some decision problems related to transducers.

First, we characterize some resources required by any functional transducer implementing a given transformation. We begin with two algorithms determining whether a two-way functional transducer has an equivalent one-way transducer, and synthesizing it in this case. If the transducer is not one-way definable, another algorithm permits to decide whether it can perform its reversals only at the borders of the input word (sweeping transducers), and determine the minimal number of passes over the input. A side result is the minimization of the number of registers of a particular class of streaming string transducers, a model of one-way transducers with registers. We also study the memory required when evaluating visibly pushdown transducers, in particular whether the stack is required, and if so, whether the memory can be bounded by the degree of nesting of the input word.

Second, we study the algebraic properties of functional transductions. A central result is an algorithm that takes a one-way transducer (or a bimachine) as input, and decides whether it belongs to a given decidable congruence class (for instance, aperiodic congruences). A transfer theorem between algebra and logic permits to relate congruence classes with logics. For instance, aperiodic congruences characterize exactly transductions definable in first-order logic. We extend this result to infinite words for the special case of aperiodic transductions. As a consequence, it is decidable whether a rational transduction is first-order definable, for the cases of finite and infinite words.


## Foreword

The present document is the manuscript prepared in view of obtaining the "habilitation à diriger des recherches", the French habilitation. It contains a unified presentation of my work related to transducers between 2010 and 2020. This period mostly corresponds to my current position at the University of Bordeaux, at the LaBRI, since 2011. Its content results from three main lines of research, and groups of co-authors:

- the study of visibly pushdown transducers exposed in Section 4.2 is a joint work with Emmanuel Filiot, Pierre-Alain Reynier and Frédéric Servais.
- the analysis of two-way transducers, presented in Chapter 3 and Section 4.1, was the subject of the PhD thesis of Félix Baschenis, that I co-supervised with Anca Muscholl and Gabriele Puppis.
- the algebraic characterization of rational transductions, related in Chapter 5, has been elaborated during the PhD thesis of Nathan Lhote, that I co-supervised with Emmanuel Filiot, with the active participation of Anca Muscholl.

The corresponding publications are listed in Section 1.3. During this period, I also worked on other unrelated topics. I chose not to include them, and opted for a more homogeneous presentation.
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## Chapter 1

## Introduction

In the last few years, I gradually realized that every research topic finds someone interested in. This sounds naive, but it is somehow reassuring, because for every awkward question that we leave aside, there may be someone finding it not so awkward...

In this introduction, I would like to highlight where the beauty lies around the results exposed in this manuscript, from my point of view.

### 1.1 Beauty and the Beast

Beauty in computer science. During my studies, three concepts were particularly appealing to me in computer science.

The first one was the lambda calculus, probably because it mixed a small abstract language for writing functional programs, and a simple way to "run" them, on paper. The second one came a few years later, when I learned about Turing machines, and especially the concept of universal Turing machine, explaining for instance virtual machines. The third one is the connection between logic and automata,i.e. how to relate a simple description (through a logical formula) and a way to check it (an automaton), automatically. To me, it was a kind of program synthesis, a very powerful construction.

These three points all relate a "mechanical" aspect of computers and programs, to a "descriptive" aspect, in an automatic way. This is, I think, quite specific to computer science: usually, this is typically a human task to implement a description (specification) into a concrete realization (mechanism).

Beauty in transducers. The results presented in this manuscript concern transducers, that is, finite-state automata enriched with an output word on each transition, and thus associating output words to an input word. They constitute a way to implement a word-to-word transformation, that we name transduction, i.e. the relation defined by the transducer.

One pleasant aspect of transductions comes from their descriptions through logic, algebra, and machines (here, transducers), and equivalences between these models. This is well known for regular languages, that admit equivalent descriptions through monadic second-order logic, finite syntactic congruences or monoids (an algebraic characterization), and finite-state automata [Büc60, Tra61, Myh57, Ner63, RS59], among others. For transducers, this kind of correspondences appeared progressively. For instance, the class of rational functions is captured by one-way functional transducers [Büc60, Sch61, EM65, GR66, Niv68, AHU69, Eil74, Cho77, Ber79], by order-preserving monadic second-order transducers [EH01, CE12, Boj14, Fil15], and by finite left/right syntactic congruences (or bimachines) [RS91]. This will be explained in more details in Chapter 2 and Chapter 5. Beyond these correspondences, rational functions
(and relations) enjoy many other nice properties and representations, as exposed for instance in the textbooks [Ber79, Sak09, CE12].

When I started to work on transducers, I discovered other nice constructions. One of them is described by Hopcroft and Ullman in [HU67], and consists in simulating a deterministic one-way automaton while running a deterministic two-way transducer. In this construction, the two-way transducer is capable of leaving a position to the left, perform leftward moves, and then come back to the initial position. This seems impossible at first sight, and is made possible by the deterministic nature of the simulated one-way automaton. This construction has been recently improved by using reversible transducers [DFJL17]. Other important results on transducers appeared recently, as for instance the decidability of equivalence of deterministic top-down tree-to-string transducers [SMK18], or the class of polyregular functions [Boj18, BKL19].

Transducers: the Beast. Transducers (and, generally, transformations) introduce additional challenges. At the "machine" level, a basic tool in proofs involving automata is to pump automata runs. But transducers have outputs on their transitions, and this must be taken into account when pumping. This has several consequences. For instance the equivalence problem for one-way transducers is undecidable [FR68, Gri68, Iba78], and some transducers cannot be determinized.

We will also study two-way transducers. Allowing reversals in runs is problematic, even for automata. For instance, it is still open whether two-way non-deterministic automata are exponentially more succinct than deterministic two-way automata [SS78]. On transducers, deciding whether a two-way functional transducer has an equivalent one-way transducer was open until 2013, when it was proved to be decidable [FGRS13].

At the "algebraic" level, languages are characterized by syntactic congruences (for instance). For transformations, the output must also be taken into account. Schützenberger proposed the notion of bimachine [Sch61] for rational transductions (the class defined by one-way functional transducers), and a notion of canonical bimachine, but this one is not minimal, and thus does not convey all algebraic properties of the transduction [RS91]. For two-way functional transducers, no algebraic characterization has been proposed yet.

Beauty and the Beast in our contributions. The results exposed in this manuscript are mainly decision procedures on transducers, that is, algorithms indicating whether a transducer verifies a given property, as for instance being one-way definable, being first-order definable, etc. At this point of the manuscript, it is difficult to exhibit where the beauty lies in these results, but let me try for one result.

A central result in Chapter 3 is an algorithm deciding whether a two-way transducer has an equivalent one-way transducer. As we have seen, analyzing a two-way run is challenging because pumping such a run mixes some parts of the run. We managed to isolate this problem by considering sweeping transducers, that only revert their heads at the borders of the input word, as a first goal. This way, we define inversions in a run and show that a simple condition on inversions exactly characterizes sweeping transducers having an equivalent one-way transducer. Another nice part of the proof, is the notion of components of a loop, that explains how the parts of a run are mixed when a loop is pumped. This is used to adapt the proof to (general) two-way transducers, from the proof on sweeping transducers. These two concepts (inversions and components), and this intermediate stage of sweeping transducers, were circumvented in our first attempt [FGRS13] and now yield a cleaner proof, with a more computationally efficient decision procedure.

### 1.2 Hands-on

Beyond the beauty of formal language theory, another source of motivation for me is the link between a practical issue and its theoretical aspects.

How much input information is required? Back to my PhD, a first instance of such a link was earliest query answering, that is, finding the first position, when reading an XML document, from where the query can be answered. This is required when one wants to use the minimal amount of memory, but it involves a decision procedure, that we managed to infer using an "automaton" approach [GNT09].

In the present manuscript, we will see how to decide whether a two-way functional transducer is definable by a one-way transducer. This looks like a "theoretical" question, but it can also be seen as a way to measure how complex a transformation is: "Do I need to go back in order to perform this transformation with finite memory?". We will see several variants of this question, like "Can I perform this transformation with finite memory by reversing the head only at the borders? And how many reversals do I need in this case? Is there a global bound on the number of reversals required for performing this transformation?". Our algorithms will also synthesize transducers, for instance a one-way transducer from a two-way transducer, whenever it exists.

How much memory is required? In automata theory, a classical question is: how many states are needed by any deterministic automaton recognizing a given language? The answer was given by Myhill and Nerode [Myh57, Ner63] and the minimal automaton obtained is defined by the right syntactic congruence of the language.

When moving to transducers, a first question is whether there exists an evaluation algorithm using bounded memory. This is the case iff there exists a deterministic one-way transducer implementing this transformation, as shown in Chapter 4. Hence, given a functional one-way transducer, one may want to decide whether there exists an equivalent deterministic one. An algorithm was proposed in [Cho77] and improved in [BC02]. Starting from a two-way functional transducer, one can combine the "one-way definability" procedure with that of [Cho77, BC02], in order to decide whether it can be evaluated with bounded memory.

Now, if we have a deterministic one-way transducer, a minimization procedure exists, similar to that of regular languages [Cho03]. In the non-deterministic (functional) case, we will see in Chapter 5 that we need bimachines as deterministic devices, and we can find minimal bimachines (they are not unique anymore, though).

There are other ways to minimize transducers. One of them is the minimization of the number of registers of a streaming string transducer, a model of one-way transducer equipped with registers, and as expressive as two-way transducers [AC10]. We do not show it in full generality (which is still an open question), but in the case where registers contents cannot be concatenated (they can only add a constant word to their left and/or their right, not the content of another register).

We also study visibly pushdown transducers. These are transducers reading words over a nested alphabet, i.e. letters are either opening or closing. On opening letters, a visibly pushdown transducer can push a symbol on its stack, and pop on closing letters. Opening and closing letters mimic opening and closing tags of XML documents. For these transducers, we study whether the transduction they define can be evaluated with bounded memory, or with a memory bounded by the height (i.e. degree of nesting) of the input word globally, or at any time point.

### 1.3 Outline

The manuscript is organized as follows (we also list here the related publications).
Chapter 2 introduces the main devices that we will use throughout the manuscript: finitestate transducers, monadic second-order transducers, and streaming string transducers. It enumerates some variants of these devices, the corresponding transduction classes, and the relations between them.

Chapter 3 focuses on the "one-way definability" problem: given a functional two-way transducer, does there exist an equivalent one-way transducer? We first study the existing proofs showing that two-way automata can always be translated into one-way automata. Then, we exhibit some properties of two-way transducers, especially the combinatorics that will be used in subsequent proofs, and also lower bounds for one-way definability.

Then, we describe two decision procedures for the one-way definability of transducers. The first one follows the Rabin-Scott proof for automata [RS59], is non-elementary, and has been presented at LICS'13 [FGRS13]. The second one is elementary and follows Shepherdson's proof for automata [She59]. For this latter proof, we proceed in two steps. First, we study the case of sweeping transducers, as exposed at FSTTCS'15 [BGMP15]. Second, we lift this proof to arbitrary functional two-way transducers (as presented at LICS'17 [BGMP17]). The whole proof, in two steps, has been published in the LMCS journal in 2018 [BGMP18].

Chapter 4 is devoted to the resource analysis for evaluating transductions. The first part tackles the problem of whether a two-way functional transducer has an equivalent sweeping transducer, and if so, determines how many sweeps are needed. It also addresses the minimization of concatenation-free streaming string transducers, by providing back-and-forth translations between this model and sweeping transducers. These results have been presented at ICALP'16 [BGMP16].

The second part focuses on visibly pushdown transducers, in particular how much memory is needed to evaluate them, compared to the height of the input word (its nesting depth). Three classes are exhibited: bounded memory (uniform bound on the memory needed), heightbounded memory (the bound now depends on the height of the input word), and online-bounded memory (at each input position, the memory is bounded by the current height of the input). This result has been presented at FSTTCS'11 [FGRS11]. A full version appeared in LMCS in 2019 [FGRS19].

Chapter 5 is the algebraic part of the manuscript. We analyze the algebraic properties of transductions through some congruences. Our aim is to decide whether a given transduction is inside a class of congruences (for instance, aperiodic congruences). For functions defined by deterministic one-way transducers, a minimization procedure [Cho03] exists and preserves algebraic properties. When moving to rational functions (defined by non-deterministic functional one-way transducers), we use bimachines to implement the transductions, and especially study the canonical ones, and the minimal ones. We devise an decision procedure for deciding whether a rational function, given as a bimachine, belongs to a (decidable) congruence class. This procedure has been presented at LICS'16 [FGL16b]. For the special case of aperiodic congruences, we exhibit a more direct and more efficient algorithm, as presented at FSTTCS'16 [FGL16a]. We also analyze the links with logics, and establish a transfer theorem. In particular, rational functions with aperiodic congruences are those definable in first-order logic. All these results are gathered in an article published in LMCS, in 2019 [FGL19].

In the second part of the chapter, we describe how these results can be lifted to the case of infinite words. The decision procedure we obtain is more specific. It only concerns the class of aperiodic congruences, not any decidable congruence class. The case of infinite words requires additional developments, for instance we introduce an intermediate class of transductions (quasisequential transductions), and also two new congruences. This work has been presented at FSTTCS'18 [FGLM18].

Chapter 6 concludes this manuscript. We briefly list the results presented in this manuscript, and propose some perspectives related to them in more details.

## Chapter 2

## Transducer models

## Contents

2.1 Finite state transducers ..... 19
2.1.1 Words, languages and relations ..... 19
2.1.2 Finite state automata ..... 20
2.1.3 Finite state transducers, and relation classes ..... 22
2.1.4 Definability problems ..... 23
2.2 Logics for transformations ..... 26
2.2.1 Logics defining word languages ..... 26
2.2.2 Logics defining word-to-word transformations ..... 28
2.2.3 Relations with finite state transducers ..... 28
2.3 Streaming string transducers ..... 30
2.3.1 Definition ..... 30
2.3.2 Links with other models ..... 31

This chapter introduces the main devices used in this manuscript for defining transformations from words to words. We also refer the reader to the recent surveys [FR16, MP19b] on this topic. We postpone the algebraic view to Chapter 5, and focus here on the automata and logic views.

Regular languages machinery. The devices that we will use for transformations are all derived from language acceptors (logics or automata), and inherit some of their properties.

Two-way automata have been introduced by Rabin and Scott in the seminal paper [RS59]. In Section 3.1, we list various proofs showing that they are not more expressive than one-way automata, as first proved in this seminal paper, and also by Shepherdson in [She59]. Monadic second-order logic (MSO) also originates from the 1950s, and the first direct link between MSO and one-way automata has been quickly identified [Büc60, Tra61]. These results are among the numerous characterizations of this robust class of languages, the regular languages.

Regular languages enjoy many characterizations and properties, and they probably constitute the most studied class of formal languages. However, from the "machine" point of view, some questions remain open. This is particularly true concerning two-way automata ${ }^{1}$. For instance, it is still open whether non-deterministic two-way automata are exponentially more succinct than deterministic two-way automata $[\mathrm{SS} 78]^{2}$.

[^0]

Colored boxes indicate classes of transformations. Solid lines relate models inside classes, while dashed arrows indicate definability procedures between classes. Contributions appear in purple.

Figure 2.1: Models of word-to-word transformations.

Three transformation models. In this manuscript, we focus on three models of word-toword transducers. These models (and their variants) are depicted in Figure 2.1, by column:

- finite-state transducers are the "transducer" extension of automata. One-way transducers started to be studied during the 60s [EM65, AHU69, AU70]. One of the first papers on two-way transducers is [EY71], but Shepherdson already noticed that two-way transducers are strictly more expressive than one-way transducers in [She59, Note 4].
- MSO transducers (MSOTs) have been introduced by Courcelle [Cou94, CE12]. They rely on MSO formulas to relate an input structure (here, a word) to an output structure.
- streaming string transducers (SSTs) are one-way transducers equipped with registers [AC10]. These registers contain words (over the output alphabet) that can be combined
and extended when firing transitions, to form the final output word.

Classes of transformations. Each of these models comes with a number of variants, according to the features we allow in the model: functionality, determinism, reversals, etc. This chapter lists the corresponding classes, the relations between them, and the related definability problems. These are also illustrated in Figure 2.1. Let us give a first overview on the main classes, starting from the less expressive:

- sequential functions are defined by one-way deterministic finite-state transducers (also called generalized sequential machines, GSMs). These machines can also be viewed as SSTs with only one register, and always concatenating to the right in this register (this property is named right-appending). There is no known restriction on MSOT capturing this class.
- rational functions are defined by functional one-way finite-state transducers, hence allowing non-determinism. They are also captured by functional right-appending nondeterministic SSTs, and by MSOTs with the order-preserving restriction, stating that every move in the output structure is rightwards.
- sweeping functions define an intermediate class between one-way transducers (rational functions) and two-way transducers (regular functions, hereafter), as they are recognized by two-way transducers allowing reversals only at the borders of the input word. This class plays an important role in some of our proofs: our "one-way definability test" is first explained on sweeping transducers, before being adapted to any two-way transducer. Moreover, we provide characterizations in term of MSOT restriction, and in terms of SSTs. It also coincides with the class of functions that can be implemented by a two-way transducer with a uniform bound on the number of reversals of its runs. A characterization by regular function expressions has also been exhibited in [BR18].
- regular functions are characterized by deterministic two-way transducers, MSOTs and SSTs, hence their name. They are also captured by their "functional non-deterministic" versions: functional two-way transducers, functional NMSOTs, and functional NSSTs (defined hereafter).
- beyond functions, these devices can be used to recognize relations. The extensions of twoway transducers and SSTs to the non-deterministic case are natural. For MSOTs, this corresponds to adding second-order parameters, that are fixed before being interpreted on the input structure. This time, the expressiveness does not coincide: two-way transducers form one class of relations, and NMSOTs and NSSTs a second class, and these two classes are incomparable.

Other devices used in this manuscript. In Chapter 5, we will introduce another device capturing rational functions, namely bimachines [Sch61]. These are similar to one-way deterministic transducers with a (co-deterministic) look-ahead. Moreover, variants of transducers using a stack will be introduced and studied in Section 4.2.

Other means to define transformations. There are numerous ways to define transformations, and enumerating them would require a whole thesis. Let us mention some of them, related to the questions addressed in this manuscript.

Rewriting systems provide an alternative way of defining a transformation. They usually start from a word, and apply rewriting rules to obtain new words. Close links between two-way
transducers, tree transducers, some rewriting systems and some grammars have been established [Raj72, ERS80], and also with pushdown automata [EY71]. Regular function expressions [AFR14, DGK18, BR18] provide a "regular expression" mechanism for defining word-to-word functions, and capture exactly regular functions.

Of course many other questions arise when trying to extend the kind of structures under consideration. For instance, streaming string transducers have been extended to operate on infinite strings [AFT12], with similar logics-automata connections, on trees [AD17] and quantitative languages $\left[\mathrm{ADD}^{+} 13, \mathrm{AFM}^{+} 20\right]$.

Transducers are not the only possible extension of automata for defining relations on words. One can also recognize pairs of words using an automaton with two tapes: one for the input word and the other for the output word [Ber79, HK91, PS99]. Carton [Car12] studied the model where the heads of the two tapes are two-way, but move synchronously. The first tape is read-only and the second one write-only, with the possibility to write a word (not only a letter) in the current cell of the output tape. It is proved that, in the non-deterministic case, this model coincides with rational relations, while, in the deterministic case, it coincides to rational functions (this is more surprising). In other terms, there always exists an equivalent one-way transducer. Another model consists in having two two-way read-only tapes that are not synchronous anymore. When firing a transition, a letter is read on each tape, and the chosen transition indicates the head direction for each head. This model is introduced and studied in [CES17], together with its alternating extension.

In [RV19], Reynier and Villevalois extend one-way transducers by allowing, on each transition, two output words. One is prepended to the current output, and the other one appended. This defines an intermediate class, between rational and regular functions (and relations).

Other questions related to transformations. With each model of machine comes the question of minimization, i.e. finding an equivalent machine of minimal size. We already mentioned that these questions are still open for two-way machines (minicomplexity). We will mention this question for rational functions in Chapter 5.

Each class also defines some specific decision problems, typically deciding the equivalence of the transformations defined by two devices of that class. In this chapter, we will cite the related results when defining the classes, even though this problem is usually independent from the definability of one class in another.

Another point of view is that of the output language: Each device can be considered as a machine only producing output words, and thus each class of device comes with a class of output languages. For instance a deterministic two-way transducer can produce the language $\left\{a^{n} b^{n} c^{n} \mid n \geq 0\right\}$, which is not context-free, but some context-free languages cannot be produced by any deterministic two-way transducer [Eng81] ${ }^{3}$. The output languages of deterministic twoway transducers are known to be exactly those of matrix grammars of finite index [Raj72], and also to that of EDT0L of finite index [Lat77]. Some iteration lemmas for this class of languages have been proved [Roz85, Roz87, Smi14], but are not sufficient to decide one-way definability, for instance (see Chapter 3).

Alternative semantics. In 2014, Bojańczyk proposed a new semantics for transducers [Boj14]. Instead of interpreting a transducer as a machine recognizing pairs of input/output words, he proposed to keep track of the link between each output position and the input position where it has been generated. This is called the origin semantics of transducers, and is well-defined

[^1]on finite-state transducers, as well as MSO transducers. Many decision problems become easier with this semantics [BMPP18, FMRT18], and new characterizations appeared [BDGP17, DFL18].

The origin semantics is quite restrictive, as it imposes that two transducers are equivalent iff each output letter is produced at the very same input position. A way to relax this strong property is to use resynchronizers, as introduced in [FJLW16] (see also [FL15]). Instead of considering a transduction as a set of pairs of input/output words, they can be defined as a set of words mixing input and output letters, where each letter is typed (input or output). A resynchronizer is a transducer operating on such words. Hence it allows to change the origin information in a controlled way. First results on the decision problems related to resynchronizers appeared in [FJLW16, BMPP18, DFP18, DFF19], and also in $\left[\mathrm{BKM}^{+} 19\right]$, with additional results on the synthesis of resynchronizers.

### 2.1 Finite state transducers

### 2.1.1 Words, languages and relations

Words and languages An alphabet is a finite set, which elements are called letters. Unless otherwise stated, we always assume that an alphabet contains at least two elements. A word over an alphabet $\Sigma$ is a finite sequence $u=a_{1} a_{2} \cdots a_{n}$ of letters $a_{i} \in \Sigma$, and we denote by $\Sigma^{*}$ the set of all words over $\Sigma$, including the empty word $\epsilon$, and $\Sigma^{+}$when excluding the empty word. The length $n$ of the word $u$ is written $|u|$. A word $u=a_{1} a_{2} \cdots a_{n}$ has period $p$ if for every $i$ such that $1 \leq i \leq|u|-p$, we have $a_{i}=a_{i+p}$. A word $v \in \Sigma^{*}$ is a prefix of $u$, denoted by $v \preceq u$, if $u=v w$ for some word $w \in \Sigma^{*}$. In this case we denote by $v^{-1} u$ this word $w$. We write $u \wedge v$ for the longest common prefix of $u$ and $v$. The longest common prefix of a set $L$ of words is denoted $\bigwedge L$. We define the delay $\operatorname{del}(u, v)$ between two words $u, v$ as the pair $\left(u^{\prime}, v^{\prime}\right)$, such that $(u, v)=\left(w u^{\prime}, w v^{\prime}\right)$ where $w=u \wedge v$.

We associate with $u$ its domain $\operatorname{dom}(u)=\{1, \ldots, n\}$, and will mostly use it in order to define the logical structure associated with a word. In that setting, we name domain position an element of $\operatorname{dom}(u)$. We will need another notion to describe the locations between letters where states of the automata will be assigned. We name positions such locations, and write $\operatorname{pos}(u)$ for the set $\{0,1, \ldots, n\}$ of positions of $u$ : 0 is placed before the first letter of $u, n$ is after the last one, and $i$ is between $a_{i}$ and $a_{i+1}$, for every $1 \leq i<n$. These notions are illustrated in Figure 2.2. This way we naturally define the factor $u[i, j]$ of $u$ between two positions $i$ and $j$. We write $u[i]$ for the $i$ th letter of $u$. The mirror of a word is obtained by reading it from right to left, that is: mirror $\left(a_{1} a_{2} \cdots a_{n}\right):=a_{n} \cdots a_{2} a_{1}$ with $a_{i} \in \Sigma$.


Figure 2.2: Positions and domain of the word $\vdash b a b \dashv$.
On two-way devices (automata and transducers), input words will always begin with the special letter $\vdash$ and end with the special letter $\dashv$. These letters are used by the device to identify the borders of the word. They are part of the alphabet, but only appear at the borders. Hence any word (on two-way devices) is of the form:

$$
a_{1} a_{2} \cdots a_{n} \quad \text { with } a_{1}=\vdash, a_{n}=\dashv, \text { and } a_{i} \notin\{\vdash, \dashv\} \text { for all } 1<i<n
$$



Figure 2.3: A two-way automaton $\mathcal{A}$.

A language over an alphabet $\Sigma$ is a set of words over $\Sigma$. In Chapter 5 we will also study languages of infinite words. We defer their definition to that chapter.

Relations and functions In this manuscript we mainly focus on transformations from words to words. In their most general form, we will study relations where a single word $u \in \Sigma^{*}$ can be mapped to any number of words $v \in \Delta^{*}$. Hence such a relation $\mathcal{R}$ is a set of pairs: $\mathcal{R} \subseteq \Sigma^{*} \times \Delta^{*}$. The domain of $\mathcal{R}$ is the set of words $u \in \Sigma^{*}$ for which there exists $v \in \Delta^{*}$ verifying $(u, v) \in \mathcal{R}$, and is denoted $\operatorname{dom}(\mathcal{R})$. A relation $\mathcal{R}$ is functional if for every $u \in \operatorname{dom}(\mathcal{R})$, there exists only one $v$ such that $(u, v) \in \operatorname{dom}(\mathcal{R})$. In this case we consider $\mathcal{R}$ as a function, and write $\mathcal{R}(u)$ for the word $v$ such that $(u, v) \in \mathcal{R}$. Hence the functions we consider in this manuscript are partial functions of type $\Sigma^{*} \rightarrow \Delta^{*}$. We also name them transductions, independently of the way they are defined (through a transducer, formula, bimachine, etc). We will generalize them to infinite words in Section 5.2.

### 2.1.2 Finite state automata

Two-way automata A two-way automaton is a tuple $\mathcal{A}=(Q, \Sigma, \vdash, \dashv, \delta, I, F)$, where:

- $Q$ is a finite set of states,
- $\Sigma$ is an alphabet, including special letters $\vdash$ and $\dashv$,
- $\delta \subseteq Q \times \Sigma \times Q \times\{\triangleleft, \triangleright\}$ is the transition relation,
- $I \subseteq Q$ is the set of initial states, and
- $F \subseteq Q$ is the set of final states.
$\ulcorner\quad$ The size of a two-way automaton $\mathcal{A}$ is $|\mathcal{A}|=|Q|+|\delta|$. Runs of two-way automata enjoy an intuitive two-dimensional representation, that can be used in order to define them.

Example 2.1. Consider the two-way automaton $\mathcal{A}$ depicted in Figure 2.3, where $\sigma$ denotes any letter that does not contradicts determinism. This automaton checks whether the last-but-one letter of a word is an "a". This is a typical example where deterministic one-way automata need an exponential number of states (when considering the family of languages increasing the distance between the letter to check and the end), while deterministic two-way automata remain of linear size w.r.t. this distance. A run of $\mathcal{A}$ on the input word $\vdash$ aab $\dashv$ is illustrated in Figure 2.4.

A run $\rho$ of a two-way automaton $\mathcal{A}$ is a series of points $(x, y)$ that we name locations, labelled with states, and connected by transitions. Formally, a location is a pair $\ell=(x, y)$ where $x$ is a position of the input word $u$ (ranging from 0 to $|u|$ ) and $y$ is a non-negative integer that we call level, that denotes the number of times the position $x$ has been previously reached in $\rho$. As a consequence, rightward transitions lead to a location at an even level, while leftward transitions lead to a location at an odd level.


Figure 2.4: Run of $\mathcal{A}$ on the word $\vdash a a b \dashv$.

Each location $\ell$ of a run $\rho$ is associated with a state, that we write $\rho(\ell)$. Consecutive locations in a run must be linked by a transition of the automaton in the following manner:


This discards leftward transitions on $\vdash$, and also additional transitions once a rightward transition on $\dashv$ has been performed.

A run $\rho$ is successful if it starts at location $(0,0)$, ends at location $(|u|, 0)$, and $\rho(|u|, 0)$ is a final state. We also define the total order $\unlhd$ on the locations of a run $\rho$ by letting $\ell \unlhd \ell^{\prime}$ iff $\ell$ appears before $\ell^{\prime}$ in $\rho$. The language of $\mathcal{A}$, denoted $\mathcal{L}(\mathcal{A})$, is the set of words for which a successful run of $\mathcal{A}$ exists.

We name reversal of a run any transition increasing the level by 1 . A two-way automaton is sweeping if it performs reversals only at the borders $(\vdash$ and $\dashv)$ of input words. It is $k$-sweeping (for $k \in \mathbb{N}$ ) if it is sweeping and performs at most $k$ reversals per successful run. A two-way automaton is deterministic if it has a single initial state, and it does not contain two transitions $(q, a, p, d)$ and $\left(q, a, p^{\prime}, d^{\prime}\right)$ with $(p, d) \neq\left(p^{\prime}, d^{\prime}\right)$. It is unambiguous if if admits at most one successful run per input word.

One-way automata A one-way automaton (or automaton for short) is a special kind of two-way automaton, containing only rightward transitions. For convenience, we usually omit the direction in the transitions, thus in $Q \times \Sigma \times Q$. Moreover, end-markers $\vdash$ and $\dashv$ are only added when compared with two-way automata. We also sometimes consider a run of a one-way
automaton as a series of states, instead of a series of locations associated with a state.

Language classes In Section 3.1 we review some constructions showing that any two-way automaton is equivalent to some one-way automaton. This means that these two classes have the same expressivity.

Moreover, any one-way automaton can be determinized using the well-known subset construction. So, neither non-determinism nor two-wayness increases the expressive power of automata, and they all coincide with the class of regular languages. We will see that the setting is different when moving to transducers.

### 2.1.3 Finite state transducers, and relation classes

While automata recognize languages of words, transducers recognize relations between words. If we denote the input alphabet by $\Sigma$, and the output alphabet by $\Delta$, the transducer will define a relation in $\Sigma^{*} \times \Delta^{*}$.

Formally, a two-way transducer $\mathcal{T}$ is a tuple $(\mathcal{A}$, out, $t)$ where $\mathcal{A}=(Q, \Sigma, \vdash, \dashv, \delta, I, F)$ is a twoway automaton, out : $\delta \rightarrow \Delta^{*}$ maps every transition of $\mathcal{A}$ to an output word, and $t: F \rightarrow \Delta^{*}$ associates an output word with every final state. We name $\mathcal{A}$ the underlying automaton of $\mathcal{T}$, out the output function of $\mathcal{T}$, and $t$ the final output function of $\mathcal{T}$. For convenience we will identify the states, transitions, configurations, and runs of a transducer with those if its underlying automaton.

Given a run $\rho=\ell_{0}, \ell_{1}, \ell_{2}, \ldots, \ell_{n}$ of $\mathcal{T}$ (and thus $\mathcal{A}$ ) on $u$, we write out $(\rho)$ for the output of $\rho$ on $u$, defined by out $\left(t_{1}\right) \operatorname{out}\left(t_{2}\right) \cdots \operatorname{out}\left(t_{n}\right) \in \Delta^{*}$, where $t_{i}$ is the transition used between $\ell_{i-1}$ and $\ell_{i}$ in $\rho$. The relation associated with $\mathcal{T}$, denoted $\llbracket \mathcal{T} \rrbracket$, is the set of pairs $(u, v)$ for which there exists a successful run $\rho$ of $\mathcal{A}$ on $u$, and $v=\operatorname{out}(\rho) t(q)$ where $q$ is the target state of the last transition of $\rho .^{4}$ Two transducers are equivalent if they define the same relation. The domain of $\mathcal{T}$, denoted $\operatorname{dom}(\mathcal{T})$, is $\mathcal{L}(\mathcal{A})$. The size of a transducer is the size of its underlying automaton plus the size of its output function (it contains in particular the size of the output words of this function).

A two-way transducer $\mathcal{T}$ is:

- one-way (resp. deterministic, unambiguous, sweeping, $k$-sweeping) if its underlying automaton is one-way (resp. deterministic, unambiguous, sweeping, $k$-sweeping),
- functional if the relation it defines is functional.

Deterministic one-way transducers were also called input-deterministic transducers, or, when $t$ maps every final state to $\epsilon$, generalized sequential machines (GSMs) [Ei174, Gin66]. Functional transducers are sometimes called single-valued in the literature. We only consider real-time transducers, i.e. transducers that do not have $\epsilon$-transitions [Sak09]. Two-way transducers are closed under composition [CJ77].

Relation classes In the following, we say that a relation $R \subseteq \Sigma^{*} \times \Delta^{*}$ is implemented by a transducer $\mathcal{T}$ if $\llbracket \mathcal{T} \rrbracket=R$. Several classical transformation classes are based on the transducers defined in this section, as depicted in Figure 2.1:

- regular relations (resp. functions) are the relations (resp. functions) for which there exists a two-way transducer implementing it.

[^2]- sweeping relations (resp. functions) are relations (resp. functions) having a sweeping transducer implementing it (idem for $k$-sweeping). We name those relations sweeping definable (or $k$-sweeping definable, when $k$ is given).
- rational relations (resp. functions) are those for which there exists a one-way transducer implementing it. For this reason we also name such relations one-way definable.
- sequential functions are functions that can be implemented by a deterministic one-way transducer (any relation defined by a deterministic transducer is functional, by definition).

Hence, we call sequential functions what is named "subsequential functions" in [Sch77], as it associates output words with final states. Indeed this class captures the most "well-behaved" notion of sequentiality between both [LS06]. This clearly appears at two places in this manuscript: sequential functions are exactly those that can be evaluated with bounded memory (Proposition 4.2), and have a direct characterization in terms of congruence (Section 5.1.2).

In this manuscript we mainly focus on functional transformations. The main reason is that the decision problems we address are often decidable for functions, but undecidable for relations. We also preferably stick to the "machine-oriented" terminology rather than the class mentioned above. For instance we preferably write one-way definable, rather than rational.

In Chapter 5, we use bimachines to define rational transductions, instead of using one-way transducers. We defer their definition and analysis to that chapter, as they do not define another class of transformations.

### 2.1.4 Definability problems

When two classes of relations $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ are introduced, they naturally come with the following definability problem:

Given a relation in $\mathcal{C}_{1}$, is there an equivalent relation in $\mathcal{C}_{2}$ ?
For this decision problem to be well defined, each class $\mathcal{C}$ must come with an explicit description of its relations, and this will always be the case for the classes defined in this manuscript (through transducer models, formulas, finite congruences, etc). Let us review the definability problems related to these classes.

Relations When considering relations, many decision problems are undecidable, notably universality (decide whether a given transducer implements $\Sigma^{*} \times \Delta^{*}$ ) and thus equivalence (decide whether two given transducers define equivalent relations) [FR68, Gri68, Iba78]. However, functionality of two-way transducers is decidable [CK86] in PSpace. Indeed, this problem can be reduced to the emptiness of a one-counter automaton, that tries to build (non-deterministically) a witness of non-functionality. Such a witness is composed by an input word, and two runs of the transducer, such that either the outputs of the runs differ in length, or they differ at a particular position. In both cases this can be checked with a one-counter automaton. ${ }^{5}$

Concerning definability by a one-way transducer, we proved that this is also undecidable, even when restricting to sweeping relations:

Theorem 2.1 ([BGMP15, BGMP18]). It is undecidable whether a given sweeping transducer is one-way definable.

[^3]The proof of this theorem is based on an encoding of the Post Correspondence Problem (PCP), and was inspired by the proof by Ibarra that the equivalence of one-way transducers is undecidable [Iba78].

Consider the instance of PCP given by the alphabets $\Sigma$ and $\Delta$ and the two morphisms $f, g: \Sigma^{*} \rightarrow \Delta^{*}$. Recall that this instance is a PCP solution iff there exists $w \in \Sigma^{+}$such that $f(w)=g(w)$. We call encoding every pair $\left(w \cdot u, w \cdot \#^{n}\right)$ with $w \in \Sigma^{*}, u \in \Delta^{*}$, and $n \in \mathbb{N}$. We call good encodings those verifying $n=|u|$ and $u=f(w)=g(w)$, and bad encodings the others (but still encodings). Bad encodings can be recognized by a sweeping transducer, by guessing and checking the various ways in which an encoding can fail.

The reduction is based on the fact that this sweeping transducer is one-way definable iff the corresponding PCP instance has no solution. On one hand, its is quite easy to see that if there is no solution to the PCP instance, all encodings are bad, and the relation is one-way definable. The most technical part is to prove that if there is a solution to the PCP instance, the sweeping transducer is not one-way definable. This is obtained by noting that if $w$ is a solution, then $w^{n}$ also is. This permits to use pumping arguments towards a contradiction, when the transducer is supposed one-way definable.

Functional transducers: two-way to one-way When restricting to functions instead of relations, we retrieve decidability:

Theorem 2.2 ([BGMP15, BGMP17, BGMP18]). It can be decided in 2ExpSPACE whether a given functional two-way transducer is one-way definable (in ExpSpace if the two-way transducer is known to be sweeping).

If so, an equivalent one-way transducer can be built in 3ExpTime (in 2ExpTime for sweeping transducers).

This constitutes the central result presented in Chapter 3, therefore we defer the details to this chapter. We will refer to the decision problem as one-way definability. Typical examples of functions that are two-way definable but not one-way definable are provided in the following example.

Example 2.2. The following functions can be implemented by a two-way transducer, but not by a one-way transducer (assuming $|\Sigma|>1$ ):

- $f_{\text {copy }}: \Sigma^{*} \rightarrow \Sigma^{*}$ such that $f_{\text {copy }}(u)=u u$,
- the mirror function over $\Sigma^{*}$.

Functional sweeping transducers Sweeping transducers define an intermediate level between one-way and two-way transducers ${ }^{6}$, and the related decision problems are also decidable in the functional case.

Theorem 2.3 ([Bas17, BGMP16]). It can be decided in 2ExpSpace whether a functional two-way transducer has an equivalent sweeping transducer.

Moreover, for a given $k \in \mathbb{N}$ and a given functional two-way transducer, it is decidable in 2ExpSpace whether there exists an equivalent $k$-sweeping transducer. If the input transducer is already sweeping, then the problem is decidable in ExpSpace.

[^4]These results will also be presented in more details in Section 4.1. As we will see, each of these results also comes with an algorithm building an equivalent transducer, when it exists (in 3ExpTime for 2ExpSpace decision problems, and 2ExpTime for ExpSpace ones).

Another interesting link between models (presented in Section 4.1) is the following: Functional transductions that can be implemented by a sweeping transducer are exactly those that can be implemented by a bounded-reversal two-way transducer, that is, a two-way transducer with a universal bound on the number of reversals per run.

Determinism Let us now consider definability problems related to determinism. For functional two-way transducers, the question is irrelevant, as every functional two-way transducer can be determinized (i.e. has an equivalent deterministic two-way transducer). A first sketch of proof appeared in [Eng81], and a full proof in [EH01]. ${ }^{7}$

The uniformization framework generalizes this result to non-functional two-way transducers: For every two-way transducer $\mathcal{T}$, there exists a deterministic two-way transducer $\mathcal{T}^{\prime}$ with the same domain, such that $\llbracket \mathcal{T}^{\prime} \rrbracket \subseteq \llbracket \mathcal{T} \rrbracket$. The proof proposed by De Souza [dS13], provides an upper bounded of four-exponential time. This proof is based on the nice construction by Hopcroft and Ullman [HU67], that allows a deterministic two-way transducer to simulate a deterministic one-way automaton: While it is straightforward rightwards, any leftward move of the two-way transducer may induce non-determinism in the one-way automaton. This non-determinism can be lifted by entering a leftward-then-rightward mode that modifies the run of the initial two-way transducer, and is able to find the exact position where it entered this leftward-then-rightward mode (which seems impossible at first sight).

In the functional case, this result has been strengthened recently, by showing that one can always find a deterministic and co-deterministic (that is, deterministic when transitions are interpreted in reverse) two-way transducer (called reversible) as uniformizer, from any functional two-way transducer [DFJL17]. The main tool of this construction is a clever way to build a reversible transducer from a co-deterministic one. It is obtained by considering the tree of runs of the codeterministic transducer on an input, and exploring it using two states of the two-way transducer. Using this technique, the construction of the reversible transducer from a functional two-way transducer only requires exponential time, while it required four-exponential time in [dS13].

When considering one-way transducers, determinism adds a lot of constraints, as only a bounded amount of output can be stored in the memory (states), when a delay is necessary to produce it.

Example 2.3. The following function can be defined by a one-way transducer, but not by a deterministic one.

- $f_{\text {last }}: \Sigma^{+} \rightarrow \Sigma^{+}$such that $f_{\text {last }}(u a)=$ au, for all $a \in \Sigma$ and $u \in \Sigma^{*}$

Theorem 2.4 ([Cho77, BC02, MP19b]). Deciding whether a given functional one-way transducer has an equivalent deterministic one-way transducer is NLOGSpacE-complete.

While prior characterizations of sequential functions were known [Gin66, Sch77], the decidability was first proved by Choffrut [Cho77] by showing that deciding sequentiality amounts to analyze some regular properties of the outputs produced by input words of bounded length. This can be checked syntactically: A functional one-way transducer $\mathcal{T}$ satisfies the twinning property if for all $u_{1}, u_{2} \in \Sigma^{*}$, for all $v_{1}, v_{2}, w_{1}, w_{2} \in \Delta^{*}$, for all initial states $q_{0}, q_{0}^{\prime}$, and for all co-accessible states $q, q^{\prime} \in Q$,

[^5]This pattern can be checked in PTime [WK95, BC02]. Its formulation is simple enough to be formulated in a pattern logic ensuring decidability in PTime [FMR18]. Muscholl and Puppis showed that the problem is in fact NLogSpace-complete [MP19b].

When we start from a two-way transducer, we can combine the two results:

1. first decide whether it is equivalent to a one-way transducer and if so, build it (in 3ExpTime, Theorem 2.2),
2. decide whether this one-way transducer can be determinized (in PTime, Theorem 2.4).

As a consequence:
Corollary 2.1. It is decidable in 3ExpTime whether a functional two-way transducer has an equivalent deterministic one-way transducer.

An open question arises concerning the complexity of this problem. The 3ExpTime upper bound is far from the ExpTime lower bound that comes from the usual lower bound on automata determinization:

## Open problem 1 (Functional two-way to deterministic one-way transducer)

Determine the precise complexity of the following problem: Given a functional two-way transducer, is it equivalent to some deterministic one-way transducer?

We will see in Section 4.2.1 that functions defined by deterministic one-way transducers correspond exactly to those that can be evaluated with bounded memory, so this question is of particular interest.

### 2.2 Logics for transformations

In this manuscript, we use logical formulas to express:

- properties over words, for instance "a word has even length",
- word-to-word transformations, for instance "every position labelled by $a$ is now labelled by $b^{\prime \prime}$.

In full generality, the logics we present are interpreted over logical structures, that is, a finite domain, and a fixed set of relations interpreted over this domain. In the case of words, the domain is the set of domain positions of the word, and the relations are typically one unary relation $\phi_{a}$ for each $a \in \Sigma$, and a binary relation $\leq$ reflecting the (total) order on the domain of the word. We simplify the definitions by instantiating them on words only.

### 2.2.1 Logics defining word languages

Our basic logic over words will be the monadic second-order logic (MSO).
$\ulcorner$ MSO syntax Formulas $\phi$ of MSO are those yielded by the following grammar:

$$
\phi::=\phi \wedge \phi^{\prime}|\neg \phi| \exists x . \phi|\exists X . \phi| x \in X\left|\operatorname{lab}_{a}(x)\right| x \leq y
$$

where $x, y, \ldots$ denote the first-order variables, $X, Y, \ldots$ denote the second-order variables, $\phi, \phi^{\prime}$ are MSO formulas, and $a$ is a letter from a fixed alphabet $\Sigma$.

From this core syntax, we add the usual syntactic sugar, namely parentheses, universal quantifiers and other Boolean connectives:

$$
\begin{array}{lc}
\forall x . \phi \text { for } \neg \exists x . \neg \phi & \phi \vee \phi^{\prime} \text { for } \neg\left(\neg \phi \wedge \neg \phi^{\prime}\right) \\
\forall X . \phi \text { for } \neg \exists X . \neg \phi & \phi \rightarrow \phi^{\prime} \text { for } \neg \phi \vee \phi^{\prime}
\end{array}
$$

and also:

$$
\top \text { for } \forall x .\left(\operatorname{lab}_{a}(x) \vee \neg \operatorname{lab}_{a}(x)\right) \quad \text { and } \quad \perp \text { for } \neg \top
$$

MSO semantics We informally present the semantics of MSO formulas. For a formal presentation, we refer the reader to [Str94], which contains a nice yet precise definition in the case of words. We use the standard notion of free and bound variables of a formula (here for first-order and second-order variables), and the notion of closed formula.

An MSO formula $\phi$ is interpreted over a word $w \in \Sigma^{*}$ : if the word $w$ satisfies the formula $\phi$ we write $w \models \phi$. Let us now explain what this means. First-order variables $x, y, \ldots$ denote domain positions of the word, while second-order variables $X, Y, \ldots$ denote sets of domain positions of the word. Hence an interpretation comes with an assignment of variables (that can also be viewed as an annotation of domain positions with variables [Str94]), and:

- $\operatorname{lab}_{a}(x)$ holds true if $x$ is assigned to a domain position of $w$ labelled by $a$,
- $x \leq y$ holds true if $x$ is assigned to a domain position at the left of the domain position assigned to $y$ (or to the same domain position),
- $x \in X$ holds true if $x$ is assigned to a domain position that belongs to the set of domain positions assigned to $X$,
- quantifiers and Boolean connectives are interpreted as usual.

For instance the formula $\exists x . \exists y$. $\operatorname{lab}_{a}(x) \wedge \operatorname{lab}_{b}(y) \wedge x \leq y$ holds true on words having an $a$ at the left of a $b$ (possibly with other letters in between).

This way, any closed MSO formula $\phi$ defines the language of words on which it holds true. We denote this language by $\llbracket \phi \rrbracket$, and say that $\phi$ recognizes $\llbracket \phi \rrbracket$. We usually write $\phi\left(x_{1}, \ldots, x_{n}, X_{1}, \ldots, X_{N}\right)$ to denote that $x_{1}, \ldots, x_{n}$ and $X_{1}, \ldots, X_{N}$ are the free variables in $\phi$. We will also write $w \models \phi\left(p_{1}, \ldots, p_{n}, P_{1}, \ldots, P_{N}\right)$ whenever $\phi$ holds true on $w$ when each variable $x_{i}$ (resp. $X_{i}$ ) is assigned to the domain position $p_{i}$ (resp. to the set of domain positions $P_{i}$ ).

Language classes As discussed in the introduction of this chapter, the set of languages recognized by closed MSO formulas is exactly the set of languages recognized by one-way automata [Büc60, Tra61], and is called the set of regular languages.

The most standard subclass of MSO is the first-order logic (FO), i.e. the set of formulas involving no second-order variables. This will be used in Chapter 5 to define a corresponding subclass of one-way transducers.

### 2.2.2 Logics defining word-to-word transformations

While the standard presentation of MSO originates from the 60 's, it has been adapted in the 90's by Courcelle in order to define transformations from logical structures to logical structures using MSO transducers [Cou94, CE12]. Let us present this framework on the particular case of word-to-word functions.

MSO transducers The key idea is to use MSO formulas with free first-order variables that will be interpreted over a fixed number of copies of the input word, in order to introduce new relations that will define the output word.

Hence an MSO transducer (MSOT) is a tuple composed by:

- a number $k$ of copies of the input word,
- an MSO formula $\phi_{\text {dom }}$ defining the domain of the function,
- $k$ MSO formulas $\phi_{\text {pos }}^{i}(x)$, with $1 \leq i \leq k$. These formulas describe the domain of the output word, among the $k$ copies of the input $w$ : the domain position $p$ of the $i$ th copy will be in the output if $w \models \phi_{\mathrm{pos}}^{i}(p)$.
- $k$ MSO formulas $\phi_{\operatorname{lab}_{a}}^{i}(x)$, with $1 \leq i \leq k$. They characterize the labels of the output word: the domain position $p$ of the $i$ th copy will be labelled by $a$ if $w \models \phi_{\operatorname{lab}_{a}}^{i}(p)$.
- $k^{2}$ MSO formulas $\phi_{\leq}^{i, j}(x, y)$, with $1 \leq i, j \leq k$. These formulas define the order on the domain of the output word. Hence the domain position $p$ of the $i$ th copy will be to the left of the domain position $p^{\prime}$ of the $j$ th copy if $w \models \phi_{\leq}^{i, j}\left(p, p^{\prime}\right)$.

Such a definition allows the output structure to be more general than a word, for instance having several labels at a given domain position, or having an order relation $\leq$ that is not a total order. However, given an MSO transducer, it is decidable if it defines a word-to-word function [Fil15]. In this document we consider only MSO transducers that define word-to-word transformations. ${ }^{8}$

MSO transducers can be extended to non-deterministic MSO transducers (NMSOTs), by using a fixed number $m$ of parameters. Parameters are $m$ additional free second-order variables used in the formulas defining the output, that become: $\phi_{\mathrm{pos}}^{i}\left(x, X_{1}, \ldots, X_{m}\right), \phi_{\mathrm{lab}_{a}}^{i}\left(x, X_{1}, \ldots, X_{m}\right)$, $\phi_{<}^{i, j}\left(x, y, X_{1}, \ldots, X_{m}\right)$. "Non-determinism" comes from the fact that the interpretation is obtained after assigning any value to these $m$ second-order variables. In particular an NMSOT may define a non-functional relation.

However, MSOTs, and even NMSOTs, have the linear-size increase property: the size of the output word is linearly bounded in the size of the input word. Indeed it is bounded by $k n$ for an input word of length $n$, where $k$ is the number of copies. This remark is important to distinguish the expressive power of different models.

In Chapter 5, we will also consider FOT, the "first-order" fragment of MSOT, i.e. MSOT formulas where no second-order variables occur.

### 2.2.3 Relations with finite state transducers

Let us now consider the expressive power of MSOTs and NMSOTs, compared to the finite state transducers introduced so far. We refer the reader to Figure 2.1 for an overview of these links.

[^6]MSOT and two-way transducers The central result here, is the exact correspondence between functional two-way transducers and MSOTs, established by Engelfriet and Hoogeboom [EH01]. This was the first "automata-logic" correspondence at this level for transducers, and renewed the interest of the community for transductions. This is also the main reason why this class is named regular functions.

The proof is constructive in both directions. From a functional two-way transducer, one can build an MSO formula encoding the possible moves in the configuration graph of the transducer, and then build the output word from this, on a given input. The other direction uses an intermediate model of two-way transducers with MSO jumps: the transducer can jump from one domain position to another (not necessarily consecutive), but such a jump must be regular, in the sense that the pair of domain positions of the jump must satisfy an MSO formula with two free first-order variables. The proof also uses an extension of MSOT transducers, allowing a regular look-around, which means that the prefix and suffix of the current domain position can be checked against a regular language when trying to apply a transition.

MSOT and one-way transducers A restriction of MSOT capturing exactly functions definable by one-way transducers has been identified in [Boj14] for the origin semantics, and reformulated in [Fil15] in the standard setting.

An MSOT is order-preserving if, for every word $w$ in its domain, if $w \models \phi_{\leq}^{i, j}\left(p, p^{\prime}\right)$ then $p \leq p^{\prime}$, i.e. domain position $p$ is to the left of domain position $p^{\prime}$ in the input word. In other words, when defining the order relation $\leq$ of the output word, one only performs rightward moves in the input word (possibly jumping from one copy to another). A direct construction from order-preserving MSOT to functional one-way transducers, and conversely, is provided in [Fil15]. In Chapter 5, we will use an alternative (but equivalent) definition of order-preserving, closer to one-way transducers.

MSOT and sweeping transducers This correspondence between order-preserving MSOTs and functional one-way transducers can be generalized in order to capture functional sweeping transducers [Bas17]. The corresponding MSOT fragment is called k -phase MSOT and expresses the fact that the copies used by the MSOT can be partitioned into $k$ sets of copies, each set being one-way, i.e. order-preserving, or " order-preserving from right to left".

Formally, an MSOT is $k$-phase if its copies can be partitioned into $k$ sets $C_{1}, \ldots, C_{k}$ such that:

- movements inside sets $C_{h}$ are left-to-right order-preserving if $h$ is odd, and right-to-left order-preserving if $h$ is even. Formally, if $w \models \phi_{\leq}^{i, j}\left(p, p^{\prime}\right)$, and copies $i$ and $j$ belong to the same $C_{h}$, and $h$ is odd (resp. even), then $p$ is to the left (resp. right) of (or equals) $p^{\prime}$ in the input word $w$.
- reversals operate at the extremities of the input word. Hence, if $w \models \phi_{\leq}^{i, j}\left(p, p^{\prime}\right)$, and $i \in C_{h}$ while $j \in C_{\ell}$, then $\ell=h+1$ and $p=p^{\prime}$, and if $h$ is odd (resp. even) then $p$ is the last (resp. first) position of the input word.

Theorem 2.5. $k$-phase MSOTs exactly capture $k$-sweeping transducers.
The details of the construction can be found in [Bas17], and follow the same line as the correspondence between order-preserving MSOTs and functional one-way transducers [Fil15].

MSOT and deterministic transducers To our knowledge, no fragment of MSOT corresponding to sequential functions has been defined.

NMSOT, Hennie machines, and common guess When moving to relations, one could hope that NMSOTs and two-way transducers coincide. This is however not the case, as a two-way transducer may not be of linear-size increase, while all NMSOTs are. For instance the relation that maps $a$ to $\left\{a^{n} \mid n \geq 0\right\}$ is definable by a two-way transducer, but not by an NMSOT.

However, two variants of two-way transducers correspond exactly to NMSOTs. The first one is Hennie machines, as proved in [EH01]. These machines are two-way transducers that can rewrite their input tape (at the reading position), but with the finite-visit limitation: each position can be visited only a bounded number of times. In fact, the correspondence also holds in the deterministic case: deterministic Hennie machines with such capabilities correspond to MSOT.

The second model equivalent to NMSOT is deterministic two-way transducers with common guess [BDGP17]. The common guess feature consists in annotating the input word with some information from a finite alphabet. Hence a two-way transducer with common guess can perform the transduction that maps $a^{n}$ to $w \# w$, with $w \in\{a, b\}^{*}$ and $|w|=n$, while this is impossible without common guess [EH01]. Our definition of NMSOT is based on an assignment of parameters (second-order free variables). This can be simulated by a common guess (annotating the input with the assignment information) followed by an MSOT, and conversely. Thus NMSOTs, and MSOTs with common guess define the same transductions. Now, the proof that MSOTs and functional two-way transducers have the same expressivity also holds when both are preceded by a common guess, so functional two-way transducers with common guess and MSOTs with common guess, and thus NMSOTs, define the same transductions.

### 2.3 Streaming string transducers

Streaming string transducers [AC10] can be considered as deterministic one-way transducers, enriched with registers. These registers can be used to build parts of the output word.

### 2.3.1 Definition

A streaming string transducer (SST) is a tuple $\left(Q, \Sigma, \Delta, R, \delta, \nabla, q_{0}\right.$, out $)$, where:

- $Q$ is a finite set of states,
- $\Sigma($ resp. $\Delta)$ is a finite input (resp. output) alphabet,
- $R$ is a finite set of registers (distinct from $\Delta$ ),
- $\delta$ is a finite set of transitions, i.e. functions mapping a state and a letter in $Q \times \Sigma$, to an update and a target state in $\nabla \times Q$,
- $\nabla$ is the set of register updates, i.e. functions from $R$ to $(R \uplus \Delta)^{*}$, mapping each register to a word of registers and output letters,
- $q_{0}$ is the initial state,
- out is a partial output function, mapping some states of $Q$ to a word of registers and output letters in $(R \uplus \Delta)^{*}$.

During a run, registers will contain some words from $\Delta^{*}$ : we name valuation a function $\nu: R \rightarrow \Delta^{*}$ that details the contents of the registers. The configuration of an SST is a pair $(q, \nu)$ composed by a state and a valuation. The initial configuration is ( $q_{0}, \nu_{0}$ ), where $\nu_{0}$ maps all registers to the empty word $\epsilon$.


Figure 2.5: Main known translations between models defining regular functions.

To define how configurations are updated, we naturally extend the domain of valuations $\nu$ to words in $(R \uplus \Delta)^{*}$, where each register $r \in R$ is replaced by $\nu(r)$. This way, the word $\nu(u p(r))$ will be the content of the register $r$ after applying the update $u p \in \nabla$, given a previous valuation $\nu$. Now, given a current configuration ( $q, \nu$ ), if the transducer reads a letter $a$, then it can update its configuration to $\left(q^{\prime}, \nu^{\prime}\right)$, whenever $\delta(q, a)=\left(u p, q^{\prime}\right)$ and $\nu^{\prime}(r)=\nu(u p(r))$, for every register $r \in R$. We denote this by $(q, \nu) \xrightarrow{a}\left(q^{\prime}, \nu^{\prime}\right)$. A run of the SST over an input word $u=a_{1} \cdots a_{n}$ is a sequence

$$
\left(q_{0}, \nu_{0}\right) \xrightarrow{a_{1}}\left(q_{1}, \nu_{1}\right) \xrightarrow{a_{2}} \cdots\left(q_{n}, \nu_{n}\right)
$$

It is successful if out is defined on $q_{n}$, and in this case the output of the transducer is $\nu_{n}\left(\operatorname{out}\left(q_{n}\right)\right)$.
Note that, by definition, SSTs are deterministic. Their non-deterministic version (NSST) is obtained by allowing transition rules $\delta$ to be any relation in $Q \times \Sigma \times \nabla \times Q$, not necessarily functional. We will consider NSSTs in Section 4.1.3, where we try to minimize the number of registers.

A key restriction for SSTs is the copyless property. An SST is copyless when register contents cannot be duplicated, i.e. each register $r \in R$ appears at most once in the images of all registers by:
(a) an update, i.e. in $u p\left(r_{1}\right) \cdots u p\left(r_{n}\right)$ where $R=\left\{r_{1}, \ldots, r_{n}\right\}$, for all $u p \in \nabla$, and
(b) the output functions, i.e. in out $(q)$, for every $q$ in the domain of out.

An SST is said copyful if it is not copyless. In the whole manuscript, we assume all SSTs to be copyless, unless otherwise stated.

### 2.3.2 Links with other models

Let us now detail how SSTs relate to the two other models of transformations introduced so far: two-way transducers, and MSOTs.

SST and regular functions The main correspondence is that (copyless) SSTs exactly capture regular functions, i.e. have the same expressiveness as functional two-way transducers and MSOTs. We illustrate some known translations between these three models in Figure 2.5. This has been established in [AC10], where an indirect construction from a deterministic two-way
transducer to an SST is provided (through an intermediate model of heap-based transducer), and also a direct construction from SSTs to MSOTs.

Some other translations have been proposed between the three models. In [DJR18] back-andforth direct translations between SSTs and deterministic two-way transducers are provided. A prior direct translation from an SST to a two-way transducer has also been proposed in [Led13]. These two translations from SSTs to deterministic two-way transducers are both exponential. A first polynomial translation has been proposed recently [DFJL17], and even builds a reversible two-way transducer.

Capturing rational and sequential functions As SSTs operate in a single left-to-right pass on the input, the link with one-way transducers is easy to establish. An SST is rightappending if for all updates $u p \in \nabla$ and all registers $r \in R$, the word $u p(r)$ is of the form $r^{\prime} \cdot u$ with $r^{\prime} \in R$ and $u \in \Delta^{*}$. This restriction enforces each register to be used as a write-only output tape. Hence:

- one-register right-appending SSTs exactly capture sequential transductions, i.e. those definable by deterministic one-way transducers, and
- right-appending functional NSSTs exactly capture rational transductions, i.e. those definable by functional one-way transducers.

Capturing sweeping transducers Between sequential and rational functions lies the class of functions definable by a sweeping transducer, or equivalently by a k-phase MSOT. This class is also captured by concatenation-free NSSTs: an NSST is concatenation-free if each register update contains at most one register name, that is: up $(r) \in \Delta^{*} \cdot(R \cup\{\epsilon\}) \cdot \Delta^{*}$ for every update $u p \in \nabla$ and every register $r \in R$. This will be proved in Section 4.1.3, where a direct translation between functional sweeping transducers and concatenation-free NSSTs is provided.

Non-determinism One of the nice properties of SSTs, is that the correspondence with MSOT carries over in the non-deterministic case. Hence, NSSTs exactly capture NMSOTs, as shown in [AD11]. As we have seen, this is not the case for two-way transducers. It is also proved in [AD11] that the functionality of an NSST is decidable in PSpace, and that functional NSSTs are equi-expressive to deterministic SSTs.

Copyful SSTs One could wonder why the copyless restriction is added in the definition of SSTs. The reason is to retrieve the linear-size increase property of regular functions, and indeed, as we have seen, this restriction suffices to capture exactly regular functions.

Copyful SSTs can yield outputs of size exponential in the size of the input. Consider for instance the copyful SST with only one register $r$ on the unary alphabets $\Sigma=\Delta=\{a\}$, that performs the updates:

- $r \rightarrow a$ when reading the first letter, and then
- $r \rightarrow r \cdot r$ when reading the subsequent letters.

This copyful SST implements the function $a^{n} \rightarrow a^{2^{n-1}}$. While being more expressive, copyful SSTs share several interesting properties with their copyless counterpart: functional copyful NSSTs and copyful SSTs have the same expressive power, they have decidable functionality and equivalence problems. Also, it is decidable in PTime whether a copyful SST has an equivalent copyless SST. These results are obtained via back-and-forth translations (in linear time) between copyful SSTs and HDT0L Lindenmayer rewriting systems [FR17].

In [AFT12] it is proved that copyless SSTs have the same expressiveness as bounded SSTs where, roughly speaking, an SST is $k$-bounded if each register content is copied at most $k$ times at any time point of a run. The proof considers infinite strings, but also holds for finite strings. This is studied in further details in [DJR18], where translations between $k$-bounded SSTs and copyless SSTs are established.
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This chapter presents two algorithms for the one-way definability of two-way transducers. Both of them take some inspiration from classical proofs for automata.

One of the seminal papers on automata theory is the paper by Rabin and Scott, where the authors investigate several models based on restrictions of Turing machines [RS59]. One of them is two-way automata, the extension of finite state automata where the input head can move in both directions. In that paper, they already prove that two-way automata have the same expressiveness as one-way automata.

Amusingly, an alternative proof of this result has been provided by Shepherdson in the very same volume of the IBM Journal of Research and Development [She59]. The story is explained in the paper by Rabin and Scott [RS59]:
"The result, with its original proof, was presented to the Summer Institute of Symbolic Logic in 1957 at Cornell University. Subsequently J. C. Shepherdson communicated to us a very elegant proof which also appears in this Journal. In view of this we confine ourselves here to sketching the main ideas of our proof."

Indeed the proof by Shepherdson is easier to formalize, even though both proofs can be easily sketched using a graphical representation of two-way runs. Both proofs are described in Section 3.1. We also quickly review some alternative proofs that we did not choose to adapt when moving to transducers.

It may seem surprising that the one-way definability of two-way transducers remained open for such a long time. A lot of results have been obtained for sequential transducers, or rational ones, as discussed in the previous chapter. Moving to regular transductions is challenging, as it involves two-way transducers, which behaviors are more difficult to understand. For instance, as we will see in Chapter 5, their algebraic characterization is wide open. However, the "logicautomata" equivalence obtained by Engelfriet and Hoogeboom [EH01] is a major result in this field, and somehow paved the way towards this one-way definability problem.

The two proofs exposed in this chapter confirm that one has to face many technicalities when dealing with two-way transducers. In this manuscript, we hide many internal lemmas based on combinatorics, and try to give a high-level description, with enough explanations to get the essence of the proofs.

In Section 3.2 we analyze some general properties of two-way transducers and give a first flavor of the arguments we will use in both proofs. Section 3.3 contains our first algorithm for one-way definability, an extension of Rabin-Scott's algorithm to the transducers setting [FGRS13]. Its overall complexity is non-elementary. In Section 3.4 we provide a second algorithm, more related to Shepherdson's proof, yielding an elementary complexity [BGMP18].

Related work. We will review the known constructions proving that two-way automata only recognize regular languages in Section 3.1.3.

One of the most related results is an iteration lemma for languages generated by two-way transducers: given a two-way transducer (functional or not), its output language (i.e. the projection, on the output alphabet, of the relation it defines) is $k$-iterative for some $k \geq 0$. A language is said $k$-iterative if there exists $N>0$ such that any output word of length greater than $N$ can be written as $u_{1} v_{1} \cdots u_{k} v_{k} u_{k+1}$ such that $u_{1} v_{1}^{n} \cdots u_{k} v_{k}^{n} u_{k+1}$ is also in the output language for all $n>0$. For instance regular languages are 1-iterative, and context-free languages are 2-iterative. Brigitte Rozoy proved that languages generated by two-way transducers are $k$ iterative [Roz86]. This has also been proved by Tim Smith more recently [Smi14]. The paper by Brigitte Rozoy has some similarities with our Shepherdson-based approach, in particular our definitions of flows and effects. However, the one-way definability problem requires to be more precise than $k$-iterativity in the analysis of loops. As we will see, we need to "pump" runs in order get equations that imply some periodicity properties, like for iteration lemmas (even though we only need 2 places instead of $k$ ). But then we need to "undo pumping" while keeping the periodicity properties, and this part is not needed in iteration lemmas. For this reason we introduce the decomposition of flows into components, for instance, as we will see.

Oblivious two-way automata are two-way automata such that all inputs of the same length have the same shape of runs. Every two-way automaton has an equivalent oblivious one [Pet98], and being oblivious is decidable for deterministic two-way automata [KMP14]. Hence being oblivious may help when comparing two runs of a given automaton (and thus, transducer). But the main constructions presented in this chapter deal with a single run, and its pumped versions. So this would not help us in the present context, but should be kept in mind for others.

In this chapter we also define a family $\left(f_{n}\right)_{n \geq 0}$ of transductions, that can be recognized by a two-way transducer of size polynomial in $n$, but such that any one-way transducer recognizing it as size at least doubly exponential in $n$. On the automata side, a tight bound on the gap between two-way and one-way automata has been established by Kapoutsis [Kap05], improving a result of Birget [Bir93], and other prior results [MF71, Bar71, Moo71, SS78, Sip80]. The
precise complexity is known over unary alphabets [KO11]. Also, upper and lower bounds have been recently exhibited for the shortest word accepted by a two-way automaton of a given size [DDO19], and for basic operations on two-way automata [JO17, KO12].

### 3.1 Two-way to one-way automata

In this section we review some translations of two-way automata to one-way automata. We focus on two of them, as they will be the basis for deciding whether a two-way transducer is equivalent to a one-way transducer. The first one is the translation based on crossing sequences proposed by Shepherdson [She59]. The second one is based on the progressive elimination of basic zigzags in the shape of the runs, proposed by Rabin and Scott [RS59].

### 3.1.1 Crossing sequences: the Shepherdson approach

The easiest translation of two-way automata into one-way automata has been proposed by Shepherdson in 1959. The key idea is to consider, for each position, the sequence of states reached at this position. This sequence, called crossing sequence, can be bounded, and can be used as a state of a one-way transducer. Indeed the transition between two consecutive crossing sequences can be easily checked from the transitions of the two-way transducer.

Normalized runs. A run $\rho$ of a two-way automaton is normalized if it does not reaches twice the same state at the same position coming from the same direction, i.e. it does not contain two locations $(x, y)$ and $\left(x, y^{\prime}\right)$ where $y$ and $y^{\prime}$ have the same parity, and $\rho(x, y)=\rho\left(x, y^{\prime}\right)$. A two-way automaton is normalized if all its runs are.

Any two-way automaton can be normalized. Consider a non-normalized successful run reaching twice the same position $x$ at levels $y$ and $y^{\prime}$ of same parity, in the same state $q$. Then the run obtained by removing the part of the run between $(x, y)$ and $\left(x, y^{\prime}\right)$ is also a successful run of the same automaton. Moreover, checking that all runs are normalized can be performed easily on the crossing sequences. Therefore, we will always assume that two-way automata are normalized in the sequel.

Crossing sequences. The crossing sequence of a run $\rho$ at a given position $x$ is the tuple $(\rho(x, 0), \ldots, \rho(x, h))$ of all the states reached by the run $\rho$ at position $x$, for the $h+1$ levels reached at this position. In Figure 3.1, the crossing sequence ( $q_{0}, q_{2}, q_{3}$ ) is highlighted, for the run of the automaton of Figure 2.4 on the word $\vdash a a b \dashv$ at position 3 . As we assumed normalized runs, the length of a crossing sequence is bounded by $2|Q|-1$. We will sometimes refer to the crossing degree of a crossing sequence for its length, and the crossing degree of a transducer as the maximal crossing degree of all crossing sequences of its possible runs.

The Shepherdson construction. We now have all the ingredients to define a one-way automaton $\mathcal{A}^{\prime}$ from a two-way automaton $\mathcal{A}$, following Shepherdson's proof [She59]. The states of $\mathcal{A}^{\prime}$ are all the possible crossing sequences of size at most $2\left|Q_{\mathcal{A}}\right|+1$ built from the states of $\mathcal{A}$. The transitions of $\mathcal{A}^{\prime}$ must check that moving from one crossing sequence to the next one is allowed by $\mathcal{A}$.

For consecutive crossing sequences of equal length without internal reversal, one only needs to check that the transition at each level appears in $\mathcal{A}$. This is the case for instance between the crossing sequences at positions 3 and 4 in Figure 3.1. One has also to permit reversals at relevant places, for instance when moving from position 2 to 3 , or from 4 to 5 .


Figure 3.1: Highlighting the crossing sequence $\left(q_{0}, q_{2}, q_{3}\right)$ of a run at position 3.

The definition of the transitions of $\mathcal{A}^{\prime}$ is hence a bit technical but clearly possible, from the transitions of $\mathcal{A}$. We only limit ourselves to intuitions here, but point out a formal proof in Coq of this construction [DS18].

In fact, the exact order on states in crossing sequences is not required: one could keep only two sets: the set of states coming from the left, and the set of states coming from the right. This corresponds to the notion of frontier studied in [Bir93, Kap05], that permits to establish tight bounds on the number of states.

### 3.1.2 Z-motion elimination: the Rabin-Scott approach

Rabin and Scott proposed a totally different approach [RS59].

Z-motions. The shape of a two-way run is arbitrary, and at first sight, there is no easy way to decompose it. Rabin and Scott identified two simple shapes that appear in any two-way run where a reversal occurs [RS59]. They call them z-motions according to these shapes.

A rightward $z$-motion is a part of a run delimited by two positions $x_{1}, x_{2}$ of the input. The z-motion performs a left-to-right pass from $x_{1}$ to $x_{2}$, then a first reversal at $x_{2}$, then a right-toleft pass from $x_{2}$ to $x_{1}$, then a second reversal at $x_{1}$, and finally a left-to-right pass from $x_{1}$ to $x_{2}$. A rightward z-motion does the symmetric, by starting from the right.

For instance, the upper part of Figure 3.3 shows a run of a two-way automaton $\mathcal{A}$, and two leftward z-motions, between states $q_{1}$ and $q_{2}$, and between $q_{3}$ and $q_{4}$ respectively.

The squeeze operation. The key observation is that each z-motion of a two-way automaton $\mathcal{A}$ can be simulated through a single one-way traversal, non-deterministically: The new run maintains the three states of the z-motion in parallel, as depicted in Figure 3.2.

- when entering the z -motion, the state $q_{1}$ of the first pass is known, but the state $p_{5}$ of the second pass and the state $p_{6}$ of the third passes are guessed, and $p_{5} \xrightarrow{a, \triangleright} p_{6}$ must be a transition rule of $\mathcal{A}$;
- during the z-motion simulation, the states of the first and third passes are updated by following the transition rules of $\mathcal{A}$. The state of the second pass is also updated by applying transition rules of $\mathcal{A}$, but in reverse.
- when leaving the z -motion, the states $p_{2}, p_{3}$ of the second and third states must be validated by a transition rule $p_{2} \xrightarrow{b, \triangleleft} p_{3}$ of $\mathcal{A}$.


Figure 3.2: Simulating a z-motion via $R_{a, b}^{\mathcal{A}}\left(q_{1}, q_{2}\right)$.

Let us name $R_{a, b}^{\mathcal{A}}\left(q_{1}, q_{2}\right)$ the one-way automaton simulating the z-motion beginning in the state $q_{1}$ of $\mathcal{A}$ and ending in the state $q_{2}$ of $\mathcal{A}$, if the z-motion is rightward and surrounded by $a$ and $b$ letters. We name it $L_{a, b}^{\mathcal{A}}\left(q_{1}, q_{2}\right)$ if the z-motion it simulates is leftward, and in this case the input is read to the left. This construction is similar to the crossing sequence approach of Shepherdson, but restricted to more basic shapes, and thus easier to define.

We can now define a new automaton, that we name squeeze $(\mathcal{A})$, that alternates nondeterministically between two modes:

- in mode $\mathcal{A}$, it just runs $\mathcal{A}$, but with the possibility to guess whether it enters a z-motion, in which case it swaps to mode Z .
- in mode Z (in state $q_{1}$ ), it simulates a z-motion in one pass, by guessing the ending state $q_{2}$, and switching to $R_{a, b}^{\mathcal{A}}\left(q_{1}, q_{2}\right)$ (or $L_{a, b}^{\mathcal{A}}\left(q_{1}, q_{2}\right)$, depending on the current direction), and guesses at each input letter whether the z-motion ends. If so, it either switches to mode $\mathcal{A}$, or stays in mode Z for a new z-motion.

Global elimination of nested z-motions. The automaton squeeze $(\mathcal{A})$ is however limited to the elimination of isolated z-motions, so there is not always a one-way run on every input word. Even worse, a single application of squeeze does not necessarily decrease the degree of nesting of z-motions, as we can see in the first application of squeeze in Figure 3.3.

The original proof only states that "repeating this derivation operation a sufficient number of times, a one-way automaton is obtained which defines the same [language as $\mathcal{A}$ ]" [RS59], as illustrated in Figure 3.3. In [FGRS13] we proved that it is sufficient to apply squeeze $\boldsymbol{H}^{2}$ times, where $\boldsymbol{H}=2|Q|+1$ is a bound on the length of crossing sequences. Indeed:

- applying squeeze $\boldsymbol{H}$ times decreases the nesting of z-motion sequences by (at least) one,
- and the nesting depth is bounded by $\boldsymbol{H}$.

Hence every run of $\mathcal{A}$ has a corresponding one-way run in squeeze $\boldsymbol{H}^{2}(\mathcal{A})$. By removing leftward transition rules in squeeze $H^{H^{2}}(\mathcal{A})$, we obtain a one-way automaton recognizing $\mathcal{L}(\mathcal{A})$.

Remark 1. The nesting structure of z-motions has a direct formulation in persistent homology, a domain mostly studied in the computer graphics community [ZC05]. It could be used to associate each z-motion with the factor of the input word it covers (named persistent interval in persistent homology), and also inductively on z-motions obtained after successive eliminations. A result of interest is that, if we consider that one step eliminates all elementary z-motions, then the number of steps to eliminate all reversals is bounded by the size of the maximal subset of intersecting intervals. However, in our case, this quantity is unbounded, as observed for instance in a "stairs" shape of run. A deeper understanding of this theory may still have consequences in the field of two-way transducers.


Figure 3.3: Z-motions removal by applications of squeeze.

### 3.1.3 Other known constructions

For sake of curiosity, we quickly review some other constructions proving that two-way automata can be translated into one-way automata. This section can be safely skipped by the busy reader.

Over-approximation of successful runs. Vardi proposed a kind of "subset construction" on two-way automata, that permits to build a non-deterministic one-way automaton recognizing the complement of the language of the two-way automaton [Var89].

In order to estimate if a word $u$ of length $n$ is accepted by a two-way automaton $\mathcal{A}=$ $(Q, \Sigma, \vdash, \dashv, \delta, I, F)$, one can try to build a series of sets $\left(T_{i}\right)_{0 \leq i \leq n+1}$ of states of $\mathcal{A}$, having the following properties:

- $T_{0}$ contains the initial states of $\mathcal{A}: I \subseteq T_{0}$,
- $T_{n+1}$ contains no final state of $\mathcal{A}: F \cap T_{n+1}=\emptyset$,
- for $0 \leq i \leq n+1$, if $q \in T_{i}$ and $a \in \Sigma$ then
- if $\left(q, a, q^{\prime}, \triangleleft\right) \in \delta$ then $q^{\prime} \in T_{i-1}$ (assuming $\left.0 \leq i-1\right)$
- if $\left(q, a, q^{\prime}, \triangleright\right) \in \delta$ then $q^{\prime} \in T_{i+1} \quad$ (assuming $\left.i \leq n\right)$

This is a kind of over-approximation of the accessibility relation, because it does not take the input into account when crossing a position several times. For instance reading an " $a$ " to the right, followed by reading a " $b$ " to the left is allowed here.

The key observation is that there exists such a sequence $\left(T_{i}\right)$ iff $u \notin \mathcal{L}(\mathcal{A})$. Indeed, if $u \in \mathcal{L}(\mathcal{A})$, i.e. there is a successful run of $\mathcal{A}$, then no such sequence $\left(T_{i}\right)$ exists, as the states
of this run will necessarily appear from $I \subseteq T_{0}$ to $T_{n+1}$, and thus $F \cap T_{n+1} \neq \emptyset$. Conversely, if $u \notin \mathcal{L}(\mathcal{A})$, one can build such a sequence $\left(T_{i}\right)$ by putting in each $T_{i}$ all the states reached at position $i$ in $\mathcal{A}$ on $u$ (assuming $\mathcal{A}$ is complete). This sequence $\left(T_{i}\right)$ verifies all the properties above, in particular $F \cap T_{n+1}=\emptyset$.

Then, one can easily build a non-deterministic one-way automaton building any sequence ( $T_{i}$ ) on-the-fly, hence recognizing the complement of $\mathcal{L}(\mathcal{A})$. This automaton has an exponential number of states compared to $\mathcal{A}$. The construction is then refined in order to obtain a deterministic one-way automaton, with $O\left(2^{|Q|^{2}}\right)$ states.

Another automata-centric translation has been proposed in [GO14], that transforms any twoway alternating finite automaton into a non-deterministic one-way automaton. This translation is also exponential, and this is tight.

Finite right congruence. Regular languages are characterized by one-way automata, but also by other means, notably algebraic ones. Indeed, regular languages correspond to languages having a finite syntactic monoid, and also to those having a finite right congruence (see Chapter 5). This latter characterization can also be used to show that two-way automata define regular languages, as explained in [Sak09, p. 173], and taught by Schützenberger.

Regular expressions. Yet another characterization of regular languages involves regular expressions. A direct translation of two-way automata into regular expression has been proposed by Hulden [Hul15]. It uses an intermediate word where the input letters are separated by triples (source state, target state, direction). Somehow, these triples describe the crossing sequence arising between positions. Regular expressions are used to check the consistency of the crossing sequence, locally. Then the regular expression is projected in order to recognize the input language.

Logic. Géraud Sénizergues and I are currently writing two new proofs that two-way automata recognize regular languages. Both proofs rely on an idea from Géraud Sénizergues: using "words of words" to encode configurations of two-way automata. The first proof uses the fact that, for order-2 pushdown automata, the set of configurations that such automata can reach, from a regular set of configurations, is itself regular [HO07]. The second one uses logic, and more precisely Muchnik's theorem [Sem84, MS92] to transfer the MSO-definability of a tree-structure $\mathcal{S}^{*}$ to the MSO-definability of its original relational structure $\mathcal{S}$.

### 3.2 From automata to transducers

Compared to the automata constructions, deciding the one-way definability of two-way transducers amounts to analyze how the outputs can be produced. In this section we provide some examples, and a high-level analysis of the one-way definability problem. We exhibit some key points that any algorithm for this problem has to address, and some lower bounds.

### 3.2.1 Properties of two-way transducers: primer

Let us consider a first example, to tackle the limits of one-way definability.
Example 3.1. We focus on the $f_{\text {copy }}$ function, already mentioned in Example 2.2, that maps a word $u$ to uu, over an alphabet $\Sigma=\{a, b\}$.

If $\operatorname{dom}\left(f_{\text {copy }}\right)=\Sigma^{*}$, then $f_{\text {copy }}$ is not one-way definable: the one-way transducer would have to store $u$, which is impossible with finitely many states.


Figure 3.4: Pumping two loops in a simple run.

However, if $\operatorname{dom}\left(f_{\text {copy }}\right)=(a b a)^{*}$, then $f_{\text {copy }}$ becomes one-way definable: a one-way transducer just needs to output, at each read letter, the next two letters in the sequence (aba)*, keeping track of the shift (i.e. emit successively $a b$, aa and ba).

This provides a first intuition: there is a tight link between one-way definability, and having outputs with bounded periods inside loops. We will now make this link more explicit.

Loops. When one wants to transform a two-way transducer into a one-way one, the problem is only to deal with "long" outputs. Indeed, "short" (say, bounded) outputs can be guessed and checked, and we could reuse the techniques mentioned for automata. And of course, "long" outputs are due to loops, hence the analysis of loops is the central point here. This is a real difference with automata constructions, where we did not have to consider them at all.

Usual loops in one-way automata are defined as a part of a run that starts and ends in the same state, which allows to build a new run on a new input where the corresponding factors (of the input and the run) are repeated (or "pumped"). When moving to two-way loops, this means that we need to have the same crossing sequences at the borders of the loop, in order to be able to pump both the input and the run. Formally, a loop of a run $\rho$ of a two-way transducer over an input word $u$ is an interval of positions $L=\left[x_{1}, x_{2}\right]$ of $u$ with identical crossing sequences in $\rho$.

Condition for one-way definability. Roughly speaking, a two-way transducer is not oneway definable when the run order and the input order are somehow inverted, i.e. when it has to produce (long) outputs at some position of the input word, but depends on distant (on the right) positions of the input word. This situation will be captured by Property $\mathcal{P}$ in the Rabin-Scott approach, and by the notion of inversion in the Shepherdson approach.

This situation is depicted in Figure 3.4 in the simplest case, i.e. a run that performs 3 passes on the whole input word, and contains two loops $L_{1}$ and $L_{2}$ that produce some output, for instance $w_{1} \neq \epsilon$ and $w_{4} \neq \epsilon$. Assume this two-way transducer $\mathcal{T}$ is one-way definable (and that all its runs have this shape). This corresponds to a problematic inversion as described above: the one-way transducer has to output $w_{4}$ after $w_{1}$, but reads $u_{2}$ (producing $w_{4}$ ) before $u_{4}$ (producing $w_{1}$ ). The one-way transducer must also have loops in order to recognize the same domain. For simplicity we assume here that they are delimited by exactly the same positions as the loops of the two-way transducer. Then, when pumping the loop $L_{1} n_{1}$ times, and the loop $L_{2} n_{2}$ times, the two transducers must produce the same output, that is:

$$
w_{1}^{n_{2}} w_{2} w_{3} w_{4}^{n_{1}}=v_{1} v_{2}^{n_{1}} v_{3} v_{4}^{n_{2}} v_{5}
$$

The inverted order between $n_{1}$ and $n_{2}$ in both sides of the equation permits to use some combinatorial tools (that we will expose next). In particular, it ensures that the word $w_{1} w_{2} w_{3} w_{4}$ (and generally, everything between $w_{1}$ and $w_{4}$ ) has a period bounded by some value depending only on the size of the two-way transducer (and not the input word). In other words:

$$
\exists u, v, p \text { such that } \quad w_{1} w_{2} w_{3} w_{4}=u^{p} v \quad \text { and }\left\{\begin{array}{l}
|u| \text { is polynomially bounded in }|\mathcal{T}|, \text { and } \\
v \text { is a prefix of } u .
\end{array}\right.
$$

This condition (the existence of $u, v$ and $p$ ) on every run of $\mathcal{T}$ is thus necessary for one-way definability. It is also sufficient. Indeed, an equivalent one-way run has to guess the positions of the loops (on the fly), the words $u$ and $v$ (there are finitely many), and to output $u^{p} v$ progressively, checking at each read letter that it outputs the right number of letters (as shown for instance in Example 3.1).

This analysis is limited to runs composed of a single sweep, (and without output in the last pass). The situation is much more involved in the general case:

- in a Rabin-Scott approach (as detailed in Section 3.3), the treatment of a single z-motion will be similar to this analysis, but with the intermediate shape of a z-motion outputting $\epsilon$ on the backward pass. One of the difficulties is to prove that a two-way transducer is one-way definable iff all its z-motions are (inductively). The squeeze operation and the construction of the one-way transducer will be very similar to that automata case.
- in a Shepherdson approach (as detailed in Section 3.4), two difficulties arise:

1. with multiple sweeps, there can be several pairs of one-way definable loops like $\left(L_{1}, L_{2}\right)$, but at different levels. As we will see, they have to form "stairs". This will induce a notion of "block decomposition".
2. generally, reversals may appear at inner positions, not only at the border, and in particular inside loops. It becomes difficult to derive word equations that will ensure bounded periodicity. We will need to identify components inside loops, and focus on idempotent loops to circumvent this.

Combinatorics toolbox. Most of the combinatorial parts of the proofs are solved using Fine-Wilf's theorem.
Theorem 3.1 (Fine-Wilf's theorem [FW65]). If $w_{1}=w_{1}^{\prime} w w_{1}^{\prime \prime}$ has period $p_{1}, w_{2}=w_{2}^{\prime} w w_{2}^{\prime \prime}$ has period $p_{2}$, and the common factor $w$ has length at least $p_{1}+p_{2}-\operatorname{gcd}\left(p_{1}, p_{2}\right)$, then $w_{1}, w_{2}$, and $w_{3}=w_{1}^{\prime} w w_{2}^{\prime \prime}$ have period $\operatorname{gcd}\left(p_{1}, p_{2}\right)$.

From Fine-Wilf's theorem, we derive two properties. The first one gives, from the equation obtained from pumping loops, a bound on the period of the pumped output.
Lemma 3.1. Consider a word equation of the form

$$
v_{0}^{\left(n_{1}, n_{2}\right)} v_{1}^{n_{1}} v_{2}^{\left(n_{1}, n_{2}\right)} v_{3}^{n_{2}} v_{4}^{\left(n_{1}, n_{2}\right)}=w_{0} w_{1}^{n_{2}} w_{2} w_{3}^{n_{1}} w_{4}
$$

where $n_{1}, n_{2}$ are the unknowns, $v_{1}, v_{3}$ are non-empty words, and $v_{0}^{\left(n_{1}, n_{2}\right)}$ is a word with iterated factors of the form $v_{0}^{n_{1}}$ or $v_{0}^{n_{2}}$ (and resp. for $v_{2}^{\left(n_{1}, n_{2}\right)}$ and $v_{4}^{\left(n_{1}, n_{2}\right)}$ ). If the above equation holds for all $n_{1}, n_{2} \in \mathbb{N}$, then

$$
v_{1} v_{1}^{n_{1}} v_{2}^{\left(n_{1}, n_{2}\right)} v_{3}^{n_{2}} v_{3}
$$

has period $\operatorname{gcd}\left(\left|v_{1}\right|,\left|v_{3}\right|\right)$ for all $n_{1}, n_{2} \in \mathbb{N}$.
The second property allows to transfer the properties from the pumped run, to the original run.
Lemma 3.2. Assume that $v_{0} \boldsymbol{v}_{1}^{\boldsymbol{n}} v_{2} \cdots v_{k-1} \boldsymbol{v}_{\boldsymbol{k}}^{\boldsymbol{n}} v_{k+1}$ has period $p$ for some $n>p$. Then $v_{0} \boldsymbol{v}_{\mathbf{1}}^{\boldsymbol{n}_{\mathbf{1}}} v_{2} \cdots v_{k-1} \boldsymbol{v}_{\boldsymbol{k}}^{\boldsymbol{n}_{\boldsymbol{k}}} v_{k+1}$ has period $p$ for all $n_{1}, \ldots, n_{k} \in \mathbb{N}$.

Subruns. A difference between automata and transducers, is that, in the case of transducers, there may exist parts of runs that are not one-way definable even if the transducer is one-way definable. So, we will always take care of considering only parts of runs that can be embedded in a successful run. This can be enforced in all the proofs exposed here, but we skip the details for clarity.

Normalized runs. Still, some properties on runs of two-way automata transfer to two-way transducers. Notably, functional two-way transducers can be assumed to be normalized, in the exact same manner as for two-way automata, but for a different reason. Consider a nonnormalized run, and a crossing sequence with two locations $(x, y)$ and $\left(x, y^{\prime}\right)$ associated with the same state, with $y$ and $y^{\prime}$ of same parity. Then the part of the run between these two locations must have the empty word as output, otherwise another output word could be produced on the same input word by repeating this part, which would contradict functionality. The run obtained by removing this part is also successful (with the same output), and we can discard the non-normalized run. As for automata, this can be check easily on crossing sequences.

### 3.2.2 Lower bounds for one-way definability

Before describing some algorithms for deciding one-way definability, let us exhibit some lower bounds for this problem. The first one is obtained by encoding the emptiness of the intersection of a set of deterministic finite state automata, which is PSpace-hard.

Proposition 3.1. One-way definability of deterministic two-way transducers is PSpace-hard.
If one wants to build the equivalent one-way transducer, it will be of doubly exponential size in the worst case.

Proposition 3.2. There exists a family $\left(f_{n}\right)_{n \in \mathbb{N}}$ of functions from $\{0,1\}^{*}$ to $\{0,1\}^{*}$ such that:

- every $f_{n}$ can be implemented by a sweeping transducer of size $O\left(n^{2}\right)$, and
- every $f_{n}$ is one-way definable, but
- every one-way transducer implementing $f_{n}$ has at least $\Omega\left(2^{2^{n}}\right)$ states.

Consider for instance the "copy" function $f_{n}(u)=u u$, but on specific domains:
$\operatorname{dom}\left(f_{n}\right)=\left\{a_{0} w_{0} \cdots a_{2^{n}-1} w_{2^{n}-1} \mid \forall i, a_{i} \in\{0,1\}\right.$ and $w_{i}$ is the binary encoding of $i$ on $n$ bits $\}$
In other words, $w_{0}=0^{n}, w_{1}=0^{n-1} 1, \ldots$, and $w_{2^{n}-1}=1^{n}$. A sweeping transducer of size $O\left(n^{2}\right)$ can implement $f_{n}$. This transducer uses its first $n$ sweeps to check the $w_{i}$ 's: the $j$ th sweep checks the $j$ th bits to the right of $w_{i}$, using the $1 \rightarrow 0$ changes in the $(j+1)$ th bit as a hint to change its bit. Then, two additional sweeps are used to copy the input.

It is also possible to implement each $f_{n}$ by a one-way transducer, by simply outputting the $a_{i}$ 's and storing them, and also storing one $w_{i}$ at a time to check their correctness. It can be shown that any one-way transducer implementing $f_{n}$ has to store a word of exponential size, and thus requires a doubly exponential number of states [BGMP18].

### 3.3 Rabin-Scott approach

Let us now adapt the Rabin-Scott approach to transducers [FGRS13]. From a functional twoway transducer $\mathcal{T}$, we first define its z-motion transductions $\mathcal{R}_{a, b}^{\mathcal{T}}\left(q_{1}, q_{2}\right)$ and $\mathcal{L}_{a, b}^{\mathcal{T}}\left(q_{1}, q_{2}\right)$, similarly to $\mathcal{R}_{a, b}^{\mathcal{A}}\left(q_{1}, q_{2}\right)$ and $\mathcal{L}_{a, b}^{\mathcal{A}}\left(q_{1}, q_{2}\right)$ for the automaton $\mathcal{A}$. Then we exhibit a necessary and
sufficient condition for a z-motion transduction to be one-way definable. This Property $\mathcal{P}$ is central to our proof. It consists in a combinatorial condition on all loops of a z-motion transducer, but we prove that is is semantical, i.e. every z-motion transducer $\mathcal{Z}^{\prime}$ equivalent to $\mathcal{Z}$ also verifies Property $\mathcal{P}$. Then we show that if $\mathcal{T}$ is one-way definable, then all z-motion transductions $\mathcal{R}_{a, b}^{\mathcal{T}}\left(q_{1}, q_{2}\right)$ and $\mathcal{L}_{a, b}^{\mathcal{T}}\left(q_{1}, q_{2}\right)$ also are, which permits to use the squeeze operation on $\mathcal{T}$ exactly like we did on automata, and obtain an equivalent transducer with some removed z motions. This yields a decision procedure, by successively applying squeeze, each time checking that Property $\mathcal{P}$ holds on all z-motion transducers of the current transducer. If it fails before $\boldsymbol{H}^{2}$ applications of squeeze, then $\mathcal{T}$ is not one-way definable. Otherwise it is, and squeeze $\boldsymbol{H}^{\boldsymbol{H}}(\mathcal{T})$ is one-way, once its leftward transitions are removed. This section describes these steps.

### 3.3.1 Decomposing into elementary z-motions

Z-motion transducers. A z-motion transducer is similar to a two-way transducer, but its successful runs must end in a final state and have a rightward z-motion shape, as depicted in Figure 3.2. ${ }^{1}$ Also, the input word is not necessarily surrounded by $\vdash, \dashv$ letters, as z -motion transducers will be defined from subruns of two-way transducers. A $z$-motion transduction is a transduction that can be associated with a z-motion transducer. While z-motion transducers are not strictly speaking transducers, we use the same terminology, and most of the definitions apply.

Given a two-way transducer $\mathcal{T}$, we define its z-motion transductions $\mathcal{L}_{a, b}^{\mathcal{T}}\left(q_{1}, q_{2}\right)$ (resp. $\left.\mathcal{R}_{a, b}^{\mathcal{T}}\left(q_{1}, q_{2}\right)\right)$, where $a, b \in \Sigma$ and $q_{1}, q_{2}$ are states of $\mathcal{T}$, as the set of pairs $(u, v)$ obtained by considering a part of a successful run of $\mathcal{T}$ operating on the factor $u$ of the input word, having a shape of leftward (resp. rightward) z-motion, outputting $v$, starting in $q_{1}$ and ending in $q_{2} .{ }^{2}$

Property $\mathcal{P}$. Central to our proof is a characterization of one-way definable z-motion transductions by the following property.

Definition 3.1 (Property $\mathcal{P}$ ). Let $\mathcal{Z}$ be a z-motion transducer. We say that $\mathcal{Z}$ satisfies the property $\mathcal{P}$ if for all words $u \in \operatorname{dom}(\mathcal{Z})$, for all successful runs $\rho$ on $u$, and for all pairs of loops $\left(i_{1}, j_{1}\right)$ and $\left(i_{2}, j_{2}\right)$ of $\rho$ such that $j_{1} \leq i_{2}$, there exist $\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}, \beta_{5} \in \Sigma^{*}, f, g: \mathbb{N}^{2} \rightarrow \Sigma^{*}$ and constants $c_{1}, c_{1}^{\prime}, c_{2}, c_{2}^{\prime} \geq 0$ such that $c_{1}, c_{2} \neq 0$ and for all $k_{1}, k_{2} \geq 0$,

$$
f\left(k_{1}, k_{2}\right) x_{0} v_{1}^{\eta_{1}} x_{1} w_{1}^{\eta_{2}} x_{2} w_{2}^{\eta_{2}} x_{3} v_{2}^{\eta_{1}} x_{4} v_{3}^{\eta_{1}} x_{5} w_{3}^{\eta_{2}} x_{6} g\left(k_{1}, k_{2}\right)=\beta_{1} \beta_{2}^{k_{1}} \beta_{3} \beta_{4}^{k_{2}} \beta_{5}
$$

where $\eta_{i}=k_{i} c_{i}+c_{i}^{\prime}, i \in\{1,2\}$, and, $x_{i}$ 's, $v_{i}$ 's and $w_{i}^{\prime}$ s are words defined as depicted in Figure 3.5.
Let us briefly give some intuitions behind this word equation. The property will be used to characterize one-way definability of z-motion transducers, so imagine an equivalent one-way transducer running in parallel, on the same input $u$. When pumping the loops of the two-way transducer, the one-way transducer will have to produce the same output. So there must be corresponding loops in the one-way transducer. However, they may appear with some shift, and several occurrences of one loop may correspond to several occurrences of the corresponding loop. This explains that $\eta_{i}$ and $k_{i}$ may differ, and are linearly related. This also explains the functions $f$ and $g$ : when pumping, parts that are outside the $z$-motion may be produced differently in the two transducers.

[^7]

Figure 3.5: Output decomposition in property $\mathcal{P}$.

Besides these technicalities, the main point here is the alternating $c_{1} / c_{2} / c_{2} / c_{1}$ on the left side (through $k_{i}$ 's), versus $c_{1} / c_{2}$ on the right side. This will allow to infer some periodicity property on the output word, and thus a way to produce it from left to right.

As expected, Property $\mathcal{P}$ characterizes one-way definable z-motion transducers:
Proposition 3.3. $A$ z-motion transducer $\mathcal{Z}$ is one-way definable iff it satisfies Property $\mathcal{P}$, and in this case, a corresponding one-way transducer can be built. Moreover, the Property $\mathcal{P}$ is decidable.

The proof of this result is deferred to Section 3.3.3. We focus now on the decision algorithm itself: from this characterization of z-motions, how to obtain a characterization for the whole transducer?

### 3.3.2 Decision algorithm

Squeeze operator. In Section 3.1.2, we defined $\operatorname{squeeze}(\mathcal{A})$ as the two-way automaton built from the two-way automaton $\mathcal{A}$, where some $z$-motions (selected non-deterministically) are removed. In the case of transducers, this will not always be possible. However, if a transducer $\mathcal{T}$ is known to be one-way definable, then we will see that squeeze $(T)$ can be defined. This is maid possible by the following fact.

Proposition 3.4. If $\mathcal{T}$ if one-way definable, then all its $z$-motion transductions $\mathcal{L}_{a, b}^{\mathcal{T}}\left(q_{1}, q_{2}\right)$ and $\mathcal{R}_{a, b}^{\mathcal{T}}\left(q_{1}, q_{2}\right)$ are also one-way definable.

This is proved by showing that Property $\mathcal{P}$ holds in this case, and by applying Proposition 3.3. The proof is not complex, and follows the explanations following the definition of the Property $\mathcal{P}$.

Hence, if $\mathcal{T}$ is one-way definable, then squeeze $(\mathcal{T})$ is defined in the same manner as for automata (see Section 3.1.2), the only real difference is how a $z$-motion is replaced by a one-way part of run: This will be detailed in Section 3.3.3.

Algorithm. Let us now explicit in Algorithm 1 the decision algorithm for deciding whether a functional two-way transducer $\mathcal{T}$ is one-way definable. This algorithm tries to apply $\boldsymbol{H}^{2}$ times the squeeze operator on $\mathcal{T}$. Each time, it checks whether all its z-motion transductions are one-way definable. Indeed, if at some point this test fails, then we have found a transducer equivalent to $\mathcal{T}$, that is not one-way definable (by Proposition 3.4), and thus $\mathcal{T}$ itself is not oneway definable. Otherwise, after $\boldsymbol{H}^{2}$ applications of squeeze, one gets a transducer equivalent to $\mathcal{T}$, that is one-way once leftward transitions are removed (for the same reason as for automata, see Section 3.1.2), and thus $\mathcal{T}$ is one-way definable.

Testing whether all z -motion transductions of a transducer are one-way definable is decidable: One can define all the z-motion transducers recognizing them, and then check Property $\mathcal{P}$ on them (using Proposition 3.3).

```
Algorithm 1 Deciding one-way definability of a functional two-way transducer, by z-motion
elimination.
    function OneWayDefinable(functional two-way transducer \(\mathcal{T}\) ) : Boolean
        \(i \leftarrow 0\)
        \(\mathcal{T}^{\prime} \leftarrow \mathcal{T}\)
        while all z-motion transductions of \(\mathcal{T}^{\prime}\) are one-way definable and \(i \leq \boldsymbol{H}^{2}\) do
            \(\mathcal{T}^{\prime} \leftarrow \operatorname{squeeze}\left(\mathcal{T}^{\prime}\right)\)
            \(i \leftarrow i+1\)
        return \(i>\boldsymbol{H}^{2}\)
```

Complexity. The time complexity of Algorithm 1 is a tower of exponentials whose height depends on the size of $\mathcal{T}$, and is thus non elementary. Indeed, the squeeze operator produces a transducer that is doubly exponential in the size of its input transducer, as we will see later: it is decomposed in two successive steps, both of which induce an exponential blowup as they need to guess a word of size polynomial in the size of their input transducer. As squeeze is applied $\boldsymbol{H}=2|Q|+1$ times in the worst case, we obtain such a tower.

### 3.3.3 Dealing with elementary z-motions

In this Section we prove Proposition 3.3, i.e. that for z-motion transducers, Property $\mathcal{P}$ characterizes one-way definability, and is decidable.

Property $\mathcal{P}$ is semantical and necessary. Property $\mathcal{P}$ describes a property of the loops of a transducer, and as such it seems related to it. But in fact it is related to the transduction itself. This will allow us to reuse it at any time point during the transformation of the transducer.

Proposition 3.5. Let $\mathcal{T}$ and $\mathcal{T}^{\prime}$ be two equivalent $z$-motion transducers. $\mathcal{T}$ satisfies Property $\mathcal{P}$ iff $\mathcal{T}^{\prime}$ also does.

A first consequence is that Property $\mathcal{P}$ is a necessary condition for a z -motion transducer $\mathcal{T}$ to be one-way definable. Indeed, if $\mathcal{T}$ is one-way definable, we can take an equivalent one-way transducer and turn it into a z-motion transducer (by adding two passes producing $\epsilon$ ). It can easily be checked that this latter z-motion transducer satisfies Property $\mathcal{P}$, and by Proposition 3.5, so does $\mathcal{T}$.

Lemma 3.3. If a $z$-motion transducer is one-way definable, then it satisfies Property $\mathcal{P}$.
Property $\mathcal{P}$ implies one-way definability. Proving the converse of Lemma 3.3 requires to exploit Property $\mathcal{P}$ in order to turn a z -motion transducer into a one-way transducer. This constitutes the most technical part of the proof.

In order to simplify the proof, in particular the word combinatorics, we proceed in two steps, by introducing $\epsilon$-z-motion transducers as intermediate model. An $\epsilon$-z-motion transducer is simply a z-motion transducer producing $\epsilon$ in its backward pass. The structure of the proof is then:

1. we define Property $\mathcal{P}_{1}$ (describing the periodicity of the outputs in loops), show that it is implied by Property $\mathcal{P}$, and that any z-motion transducer satisfying Property $\mathcal{P}_{1}$ can be transformed into an equivalent $\epsilon$-z-motion transducer.
2. similarly, we define Property $\mathcal{P}_{2}$ of $\epsilon$-z-motion transducers, show that it is also implied by Property $\mathcal{P}$, and that any $\epsilon$-Z-motion transducer satisfying Property $\mathcal{P}_{2}$ can be transformed into an equivalent one-way transducer.


Figure 3.6: Decomposition of the output according to Property $\mathcal{P}_{1}$.

We only sketch the first step in this document, the second one follows the same ideas. It is interesting to explain this step, because it shows how to shift from a property on the existence of loops (Property $\mathcal{P}$ ) to a property on the periodicity of the output (Property $\mathcal{P}_{1}$ ). Property $\mathcal{P}_{1}$ is depicted in Figure 3.6.

Definition 3.2 (Property $\mathcal{P}_{1}$ ). Given a $z$-motion transducer $\mathcal{Z}$, and a pair $(u, v) \in \llbracket \mathcal{T} \rrbracket$, we say that $(u, v)$ satisfies Property $\mathcal{P}_{1}$ if for all runs $\rho$ of $\mathcal{Z}$ on $u$, there exists a position $\ell$ of $u$ and words $w, w^{\prime}, t_{1}, t_{2}, t_{3} \in \Delta^{*}$ such that:

- $w$ (resp. x) is the output of $\rho$ on the first pass, before (resp. after) $\ell$, and
- $y$ (resp. $t_{3}$ ) is the output of $\rho$ on the second pass, on the right of (resp. left of) $\ell$, and
- $w^{\prime}$ is the output of $\rho$ on the third pass, and
- $x y \in t_{1} t_{2}^{*}$, and
- $\left|t_{i}\right| \leq 4 . o . m^{3} .|\Delta|$ for every $i \in\{1,2,3\}$, where $m$ is the number of states of $\mathcal{Z}$ and o the size of the longest word in its transition rules.

We say that $\mathcal{Z}$ satisfies Property $\mathcal{P}_{1}$ if all $(u, v) \in \llbracket \mathcal{Z} \rrbracket$ satisfy it.
The important point in the definition is the last one, i.e. words $t_{i}$ are "small", i.e. bounded in the size of the transducer, independently of the word. This permits to build an equivalent $\epsilon$-z-motion transducer.

Proposition 3.6. If a $z$-motion transducer satisfies Property $\mathcal{P}_{1}$, then one can build an equivalent $\epsilon$-z-motion transducer.

The goal here is to produce the outputs of the first and second pass of the z -motion transducer $\mathcal{Z}$ only during the first pass. This can be obtained by guessing the $t_{i}$ 's, and also guessing the position $\ell$. Before $\ell, w$ is output, and $t_{3}$ is checked (running transitions in backward). After $\ell$, it remains to produce $x y$, i.e. the word in $t_{1} t_{2}^{*}$ with the same length as $x y$. This is achieved by outputting a prefix of $t_{1} t_{2}^{*}$ progressively. Each time a letter of the input word is read, it outputs the same amount of letters of $t_{1} t_{2}^{*}$ as the transitions used by $\mathcal{Z}$ on the first and second pass, and a counter is used to keep track of the current position in $t_{1} t_{2}^{*}$ (this counter is bounded: it does not need to distinguish the copies of $t_{2}$ ). Then, at the end of the first pass, $t_{3}$ is output, and the second pass can be performed without outputting anything.

Property $\mathcal{P}_{2}$ is similar but on $\epsilon$-Z-motion transducers: it states that one can find a position $\ell_{1}$ in the first pass, and a position $\ell_{2}$ in the third pass, such that the output between $\ell_{1}$ and $\ell_{2}$ is of the form $t_{1} t_{2}^{*} t_{3}$, which permits the construction of an equivalent one-way transducer with the same kind of technique.

Moreover, Property $\mathcal{P}$ implies Property $\mathcal{P}_{1}$ and Property $\mathcal{P}_{2}$. These proofs rely on word combinatorics. They consist in case analyses, some of them being solved using Fine-Wilf's theorem (Theorem 3.1).

Proof of Proposition 3.3. We can now plug these ingredients to get a proof that a z-motion transducer $\mathcal{T}$ is one-way definable iff it satisfies Property $\mathcal{P}$. By Lemma 3.3 , if $\mathcal{Z}$ is one-way definable, then it satisfies Property $\mathcal{P}$.

For the converse, assume now that $\mathcal{T}$ satisfies Property $\mathcal{P}$. As we have seen, this implies that $\mathcal{T}$ also satisfies Property $\mathcal{P}_{1}$, and we can, by Proposition 3.6, build an equivalent $\epsilon$-z-motion transducer $\mathcal{Z}^{\prime}$. By Proposition $3.5, \mathcal{Z}^{\prime}$ also satisfies Property $\mathcal{P}$, and thus also Property $\mathcal{P}_{2}$. This allows us to build an equivalent one-way transducer $\mathcal{Z}^{\prime \prime}$.

It remains to show that Property $\mathcal{P}$ is decidable. It suffices to build $\mathcal{Z}^{\prime \prime}$ as explained above, and then check whether $\mathcal{Z}^{\prime \prime}$ is equivalent to $\mathcal{Z}$. Indeed, if $\mathcal{Z}$ is one-way definable, they will be equivalent. If $\mathcal{Z}$ is not one-way definable, then they cannot be equivalent, as $\mathcal{Z}^{\prime \prime}$ is one-way.

### 3.4 Shepherdson approach

As we have seen, the Rabin-Scott approach for deciding one-way definability led to an algorithm with non-elementary complexity. We study now the Shepherdson approach with the objective of improving the complexity. The price to pay, is that the proof will be less "compositional", and we will have to carefully analyze the loops of two-way transducers, a challenging task.

### 3.4.1 Results and road map

The Shepherdson approach leads to the following result, that we prove in this section.
Theorem 3.2. There is an algorithm that takes as input a functional two-way transducer $\mathcal{T}$ and outputs in 3ExpTime a one-way transducer $\mathcal{T}^{\prime}$ satisfying the following properties:

1. $\mathcal{T}^{\prime} \subseteq \mathcal{T}$,
2. $\operatorname{dom}\left(\mathcal{T}^{\prime}\right)=\operatorname{dom}(\mathcal{T})$ if and only if $\mathcal{T}$ is one-way definable,
3. $\operatorname{dom}\left(\mathcal{T}^{\prime}\right)=\operatorname{dom}(\mathcal{T})$ can be checked in 2ExpSpace.

Moreover, if $\mathcal{T}$ is a sweeping transducer, then $\mathcal{T}^{\prime}$ can be constructed in 2ExpTiME and $\operatorname{dom}\left(\mathcal{T}^{\prime}\right)=$ $\operatorname{dom}(\mathcal{T})$ is decidable in EXPSPACE.

In order to prove this theorem, we first focus on the conditions for one-way definability. We already gave some intuitions on the notions of inversion and decomposition. These will be explained in further details later.

Theorem 3.3. Given a functional two-way transducer $\mathcal{T}$, an integer $\boldsymbol{B}$ can be computed such that the following are equivalent:
$\mathbf{P 1 ) ~} \mathcal{T}$ is one-way definable,
P2) for every successful run of $\mathcal{T}$ and every inversion in it, the output produced amid the inversion has period at most $\boldsymbol{B}$,

P3) every successful run of $\mathcal{T}$ admits a $\boldsymbol{B}$-decomposition.
We first prove $\mathbf{P 1} \rightarrow \mathbf{P 2} \rightarrow \mathbf{P} 3$ for sweeping transducers, which loops are easier to analyze. We then analyze the general two-way case, and prove $\mathbf{P 1} \rightarrow \mathbf{P 2} \rightarrow \mathbf{P 3} \rightarrow \mathbf{P 1}$ for two-way transducers. Indeed $\mathbf{P 3} \rightarrow \mathbf{P} 1$ is not simpler in the sweeping case. The proof that Theorem 3.3 implies Theorem 3.2 is deferred to the end of this Section.


Figure 3.7: An inversion and the effect of pumping in an equivalent one-way transducer $\mathcal{T}^{\prime}$.

### 3.4.2 Sweeping case

From now on, we fix a functional non-deterministic sweeping transducer $\mathcal{T}$ and analyze one of its successful runs $\rho$.

Inversions: $\mathbf{P 1} \rightarrow \mathbf{P} 2$. The notion of inversion is illustrated in Figure 3.7.
Definition 3.3 (Inversion (sweeping case)). An inversion of the run $\rho$ is a tuple $\left(L_{1}, \ell_{1}, L_{2}, \ell_{2}\right)$ such that

1. $L_{1}, L_{2}$ are loops of $\rho$,
2. $\ell_{1}=\left(x_{1}, y_{1}\right)$ and $\ell_{2}=\left(x_{2}, y_{2}\right)$ are the first positions of factors of $\rho$ in $L_{1}$ and $L_{2}$, respectively,
3. $x_{1}>x_{2}$, while $\ell_{2}$ follows $\ell_{1}$ in the run,
4. for both $i=1$ and $i=2$, out $\left(\operatorname{tr}\left(\ell_{i}\right)\right.$ ) is non-empty (where $\operatorname{tr}\left(\ell_{i}\right)$ is the part of the run starting at $\ell_{i}$ and crossing $L_{i}$ ) and
5. there is no loop strictly included in $L_{i}$ producing a non-empty output at the level of $\operatorname{tr}\left(\ell_{i}\right)$ (for both $i \in\{1,2\}$ ).

This definition formalizes the intuitions given in Section 3.2.1: an inversion between the run order and the input order (Condition 3), producing non-empty outputs (Condition 4).

Condition 5 requires that these inversions are "minimal", in the sense that they do not include loops with the same property. This allows to bound the outputs $v_{1}$ and $v_{2}$ of both factors of $\rho$ in $L_{1}$ (resp. $L_{2}$ ) starting at $\ell_{1}$ (resp. $L_{2}$ ) by the constant $\boldsymbol{B}=\boldsymbol{C}|Q|^{\boldsymbol{H}}+1$ where $\boldsymbol{C}$ is the maximal length of outputs in the transitions of $\mathcal{T}$, and $\boldsymbol{H}=2|Q|-1$ is the maximal length of a crossing sequence. This will be useful for bounding the period, as it will be bounded by $\left|v_{1}\right|$ and $\left|v_{2}\right|$, and thus by $\boldsymbol{B}$. Indeed, we can prove the following property, i.e. $\mathbf{P 1} \rightarrow \mathbf{P} 2$ (a slightly stronger statement is used in the complete proof):

Proposition 3.7. If the functional sweeping transducer $\mathcal{T}$ is one-way definable, then the following property $\mathbf{P} 2$ holds:

For all inversions $\left(L_{1}, \ell_{1}, L_{2}, \ell_{2}\right)$ of $\rho$, the period of out $\left(\rho\left[\ell_{1}, \ell_{2}\right]\right)$ is bounded by $\boldsymbol{B}$.
The proof follows the ideas exposed on a simple case in Section 3.2.1. It uses the combinatorial properties based on Fine-Wilf's theorem: Lemma 3.1 to bound the period of the output in the pumped run, and Lemma 3.2 to lift it to the original run.


Figure 3.8: A non-singleton $S^{*}$-equivalence class seen as a series of overlapping inversions.

Run decomposition: P2 $\rightarrow$ P3. From this property P2, we aim now at building a complete decomposition of the run $\rho$ into "one-way definable" parts. A first step towards such a decomposition, is to generalize Proposition 3.7 to a series of overlapping inversions, instead of a single one.

We formalize this through the binary relation S . For every pair of locations $\ell, \ell^{\prime}$ of $\rho$, we have $\ell \mathrm{S} \ell^{\prime}$ iff $\ell$ and $\ell^{\prime}$ are inside the same inversion $\left(L_{1}, \ell_{1}, L_{2}, \ell_{2}\right)$ of $\rho$, i.e. between $\ell_{1}$ and $\ell_{2}$. We denote by $S^{*}$ the reflexive and transitive closure of $S$, which constitutes an equivalence relation. The relation $S^{*}$ may gather distinct inversions together, and in fact it gathers overlapping inversions, in the intuitive way: the second inversion begins inside the first one. Consider for instance the situation depicted in Figure 3.8. The inversions ( $L_{0}, \ell_{0}, L_{1}, \ell_{1}$ ) and ( $L_{2}, \ell_{2}, L_{3}, \ell_{3}$ ) overlap, as $\ell_{2}$ is between $\ell_{0}$ and $\ell_{1}$. As stated above, this permits to extend the bounded periodicity of the output to a whole equivalence class of $\mathrm{S}^{*}$ :

Lemma 3.4. If $\rho$ satisfies $\mathbf{P} 2$ and if $\ell$ and $\ell^{\prime}$ are two locations of $\rho$ such that $\ell$ precedes $\ell^{\prime}$ in $\rho$, and $\ell \mathrm{S}^{*} \ell^{\prime}$, then out $\left(\rho\left[\ell, \ell^{\prime}\right]\right)$ has period at most $\boldsymbol{B}$.

However, S* may have several equivalence classes. This corresponds to having some series of inversions that do not overlap, typically on separate levels. Indeed we need a more global notion of "decomposition" of $\rho$, as depicted in Figure 3.9. The thick arrows indicate outputs that are unbounded, but with a bounded period, while dotted lines denote parts with a bounded output. Let us define a $\boldsymbol{B}$-decomposition of $\rho$ and show how it applies on the depicted run.

A $\boldsymbol{B}$-decomposition of $\rho$ is a partition of $\rho$ into $\boldsymbol{B}$-blocks and $\boldsymbol{B}$-diagonals, where:

- a $\boldsymbol{B}$-block is a factor $\rho\left[\ell, \ell^{\prime}\right]$ of $\rho$ (like $B_{1}$ and $B_{2}$ ) which output has a period bounded ${ }^{3}$ by $2 \boldsymbol{B}$, and such that the output produced in positions between $\ell=(x, y)$ and $\ell^{\prime}=\left(x^{\prime}, y^{\prime}\right)$ but outside $\left[x, x^{\prime}\right]$ (depicted as dotted lines) is bounded by $2 \boldsymbol{H} \boldsymbol{B}$.
- a $\boldsymbol{B}$-diagonal is a factor $\rho\left[\ell, \ell^{\prime}\right]$ of $\rho$ (like $D_{1}$ and $D_{2}$ ) made of floors (thick arrows in the figure), i.e. rightward factors of $\rho$, that do not overlap vertically and that have a period bounded by $2 \boldsymbol{B}$, and separated by factors of $\rho$ (dotted lines) having an output bounded by $2 \boldsymbol{H B}$.
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Figure 3.9: Decomposition of a run into diagonals and blocks.
Now, it remains to show that Property P2 implies a $\boldsymbol{B}$-decomposition. We already did a part of the job when studying the overlapping inversions (through the relation $S^{*}$ ). Indeed, we can show that:

1. every (non-singleton) equivalence class of $S^{*}$ defines a $\boldsymbol{B}$-block,
2. outside these blocks, every part of the run is a $\boldsymbol{B}$-diagonal.

For the first point, we do not explicit in details how a $\boldsymbol{B}$-block is "defined" from an equivalence class of $S^{*}$, but, roughly speaking, it is the bounding box including all inversions of that class. This ensures that, on the left and on the right of a $\boldsymbol{B}$-block (at the same levels), the output is bounded: otherwise, there would be an inversion in this area, which should have been included in that bounding box. The bound on the period of $\boldsymbol{B}$-blocks is given by Lemma 3.4.

The second point is proved in two steps. First, one can show that two distinct $\boldsymbol{B}$-blocks cannot overlap vertically (i.e. share some positions of the input word): they would have to merge. Now, between two blocks, productive loops have to be arranged in a monotonic way (i.e. a loop has to use input positions after the preceding one, and produce only at one level), otherwise they would form an inversion, and thus a $\boldsymbol{B}$-block. This defines the floors. Also, this permits to bound the length of outputs outside these floors: a large output outside floors would imply an inversion.

This terminates the proof that $\mathbf{P 2} \rightarrow \mathbf{P} 3$ for sweeping transducers. We will prove $\mathbf{P 3} \rightarrow$ $\mathbf{P} 1$ for the general case in the next section.

### 3.4.3 General case

Let us now prove Theorem 3.3, i.e. $\mathbf{P} 1 \rightarrow \mathbf{P} \mathbf{2} \rightarrow \mathbf{P} \mathbf{3} \rightarrow \mathbf{P} 1$, for arbitrary functional two-way transducers (not necessarily sweeping). We fix such a transducer $\mathcal{T}$ for this section, and a successful normalized run $\rho$ of it on an input word $u$. We also keep the constant $\boldsymbol{H}=2|Q|-1$ as the length of the maximal crossing sequence in $\rho$. The proof follows the same lines as for sweeping transducers, but with additional difficulties concerning loops. In order to retrieve word equations similar to the sweeping case, we define the notions of idempotent loops and their components.

Idempotent loops and components. Let us analyze slices of runs defined by intervals of the input word (not necessarily loops), and the way they can be composed. Such a slice on an interval $I$ can be abstracted by three elements: the two crossing sequences $c_{1}, c_{2}$ at the borders, and the internal shape, i.e. how locations at the borders are linked. We name this shape the flow $F_{I}$ of the interval $I$, and these three elements its effect $E_{I}=\left(F_{I}, c_{1}, c_{2}\right)$.


Figure 3.10: Pumping a loop in a two-way run.

Formally, the flow $F_{I}$ of the interval $I=\left[x_{1}, x_{2}\right]$ of positions of the input word is the graph which nodes are $\{0, \ldots, h\}$, where $h$ is the maximal length of the two crossing sequences at $x_{1}$ and $x_{2}$, and where an edge $y \rightarrow y^{\prime}$ denotes that there is a factor of the run $\rho$ that starts at $(x, y)$ and ends at $\left(x^{\prime}, y^{\prime}\right)$, where $x$ and $x^{\prime}$ are at the border of $I\left(\left\{x, x^{\prime}\right\} \subseteq\left\{x_{1}, x_{2}\right\}\right)$. Consider for instance the interval $I$ on the left of Figure 3.10. The flow $F_{I}$ has nodes $\{0, \ldots, 4\}$ and edges $0 \rightarrow 1 \rightarrow 3 \rightarrow 4 \rightarrow 2 \rightarrow 0$.

Then we define finite semigroups for flows and effects. Indeed, from two flows $F$ and $F^{\prime}$, one can define the new flow $F \circ F^{\prime}$ obtained by plugging $F$ and $F^{\prime}$ if possible, or a special element $\perp$ if not. We do not formalize this operation here, but the definition follows the intuition. For instance the flow $F_{I} \circ F_{I}$ is illustrated in the middle of Figure 3.10. From two effects $E=\left(F, c_{1}, c_{2}\right)$ and $E^{\prime}=\left(F^{\prime}, c_{1}^{\prime}, c_{2}^{\prime}\right)$, one defines $E \odot E^{\prime}=\left(F \circ F^{\prime}, c_{1}, c_{2}^{\prime}\right)$ whenever $c_{1}=c_{2}^{\prime}$ and $F \circ F^{\prime} \neq \perp$, and $\perp$ otherwise.

We can now use these operations to identify loops of special interest: a loop $L$ is idempotent if $E_{L}=E_{L} \odot E_{L}$ and $E_{L} \neq \perp$. For instance if we consider $I$ as a loop in Figure 3.10 (it is the case if it has the same crossing sequences at its borders), we see that $I$ is not idempotent. For instance $2 \rightarrow 0$ in $E_{I}$ while $2 \rightarrow 3$ in $E_{I} \odot E_{I}$ (in the middle of the figure). One can check that $E_{I} \odot E_{I}$ is itself idempotent. Recall that our goal is to get word equations similar to the sweeping case when pumping loops. On non-idempotent loops like $I$ in Figure 3.10, some factors are inverted when pumping, like the red dotted factors. We need one more notion to retrieve nice word equations: components.

A component of a loop $L$ is a strongly connected component in $F_{L}$. The main property of components is that they will "group" factors that will be pumped. We can observe this in Figure 3.11, where each component is identified with a colour. A tight analysis of components shows that they form intervals in flows (they do not "interleave"), and that a left-to-right component starts with $k$ left-to-left edges, then one left-to-right edge, and finally $k$ right-toright edges (and symmetrically for right-to-left components). Hence we are allowed to talk about the crossing factor of a component (the unique factor crossing the interval).

Inversions: P1 $\rightarrow \mathbf{P 2}$. With idempotent loops and components, we can now obtain word equations similar to the sweeping case. For this we associate with each component the factor of $\rho$ that will be repeated when pumping. Informally, consider the crossing factor $i \rightarrow j$ of the component $C$ (for instance $2 \rightarrow 0$ in the blue component in Figure 3.11). Start from this edge, and follow the cycle in $C(2 \rightarrow 0 \rightarrow 1 \rightarrow 2)$. Build the corresponding run factor (here it produces $\alpha_{2} \alpha_{1} \alpha_{3}$ ). This will be the pumped factor. Let us name it $\rho_{C}$.

Proposition 3.8. Let $L$ be an idempotent loop of $\rho$ with components $C_{1}, \ldots, C_{k}$, (listed in


Figure 3.11: Pumping an idempotent loop with three components.
increasing order of their domains). Let $\ell_{i}$ denote the first location of the crossing factor of $C_{i}$ in $\rho$, for $1 \leq i \leq k$. For all $n \in \mathbb{N}$, the run obtained after pumping $L n$ times in $\rho$ is:

$$
\rho_{0} \rho_{C_{1}}{ }^{n} \rho_{1} \cdots \rho_{k-1} \rho_{C_{k}}{ }^{n} \rho_{k}
$$

where

- $\rho_{0}$ is the prefix of $\rho$ that ends at $\ell_{1}$,
- $\rho_{k}$ is the suffix of $\rho$ that starts at $\ell_{k}$,
- $\rho_{i}$ is the factor $\rho\left[\ell_{i}, \ell_{i+1}\right]$, for all $1 \leq i<k$.

This can be observed in Figure 3.11, where the idempotent loop $L$ has been pumped two times. The locations $\ell_{1}, \ell_{2}$ and $\ell_{3}$ of the three components are indicated by filled dots. Hence $\operatorname{out}\left(\rho_{C_{1}}\right)=\alpha_{2} \alpha_{1} \alpha_{3}$. And indeed, in the pumped run, one can observe that the factor $\alpha_{2} \alpha_{1} \alpha_{3}$ is repeated, starting from $\ell_{1}$. Similarly, out $\left(\rho_{C_{2}}\right)=\beta_{2} \beta_{1} \beta_{3}$ and out $\left(\rho_{C_{3}}\right)=\gamma_{1}$.

Let us fix the constants for the general (non-sweeping) case. We take $\boldsymbol{B}=\boldsymbol{C} \cdot \boldsymbol{H} \cdot\left(2^{3 E}+\right.$ 4) $+4 \boldsymbol{C}$, where $\boldsymbol{C}$ is the maximal size of outputs in transition rules of $\mathcal{T}, \boldsymbol{H}=2|Q|-1$ is the maximal length of crossing sequences, and $\boldsymbol{E}=(2|Q|)^{2 \boldsymbol{H}}$ is the size of the effects semigroup of $\mathcal{T}$. Hence $\boldsymbol{B}$ is doubly exponential in $|\mathcal{T}|$.

Using Ramsey-type arguments on the effects semigroup (in fact, Simon's factorization forest theorem [ $\operatorname{Sim} 90, \mathrm{Col07}]$ ) we can prove that any interval $I$ of input positions on which the output of $\rho$ exceeds $\boldsymbol{B}$ contains an idempotent loop with non-empty output.

Let us now define inversions in the two-way case. It is very similar to the sweeping case (Definition 3.3), but we do not include the last condition on the minimality of loops, as it will better be included in the theorems.

Definition 3.4 (Inversion (two-way case)). An inversion of the run $\rho$ is a tuple ( $L_{1}, \ell_{1}, L_{2}, \ell_{2}$ ) where:

1. $L_{1}$ and $L_{2}$ are idempotent loops,
2. $\ell_{i}$ is the first location of the crossing factor of a component $C_{i}$ of $L_{i}$ (for both $i \in\{1,2\}$ ),
3. $\ell_{1}=\left(x_{1}, y_{1}\right)$ precedes $\ell_{2}=\left(x_{2}, y_{2}\right)$ in $\rho$, while $x_{1}>x_{2}$,
4. the output of $\rho$ for $C_{i}$ is non-empty (for both $i \in\{1,2\}$ ).


Figure 3.12: An example of an inversion ( $L_{1}, \ell_{1}, L_{2}, \ell_{2}$ ) of a two-way run.


Figure 3.13: A decomposition of a run of a two-way transducer.

The definition permits situations that were not encountered in the sweeping case. Consider for instance the situation in Figure 3.12, where the non-empty outputs are indicated by red arrows. These producing factors are not "inverted", but will be when pumping. Still, this constitutes an inversion because in the definition, the inversion must occur on the crossing factors of the components, while the producing factor may be anywhere in the components (not necessarily inverted).

With this definition of inversions, we aim now at proving $\mathbf{P} 1 \rightarrow \mathbf{P} 2$ with the following property P2, similar to the sweeping case. ${ }^{4}$

Proposition 3.9. If $\mathcal{T}$ is one-way definable, then the following property $\mathbf{P} 2$ holds:
For all inversions $\left(L_{1}, \ell_{1}, L_{2}, \ell_{2}\right)$ of $\rho$, the period of out $\left(\rho\left[\ell_{1}, \ell_{2}\right]\right)$ is bounded by $\boldsymbol{B}$.
Like in the sweeping case (and the simple case in Section 3.2.1), the proof relies on Lemma 3.1 to bound the period of the output in the pumped run, and Lemma 3.2 to lift it to the original run. Here, minimal loops must be defined with extra care (to replace the last condition of inversion in the sweeping case), as more complex situations may arise.

Run decomposition: P2 $\rightarrow$ P3. Let us now show that P2, as expressed in Proposition 3.9, implies P3, i.e. a decomposition of the run. The proof of that part is very similar to the sweeping case, except the definition of the decomposition (diagonals and blocks), and some adaptations of the proof, that we survey here.

A $\boldsymbol{B}$-decomposition of a run $\rho$ of a two-way transducer (see Figure 3.13) is still a partition of $\rho$ into $\boldsymbol{B}$-blocks and $\boldsymbol{B}$-diagonals, where:
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Figure 3.14: A diagonal.


Figure 3.15: A block.

- a $\boldsymbol{B}$-diagonal (as depicted in Figure 3.14) is a factor of $\rho$ delimited by locations $\ell=(x, y)$ and $\ell^{\prime}=\left(x^{\prime}, y^{\prime}\right)$, such that for every position $x^{\prime \prime}$ in $\left[x, x^{\prime}\right]$, one can find a location $\ell_{x^{\prime \prime}}$ at that position such that the output of $\rho\left[\ell, \ell^{\prime}\right]$ before $\ell_{x^{\prime \prime}}$ with positions after $x^{\prime \prime}$ is bounded by $\boldsymbol{B}$, and also the output of $\rho\left[\ell, \ell^{\prime}\right]$ after $\ell_{x^{\prime \prime}}$ with positions before $x^{\prime \prime}$ (dotted lines in Figure 3.14).
- a $\boldsymbol{B}$-block (see Figure 3.15) is a factor of $\rho$ delimited by locations $\ell=(x, y)$ and $\ell^{\prime}=\left(x^{\prime}, y^{\prime}\right)$ which output has a period bounded by $\boldsymbol{B},{ }^{5}$ and such that the parts of this factor to the left (resp. right) of $\left[x, x^{\prime}\right]$ have an output bounded by $\boldsymbol{B}$ (dotted lines in Figure 3.15).
$\boldsymbol{B}$-blocks and $\boldsymbol{B}$-diagonals have a different formulation than in the sweeping case, but in fact capture similar factors. In particular, on a "sweeping run" the definitions coincide.

Now, assume that P2 holds (every inversion has an output with bounded period, Proposition 3.9), and let us build a $\boldsymbol{B}$-decomposition (P3). As for the sweeping case, we define the binary relation S between locations involved in an inversion, and its reflexive transitive closure $S^{*}$. Proving that the output in a $S^{*}$-class is bounded is exactly like in the sweeping case. In order to show that such a class defines a $B$-block, one must prove that outputs to the left (resp. right) of the block are bounded, and this requires once again Simon's factorization forest theorem [Sim90, Col07]. Proving that these $\boldsymbol{B}$-blocks do not overlap vertically is done as in the sweeping case. And finally, proving that we have $\boldsymbol{B}$-diagonals outside $\boldsymbol{B}$-blocks uses a similar line, once more with Ramsey-like arguments to show that one can find an idempotent loop when outputs are larger than $\boldsymbol{B}$. This concludes the proof that $\mathbf{P} 2 \rightarrow \mathbf{P} 3$.

Building the one-way transducer: P3 $\rightarrow \mathbf{P 1}$. We complete the proof of Theorem 3.3 by proving that $\mathbf{P 3} \rightarrow \mathbf{P} 1$. Let $\mathcal{T}$ be a functional two-way transducer, and $D$ be the language of words $u \in \operatorname{dom}(\mathcal{T})$ such that all successful runs of $\mathcal{T}$ on $u$ admit a $\boldsymbol{B}$-decomposition. We have proved (through P2) that if $\mathcal{T}$ is one-way definable ( $\mathbf{P} 1)$, then $D=\operatorname{dom}(\mathcal{T})(\mathbf{P} 3)$.

We describe now a procedure to build a one-way transducer $\mathcal{T}^{\prime}$ from $\mathcal{T}$. This transducer is a kind of "one-way best effort", that will guess-and-check $\boldsymbol{B}$-decompositions. In that sense:

1. it will always be correct w.r.t. $\mathcal{T}$, i.e. $\llbracket \mathcal{T}^{\prime} \rrbracket \subseteq \llbracket \mathcal{T} \rrbracket$, and
2. its domain $\operatorname{dom}\left(\mathcal{T}^{\prime}\right)$ is the set of words having some successful run of $\mathcal{T}$ having a $\boldsymbol{B}$ decomposition, thus $D \subseteq \operatorname{dom}\left(\mathcal{T}^{\prime}\right)$.

This will prove that $\mathbf{P} 3 \rightarrow \mathbf{P} 1$ : if $\mathbf{P} 3$ holds then $D=\operatorname{dom}(\mathcal{T})$, and thus $\llbracket \mathcal{T}^{\prime} \rrbracket=\llbracket \mathcal{T} \rrbracket$, and $\mathcal{T}$ is one-way definable (P1).

We roughly describe how the one-way transducer $\mathcal{T}^{\prime}$ can be built from the two-way transducer $\mathcal{T}$. While reading the input word, $\mathcal{T}^{\prime}$ guesses a $\boldsymbol{B}$-decomposition (as in Figure 3.13), meaning that it switches between two modes: a "diagonal mode" and a "block" mode.

[^10]Before describing these modes, imagine that $\mathcal{T}^{\prime}$ updates a set of pieces of two-way runs that are dynamically and non-deterministically guessed and checked, of output size bounded by $\boldsymbol{B}$, and $\mathcal{T}^{\prime}$ has at most $\boldsymbol{H}=2|Q|-1$ of such pieces. They will be used in some places to (try to) complete a run. Let us name this the "bag" of $\mathcal{T}$ ".

Assume that $\mathcal{T}^{\prime}$ enters in "diagonal mode" at location $\ell$ (illustrated in Figure 3.14). The definition of a diagonal allows to build "stairs" (similar to the diagonals in the sweeping case): parts of the two-way run ("floors") may produce unbounded outputs, but they appear one after the other in the input order, and parts of the run in-between have an output bounded by $\boldsymbol{B}$. Hence it suffices for $\mathcal{T}^{\prime}$ to (progressively) guess the positions of the floors, and guess and check the bounded output in-between using its bag, and emit those outputs when moving from one floor to the next.

Assume now that $\mathcal{T}^{\prime}$ enters a "block" mode, as depicted in Figure 3.15. It has to guess the period (bounded by $\boldsymbol{B}$ ) of the output, and produce it progressively, by respecting both the periodicity and the size of the output, as we have already seen for instance in Example 3.1. The "bag" must be used when the two-way run uses input positions outside the block (to the left or to the right). In that case both periods must match: the period coming from the bag, and the period guessed for the block. The output can then be emitted for that part (from the definition of blocks, it is bounded by $\boldsymbol{B}$, as it is placed to the left and to the right of blocks).

Hence, every successful run of $\mathcal{T}^{\prime}$ corresponds to a successful run of $\mathcal{T}$ with a $\boldsymbol{B}$-decomposition, with the same output. This shows that $\mathbf{P 3} \rightarrow \mathbf{P} 1$.

Decidability and complexity. Now that we have proved Theorem 3.3, let us prove the main result of this section, i.e. Theorem 3.2. We have seen how to build a one-way transducer $\mathcal{T}^{\prime}$ with the same properties as in the theorem. It remains to analyze the complexity.

When proving $\mathbf{P 3} \rightarrow \mathbf{P} 1$, we defined the language $D$ of all words inside $\operatorname{dom}(\mathcal{T})$ for which all successful runs of $\mathcal{T}$ have a $\boldsymbol{B}$-decomposition. We have seen that $\mathcal{T}$ is one-way definable iff $\operatorname{dom}(\mathcal{T}) \subseteq D$, i.e. iff $\operatorname{dom}(\mathcal{T}) \cap D^{C}=\emptyset$, where $D^{C}$ denotes the complement of $D$. We will use this criterion for deciding one-way definability.

We can in fact build in 2ExpSpace (in ExpSpace if $\mathcal{T}$ is sweeping) a non-deterministic one-way automaton $\mathcal{A}$ accepting $D^{C}$, i.e. all words $u$ for which there exists a successful run $\rho$ on $u$ and an inversion of $\rho$ such that no $p \leq \boldsymbol{B}$ is a period of the output of the inversion (or $u$ is outside $\operatorname{dom}(\mathcal{T})$ ). The automaton $\mathcal{A}$ has to guess the run and the inversion on-the-fly, and also guess for each $1 \leq p \leq \boldsymbol{B}$, a value $d \leq \boldsymbol{B}$ witnessing non-periodicity, i.e. the $d$ th and the $(d+p)$ th letters of the output inside the inversion differ. Hence each state of $\mathcal{A}$ requires 2ExpSpace (or ExpSpace in the sweeping case). Now, one-way definability reduces to deciding $\operatorname{dom}(\mathcal{T}) \cap \mathcal{L}(\mathcal{A})=\emptyset$, and thus is decidable in 2EXPSPACE (ExpSPACE if $\mathcal{T}$ is sweeping).

## Chapter 4

## Resource minimization

The present chapter focuses on the following question:
How many resources are needed to perform a transformation on a word?
This formulation is quite vague, and, to get into precise decidability problems, one needs to specify: the input (how is the transformation given?), and a definition (or measure) of the resources. This chapter is divided into two parts, depending on the input we consider: regular functions (through two-way transducers, or streaming string transducers), and then pushdown transducers.

Regular functions. In Section 4.1 we study how much resources are needed to evaluate regular functions, and more precisely transductions defined by two-way transducers or streaming string transducers (SSTs). The previous chapter was devoted to a single decidability question: does a two-way transducer admit an equivalent one-way transducer? Hence it constitutes a first answer to resource measurement, as it tells us whether a regular transduction needs to read (parts of) its input several times. However, when the two-way transducer is not one-way definable, we may want to know how it needs to process the input. In particular, we address in Section 4.1 the following questions:

1. does the two-way transducer need to reverse its head in the middle (i.e. not at the border) of the input (sweeping-definability)?
2. if not, how many times does it need to process each input position (number of sweeps)?
3. does a two-way transducer have an equivalent one with a bound on the number of reversals it performs on any word (reversal-bounded)?
4. can we build an equivalent SST with a minimum number of registers (register minimization)?

We first propose a procedure to decide if a two-way transducer is $k$-sweeping, when $k$ is given as an input. Then, we show that a two-way transducer is sweeping-definable iff if is $k$-sweeping, for a $k$ that depends only on the transducer, that we exhibit. Moreover, we establish a tight connection between being $k$-bounded reversal and being $k$-sweeping. This permits to answer to the first three questions. We address the last question in a restricted case, where the SST is non-deterministic, functional, but cannot concatenate the contents of two registers (named concatenation-free fNSST). This minimization relies on back-and-forth translations between concatenation-free fNSSTs and sweeping transducers.

Related work. Several direct translations between SSTs and two-way transducers have been recently proposed [DFJL17, DJR18, Led13], as already mentioned in Section 2.3.2. They can be used to relate registers of an SST and passes of a two-way transducer, but, as for now, minimization of these resources is still an open problem. The register minimization of SSTs has been addressed by Alur and Raghothaman [AR13] on a model related to deterministic SSTs (named additive cost register automata) on a unary alphabet, where registers contain integers, and updates are additions/subtractions. Daviaud, Reynier and Talbot [DRT16] propose an algorithm to compute the minimal number of registers of a deterministic SST, where updates are right-appending ${ }^{1}$. This model is as expressive as usual one-way transducers, but their model differs to ours in that the outputs are formed over an infinitary group. Moreover, both [AR13] and [DRT16] consider only deterministic SSTs, while we address (functional) non-deterministic ones, which may use less registers.

In this work we do not focus on the number of states of transducers, as we adopt a more "online" view. The state space minimization is an orthogonal problem, and already difficult on two-way automata (minicomplexity), as already exposed in Chapter 2.

Pushdown transducers In Section 4.2, we consider resource requirements for pushdown transducers. Our main motivation here, is to transform XML documents. Visibly pushdown transducers (VPT) are an adequate model for specifying such transformations. They operate on nested words, i.e. words where each letter is either a call (on which a VPT can only push) or a return (on which a VPT can only pop) ${ }^{2}$. This mimics opening and closing XML tags. A VPT reads such a word, uses its stack according to the types of letters, and outputs letters while firing transitions, like one-way transducers. XML transformations languages, like XSLT [Cla99] or XQuery [ $\left.\mathrm{BCF}^{+} 07\right]$, are usually functional and non-deterministic (when translated to transducers). For this reason we only consider functional non-deterministic VPTs.

In terms of resources, we focus on the amount of memory needed to perform the transduction defined by a VPT. Some simple transformations, like swapping the first and the last letters, require to store the whole input: these are typical transformations that we would like to avoid (or at least, detect). We identify three classes of transductions defined by VPTs, for which we can restrict the memory usage:

1. the first class is BM, the class of transductions that can be evaluated with bounded memory, i.e. memory that do not depend on the input word. We show that being in BM is decidable in CoNPTime for VPTs, in PTime for (non-pushdown) one-way transducers (it is the same as having an equivalent sequential transducer), and undecidable for (nonvisibly) pushdown transducers. Bounded memory is very restrictive in this context, as it does not even allow to check that documents are well-nested [SS07].
2. the second class is HBM, which stands for height-bounded memory. It consists in transductions defined by VPTs, for which there exists an evaluation algorithm using an amount of space bounded by the height (and not the length) of the input nested word. The height of the nested word is, roughly speaking, its nesting depth when call/return letters are seen as brackets, or equivalently, the depth of the corresponding tree. For the class HBM, we provide a property named height twinning property (HTP) that captures all VPTs in HBM, and show that HTP is decidable in CoNPTime. Transductions in HBM can be evaluated with space exponential in the height of the input word.

[^11]3. the third class is OBM, for online bounded memory. This corresponds to transductions defined by VPTs for which there exists an algorithm which space usage only depends, at each time point, on the current height of the input. The current height is, informally, the number of active brackets (i.e., open and non-matched) when call/return letters are seen as brackets. Like for HBM, we provide a property named matched twinning property (MTP) which captures exactly all VPTs in OBM, and show that it is decidable in CoNPTime. We also show that the amount of memory (for VPTs in OBM) can be limited to be quadratic in the current height. We will also see that all deterministic VPTs are in OBM, but the converse is false, in the sense that there exist VPTs in OBM that have no equivalent deterministic VPT.

Related work. VPTs are the "transducer" extension of visibly pushdown automata (VPAs, [AM09, Alu], also called input-driven pushdown automata [Meh80], or nested-word automata). Given a VPA, one may ask, in view of the central questions of this chapter, whether the stack is needed, i.e. whether it recognizes a regular language. This is known to be decidable in PTime [Srb09, LS19], already for the larger class of deterministic pushdown automata (all VPAs can be determinized) [Ste67, Val75]. In terms of minimization, deterministic VPAs cannot be minimized in a canonical way [AKMV05], and minimization is NP-complete [GMR20].

VPTs enjoy many desirable properties [ $\left.\mathrm{FRR}^{+} 18\right]$. In particular functionality, and the equivalence of functional VPTs are both decidable, and VPTs are closed under regular look-ahead. The link with logics is established when allowing VPTs to operate in a two-way manner: twoway VPTs (with the single-use restriction) are exactly as expressive as MSOTs from nested words to words [DFRT16]. This class is also captured by streaming tree transducers, defined as streaming string transducers operating on a nested word, and equipped with a stack (and registers, as for SSTs) [AD17].

In terms of static analysis, VPTs can express Core XPath filters, and the height of the input word has been proved to be a lower bound for these filters [GKS07], and thus applies for VPTs. Other results and algorithms have been proposed for different settings, for instance allowing quantitative models [AKL10, AMS17].

### 4.1 Resources for regular functions

### 4.1.1 $k$-sweeping definability

Let us consider the $k$-sweeping definability problem, that is: given a functional two-way transducer, is there an equivalent $k$-sweeping transducer?

This problem is an extension of the one-way definability problem, which corresponds to the case $k=1$. We present a procedure for deciding $k$-sweeping definability for any $k$, that extends the Shepherdson approach for one-way definability described in Section 3.4. In that approach, we have seen that the core concepts for one-way definability are inversions and block decompositions. Recall that, roughly, a transducer is one-way definable iff every run has a block decomposition, in which every inversion has a bounded period.

Let us fix a functional two-way transducer $\mathcal{T}$, and one of its runs $\rho$ on an input word $u$. Note that our definition of two-way transducers requires that a successful run ends at the right border $\dashv$ of the input word. In this chapter we allow runs also to end at the left border $\vdash$ : for instance a 2 -sweeping run starts and ends at the left of the word. This allows to talk about $k$-sweeping transducers, even for even $k$ 's. In fact, more generally, the results and proofs in this section would also hold symmetrically for transducers starting at the right of the input word.


Figure 4.1: A 3-inversion.

Outline. The outline of the construction is to generalize inversions to $k$-inversions, such that a transducer is $k$-sweeping definable iff all its $k$-inversions are "safe". Intuitively, a $k$-inversion is a series of $k$ successive inversions, that are alternatively left-to-right and right-to-left. Such a $k$-inversion is "safe" if (at least) one of these inversions has an output with bounded period, which will permit to do it one-way. If all $k$-inversions are safe, then globally each $k$-inversion will require at most $k$ sweeps.

Generalized inversions. Before defining $k$-inversions, we define co-inversions, i.e. inversions from right to left, hence very similar to usual left-to-right inversions. Compared with Definition 3.4, only the order between $x_{1}$ and $x_{2}$ changes.

Definition 4.1 (Co-inversion). A co-inversion of the run $\rho$ is a tuple ( $L_{1}, \ell_{1}, L_{2}, \ell_{2}$ ) where:

1. $L_{1}$ and $L_{2}$ are idempotent loops,
2. $\ell_{i}$ is the first location of the crossing factor of a component $C_{i}$ of $L_{i}$ (for both $i \in\{1,2\}$ ),
3. $\ell_{1}=\left(x_{1}, y_{1}\right)$ precedes $\ell_{2}=\left(x_{2}, y_{2}\right)$ in $\rho$, while $x_{1}<x_{2}$,
4. the output of $\rho$ for $C_{i}$ is non-empty (for both $i \in\{1,2\}$ ).

We define $k$-inversions as a series of $k$ inversions / co-inversions. On Figure 4.1, a 3-inversion is depicted, through its locations $\ell_{i}$.

Definition 4.2 ( $k$-inversion). $A k$-inversion of the run $\rho$ of the two-way transducer $\mathcal{T}$ is a sequence $\bar{\ell}=\left(L_{1}, \ell_{1}, L_{2}, \ell_{2}\right), \ldots,\left(L_{2 k-1}, \ell_{2 k-1}, L_{2 k}, \ell_{2 k}\right)$ such that:

- $\ell_{i}$ strictly precedes $\ell_{i+1}$ in $\rho$, for all $1 \leq i \leq 2 k-1$,
- for all even $i$ such that $0 \leq i<k,\left(L_{2 i+1}, \ell_{2 i+1}, L_{2 i+2}, \ell_{2 i+2}\right)$ is an inversion of $\rho$,
- for all odd $i$ such that $0 \leq i<k,\left(L_{2 i+1}, \ell_{2 i+1}, L_{2 i+2}, \ell_{2 i+2}\right)$ is a co-inversion of $\rho$.

This generalizes the definition of inversion (Definition 3.4), as an inversion is exactly a 1 inversion. In the same way, we generalize the fact that "an inversion has a bounded period" to "a $k$-inversion has an inversion (or co-inversion) with a bounded period". Formally, we will say that a $k$-inversion $\bar{\ell}$ is $\boldsymbol{B}$-safe if the output of $\rho$ between $\ell_{2 i+1}$ and $\ell_{2 i+2}$ is bounded by $\boldsymbol{B}$ for some $i \in\{0, \ldots, k-1\}$.

We denote by $L_{\mathcal{T}}^{(k)}$ the language of words $u \in \operatorname{dom}(\mathcal{T})$ such that all $k$-inversions of all successful runs of $\mathcal{T}$ on $u$ are $\boldsymbol{B}$-safe. In turn, this generalizes the language $D$ introduced to prove $\mathbf{P} 3 \rightarrow \mathbf{P} \mathbf{1}$ in Section 3.4.3, in the sense that $D=L_{\mathcal{T}}^{(1)}$.


Figure 4.2: A safe 2-inversion.
Characterization. We can now provide a characterization of $k$-sweeping definable transductions.
Theorem 4.1. A functional two-way transducer $\mathcal{T}$ is $k$-sweeping definable iff $L_{\mathcal{T}}^{(k)}=\operatorname{dom}(\mathcal{T})$, and this can be decided in 2ExpSpace. Moreover, one can construct in 3ExpTime an unambiguous $k$-sweeping transducer $\mathcal{T}^{\prime}$ equivalent to $\mathcal{T}_{\mid L_{\mathcal{T}}^{(k)}}$.

If the given transducer is already sweeping, the decision procedure is in ExpSPACE and the construction is in 2ExpTime.

Example 4.1. For instance, consider the function on $\Sigma=\{a, b, \#\}$ that maps every input word of the form $u \# v$ (with $\left.u, v \in\{a, b\}^{*}\right)$ to $(a b)^{|u v v|}(b a)^{|u u v|}$. It will be our running example for $k$-sweeping definability. This transduction can be implemented by a 3-sweeping transducer, that outputs "ab" for every letter of the first pass, and of the second pass on $v$, and outputs "ba" for every letter of the second pass on $u$, and of the third pass. This transduction can also be realized in 2 passes, where on the first pass, the transducer outputs "ab" on every letter of $u$, and "abab" on every letter of $v$, and then, on the second pass, outputs"ba" on every letter of $v$, and then "baba" on every letter of $u$. By Theorem 4.1, every 2 -inversion is safe. For example, the 2 -inversion of Figure 4.2 is safe, as the output of $\rho\left[\ell_{3}, \ell_{4}\right]$ has a bounded period.

Note that in the case of an initial sweeping transducer, the 2ExpTime upper bound is tight, as we have proved in Proposition 3.2 that there exists families of sweeping-definable transductions requiring a double exponential blowup to get an equivalent one-way transducer. In this case we also obtain a first minimization algorithm:
Corollary 4.1. When a transduction is given by a sweeping transducer, one can compute in ExpSpace the minimum number of passes needed by any sweeping transducer implementing it.

The end of this section is a sketch of the proof of Theorem 4.1. We first generalize the notion of run decomposition, and relate this to $B$-safe $k$-inversions. Then we show how to build the $k$-sweeping transducer $\mathcal{T}^{\prime}$ that simulates all possible $\boldsymbol{B}$-decompositions. Finally, we show that being $k$-sweeping definable implies $L_{\mathcal{T}}^{(k)}=\operatorname{dom}(\mathcal{T})$.

Run decomposition. Recall that in the proof of one-way definability (Theorem 3.3), having a $\boldsymbol{B}$-decomposition, for a successful run, $(\mathbf{P} 3)$ is equivalent to having a bound on the period of the output of every inversion ( $\mathbf{P} 2$ ).

A $k$ - $\boldsymbol{B}$-decomposition of a successful run $\rho$ of a two-way transducer $\mathcal{T}$ is a sequence of locations $\bar{\ell}=\ell_{0}, \ell_{1}, \ldots, \ell_{k}$ of $\rho$ such that:

- $\ell_{0}$ (resp. $\ell_{k}$ ) is the first (resp. last) location of $\rho$, and $\ell_{i}$ strictly precedes $\ell_{i+1}$ in $\rho$, for all $0 \leq i<k$,
- for all even indexes $i$, with $0 \leq i<k$, and all inversions $\left(L, \ell, L^{\prime}, \ell^{\prime}\right)$ of $\rho$, with $\ell, \ell^{\prime}$ between $\ell_{i}$ and $\ell_{i+1}$ in $\rho$, the output of $\rho\left[\ell, \ell^{\prime}\right]$ has period at most $\boldsymbol{B}$,
- for all odd indexes $i$, with $1 \leq i<k$, and all co-inversions $\left(L, \ell, L^{\prime}, \ell^{\prime}\right)$ of $\rho$, with $\ell, \ell^{\prime}$ between $\ell_{i}$ and $\ell_{i+1}$ in $\rho$, the output of $\rho\left[\ell, \ell^{\prime}\right]$ has period at most $\boldsymbol{B}$.


Figure 4.3: A 2-B-decomposition.

In other words, a $k$ - $\boldsymbol{B}$-decomposition is a partition of $\rho$ into $k$ parts, that are alternatively containing inversions with periodicity of the output bounded by $\boldsymbol{B}$, and co-inversions with the same property.

Example 4.2. Let us illustrate this definition on our running example for $k$-sweeping definability (Example 4.1). A typical 2 - $\boldsymbol{B}$-decomposition is $\ell_{0}, \ell_{1}, \ell_{2}$ as depicted in Figure 4.3. Intuitively, it means that $\rho\left[\ell_{0}, \ell_{1}\right]$ can be done in one left-to-right pass, and $\rho\left[\ell_{1}, \ell_{2}\right]$ in a right-to-left pass.

In fact, it almost follows from the definitions that, for every $u \in \operatorname{dom}(\mathcal{T}), u \in L_{\mathcal{T}}^{(k)}$ iff every successful run of $\mathcal{T}$ on $u$ has a $k$ - $\boldsymbol{B}$-decomposition. In order to obtain a decision procedure, we encode $k$-decompositions as words, by annotating the input. Hence, given a run $\rho$ of $\mathcal{T}$ on $u$, and a sequence $\bar{\ell}=\ell_{0}, \ell_{1}, \ldots, \ell_{m}$ of locations of $\rho$, we define $\langle u, \rho, \bar{\ell}\rangle$, obtained from $u$ by annotating it with the crossing sequence at each position, and also with the $m$-tuple $\bar{y}=\left(y_{1}(x), \ldots, y_{m}(x)\right)$, where $y_{i}(x)$ is $y^{\prime}$ if $\ell_{i}=\left(x, y^{\prime}\right)$, or $\perp$ if $\ell_{i}$ does not appear at position $x$. In the sequel, $m$ will always be bounded by $k$, and every $y_{i}(x)$ is also bounded by the crossing degree of $\mathcal{T}$.

We show that the language $F_{\mathcal{T}}^{(k)}$ of all words $\langle u, \rho, \bar{\ell}\rangle$ corresponding to $k$ - $B$-decompositions of runs of $\mathcal{T}$ can be recognized by a one-way automaton of size triply exponential in $|\mathcal{T}|$, that can be built on-the-fly in double exponential space. The same holds for the complement $\overline{F_{\mathcal{T}}^{(k)}}$ of $F_{\mathcal{T}}^{(k)}$. The proof reduces the problem to one-way definability (and thus Theorem 3.2), by studying the transducers $\mathcal{T}_{i}$ that behave like $\mathcal{T}$ between $\ell_{i}$ and $\ell_{i+1}$, and output nothing outside this interval. These transducers must be one-way definable, alternatively left-to-right and right-to-left.

We can now decide in 2ExpSpace whether $L_{\mathcal{T}}^{(k)}=\operatorname{dom}(\mathcal{T})$, as stated in Theorem 4.1: We always have $L_{\mathcal{T}}^{(k)} \subseteq \operatorname{dom}(\mathcal{T})$, so it remains to test whether $L_{\mathcal{T}}^{(k)} \supseteq \operatorname{dom}(\mathcal{T})$. We have seen that $L_{\mathcal{T}}^{(k)}$ coincides with the words having a $k$ - $\boldsymbol{B}$-decomposition, and thus with the projection of $F_{\mathcal{T}}^{(k)}$ on its first component. Thus $L_{\mathcal{T}}^{(k)} \supseteq \operatorname{dom}(\mathcal{T})$ iff $\overline{F_{\mathcal{T}}^{(k)}} \cap\{\langle u, \rho, \bar{\ell}\rangle \mid u \in \operatorname{dom}(\mathcal{T})\}=\emptyset$ which can be checked in double exponential space by building the automaton recognizing $\overline{F_{\mathcal{T}}^{(k)}}$ on-the-fly.

Building $\mathcal{T}^{\prime}$. Let us show the right-to-left implication of Theorem 4.1 by building a $k$-sweeping transducer $\mathcal{T}^{\prime}$ equivalent to $\mathcal{T}$, assuming that $L_{\mathcal{T}}^{(k)}=\operatorname{dom}(\mathcal{T})$. The main idea is to guess a $k-\boldsymbol{B}$ decomposition, and between each of the corresponding location, build the one-way transducer obtained in Theorem 3.2 to perform one pass, and concatenate all these "one-way transducers" to build the $k$-sweeping transducer $\mathcal{T}^{\prime}$.

The main difficulty here is to be able to consider all these parts of the run independently: The naive approach would plug parts of different runs that could not form a real run together. To circumvent this, we define a lexicographical order on runs $\rho$, and a notion of maximal $k$ - $\boldsymbol{B}$ decomposition $\bar{\ell}$. Hence we can identify a canonical run $\rho$ and $k$ - $\boldsymbol{B}$-decomposition $\bar{\ell}$ among all $\langle u, \rho, \bar{\ell}\rangle$ associated with a given input $u$. These can be filtered using a one-way automaton of size doubly exponential in $\mathcal{T}$. Hence, $\mathcal{T}^{\prime}$ guesses on-the-fly a run $\rho$ and a $k$ - $\boldsymbol{B}$-decomposition $\bar{\ell}$, checks in parallel that these are canonical, builds a one-way transducer $T_{i}$ (left-to-right or right-to-left) using Theorem 3.2 inside each of the $k$ parts of the decomposition, and concatenates


Figure 4.4: A 6-inversion, and related intervals $X_{i}$ used in the proof of Proposition 4.1.
them to form $\mathcal{T}^{\prime}$. The triple exponential size of $\mathcal{T}^{\prime}$ comes from using Theorem 3.2 (double exponential if $\mathcal{T}$ is sweeping).
$k$-sweeping implies safe $k$ - $\boldsymbol{B}$-decompositions. To complete the proof of Theorem 4.1, it remains to show that, if $\mathcal{T}$ has an equivalent $k$-sweeping transducer $\mathcal{T}^{\prime}$, then $L_{\mathcal{T}}^{(k)}=\operatorname{dom}(\mathcal{T})$. In other terms, for every input word $u$, every run $\rho$ of $\mathcal{T}$ on it, and every $k$-inversion $\bar{\ell}=$ $\left(L_{1}, \ell_{1}, L_{2}, \ell_{2}\right), \ldots,\left(L_{2 k-1}, \ell_{2 k-1}, L_{2 k}, \ell_{2 k}\right)$ of $\rho$, there is an inversion (or co-inversion) among $\bar{\ell}$ having an output with a period bounded by $\boldsymbol{B}$. Intuitively, we have to identify two locations $\ell_{2 i+1}, \ell_{2 i+2}$ such that the output of $\rho$ between them is entirely covered by a single pass of $\mathcal{T}^{\prime}$.

This point is more technical than it seems, because there is no a priori one-to-one correspondence between the run $\rho$ of $\mathcal{T}$ and a run of $\mathcal{T}$ ': they are not "synchronized", have different shapes, etc. The correspondence is established by pumping both $L_{2 i+1}$ and $L_{2 i+2}$, and also some loops in $\mathcal{T}^{\prime}$ that yield the same output. In fact we need to pump all loops of $\bar{\ell}$ and find correspondences with loops of $\mathcal{T}^{\prime}$. Then we use combinatorial tools to show that ( $L_{2 i+1}, \ell_{2 i+1}, L_{2 i+2}, \ell_{2 i+2}$ ) is $\boldsymbol{B}$-safe.

### 4.1.2 Sweeping-definability (and bounded-reversal)

In the previous section, we described a procedure to decide, for a given two-way transducer, whether there exists an equivalent $k$-sweeping transducer, and thus minimize the number of passes of any sweeping transducer.

Sweeping definability. Let us now focus on the same problem but when $k$ is not given, i.e. on deciding whether a given two-way transducer is sweeping definable. Given Theorem 4.1, it suffices to exhibit an upper bound on such a $k$.

Proposition 4.1. A functional two-way transducer is sweeping definable iff it is $k$-sweeping definable for $k=2 \boldsymbol{H}\left(2^{3 \boldsymbol{E}}+1\right)$.

We recall that $\boldsymbol{H}=2|Q|-1$ is the maximal length of a crossing sequence, and that $\boldsymbol{E}=$ $(2|Q|)^{2 \boldsymbol{H}}$ is the size of the effects semigroup (see Section 3.4.3). We prove Proposition 4.1 by contradiction, assuming that $\mathcal{T}$ is not $k$-sweeping definable for $k=2 \boldsymbol{H}\left(2^{3 \boldsymbol{E}}+1\right)$. We show that in this case, it is not $m$-sweeping definable, for every $m>0$. By Theorem 4.1, $L_{\mathcal{T}}^{(k)} \neq \operatorname{dom}(\mathcal{T})$, which means, as we have seen, that there exists a run $\rho$ and a $k$-inversion in $\rho$ which is not $\boldsymbol{B}$-safe. To each pair of successive inversion/co-inversion of this $k$-inversion, we associate the interval of positions of the input word visited in the inversion, the co-inversion, and the run
in-between (denoted $X_{i}$ in Figure 4.4). As $\rho$ is $\boldsymbol{H}$-crossing, we can take one such interval every $\boldsymbol{H}$ (after sorting them by their maximal position), and obtain a subset $\mathcal{X}$ of such intervals that are pairwise disjoint, and such that $|\mathcal{X}|=2^{3 \boldsymbol{E}}+1$. Now, using Simon's factorization forest theorem [Sim90, Col07], we can show that, among the leftmost positions of intervals in $\mathcal{X}$, three of them delimit consecutive idempotent loops. By pumping these loops, we can build runs of $\mathcal{T}$ with $m$-inversions that are, themselves, not $\boldsymbol{B}$-safe. By Theorem 4.1, this means that $\mathcal{T}$ is not $m$-sweeping definable, and this holds for every $m>0$.

The decidability is a direct consequence of Theorem 4.1 and Proposition 4.1.
Theorem 4.2. It is decidable whether a functional two-way transducer is sweeping definable.

Bounded reversal. When considering arbitrary runs of functional two-way transducers, we can observe that the number of reversals is not bounded, even if the crossing degree is bounded. This is typically illustrated by the shape of "stairs", like in Figure 3.13 for instance.

In fact, two-way transducers having a bounded number of reversals in all of their runs corresponds exactly to sweeping definable transducers.

Theorem 4.3. Every functional two-way transducer with at most $k-1$ reversals per run can be transformed into an equivalent $k$-sweeping transducer, and conversely.

As a consequence, functions that can be implemented by a functional two-way transducers with a bounded number of reversals per run are exactly those definable by sweeping transducers.

One direction is straightforward: if a transducer is $k$-sweeping for some $k$, it is clearly $(k-1)$ reversal bounded. The other direction is more involved, and amounts to show how reversals of a transducer with $k-1$ reversals per run can be performed at the borders of the input word, instead of inner positions. For now, let us assume that this transducer $\mathcal{T}$ is unambiguous (we will discuss later how to lift this condition). The main idea is to keep the original run of $\mathcal{T}$, but, on inner reversals, keep the current direction until the next border, and then come back to the position where we left the inner reversal, and continue the original run. The difficulty here is to identify the position of the inner reversal when we come back to it. We solve this problem by maintaining, in the sweeping transducer $\mathcal{S}$, the whole crossing sequence of the original run, also pointing the position of the current run of $\mathcal{T}$ (i.e. the current level) in it. This is somehow similar to Shepherdson's construction (see Section 3.1.1) but on every pass of $\mathcal{S}$. This ensures that a simulated run, if successful, is a correct one for $\mathcal{T}$. By unambiguity of $\mathcal{T}$, it is exactly the successful run of $\mathcal{T}$ on the input word, and this holds for every pass of the sweeping transducer $\mathcal{S}$, which, in turn, ensures that $\mathcal{S}$ is unambiguous, and thus equivalent to $\mathcal{T}$. It remains to deal with the case where $\mathcal{T}$ is not unambiguous. In this case, we use the same construction, but keep sets of crossing sequences in the states of $\mathcal{S}$, in order to only consider the least run of $\mathcal{T}$ on $u$, and thus recover the properties of unambiguity.

Corollary 4.2. It is decidable whether a functional two-way transducer has an equivalent one with a bounded number of reversals.

This is a direct consequence of Theorem 4.3 and Theorem 4.2.

### 4.1.3 Register minimization of concatenation-free SST

Let us now consider resources of functional non-deterministic streaming string transducers ( $f N S S T s$ ), and more precisely the number of registers required to implement a transduction. This problem is open for SSTs in general. We focus here on a particular case, where the concatenation of registers is forbidden in register updates.


Figure 4.5: Corresponding steps in an R-sweep and in a concatenation-free SST.
Recall from Section 2.3 that an fNSST $\mathcal{T}$ has a set of registers $R$ and that these are updated through updates $u p \in \nabla$ in such a way that, for a register $r \in R, u p(r) \in(\Delta \uplus R)^{*}$, where $\Delta$ is the output alphabet. An fNSST is concatenation-free if every update uses at most one register in its image, i.e. $u p(r) \in \Delta^{*} \cdot(R \cup\{\epsilon\}) \cdot \Delta^{*}$, for every $r \in R$ and every $u p \in \nabla$. Moreover we will consider sweeping transducers starting (and ending) at the right of the input word, and name them $R$-sweeping transducers.

Theorem 4.4. Every concatenation-free fNSST with $k$ registers can be translated into an equivalent $2 k$-pass $R$-sweeping transducer, and conversely.

The conversion of a concatenation-free fNSST to an equivalent $2 k$-pass $R$-sweeping transducer is in ExpTime, while the converse is in 2ExpTime.

Assuming (for now) that there is no swap between registers, and that transducers are unambiguous, the key observation is the following:
the way the output is produced in a sweep starting from the right (i.e. right-to-left then left-to-right, named R-sweep in the following) is exactly the same as updates of a register.

This is illustrated in Figure 4.5: if, at position $x$, the sweep outputs $a$ on its first pass and $b$ on the second, then an fNSST with one register $r$ can update it with $a \cdot r \cdot b$. And this holds in the other direction: from an fNSST with one register $r$ and such an update, we can build an R -sweeping transducer outputting $a$ on its first pass, and $b$ on the second at this position.

When several registers are used, its suffices to use one sweep per register. Consider for instance the function $u \mapsto u \cdot \operatorname{mirror}(u) \cdot u$ over $\{a, b\}^{*}$. It requires 4 sweeps for any R-sweeping transducer, and 2 registers for any concatenation-free fNSST implementing it. We show this correspondence in Figure 4.6. The fNSST is composed by two registers $r_{1}$ and $r_{2}$, where $r_{1}$ is used to store the input $u$, and $r_{2}$ the word $\operatorname{mirror}(u) \cdot u$, using the following updates, for every $\sigma \in\{a, b\}:$

$$
r_{1} \leftarrow r_{1} \cdot \sigma \quad r_{2} \leftarrow \sigma \cdot r_{2} \cdot \sigma
$$

We only use one state $q$, and set out $(q)=r_{1} r_{2}$. On the R-sweeping transducer, the first sweep simulates $r_{1}$, by outputting $\epsilon$ in the first pass (to the left of $r_{1}$ in the update), and $\sigma$ in the second pass (to the right of $r_{1}$ in the update). The second sweep simulates $r_{2}$, following the same principle: it outputs $\sigma$ in both passes (to the left and right of $r_{2}$ in the update).

Swapping registers, and unambiguity. Some details have to be considered, though. First, registers of an fNSST may swap, as for instance in the update $r_{1} \leftarrow r_{2} \cdot a$. Let us explain why this is not problematic when the fNSST is concatenation-free. The sweeping transducer first guesses which final state $q$ will be reached, and hence which registers will be used in the output $\operatorname{out}(q)$. Assume for instance that out $(q)=a \cdot r_{2} \cdot b \cdot r_{1}$. The sweeping transducer outputs $a$, then performs a sweep that will output the content of $r_{2}$ in the fNSST, then $b$, then an additional


Figure 4.6: Corresponding runs of a sweeping transducer and of an SST.
sweep outputting the content of $r_{1}$ in the fNSST. The first sweep, outputting the content of $r_{2}$, may at some point have to swap to (the simulation of) $r_{1}$, if for instance the update $r_{2} \leftarrow r_{1}$ happens. As the fNSST is both copyless and concatenation-free, this is not problematic: there is at most one register to simulate at a time.

For now we assumed that both the fNSST and the sweeping transducer are unambiguous. This is necessary in the translations (in both directions) presented above. In particular the sweeping transducer simulating an fNSST checks, at every pass, that the guessed run of the fNSST is the correct one, and then stays coherent from one pass to the other. This argument is very similar to the one presented for the bounded-reversal case (Theorem 4.3), and can be lifted in a similar way, by establishing a lexicographical order on runs. In the other direction, the fNSST simulating a sweeping transducer uses a crossing sequence construction to simulate all the sweeps in one pass, and check at the end that the run is the correct one.

In terms of complexity, the conversion of a concatenation-free fNSST is in PTime when it is unambiguous, and becomes in ExpTime when it is not. The conversion of an R-sweeping transducer is in ExpTime when it is unambiguous (due to the crossing sequence construction), and in 2ExpTime when it is not.

Finally, as consequence of Theorem 4.4 and Corollary 4.1, we obtain:
Corollary 4.3. Given a concatenation-free fNSST, one can compute the minimal number of registers required by any concatenation-free fNSST implementing it.

Let us conclude with the following remark: concatenation-free fNSSTs have the same expressive power as fNSSTs with a bounded number of register concatenations in all runs. Indeed, in that case, every register concatenation can be replaced by a new register.

### 4.2 Resources of pushdown transducers

We now move to a richer transducer model including a stack, and study related resource requirements.

### 4.2.1 Pushdown transducers, and streaming setting

Nested words. Up to now, we considered finite words on a finite alphabet $\Sigma$, as simple sequences of elements in $\Sigma$. A nested alphabet is a finite alphabet $\Sigma$ partitioned into three disjoint sets $\Sigma_{c}, \Sigma_{r}$ and $\Sigma_{\iota}$ that we call respectively call, return and internal alphabets. A nested word is a word over a nested alphabet. The set of well-nested words $\Sigma_{\mathrm{wn}}^{*}$ over the nested
alphabet $\Sigma$ is the smallest set of words containing $\Sigma_{\iota}^{*}$, and such that for all $c \in \Sigma_{c}$, all $r \in \Sigma_{r}$, and all $u, v \in \Sigma_{\mathrm{wn}}^{*}$, curv $\in \Sigma_{\mathrm{wn}}^{*}$.

The current height $\mathrm{hc}(u)$ of a prefix $u$ of a well-nested word is the number of unmatched calls: if $u$ is well-nested and $c \in \Sigma_{c}$, then $\mathrm{hc}(u)=0$, and $\mathrm{hc}(v c u)=\mathrm{hc}(v)+1$. The height $\mathrm{h}(u)$ of $u$ is its maximal current height while reading it: $h(u)=\max _{v \preceq u} \mathrm{hc}(v)$.

Visibly pushdown automata and transducers. A visibly pushdown automaton (VPA) $\mathcal{A}$ is a tuple $(Q, \Sigma, \Gamma, \delta, I, F)$ where $Q, I$ and $F$ are states defined as for automata, $\Sigma$ is a nested alphabet, $\Gamma$ is a finite set of stack symbols, and $\delta=\delta_{c} \uplus \delta_{r} \uplus \delta_{\iota}$ is the transition relation, partitioned into call, return and internal transition relations: $\delta_{c} \subseteq Q \times \Sigma_{c} \times \Gamma \times Q, \delta_{r} \subseteq Q \times \Sigma_{r} \times \Gamma \times Q$, and $\delta_{\iota} \subseteq Q \times \Sigma_{\iota} \times Q$. A VPA is deterministic if:

- for every $(q, c) \in Q \times \Sigma_{c}$, there exists at most one $\left(\gamma, q^{\prime}\right) \in \Gamma \times Q$ such that $\left(q, c, \gamma, q^{\prime}\right) \in \delta_{c}$,
- for every $(q, r, \gamma) \in Q \times \Sigma_{r} \times \Gamma$, there exists at most one $q^{\prime} \in Q$ such that $\left(q, r, \gamma, q^{\prime}\right) \in \delta_{r}$,
- and for every $(q, \iota) \in Q \times \Sigma_{\iota}$, there exists at most one $q^{\prime} \in Q$ such that $\left(q, \iota, q^{\prime}\right) \in \delta_{\iota}$.
$\left\ulcorner\right.$ A configuration of $\mathcal{A}$ is a pair $(q, \sigma)$ where $q \in Q$ is the current state, and $\sigma \in \Gamma^{*}$ is the current stack content (the bottom of the stack is placed on the left, and we write $\perp$ for the empty stack). A run of $\mathcal{A}$ on a well-nested word $u=u_{1} \cdots u_{n}$ is a sequence of configurations $\left(q_{i}, \sigma_{i}\right)_{0 \leq i \leq n}$ such that, for all $1 \leq i \leq n$, either:
- $\left(q_{i-1}, u_{i}, \gamma, q_{i}\right) \in \delta_{c}$ and $\sigma_{i}=\sigma_{i-1} \gamma$, or
- $\left(q_{i-1}, u_{i}, \gamma, q_{i}\right) \in \delta_{r}$ and $\sigma_{i-1}=\sigma_{i} \gamma$, or
- $\left(q_{i-1}, u_{i}, \gamma, q_{i}\right) \in \delta_{\iota}$ and $\sigma_{i}=\sigma_{i-1}$.

Given a run on $u$, we associate with each pair of successive configurations $\left(q_{i-1}, \sigma_{i-1}\right),\left(q_{i}, \sigma_{i}\right)$ the transition rule $t_{i}$ permitting it. Such a run is successful if $q_{0} \in I, q_{n} \in F$ and $\sigma_{0}=\sigma_{n}=\epsilon$.

A visibly pushdown transducer (VPT) $\mathcal{T}$ is a pair $(\mathcal{A}$, out) where $\mathcal{A}$ is a visibly pushdown automaton, and out : $\delta \rightarrow \Delta^{*}$ is the output function of $\mathcal{T}$. A run $\rho$ of $\mathcal{T}$ on a well-nested word $u=u_{1} \cdots u_{n}$ is a run $\left(q_{i}, \sigma_{i}\right)_{0 \leq i \leq n}$ of $\mathcal{A}$ on $u$, and its associated output is out $\left(t_{1}\right) \cdots$ out $\left(t_{n}\right)$ where $t_{i}$ is the transition rule associated with $\left(q_{i-1}, \sigma_{i-1}\right),\left(q_{i}, \sigma_{i}\right)$, for every $1 \leq i \leq n$.

A VPT is deterministic if its associated VPA is. We will also require that the VPT are reduced, in the following sense. A configuration $(q, \sigma)$ of a VPT $\mathcal{T}$ (i.e. of its underlying VPA) is accessible (resp. VPA co-accessible) if there exists a word $u$ and a run of $\mathcal{T}$ on $u$ starting in a configuration $\left(q_{I}, \perp\right)$ with $q_{I} \in I$ (resp. starting in $\left.(q, \sigma)\right)$ and ending in ( $q, \sigma$ ) (resp. ending in $\left(q_{F}, \perp\right)$ for some $\left.q_{F} \in F\right)$. A VPT is reduced if every accessible configuration is also co-accessible. From a given VPT, one can always compute an equivalent reduced VPT in polynomial time [CRT15]. For the other automata-related notions, we use the same terminology as in the context of other automata and transducers, with definitions adapted in a straightforward manner. We will mostly consider functional VPTs in this manuscript. Functionality of VPTs can be decided in polynomial time $\left[\mathrm{FRR}^{+} 18\right]$, but the determinizability question is still open:

## Open problem 2 (VPT determinization)

Find an algorithm that, given a functional VPT, decides whether there exists an equivalent deterministic VPT.

For a given $k \in \mathbb{N}$ and a given $\operatorname{VPT} \mathcal{T}$, we define $\operatorname{FST}(\mathcal{T}, k)$ the one-way transducer equivalent to $\mathcal{T}$, but restricted to input words of height less than $k$. Its states are configurations $(q, \sigma)$ of $\mathcal{T}$ where $q$ is a state of $\mathcal{T}$ and $\sigma \in \Gamma^{*}$, with $|\sigma| \leq k$.

Turing transducers. In this section we are interested in measuring the space complexity of any algorithm implementing certain kinds of functional transductions. Let us define Turing transducers, a machine model that corresponds to programs implementing transductions.

A Turing transducer is a Turing machine with the following architecture:

- a read-only left-to-right input tape over some finite alphabet $\Sigma$,
- a write only left-to-right output tape over some finite alphabet $\Delta$, and
- a working tape over some finite alphabet $\Sigma^{\prime}$.

The transitions of this machine are deterministic, and the space complexity is measured on the working tape only.

We say that a Turing transducer computes a (partial) function $f: \Sigma^{*} \rightarrow \Delta^{*}$ if, for all words $u \in \operatorname{dom}(f)$, when $u$ is placed on the input tape, the computation halts in some accepting state and the content of the output tape is $f(u)$, while for all words $u \notin \operatorname{dom}(f)$, when $u$ is placed on the input tape, the computation halts in some rejecting state. In that case we say that $f$ is computable by this Turing transducer.

### 4.2.2 Bounded memory

We say that a partial function $f: \Sigma^{*} \rightarrow \Delta^{*}$ is bounded memory (BM) if there exists a constant $k \geq 0$ and a Turing transducer that computes $f$, and runs in space complexity at most $k$.

Finite state transducers. Recall that deterministic transducers are one-way transducers with a deterministic underlying automaton, and they can append a suffix to their output once the last state is reached. For finite state (one-way) transducers, deterministic transducers can clearly be evaluated with bounded memory (only the current state needs to be stored). The converse also holds:

Proposition 4.2. Let $\mathcal{T}$ be a functional one-way transducer. Then $\llbracket \mathcal{T} \rrbracket$ is in BM iff $\mathcal{T}$ has an equivalent deterministic transducer. This is decidable in PTime.

Indeed, if $\llbracket \mathcal{T} \rrbracket$ is in BM , we can consider the Turing transducer $M$ with memory bounded by $k$ computing it. As $M$ is deterministic, we can consider it as a deterministic transducer with states of the form $(q, u)$ where $q$ is the state of $M$, and $u$ the content of the working tape (with $|u| \leq k)$. The PTime complexity comes from the decision procedure for sequentiality, based on the twinning property [WK95, BC02, BCPS03].

Pushdown transducers. The situation differs for pushdown transducers.
Proposition 4.3. It is undecidable whether a transduction defined by a non-deterministic pushdown transducer is in BM.

Indeed, this decision problem is harder than testing regularity of non-deterministic pushdown automata, which is known to be undecidable [BHPS61, GR63]. This is witnessed by the reduction that, given a pushdown automaton $\mathcal{A}$, associates the transduction $\mathcal{T}$ computing the identity on $\mathcal{L}(\mathcal{A})$. Then $\llbracket \mathcal{T} \rrbracket$ is in BM iff $\mathcal{L}(\mathcal{A})$ is regular (with the same kind of construction as for finite-state transducers above).

In the deterministic case, the regularity test of pushdown automata becomes decidable [Ste67, Val75], thus the previous proof does not apply. The BM membership is in fact open.

## Open problem 3 (Deterministic pushdown transducers in bounded memory)

Is the following problem decidable: Given a deterministic pushdown transducer $\mathcal{T}$, is $\llbracket \mathcal{T} \rrbracket$ in BM?

Visibly pushdown transducers. For visibly pushdown transducers, the membership to BM becomes decidable again.

Proposition 4.4. If $\mathcal{T}$ is a functional VPT with $n$ states, then $\llbracket \mathcal{T} \rrbracket$ is BM iff

- for all $u \in \operatorname{dom}(\mathcal{T}), \mathrm{h}(u) \leq n^{2}$ and
- $\llbracket \operatorname{FST}\left(\mathcal{T}, n^{2}\right) \rrbracket$ is BM .

Moreover, this is decidable in CoNPTime.
This means that being bounded memory is very restrictive for visibly pushdown transducers: it can only accept words of bounded height (this is obtained by standard pumping arguments). A decision procedure could be obtained by building $\operatorname{FST}\left(\mathcal{T}, n^{2}\right)$ and then using Proposition 4.2, but this device is of exponential size. We will see in Section 4.2.4 that, for VPTs with input words of bounded height, being BM and HBM is equivalent, and HBM can be tested in CoNPTime.

Bounded memory is a very strong restriction, that makes little sense when dealing with nested words: in general they need at least an unbounded stack to be parsed. We now consider larger classes, observing how much memory is needed, compared to the stack height.

### 4.2.3 An online algorithm for VPT evaluation

In this section, we describe an evaluation algorithm, that takes a functional VPT $\mathcal{T}$ as input, reads an input word $u$ letter by letter, and outputs progressively $\llbracket \mathcal{T} \rrbracket(u)$. This algorithm will be used later to obtain upper bounds for the classes HBM and OBM of VPTs.

Naive version. Let us start with a naive approach. Recall that $\mathcal{T}$ is functional but nondeterministic: the algorithm has to store potential candidates for the output. Recall also that a VPT is reduced if all its accessible configurations are also co-accessible. The first step of the algorithm is to compute an equivalent reduced VPT, and this can be obtained in PTime [CRT15]. Hence from now on we assume $\mathcal{T}$ to be reduced. A consequence of being reduced and functional is that, if two runs of $\mathcal{T}$ reach a common configuration $(q, \sigma)$, then they produced the same output word $v$ so far. This means that we can just store triples $(q, \sigma, w)$ where $(q, \sigma) \in Q \times \Gamma^{*}$ is a configuration of $\mathcal{T}$, and $w \in \Delta^{*}$ is (the prefix of) a candidate output word.

At the beginning, this set is $\{(q, \perp, \epsilon) \mid q \in I\}$. At each incoming letter of $u$, each configuration is updated (or dies) according to the transition rules of $\mathcal{T}$, appending new output letters to words $w$. Once the input word has been read, final configurations share the same output $w$, which can be yielded.

This algorithm has two main weaknesses. The first one is that the number of stored candidates may be exponential in the size of the input. The second one is that all candidate output words are stored until the end. They could be output on-the-fly, if they share a common prefix. We address these two issues in the sequel.

Storing configurations. In order to avoid the exponential blowup, we use a DAG to store the set of alive configurations in a compact manner. Let us illustrate this on an example. Consider the VPT $\mathcal{T}_{1}$ represented in Figure 4.7 (a). The DAG obtained after reading $c$ (resp $c c$, $c c r_{1}$ ) is illustrated in Figure 4.7 (b) (resp. (c), (d)). Each configuration ( $q, \sigma, w$ ) is stored along a branch of the DAG: the current state $q$ is at the leaf, the output $w$ is stored on the edges, and the stack content $\sigma$ is obtained by concatenating stack symbols in the node of the branch. For instance, in the DAG of Figure 4.7 (c), the branch

$$
\# \xrightarrow{\epsilon}\left(q_{0}, \perp\right) \xrightarrow{b}\left(q_{0}, \gamma_{2}\right) \xrightarrow{a}\left(q_{0}, \gamma_{1}\right)
$$


(a) VPT $\mathcal{T}_{1}$.

(c) After reading $c c$.

(d) After reading $\mathrm{ccr}_{1}$.

Figure 4.7: Data structure used by the online algorithm.


Figure 4.8: A functional VPT with $\Sigma_{c}=\{c\}, \Sigma_{r}=\left\{r, r^{\prime}\right\}$ and $\Sigma_{\iota}=\{a, b\}$.
encodes the configuration $\left(q_{0}, \gamma_{2} \gamma_{1}, b a\right)$ of the VPT of Figure 4.7 (a).
The structure is updated in order to maintain this invariant. In particular, when a leaf cannot be updated w.r.t. an incoming input letter, it is removed from the structure, and also the orphaned nodes it created. Note that this DAG structure requires the VPT to be reduced.

Progressive output. When an input letter is read, the DAG is updated as explained above, and then a bottom-up phase computes the longest common prefix of all the outputs stored in the DAG. This prefix is output by the algorithm, and removed from the DAG. Once the prefix $u^{\prime}$ of the input $u$ has been processed, let out ${ }_{\neq}\left(u^{\prime}\right)$ denote the length of the longest output among those of all configurations stored in the DAG after the update. We can measure the space complexity using this quantity.

Proposition 4.5. Let $\mathcal{T}$ be a functional VPT. One can build in PTime a Turing transducer which computes $\llbracket T \rrbracket$, and that uses space in $O\left(\left(\mathrm{hc}\left(u^{\prime}\right)+1\right) \cdot \mathrm{out}_{\neq}\left(u^{\prime}\right)\right)$ on the working tape, after reading a prefix $u^{\prime}$ of a well-nested word $u \in \Sigma^{*}$.

### 4.2.4 Height-bounded memory

As we have seen in Section 4.2.2, being bounded memory is very restrictive in the context of nested words. We relax this notion here by allowing a space usage that depends on the height of the input word (but not on its length).

We say that a (partial) function $f: \Sigma^{*} \rightarrow \Delta^{*}$ is height-bounded memory if there exists a function $\theta: \mathbb{N} \rightarrow \mathbb{N}$ such that $f$ is computable by a Turing transducer that runs in space complexity at most $\theta(\mathrm{h}(u))$, on any input $u$.

For instance, the VPT in Figure 4.7 (a) is HBM but not BM: it stack content suffices to determine the output. Another example of functions in HBM but not in BM is the set of functions whose domain only includes (depth-first) encodings of ranked trees. If the maximal rank is $k$, then the length of the input word $u$ is at most $k^{\mathrm{h}(u)}$. Let us now exhibit a function which is not HBM. This is typically the case when one can pump two candidate runs horizontally (i.e. with identical height), with different outputs, as for instance in the VPT in Figure 4.8 including dashed arrows.

Link with deterministic VPTs. Clearly, any function $f$ implemented by a deterministic VPT is HBM. This is for instance witnessed by Proposition 4.5, where out $\neq\left(u^{\prime}\right)=0$ for all prefixes $u^{\prime}$ when $\mathcal{T}$ is deterministic, as the output can be produced progressively (only one candidate). The converse does not hold, however. Consider for instance the VPT in Figure 4.8 with plain arrows. It encodes a unary tree, so it is in HBM as explained above. Moreover, it is not deterministic, due to the decision on the last letter $r$ vs $r^{\prime}$.

This means that there is a strict hierarchy:

$$
\mathrm{BM} \subsetneq \text { determinizable VPTs } \subsetneq \mathrm{HBM} \subsetneq \text { functional VPTs }
$$

For the first inclusion, recall that BM is also the set of functions definable by a deterministic one-way transducer (by Proposition 4.2 and Proposition 4.4).

Horizontal twinning property. For functional one-way transducers, BM is captured by sequentiality, and this can be decided through a twinning property in PTime [WK95, BC02, BCPS03]. We define a variant of this property in order to capture HBM functions.

A functional VPT $\mathcal{T}$ satisfies the horizontal twinning property (HTP) if for all $u_{1}, u_{2} \in \Sigma^{*}$ such that $u_{2}$ is well-nested, for all $v_{1}, v_{2}, w_{1}, w_{2} \in \Delta^{*}$, for all $q_{0}, q_{0}^{\prime} \in I$, for all $q, q^{\prime} \in Q$, and for all $\sigma, \sigma^{\prime} \in \Gamma^{*}$ such that ( $q, \sigma$ ) and ( $q^{\prime}, \sigma^{\prime}$ ) are co-accessible,
if $\left\{\begin{array}{lll}\left(q_{0}, \perp\right) & \xrightarrow{u_{1} / v_{1}}(q, \sigma) \\ \left(q_{0}^{\prime}, \perp\right) & \xrightarrow{u_{1} / w_{1}} & \left(q^{\prime}, \sigma^{\prime}\right) \xrightarrow{u_{2} / v_{2}}(q, \sigma) \\ \left(q^{\prime}, \sigma^{\prime}\right)\end{array} \quad\right.$ then $\operatorname{del}\left(v_{1}, w_{1}\right)=\operatorname{del}\left(v_{1} v_{2}, w_{1} w_{2}\right)$.
Recall that $\operatorname{del}(u, v)$ is the delay between $u$ and $v$, as defined on page 19. Intuitively, the HTP ensures that, on two runs on the same input, the delays cannot increase when traversing well-nested words (i.e. "moving horizontally"). This suffices to capture exactly HBM functions.

Theorem 4.5. Let $\mathcal{T}$ be a functional VPT.

1. $\llbracket \mathcal{T} \rrbracket$ is HBM iff $\mathcal{T}$ satisfies the HTP,
2. this is decidable in CoNPTime, and
3. in this case, the algorithm presented in Section 4.2.3 runs in space complexity exponential in the height of the input word.

Let us give some insights on the proofs. For (1), assume that $\mathcal{T}$ satisfies the HTP. The proof is by induction on the length of the input $u^{\prime}$ read so far, in a manner similar to [BC02]. The main difference is the additional case where a well-nested factor has a width (when seen as a tree) greater than $|Q|^{2}$, where we exploit the HTP in full generality. Conversely, if $\mathcal{T}$ does not satisfy the HTP, then we can show that $\operatorname{FST}(\mathcal{T}, K)$ does not satisfy the twinning property for some bound $K$ on the heights of the input words, which means (by Proposition 4.2), that $\llbracket \mathrm{FST}(\mathcal{T}, K) \rrbracket$ is not BM, and thus $\mathcal{T}$ not HBM (otherwise it would be bounded by $f(\mathrm{~h}(u))$ for some $f$, and thus bounded on all words of height at most $K$ ).

For (2), deciding HTP on a VPT $\mathcal{T}$ is reduced to the emptiness of a pushdown automaton with 2 counters making at most 1 reversal (increasing and then decreasing), which is decidable in CoNPTime [FRR $\left.{ }^{+} 18\right]$. Indeed, not satisfying the HTP is only possible by two ways: either $\left|v_{2}\right| \neq\left|w_{2}\right|$ (in the premises of the HTP), or $v_{2} w_{2} \neq \epsilon$ and $v_{2}[i] \neq w_{2}[i]$ for some $i$. Each condition can be checked using two counters and one reversal. The stack is used to check that $u_{2}$ is well-matched.

The space complexity of (3) is derived from the proof of (1).
Note that this exponential bound is tight. Consider for instance the function that maps $f(t, a)$ to $f(t, a)$ and $f(t, b)$ to $f(\bar{t}, b)$ where $f, a, b$ are letters from $\Sigma=\Delta, t$ is the (depth-first,


Figure 4.9: Premisses of the matched twinning property (MTP).
left-to-right) encoding of a binary tree over $\{0,1\}$, and $\bar{t}$ is the encoding of the complement of $t$, i.e. 0 s are replaced by 1 s , and conversely. This function is in HBM as this is the encoding of a ranked tree. However it cannot be evaluated with a Turing transducer with a polynomial amount of space because there is a doubly exponential number of such binary trees of a given height, and such a tree has to be stored (or, at least, identified).

### 4.2.5 Online-bounded memory

While height-bounded memory allows an evaluation with a memory that do not depend on the length of the input, but only on its height, this can be considered as too permissive. This is witnessed for instance by the fact that, if a function operates on encodings of ranked trees, it can store the whole input in memory, and remains in HBM. We define a third class of functions, similar to HBM, but where the amount of space is bounded by the current height hc $\left(u^{\prime}\right)$ of the prefix $u^{\prime}$ of $u$ at any time, not the global height $\mathrm{h}(u)$.

A function $f: \Sigma^{*} \rightarrow \Delta^{*}$ is online-bounded memory (OBM) if there exists a Turing transducer $M$ computing it, and a function $\theta: \mathbb{N} \rightarrow \mathbb{N}$ such that, just after processing a prefix $u^{\prime}$ of a wellnested word $u \in \Sigma^{*}$, the memory used in the working tape of $M$ is less than $\theta\left(\mathrm{hc}\left(u^{\prime}\right)\right)$.

For instance, consider the function that maps $c^{n} r^{n}$ to $a^{n} c^{n}$ and $c^{n} r^{\prime} r^{n-1}$ to $b^{n} c^{n}$ (for any $n>0$ ). We claim that this function is OBM, thanks to the following algorithm. First, the number of $c$ 's is stored when reading $c^{n}$, and until the first return symbol is read. This costs $\log (n)$, and at this time point $n$ is the current height. If the first return symbol is $r$, it outputs $a^{n} c$, otherwise $b^{n} c$. Then the memory is flushed, and a $c$ is emitted each time an $r$ is read.

Functions definable by deterministic VPTs are clearly OBM. The converse is still not true: The previous example is OBM, but cannot be implemented with a deterministic VPT. Thus we obtain the following inclusions:

$$
\mathrm{BM} \subsetneq \text { determinizable VPTs } \subsetneq \mathrm{OBM} \subsetneq \mathrm{HBM} \subsetneq \text { functional VPTs }
$$

The inclusion $\mathrm{OBM} \subset \mathrm{HBM}$ is by definition. Its strictness is illustrated for instance by the VPT in Figure 4.8 including only plain arrows. As we have seen, it defines a function in HBM (it only involves ranked trees), but is not in OBM, as the whole input needs to be stored until the last letter.

Matched twinning property. In order to decide whether the function defined by a VPT is OBM, we follow the same approach as for HBM, by defining an appropriate twinning property (see Figure 4.9).

A functional VPT $\mathcal{T}$ satisfies the matched twinning property (MTP) if for all $u_{i} \in \Sigma^{*}$ and $v_{i}, w_{i} \in \Delta^{*}(i \in\{1, \ldots, 4\})$ such that $u_{3}$ is well-nested and $u_{2} u_{4}$ is well-nested and, for all $i, i^{\prime} \in I$, for all $p, q, p^{\prime}, q^{\prime} \in Q$, and for all $\sigma_{1}, \sigma_{2} \in \Gamma^{*}$, for all $\sigma_{1}^{\prime}, \sigma_{2}^{\prime} \in \Gamma^{*}$, such that $\left(q, \sigma_{1}\right)$ and $\left(q^{\prime}, \sigma_{2}\right)$ are co-accessible:
if $\left\{\begin{array}{lllllll}(i, \perp) & \xrightarrow{u_{1} / v_{1}} & \left(p, \sigma_{1}\right) & \xrightarrow{u_{2} / v_{2}} & \left(p, \sigma_{1} \sigma_{1}^{\prime}\right) & \xrightarrow{u_{3} / v_{3}} & \left(q, \sigma_{1} \sigma_{1}^{\prime}\right) \\ \left(i^{\prime}, \perp\right) & \xrightarrow{u_{1} / w_{1}} & \left(p^{\prime}, \sigma_{2}\right) & \xrightarrow{u_{2} / w_{2}} & \left(p^{\prime}, \sigma_{2} \sigma_{2}^{\prime}\right) & \xrightarrow{u_{3} / w_{3}} & \left(q^{\prime}, \sigma_{2}\right) \\ \left.\sigma_{2}^{\prime}\right) & \xrightarrow{u_{4} / w_{4}} & \left(q^{\prime}, \sigma_{2}\right)\end{array}\right.$
then $\operatorname{del}\left(v_{1} v_{3}, w_{1} w_{3}\right)=\operatorname{del}\left(v_{1} v_{2} v_{3} v_{4}, w_{1} w_{2} w_{3} w_{4}\right)$.
Observe that if a VPT satisfies the MTP, it also satisfies the HTP, by taking $u_{3}=u_{4}=\epsilon$. While the HTP allows to pump "horizontally", the MTP also allows to pump "vertically".

Theorem 4.6. Let $\mathcal{T}$ be a functional VPT.

1. $\llbracket \mathcal{T} \rrbracket$ is OBM iff $\mathcal{T}$ satisfies the MTP,
2. this is decidable in CoNPTime, and
3. if this is the case, $\llbracket \mathcal{T} \rrbracket$ is computable by a Turing transducer using quadratic space in the current height of the input.

The proofs follow the same lines as for HBM (cf Theorem 4.5), with more involved developments. For instance, we use a recent result by Aleksi Saarela [Saa19] on word combinatorics, in order to derive more delays when the conditions of the MTP do not hold.

## Chapter 5

## Algebraic characterizations
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In the previous chapters, we mainly focused on a "machine" approach to transductions, through two-way transducers or streaming string transducers (with a short excursion to logic). In this chapter, we adopt the "algebraic" and "logic" point of view on transductions, still focusing on definability problems.

Languages. For languages, this shift from automata to algebra and logic has been established in the early days of formal language theory, in several ways. For instance the syntactic congruence provides an algebraic tool to characterize regular languages: the Myhill-Nerode theorem states that a language is regular iff its syntactic right congruence has finite index [Ner63], or equivalently iff it is recognized by a finite monoid [Myh57]. Moreover this congruence defines the minimal deterministic automaton recognizing the language. Another well-known connection has been established, this time between logic and automata: a language is regular iff it is recognized by an MSO formula [Büc60, Tra61].

Such correspondences have also been proven for subclasses of regular languages [Str94], for instance star-free languages. These languages correspond to counter-free automata, aperiodic (finite) syntactic congruences, and to languages defined by first-order formulas [Sch65, MP71]. Self-contained proofs of these relations are available in [DG08] (and [DGK08] for classes below). ${ }^{1}$ In this chapter we will describe other congruence classes with several characterizations.

[^12]

Figure 5.1: Models of finite word to finite word transformations, including algebraic models.

For transductions, the situation is more complex, and almost nothing is known beyond rational functions [Ber79]. We characterize transductions through congruence classes $\mathbf{C}$, (as for instance the class $\mathbf{A}$ of aperiodic congruences): a transduction is $\mathbf{C}$-rational if it can be implemented by a transducer such that the transition congruence of its underlying automaton is in $\mathbf{C}$. Our goal here, is to decide whether a transduction is $\mathbf{C}$-rational, given a decidable congruence class C. In Figure 5.1, we extend Figure 2.1 on transductions classes by adding algebraic characterizations, for sequential and rational functions. Let us depict the situation.

Sequential transductions. Sequential functions, i.e. functions definable by deterministic one-way transducers ${ }^{2}$, benefit from a minimization procedure that yields a canonical transducer. Its transition congruence can be defined in a way similar to the language case, once outputs have been moved "to the left" on transitions (that is, outputs are produced as early as possible) [Cho79, Cho03, BC02]. This leads to an algorithm deciding, given a congruence class $\mathbf{C}$ and a sequential transducer, whether there exists an equivalent transducer which is and deterministic and has a transition congruence in C. However, this is not sufficient to decide whether the corresponding sequential function is $\mathbf{C}$-rational: there may be equivalent transducers in $\mathbf{C}$, but none of them is deterministic.

Rational functions. Algebraic characterizations, when operating on automata, need deterministic devices. An early result by Elgot and Mezei shows that each rational transduction is the composition of a co-deterministic transducer (that is, deterministic while reading from right to left) with a deterministic transducer [EM65]. Schützenberger defined the notion of bimachine, that can be considered as deterministic transducers with a co-deterministic regular look-ahead [Sch61] ${ }^{3}$. A notion of canonical bimachine has been proposed in [RS91], but this one is not minimal in the algebraic sense: A transduction can have a bimachine with congruences in a congruence class $\mathbf{C}$, but not its canonical bimachine.

[^13]Infinite words. For infinite words, some logic-automata connections still hold, but the situation is more intricate on the algebraic side, already at the "language" level [Wil93, PP04]. For instance there is no Myhill-Nerode theorem (i.e. no unique minimal automaton) nor even a canonical automaton. Still, it has been shown in [BC04] how to decide whether a rational function on infinite words is sequential ${ }^{4}$ (realized by a transducer with a deterministic underlying Muller automaton). In [Wil16], Wilke describes a notion of bimachine for infinite words, restricted to total letter-to-letter rational functions. A connection between counter-free letter-to-letter bimachines and temporal logics is established. These bimachines over infinite words use the notion of prophetic automaton as right automaton (or regular look-ahead) as proposed by Carton and Michel [CM03, Car10]. Also, the equivalence between star-free expressions and aperiodic languages holds for infinite words [Per84], based on a syntactic congruence defined in [Arn85], which leads to the decidability of first-order definability for regular languages of infinite words. The connection between aperiodic two-way transducers and aperiodic SSTs over infinite words is established in [DKT16].

Contributions. In the first part of the chapter, we propose an algorithm for deciding whether a rational transduction on finite words is C-rational, given a decidable congruence class $\mathbf{C}$. This is obtained by proving that there is only a finite number of minimal bimachines, and by finding a way to enumerate them. We also consider the special case of aperiodic congruences, for which we prove that the canonical bimachine is aperiodic iff the transduction is. Furthermore, we establish a transfer theorem between algebra and logic, which is used to extend the results on languages to transductions, in particular the decidability of being definable in first-order logic, but also in other logics having an algebraic counterpart.

The second part of the chapter deals with the extension to infinite words. We first show how deterministic transducers over infinite words can be minimized. Then, we extend the notion of bimachines to infinite words, and show that this captures the class of rational functions. We define two right congruences (or equivalently, regular look-aheads), that capture enough information from the suffix of the input word in order to have a bimachine recognizing the function, and coarse enough to obtain an aperiodic bimachine, when the function is. This way, we obtain a canonical bimachine for any rational function over infinite words, and also a decision procedure for deciding whether such a function is aperiodic. We also show that aperiodic functions correspond to those definable in first-order logic on infinite words. As a side result, we show that the result by Elgot and Mezei stating that a rational function over finite words is the composition of a deterministic and a co-deterministic rational function, also holds for infinite words, in both directions (one of them was proved in [Car10]).

Further related work. In this chapter, we classify functions based on congruence classes, where congruences are those of the underlying automata of the transducers (or bimachines). An alternative way of classifying functions is to use the notion of continuity of a class of languages: the function belongs to a given class if it preserves this class by inverse image. This is explored in [CKLP15, CCP17]. For length-preserving rational functions, it was proved in [LMSV99] that aperiodic non-deterministic ${ }^{5}$ rational functions correspond to length-preserving first-order definable functions. This result has then been generalized to other varieties [MSTV06]. Nondeterministic bimachines are studied in [SY06], in terms of expressiveness, not from an algebraic point of view. Regular functions have no algebraic characterization so far, but it has been proved

[^14]that first-order definable regular functions are those definable by aperiodic streaming string transducers [FKT14], and also by aperiodic two-way transducers [CD15] (see also [DJR18] for direct translations between these models). Still, deciding whether a regular function is firstorder definable is open.

## Open problem 4 (Regular functions in FOT)

Is it decidable whether a regular function (given, for instance, by a functional two-way transducer) is definable in FOT?

The particular case where input and output alphabets are unary is treated in [CG14], and rotating and sweeping transducers in [Gui16b] (see also [Gui18] for an overview). Biautomata [KP12] share some similarities with bimachines, but are different devices, as their left and right heads share information on the current state.

### 5.1 Rational functions over finite words

### 5.1.1 Congruences for transductions

Words. Let us define the prefix distance between two words $u$ and $v$ as $\|u, v\|=|u|+|v|-2|u \wedge v|$ (recall that $u \wedge v$ stands for the longest common prefix of $u$ and $v$ ).

Automata. Given a one-way automaton $\mathcal{A}$, we note $q \xrightarrow{u} \mathcal{A} q^{\prime}$ whenever there is a run of $\mathcal{A}$ on $u$ from a state $q$ to a state $q^{\prime}$. We omit $\mathcal{A}$ when it is clear from the context. A state $q$ of $\mathcal{A}$ is said accessible if there exists a word $u$ and an initial state $q_{0}$ of $\mathcal{A}$ such that $q_{0} \xrightarrow{u} \mathcal{A} q$. An automaton is said accessible if all its states are accessible. In this chapter we always assume automata to be one-way, deterministic, and complete (i.e. for every state $p$ and letter $a$, there is a state $q$ and a transition rule $p \xrightarrow{a} \mathcal{A} q$ ). Any one-way automaton can be made complete in PTime.

Transducers. We take in this chapter a definition of transducers that slightly differs from the one used in the other chapters, allowing initial outputs. A (one-way) transducer $\mathcal{T}$ is a tuple ( $\mathcal{A}$, out, $i, t$ ) where $\mathcal{A}=(Q, \Sigma, \vdash, \dashv, \delta, I, F)$ is still a one-way automaton, out is still an output function out : $\delta \rightarrow \Delta^{*}$, and where two output functions are added for the initial and final states: $i: I \rightarrow \Delta^{*}$ and $t: F \rightarrow \Delta^{*}$.

Given a word $u \in \Sigma^{*}$ and a run $q_{0} q_{1} \cdots q_{|u|}$ of $\mathcal{A}$ on $u$, we write $q_{0} \xrightarrow{u \mid v} \mathcal{T} q_{|u|}$ to denote the corresponding run of $\mathcal{T}$ on $u$, where $v=\operatorname{out}\left(q_{0}, u[1], q_{1}\right) \cdots \operatorname{out}\left(q_{|u|-1}, u[|u|], q_{|u|}\right)$. If $q_{0} \in I$ and $q_{|u|} \in F$ then the run is accepting, and $(u, w) \in \llbracket \mathcal{T} \rrbracket$ with $w=i\left(q_{0}\right) v t\left(q_{|u|}\right)$ (also written as $\llbracket \mathcal{T} \rrbracket(u)=w$, as $\mathcal{T}$ is functional). As usual, a transducer is said unambiguous (resp. deterministic) if its underlying automaton is unambiguous (resp. deterministic), and a function is said rational (resp. sequential) if it is realized by a functional (resp. deterministic) transducer. Let us recall that functionality is decidable in PTime and that every functional transducer has an equivalent unambiguous transducer [Ber79]. Because of the presence of the output functions $i$ and $t$, our notion of deterministic transducers is often called "subsequential" in the literature [Sch77].

Congruences. Let $\sim$ denote an equivalence relation on $\Sigma^{*}$, and $[u]_{\sim}$ the equivalence class of the word $u \in \Sigma^{*}$ (also written $[u]$ when it is clear from the context). The relation $\sim$ has finite index when its quotient $\Sigma^{*} / \sim=\left\{[u]_{\sim} \mid u \in \Sigma^{*}\right\}$ is finite.

Given two equivalence relations $\sim_{1}, \sim_{2}$ over $\Sigma^{*}$, the relation $\sim_{1}$ is said finer than $\sim_{2}$ (or $\sim_{2}$ is coarser than $\sim_{1}$ ) if for every pair of words $u, v$, if $u \sim_{1} v$ then $u \sim_{2} v$. We denote this fact by writing $\sim_{1} \sqsubseteq \sim_{2}$.

A right congruence (resp. left congruence) over $\Sigma^{*}$ is an equivalence relation over $\Sigma^{*}$ such that, for every pair of words $u, v \in \Sigma^{*}$, and every letter $a \in \Sigma$, if $u \sim v$ then $u a \sim v a$ (resp. $a u \sim a v)$. An equivalence relation is a congruence if it is both a left congruence and a right congruence. The intersection of two right (resp. left) congruences $\sim_{1}, \sim_{2}$ over a common alphabet is also a right (resp. left) congruence that we denote by $\sim_{1} \sqcap \sim_{2}$.

We say that a congruence $\sim$ recognizes a language $L \subseteq \Sigma^{*}$ if $L$ is a union of equivalence classes $C$ of $\sim$, that is: $L=\bigcup_{c \in C}\{u \mid[u]=c\}$.

Syntactic congruence. One of the most fundamental congruences associated with a language $L$ is its syntactic congruence $\equiv_{L}$ defined by:

$$
u \equiv_{L} v \Longleftrightarrow\left(\forall w_{\ell}, w_{r} \in \Sigma^{*}, w_{\ell} \cdot u \cdot w_{r} \in L \Longleftrightarrow w_{\ell} \cdot v \cdot w_{r} \in L\right)
$$

The relation $\equiv_{L}$ is indeed a congruence, and recognizes $L$. More importantly, it is the coarsest congruence among all those recognizing $L$. One can even show (using the transition congruence below) that a language is regular iff its syntactic congruence has finite index.

Transition congruence. Let us now consider two congruences associated with an automaton $\mathcal{A}$ with states $Q$ (recall that $\mathcal{A}$ is assumed one-way, deterministic and complete).

The transition congruence $\approx_{\mathcal{A}}$ of $\mathcal{A}$ is defined by:

$$
u \approx_{\mathcal{A} v} \Longleftrightarrow(\forall p, q \in Q, p \xrightarrow{u} \mathcal{A} q \Longleftrightarrow p \xrightarrow{v} \mathcal{A} q)
$$

The relation $\approx_{\mathcal{A}}$ is a congruence. Let $L$ denote the language recognized by $\mathcal{A}$ : in this case $\approx_{\mathcal{A}}$ recognizes $L$.

The right transition congruence $\sim_{\mathcal{A}}$ of $\mathcal{A}$ (with initial state $q_{0}$ ) is defined by:

$$
u \sim_{\mathcal{A}} v \Longleftrightarrow\left(\forall q \in Q, q_{0} \xrightarrow{u}_{\mathcal{A}} q \Longleftrightarrow q_{0} \xrightarrow{v}_{\mathcal{A}} q\right)
$$

This relation is a right congruence. We can see in this definition that an equivalence class of $\sim_{\mathcal{A}}$ is strongly related with the state $q$ reached when reading a member of the class. Hence we will often identify a state $q$ and the class $[u]_{\sim_{\mathcal{A}}}$ of words $u$ leading to $q$, and write $[u]_{\mathcal{A}}$ for simplicity. We also use $\sim_{\mathcal{A}}$ to compare automata: given two automata $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$, we say that $\mathcal{A}_{1}$ is finer than $\mathcal{A}_{2}$ (written $\mathcal{A}_{1} \sqsubseteq \mathcal{A}_{2}$ ) iff $\sim_{\mathcal{A}_{1}} \sqsubseteq \sim_{\mathcal{A}_{2}}$. With this definition, the minimal deterministic automaton recognizing $L$ is also the coarsest deterministic automaton recognizing $L$ (up to isomorphism).

Congruence classes. Given an alphabet $\Sigma$, a congruence class $\mathbf{C}$ is a set of congruences of finite index over $\Sigma$ which is both: 1) closed under intersection, and 2) closed under taking coarser congruences. ${ }^{6}$

In the following we will consider definability problems related to congruences, so we need to agree on a finite representation of them. A congruence $\sim$ of finite index over $\Sigma$ can be fully described by a morphism $\mu: \Sigma^{*} \rightarrow M$, where $M$ is a finite monoid, and $\mu$ is such that $u \sim v$

[^15]iff $\mu(u)=\mu(v)$. This morphism can itself be fully described by a function $f: \Sigma \rightarrow M$. From now on, we always assume that a congruence is described by such a monoid and morphism. A congruence class $\mathbf{C}$ is said decidable if the following problem is decidable: given a congruence $\sim$ (described by a monoid and morphism), decide if $\sim$ is in $\mathbf{C}$.

In the sequel we may refer to the following decidable congruence classes:

- the class $\mathbf{F}$ of all finite congruences,
- the class I of idempotent congruences: a congruence $\sim$ is idempotent if for every word $u$, $u \sim u^{2}$,
- the class A of aperiodic congruences: a congruence $\sim$ is aperiodic if there exists $n$ such that, for every word $u, u^{n} \sim u^{n+1}$.
- the class DA which gathers the languages definable in first-order logic with two variables [TW98]. A congruence $\sim$ is in DA if there exists $n$ such that for any words $u, v, w$, we have: $(u v w)^{n} v(u v w)^{n} \sim(u v w)^{n}$.
- the class $\mathbf{J}$ of $\mathcal{J}$-trivial congruences. The Green relation $\mathcal{J}$ is defined by: $u \mathcal{J} v$ whenever there exists $u^{\prime}, u^{\prime \prime}, v^{\prime}, v^{\prime \prime}$ such that $u \sim v^{\prime} v v^{\prime \prime}$ and $v \sim u^{\prime} u u^{\prime \prime}$. A congruence $\sim$ is $\mathcal{J}$-trivial if for all words $u, v$ in $\Sigma^{*}$, if $u \mathcal{J} v$ then $u=v$.

C-automata and C-transducers. Given a congruence class C, we will say that an automaton $\mathcal{A}$ is a $C$-automaton if its transition congruence $\approx_{\mathcal{A}}$ is in $\mathbf{C}$. A $\boldsymbol{C}$-transducer is a transducer whose underlying automaton is a $\mathbf{C}$-automaton. We say that a function is $\boldsymbol{C}$-rational (resp. $\boldsymbol{C}$-sequential) if it is realized by a functional (resp. deterministic) $\mathbf{C}$-transducer.

Definability. Let us now focus on the following definability problem:
Given a functional one-way transducer recognizing a function $f$, and a congruence class $\mathbf{C}$, is $f \mathbf{C}$-rational?

We always assume here, that $\mathbf{C}$ is decidable. We will first focus on the subset of sequential functions, for which the problem is simpler to address.

### 5.1.2 Sequential functions

The situation for sequential functions is somehow similar to that of regular languages, with an additional subtlety. ${ }^{7}$ Given a regular language $L$ and a congruence class $\mathbf{C}$, one can decide if there exists a congruence in $\mathbf{C}$ recognizing $L$ by taking a deterministic automaton recognizing $L$, minimizing it, and testing if this automaton has a transition congruence in $\mathbf{C}$.

For sequential functions, Choffrut provided a minimization algorithm [Cho03], that we describe hereafter. As for languages, using this minimization procedure on a deterministic transducer recognizing a function $f$, and testing if this new transducer is in $\mathbf{C}$, permits to decide if $f$ is $\mathbf{C}$-sequential:

Theorem 5.1. Let $C$ be a decidable congruence class. It is decidable whether a sequential function, given by a one-way transducer, is $\boldsymbol{C}$-sequential.

[^16]

Figure 5.2: An I-transducer.


Figure 5.3: Situation for sequential transductions.
$\mathbf{C}+$ sequential $\neq \mathbf{C}$-sequential. The subtlety is that it does not permit to decide if $f$ is C-rational. Indeed, being C-rational and sequential is not sufficient for being $\mathbf{C}$-sequential. In other terms, there are classes $\mathbf{C}$ and functions $f$ that are $\mathbf{C}$-rational (there is a transducer in C recognizing $f$ ), sequential (there is a deterministic transducer recognizing $f$ ), but are not C-sequential (i.e. there is no transducer recognizing $f$ which is both in $\mathbf{C}$ and sequential). Let us exhibit such a class and function.

Example 5.1. Consider the function $f$ over alphabets $\Sigma=\Delta=\{a\}$ such that $f(\epsilon)=f(a)=\epsilon$ and $f\left(a^{n}\right)=a$ for all $n>1$. Clearly, this function is sequential, with a transducer that outputs $a$ on the second input letter, and $\epsilon$ on all others.

As a class, we consider the class I of idempotent congruences defined before. We provide in Figure 5.2 a (non-deterministic) I-transducer recognizing $f$.

Now, we claim that there is no deterministic I-transducer recognizing f. Assume for contradiction that such a transducer exists, and let $p \xrightarrow{a \mid \epsilon} q$ be its accepting run over $a$. We have $i(p)=t(p)=\epsilon$ since $f(a)=\epsilon . A s f(a a)=a$ and $a \sim a a(\sim$ is idempotent $)$, we have $q \xrightarrow{a \mid a} q$, and thus $f(a a a)=a a$, which is a contradiction.

The global picture is depicted in Figure 5.3, and for now we described the leftmost part. For the class $\mathbf{A}$ of aperiodic congruences (on the right part), the situation is a bit simpler:

Theorem 5.2. A sequential function is $\boldsymbol{A}$-sequential if and only if it is $\boldsymbol{A}$-rational.
This property is proved by checking that the determinization algorithm in [BC02] preserves aperiodicity. Together with Theorem 5.1, we obtain a procedure to decide A-sequential and A-rationality of sequential functions.

Minimization. Let us give some intuitions about why Theorem 5.1 holds. The minimization procedure proposed by Choffrut [Cho03] is based on the following ingredients, defined from a function $f: \Sigma^{*} \rightarrow \Delta^{*}$ :

- a new function $\widehat{f}: \Sigma^{*} \rightarrow \Delta^{*}$ defined by:

$$
\widehat{f}(u)=\bigwedge\left\{f(u w) \mid w \in u^{-1} \operatorname{dom}(f)\right\}
$$

$\widehat{f}(u)$ outputs the longest common prefix of all the possible continuations of $u$ in the domain, which is the maximal output that can be produced, and this is done at any time point.

- the syntactic congruence of $f$, denoted by $\sim_{f}$, and defined by:

$$
\begin{aligned}
& u \sim_{f} v \text { iff } \\
& \text { 1) for any } w \in \Sigma^{*}, u w \in \operatorname{dom}(f) \Longleftrightarrow v w \in \operatorname{dom}(f) \text { and } \\
& \text { 2) for any } w \in u^{-1} \operatorname{dom}(f), \widehat{f}(u)^{-1} f(u w)=\widehat{f}(v)^{-1} f(v w) \text {, for any words } u, v \text {. }
\end{aligned}
$$

Condition 1) ensures that $\sim_{f}$ recognizes $\operatorname{dom}(f)$, while Condition 2) checks that the output for any $w$ is the same after reading $u$ and $v$, once their specific outputs $\widehat{f}(u)$ and $\widehat{f}(v)$ have been removed.

The minimal transducer $\mathcal{T}_{f}$ is defined from $\sim_{f}$ in a natural way:

- its underlying automaton has the classes of $\sim_{f}$ as states, with initial state $[\epsilon]$, final states $\{[u] \mid u \in \operatorname{dom}(f)\}$, and transition rules $[u] \xrightarrow{a}[u a]$ for all $u \in \Sigma^{*}$ and $a \in \Sigma$.
- the outputs are defined by: out $([u] \xrightarrow{a}[u a])=\widehat{f}(u)^{-1} \widehat{f}(u a)$, which means that when reading a letter $a$ after $u, \mathcal{T}_{f}$ outputs the maximal output for $u a$, given that it has already output the maximal output for $u$. For the initial and final states we take $i([\epsilon])=\widehat{f}(\epsilon)$ and $t([u])=\widehat{f}(u)^{-1} f(u)$, for $u \in \operatorname{dom}(f)$.

With this definition, $f$ is $\mathbf{C}$-sequential iff $\mathcal{T}_{f}$ is a $\mathbf{C}$-transducer. Moreover, $\mathcal{T}_{f}$ can be computed in PTime from any sequential transducer realizing $f$ [Cho03]. This completes the sketch of proof for Theorem 5.1.

### 5.1.3 Bimachines

Having a deterministic device is a major feature for establishing algebraic properties. This is the reason why the result for sequential functions was easily obtained from the minimization procedure of deterministic transducers, and why regular languages (that can all be described by deterministic automata) have a simple algebraic characterization, by finite congruences. However, no simple deterministic device captures rational functions, so their algebraic characterization is more challenging. Still, Elgot and Mezei showed that any rational function is the composition of a left-to-right sequential transducer, and a sequential right-to-left transducer [EM65, Section 7].

Schützenberger proposed the model of bimachines in [Sch61], which was also developed (and named) later by Eilenberg [Eil74]. A bimachine $\mathcal{B}$ is composed by two automata: a deterministic left-to-right automaton $\mathcal{L}$ (called left automaton), and a deterministic right-to-left automaton $\mathcal{R}$ (called right automaton). An output function gives, from the pair of states of the two automata at a given position, the word output at that position. This would rather be considered nowadays as a deterministic automaton with a regular co-deterministic look-ahead, but the bimachine is a completely symmetrical device. Bimachines are exactly as expressive as functional one-way transducers, i.e. capture rational functions.

Reutenauer and Schützenberger defined a canonical bimachine $\mathcal{B}_{f}$ associated with any rational function $f$ [RS91]. In this section we show how it is defined. We start from a bimachine $\mathcal{B}$ realizing a function $f$ :

1. one can define a canonical right automaton for this function, i.e. a right automaton $\mathcal{R}$ that depends on $f$, but not on $\mathcal{B}$. We write it $\mathcal{R}_{f}$.
2. when the right automaton $\mathcal{R}$ is fixed, one can minimize the left automaton $\mathcal{L}$ of $\mathcal{B}$, that we write $\operatorname{Left}(\mathcal{R})$. This is called left-minimization, and yields a new bimachine written $\operatorname{Left}(\mathcal{B})$. Symmetrically, we can define the right-minimization $\operatorname{Right}(\mathcal{B})$.
3. from this, one defines the canonical bimachine $\mathcal{B}_{f}$ with right automaton $\mathcal{R}_{f}$, and left automaton $\operatorname{Left}\left(\mathcal{R}_{f}\right)$.

A $C$-bimachine is a bimachine whose left and right automata are both $\mathbf{C}$-automata. We will see (in Section 5.1.4) that unfortunately canonical bimachines do not gather all the algebraic properties of a function, i.e. there exist $\mathbf{C}$-rational functions $f$ such that $\mathcal{B}_{f}$ is not a $\mathbf{C}$-bimachine. Hence, we will need another procedure. This procedure heavily relies on the core operations described above: left-minimization and canonical right automaton. For this reason we describe their definitions and basic properties here.

Right automaton, left congruence, bimachine. A right automaton $\mathcal{R}$ is a one-way automaton with a single initial state, and with backward deterministic transitions (also called co-deterministic). It is interpreted as reading the input word from right to left deterministically. Equivalently, it can also be interpreted as a deterministic automaton operating on the mirror of the word (also swapping initial and final states). The left transition congruence $\sim_{\mathcal{R}}$ associated with $\mathcal{R}$ is also defined in the exact symmetric way as transition congruences of oneway automata, and in particular is a left congruence. In the following, we name left automaton a deterministic one-way automaton.

A bimachine $\mathcal{B}$ is a tuple ( $\mathcal{L}, \mathcal{R}$, out, out $\boldsymbol{t}_{1}$, out ${ }_{r}$ ) where $\mathcal{L}$ and $\mathcal{R}$ are left and right automata with states $Q_{\mathcal{L}}$ and $Q_{\mathcal{R}}$, and final states $F_{\mathcal{L}}$ and $F_{\mathcal{R}}$, respectively. We require that $\mathcal{L}$ and $\mathcal{R}$ have the same domain. ${ }^{8}$ The function out : $Q_{\mathcal{L}} \times \Sigma \times Q_{\mathcal{R}} \rightarrow \Sigma^{*}$ is the output function, out $: F_{\mathcal{R}} \rightarrow \Sigma^{*}$ is the left final function and out ${ }_{r}: F_{\mathcal{L}} \rightarrow \Sigma^{*}$ is the right final function. Given two states $l \in Q_{\mathcal{L}}$ and $r \in Q_{\mathcal{R}}$, the output function is extended to words in the following way: $\operatorname{out}(l, \epsilon, r)=\epsilon$, and out $(l, u v, r)=\operatorname{out}\left(l, u, r^{\prime}\right) \operatorname{out}\left(l^{\prime}, v, r\right)$, provided that $l \xrightarrow{u} \mathcal{L} l^{\prime}$ and $r^{\prime} \stackrel{v}{v}_{\leftarrow_{\mathcal{R}}} r$. The function realized by $\mathcal{B}$ is the function $\llbracket \mathcal{B} \rrbracket$ with the same domain as $\mathcal{L}$ and $\mathcal{R}$, and such that $\llbracket \mathcal{B} \rrbracket(u)=$ out $_{1}(r) \operatorname{out}\left(l_{0}, u, r_{0}\right)$ out $_{r}(l)$ where $l_{0} \xrightarrow{u} \mathcal{L} l$ and $r \stackrel{u}{\leftarrow} \mathcal{R} r_{0}$ are accepting runs of $\mathcal{L}$ and $\mathcal{R}$, respectively. Intuitively, out can be read as a function reading an input letter annotated with the states of $\mathcal{L}$ and $\mathcal{R}$, and producing an output at that position accordingly. The global output on $u$ is then the concatenation of the outputs of each letter of $u$.

Example 5.2. The bimachine depicted in Figure 5.4 swaps the first and last letter of words in $\{a, b\}^{*}$. The left automaton stores the first letter, and the right automaton the last one. The output is defined, for every $c \in\{a, b\}$, by out $\left(l_{0}, c, r_{c}\right)=\operatorname{out}\left(l_{c}, c, r_{0}\right)=c$ and out $(l, c, r)=c$ in all other cases. Moreover out $\boldsymbol{t}_{1}(r)=\operatorname{out}_{r}(l)=\epsilon$ for all states $l, r$.

[^17]

Figure 5.4: Automata of a bimachine $\mathcal{B}$, and a run of $\mathcal{B}$ on the word $a a b b$.

Left-minimization. Given two bimachines $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ with respective left automata $\mathcal{L}_{1}, \mathcal{L}_{2}$ and right automata $\mathcal{R}_{1}, \mathcal{R}_{2}$, we say that $\mathcal{B}_{1}$ is finer than $\mathcal{B}_{2}$ (or $\mathcal{B}_{2}$ coarser than $\mathcal{B}_{1}$ ), denoted $\mathcal{B}_{1} \sqsubseteq \mathcal{B}_{2}$, if $\mathcal{L}_{1} \sqsubseteq \mathcal{L}_{2}$ and $\mathcal{R}_{1} \sqsubseteq \mathcal{R}_{2}$. A bimachine $\mathcal{B}$ is minimal if there is no equivalent bimachine strictly coarser than $\mathcal{B}$ (but other incomparable bimachines may exist).

Consider a bimachine $\mathcal{B}$ realizing a function $f$, with right automaton $\mathcal{R}$. The left-minimization consists in building a minimal ${ }^{9}$ left automaton $\operatorname{Left}_{f}(\mathcal{R})$ among all those which, associated with $\mathcal{R}$, define a bimachine realizing $f$. We usually write $\operatorname{Left}(\mathcal{R})$ instead of $\operatorname{Left}_{f}(\mathcal{R})$, for clarity.

Recall that in the sequential case (Section 5.1.2), the minimal deterministic transducer outputs the longest word among all those obtained from a word with the same prefix. The approach here is the same, but on the input word annotated with the equivalence class $[w]_{\mathcal{R}}$ of $\mathcal{R}$ on the current suffix $w$ of the input. We define the functions $\widehat{f}_{[w]_{\mathcal{R}}}$, for any $w$, by:

$$
\widehat{f}_{[w]_{\mathcal{R}}}(u)=\bigwedge\left\{f(u v) \mid v \in[w]_{\mathcal{R}} \cap u^{-1} \operatorname{dom}(f)\right\}
$$

which denotes the longest possible output after reading $u$, given that the suffix $v$ will be in $[w]_{\mathcal{R}}$. Like for sequential functions, we define a right congruence $\sim_{L}$ from $\widehat{f}_{[w]_{\mathcal{R}}}$, by:

$$
u \sim_{L} v \text { iff }\left\{\begin{array}{l}
\forall w \in \Sigma^{*}, u w \in \operatorname{dom}(f) \Leftrightarrow v w \in \operatorname{dom}(f) \text { and } \\
\text { if } u w \in \operatorname{dom}(f), \text { then } \widehat{f}_{[w]_{\mathcal{R}}}(u)^{-1} f(u w)=\widehat{f}_{[w]_{\mathcal{R}}}(v)^{-1} f(v w)
\end{array}\right.
$$

and the left automaton $\operatorname{Left}(\mathcal{R})$ is built from $\sim_{L}$ in the natural way. Symmetrically, the right automaton $\operatorname{Right}(\mathcal{L})$ is defined from a given left automaton $\mathcal{L}$. From a bimachine $\mathcal{B}$, we define the bimachine $\operatorname{Left}(\mathcal{B})$ similar to $\mathcal{B}$ except that its left automaton is replaced by $\operatorname{Left}(\mathcal{R})$, and output functions are adapted accordingly. $\operatorname{Right}(\mathcal{B})$ is defined similarly: the right automaton of $\mathcal{B}$ is replaced by $\operatorname{Right}(\mathcal{L})$. The following properties can be proved:

Proposition 5.1. Given a bimachine $\mathcal{B}$ realizing a function $f$, with a left automaton $\mathcal{L}$ and $a$ right automaton $\mathcal{R}$,

1. Left $(\mathcal{B})$ and $\operatorname{Right}(\mathcal{B})$ are well-defined, and equivalent to $\mathcal{B}$,
2. $\mathcal{L} \sqsubseteq \operatorname{Left}(\mathcal{R})$ and $\mathcal{R} \sqsubseteq \operatorname{Right}(\mathcal{L})$,
3. Left $(\mathcal{B})($ resp. Right $(\mathcal{B}))$ is minimal among all bimachines equivalent to $\mathcal{B}$ having $\mathcal{R}$ as right automaton (resp. $\mathcal{L}$ as left automaton),
4. Left $(\operatorname{Right}(\mathcal{B}))$ and $\operatorname{Right}(\operatorname{Left}(\mathcal{B}))$ are minimal bimachines realizing $f$. Moreover they are comparable with $\mathcal{B}$, so $\mathcal{B} \sqsubseteq \operatorname{Left}(\operatorname{Right}(\mathcal{B}))$ and $\mathcal{B} \sqsubseteq \operatorname{Right}(\operatorname{Left}(\mathcal{B}))$,
5. Left $(\operatorname{Right}(\mathcal{B}))$ and $\operatorname{Right}(\operatorname{Left}(\mathcal{B}))$ can be computed in PTime from $\mathcal{B}$.


Figure 5.5: Combining left-minimization and right-minimization from a bimachine with automata $\mathcal{L}$ and $\mathcal{R}$.

We represent some of these properties in Figure 5.5, for a given rational function $f$. The left part represents left automata, and the right part right automata. The line joining $\mathcal{L}$ and $\mathcal{R}$ represents a bimachine $\mathcal{B}$ realizing $f$, with $\mathcal{L}, \mathcal{R}$ as automata. Left automata are (partially) ordered by $\sqsubseteq$, with the finer left automata at the top. Right automata are ordered in the opposite way, which is natural, as the finer a left automaton is, the coarser an associated right automaton can be (and symmetrically). We can observe for instance that $\mathcal{B} \sqsubseteq \operatorname{Right}(\operatorname{Left}(\mathcal{B}))$, as $\mathcal{L} \sqsubseteq \operatorname{Left}(\mathcal{R})$ and $\mathcal{R} \sqsubseteq \operatorname{Right}(\operatorname{Left}(\mathcal{L}))$. We use arrows to indicate Left and Right operations.

We have seen how to define a minimal left automaton, given a fixed right automaton. Let us now look how we can canonically define a right automaton from $f$.

Canonical right automaton. We define a canonical right automaton: it can be considered as the minimal (co-deterministic) amount of look-ahead information needed in order to have a deterministic left automaton using its information and realizing the function. As expected, the canonical right automaton relies on a left congruence.

The left congruence of a function $f: \Sigma^{*} \rightarrow \Delta^{*}$ is defined by:

$$
u \leftharpoonup_{f} v \text { if }\left\{\begin{array}{l}
\forall w \in \Sigma^{*}, w u \in \operatorname{dom}(f) \Leftrightarrow w v \in \operatorname{dom}(f) \text { and } \\
\sup \{\|f(w u), f(w v)\| \mid w u \in \operatorname{dom}(f)\}<\infty
\end{array}\right.
$$

These conditions state that $u$ and $v$ must have the same prefixes in the domain, and, over any of these prefixes $w, f$ outputs almost the same word on $w u$ and $w v$, i.e. up to a word of bounded length. The relation $\leftharpoonup_{f}$ is indeed a left congruence, and it is of finite index for any rational function $f$ [RS91]. The canonical right automaton of a rational function $f$, written $\mathcal{R}_{f}$, is based on $\leftharpoonup_{f}$ (we write here $[u]$ instead of $\left[u \iota_{\left\llcorner_{f}\right.}\right.$, for clarity): its set of states is $\Sigma^{*} /\left\llcorner_{f}\right.$ with initial state $[\epsilon]$, final states $\{[u] \mid u \in \operatorname{dom}(f)\}$ and transitions $[a u] \stackrel{a}{\leftarrow}[u]$, for all $a \in \Sigma^{*}$ and $u \in \Sigma^{*}$. Symmetrically, one can define the right congruence of a function $\rightarrow_{f}$ and the canonical left automaton of $f$, written $\mathcal{L}_{f}$. The canonical right automaton is coarser than any right automaton for $f$ (and symmetrically):

[^18]Proposition 5.2. If $\mathcal{B}$ is a bimachine realizing $f$, with left automaton $\mathcal{L}$ and right automaton $\mathcal{R}$, then $\mathcal{L} \sqsubseteq \mathcal{L}_{f}$ and $\mathcal{R} \sqsubseteq \mathcal{R}_{f}$.

Canonical bimachine. We have all the ingredients to define the canonical bimachine $\mathcal{B}_{f}$ associated with the rational function $f$. It is defined as $\mathcal{B}_{f}=\left(\operatorname{Left}_{f}\left(\mathcal{R}_{f}\right), \mathcal{R}_{f}\right.$, out, out, out $\left._{r}\right)$ where:

$$
\begin{aligned}
\operatorname{out}\left([u]_{\sim_{L}}, \sigma,[w]_{\mathcal{R}_{f}}\right) & =\widehat{f}_{[\sigma w]_{\mathcal{R}_{f}}}(u)^{-1} \widehat{f}_{[w]_{\mathcal{R}_{f}}}(u \sigma) & & \\
\operatorname{out}_{\boldsymbol{l}}\left([w]_{\mathcal{R}_{f}}\right) & =\widehat{f}_{[w]_{\mathcal{R}_{f}}}(\epsilon) & & \text { for } w \in \operatorname{dom}(f) \\
\operatorname{out}_{r}\left([u]_{\sim_{L}}\right) & =\widehat{f}_{[\epsilon]_{\mathcal{R}_{f}}}(u)^{-1} f(u) & & \text { for } u \in \operatorname{dom}(f)
\end{aligned}
$$

This bimachine is clearly canonical: it is built upon the canonical right automaton $\mathcal{R}_{f}$, and its left-minimization $\operatorname{Left}\left(\mathcal{R}_{f}\right)$, so it does not depend on the initial bimachine (or transducer) realizing $f$. Reutenauer and Schützenberger showed that $\mathcal{B}_{f}$ is effectively computable from any transducer or bimachine realizing $f$ [RS91].

### 5.1.4 Rational functions

C-bimachines vs C-transducers. Recall that a function is C-rational if it can be realized by a C-transducer, i.e. a one-way transducer with a transition congruence in $\mathbf{C}$. This can be lifted to bimachines:
Proposition 5.3. A function is $C$-rational iff it can be realized by some $\boldsymbol{C}$-bimachine .
Indeed, from a bimachine $\mathcal{B}$ with left automaton $\mathcal{L}$ and right automaton $\mathcal{R}$, one can build (in PTime) a one-way transducer with a transition congruence coarser than $\approx_{\mathcal{B}}$ (defined as $\approx_{\mathcal{L}} \sqcap \approx_{\mathcal{R}}$ ) by taking $\mathcal{L} \times \mathcal{R}$ as underlying automaton. Conversely, from a transducer $\mathcal{T}$, one can build (in ExpTime) a bimachine with a transition congruence coarser than that of $\mathcal{T}$, by taking $\approx_{\mathcal{T}}$ as right automaton $\mathcal{R}$, and $\operatorname{Left}(\mathcal{R})$ as left automaton.

Canonicity does not suffice. Now, it is tempting to think that a function $f$ is C-rational iff its canonical bimachine $\mathcal{B}_{f}$ is a C-bimachine. Unfortunately, this does not hold for some classes $\mathbf{C}$, as for instance the idempotent congruences $\mathbf{I}$ :

Example 5.3. Consider the I-transducer in Figure 5.2 and the function $f$ it defines, as already described in Example 5.1. We have seen that $f$ is I-rational (and sequential, but not $\boldsymbol{I}$-sequential), and we show that $\mathcal{B}_{f}$ is not a I-bimachine. As a sequential function, its canonical right automaton $\mathcal{R}_{f}$ is the trivial automaton with a single state. Thus Left $\left(\mathcal{R}_{f}\right)$ is the underlying automaton of the minimal deterministic transducer of $f$. As $f$ is not $\boldsymbol{I}$-sequential, Left $\left(\mathcal{R}_{f}\right)$ is not in $\boldsymbol{I}$, and neither is $\mathcal{B}_{f}$ (which left automaton is $\operatorname{Left}\left(\mathcal{R}_{f}\right)$ ).

We will see in Section 5.1.5 that for the class $\mathbf{A}$ of aperiodic congruences, the canonical bimachine is aperiodic iff the function is.

Decision procedure. At this point, for an arbitrary (decidable) class $\mathbf{C}$ of congruences, we still do not have an algorithm to decide C-rationality. We will manage to obtain it by proving that the number of minimal bimachines ${ }^{10}$ is finite (as conjectured in [RS91]).

We have seen in Proposition 5.2 that for any bimachine with automata $\mathcal{L}, \mathcal{R}$ realizing $f$, $\mathcal{R} \sqsubseteq \mathcal{R}_{f}$ and $\mathcal{L} \sqsubseteq \mathcal{L}_{f}$, meaning that canonical left and right automata are $\sqsubseteq$-upper bounds over all left and right automata realizing $f$. In fact, $\operatorname{Left}(\mathcal{R})$ and $\operatorname{Right}(\mathcal{L})$ form $\sqsubseteq$-lower bounds, when we consider only minimal bimachines:

[^19]

Figure 5.6: A view on minimal bimachines of a rational function.

Proposition 5.4. If $\mathcal{B}$ is a minimal bimachine realizing $f$ with left automaton $\mathcal{L}$ and right automaton $\mathcal{R}$, then $\operatorname{Left}\left(\mathcal{R}_{f}\right) \sqsubseteq \mathcal{L}$ and $\operatorname{Right}\left(\mathcal{L}_{f}\right) \sqsubseteq \mathcal{R}$.

In Figure 5.6 we depict minimal bimachines in the same way as in Figure 5.5, with the upper and lower bounds for left and right automata. As there is only a finite number of automata coarser than $\operatorname{Left}\left(\mathcal{R}_{f}\right)$ and $\operatorname{Right}\left(\mathcal{L}_{f}\right)$, respectively, we obtain:

Theorem 5.3. Given a rational function $f$, the set of minimal bimachines realizing $f$ is finite (up to equivalence and renaming). One can compute a set of representatives of each class of minimal bimachines, when $f$ is given by a one-way transducer or a bimachine. As a consequence, $\boldsymbol{C}$-rationality is decidable.

The set of representatives is obtained by computing $\operatorname{Right}\left(\mathcal{L}_{f}\right)$ and $\mathcal{R}_{f}$, and for each $\mathcal{R}$ such that $\operatorname{Right}\left(\mathcal{L}_{f}\right) \sqsubseteq \mathcal{R} \sqsubseteq \mathcal{R}_{f}$, add $\operatorname{Right}(\operatorname{Left}(\mathcal{B}))$ to the representatives, where $\mathcal{B}$ has $\mathcal{L}, \mathcal{R}$ as automata ( $\mathcal{L}$ is arbitrary, it disappears in $\operatorname{Left}(\mathcal{B})$ ). Once the set of representatives is computed, it suffices to check whether one of them is a C-bimachine for deciding C-rationality of $f$.

The situation is illustrated in Figure 5.7. In [FGL19], we define a single bimachine $\mathcal{B}_{f, \mathbf{C}}$ from $f$, that is in $\mathbf{C}$ iff $f$ is $\mathbf{C}$-rational. Its left automaton $\mathcal{L}_{f, \mathbf{C}}$ is obtained by intersecting the congruences of all left automata $\mathcal{L}$ coarser than $\operatorname{Left}\left(\mathcal{R}_{f}\right)$, while its right automaton is $\operatorname{Right}\left(\mathcal{L}_{f, \mathbf{C}}\right)$. This provides another way of deciding C-rationality.

### 5.1.5 The aperiodic case

Let us now consider the special case of aperiodic rational functions, i.e. the case where $\mathbf{C}=\mathbf{A}$. Here the situation is simpler:

Theorem 5.4. If $f$ is aperiodic (i.e. A-rational), then so are all its minimal bimachines, and in particular the canonical bimachine $\mathcal{B}_{f}$.

As the right automaton of the canonical bimachine $\mathcal{B}_{f}$ is coarser than any right automaton of a bimachine realizing $f$ (by Proposition 5.2), the right automaton of $\mathcal{B}_{f}$ is aperiodic, if $f$ is.


Figure 5.7: Situation for rational transductions.

Proving the same property for the left automaton of $\mathcal{B}_{f}$ requires a specific development, based on this fact: when $f$ is aperiodic, and viewed as a composition of a deterministic transducer, and a co-deterministic transducer [EM65], then these two transducers are A-sequential. Then, it can be shown that all minimal bimachines are A-bimachines, once $f$ is aperiodic.

Proposition 5.5. Deciding if a function, given by a bimachine, is aperiodic is PSPACEcomplete.

The lower bound comes from the PSpace-hardness of aperiodicity for languages [CH91]. For the upper bound, computing the minimal bimachine $\operatorname{Left}(\operatorname{Right}(\mathcal{B}))$ from $\mathcal{B}$ can be done in PTime, and testing its aperiodicity is in PSpace [Ste85, CH91]. It is unknown whether the problem remains in PSpace when starting from a transducer instead of a bimachine:

## Open problem 5 (Aperiodicity of one-way transducers in PSpace)

Determine whether the following problem is decidable in PSpace: Given a one-way transducer realizing a function $f$, decide if $f$ is aperiodic.

### 5.1.6 Logical transducers

We have seen how to decide whether a rational function is C-rational. Let us now study how to lift this algebraic characterization to a logical characterization. This can be achieved through a transfer theorem, which would be ideally ${ }^{11}$ :

Given a fragment $\mathcal{F}$ of MSO equivalent to a congruence class $\mathbf{C}$ of languages, a rational function is C-rational iff it is definable in $\mathcal{F}$ (as a fragment of MSOT).

We will obtain such a result, but with additional assumptions on $\mathbf{C}$ and $\mathcal{F}$. These assumptions are verified by the major classes for which such a correspondence holds, as for instance $\mathbf{C}=\mathbf{A}$ and $\mathcal{F}=$ FO. This will imply a decision procedure for deciding whether a rational function is definable in such fragments $\mathcal{F}$. All the fragments we consider include the total order $<$ over the domain, so we usually omit it, and write FO for $\mathrm{FO}[<]$ for instance.
$\mathcal{F}$-transducers. In Section 2.2.2, we defined MSO transducers (MSOTs) by interpreting output predicates over several copies of the input. These correspond exactly to regular functions,

[^20]i.e. functions definable by two-way transducers [EH01]. In [Boj14, Fil15], is was shown that order-preserving MSOTs exactly capture rational functions, i.e. functions definable by one-way transducers. We give here a more direct definition of MSOTs that is equivalent to orderpreserving MSOTs (introduced in Section 2.2.3), but more similar to one-way transducers. They operate on pointed words, that we define now.

A pointed word over an alphabet $\Sigma$ is a pair $(u, i)$ where $u \in \Sigma^{+}$and $i \in \operatorname{dom}(u)$. Equivalently, we will see it as a logical structure over the signature $\left\{\mathrm{c},(a(x))_{a \in \Sigma}, x<y\right\}$ where c is a constant symbol. $\mathrm{MSO}_{\mathrm{c}}$ formulas (resp. $\mathcal{F}_{\mathrm{c}}$ formulas) are formulas obtained by taking an MSO formula (resp. $\mathcal{F}$ formula) and substituting some occurrences of first-order variables inside predicates by c. Given a $\mathrm{MSO}_{\mathrm{c}}$ sentence $\psi$, we write $(u, i) \models \psi$ when $u$ satisfies $\psi$ using the usual semantics of MSO, and c is interpreted as $i$. The set of such pointed words ( $u, i$ ) defines the pointed language $\llbracket \psi \rrbracket$ of $\psi$. Using pointed words avoids to dedicate a variable as a free variable, and this makes fragments with restrictions on variables more expressive, as for instance for $\mathcal{F}=\mathrm{FOT}^{2}$, the first-order fragment of MSOT where only two variables are allowed.

An order-preserving MSO transducer (1MSOT) over $\Sigma, \Delta$ is a tuple:

$$
\mathcal{T}=\left(V, \phi_{\text {dom }},\left(\psi_{v}\right)_{v \in V}\right)
$$

where $V$ is a finite set of words over $\Delta, \phi_{\text {dom }}$ is an MSO sentence over $\Sigma$, and each $\psi_{v}$, for $v \in V$, is an $\mathrm{MSO}_{\mathrm{c}}$ sentence. It defines a function (a relation in a more general case) in $\Sigma^{*} \rightarrow \Delta^{*}$ with domain $\llbracket \phi_{\text {dom }} \rrbracket$ and such that: $\llbracket \mathcal{T} \rrbracket(u)=v_{1} \cdots v_{|u|}$ where $(u, i) \models \psi_{v_{i}}$, for $i \in \operatorname{dom}(u)$. Hence, $\psi_{v}$ holds at pointed positions where $v$ can be output. We will always assume that $\llbracket \mathcal{T} \rrbracket$ is indeed functional and well-defined. We also only consider functions that do not contain the empty word in their domain. As already mentioned in Section 2.2.3, a function is definable by an 1MSOT iff it is rational [Boj14, Fil15].

Given a fragment $\mathcal{F}$ of MSO, an $\mathcal{F}$-transducer over $\Sigma$ is a 1 MSOT $\left(V, \phi_{\text {dom }},\left(\psi_{v}\right)_{v \in V}\right)$ where $\phi_{\text {dom }}$ is an $\mathcal{F}$-sentence, and $\psi_{v}$ is an $\mathcal{F}_{\mathrm{c}}$-sentence for every $v \in V$. If $f$ is realized by an $\mathcal{F}$ transducer, then we say that $f$ is $\mathcal{F}$-definable. In particular we write 1FOT for the first-order fragment of 1MSOT.

C-transducers vs $\mathcal{F}$-transducers. Now that we have defined $\mathcal{F}$-transducers, i.e. our "logical" transducers, we would like to establish a link with "machine" transducers, i.e. C-transducers. Let us define four conditions on $\mathcal{F}$ that will be sufficient to prove this correspondence:

1. $\mathcal{F}_{\mathrm{c}}$-formulas over an alphabet $\Sigma$ and $\mathcal{\mathcal { F }}$-formulas over the extended alphabet $\Sigma \uplus \dot{\Sigma}$ define the same pointed languages.
2. A language over the alphabet $\Sigma$ is definable by an $\mathcal{F}$-formula over $\Sigma$ if and only if is definable by an $\mathcal{F}$-formula over a larger alphabet $\Sigma \cup \Gamma$.
3. $\mathcal{F}$-languages are closed under pointed concatenation, meaning that for any two $\mathcal{F}$-languages $L_{1}, L_{2}$ over an alphabet $\Sigma$ and a fresh symbol $\sharp, L_{1} \cdot \sharp \cdot L_{2}$ is an $\mathcal{F}$-language over $\Sigma \uplus\{\sharp\}$.
4. $\{\epsilon\}$ is an $\mathcal{F}$-language.

Theorem 5.5. If $\boldsymbol{C}$ is a congruence class equivalent to a fragment $\mathcal{F}$ verifying conditions (1)-(4), then:
a function is a $\boldsymbol{C}$-rational iff it is $\mathcal{F}$-definable.
The proof of this theorem uses an intermediate model using pairs of $\mathcal{F}$-formulas that are interpreted on pointed words, where the left (resp. right) formula is interpreted on the prefix
(resp. suffix) of the input preceding (resp. succeeding) the pointed position, with an additional test on the letter at the pointed position. This models is closer to bimachines, and thus it is easily shown to be equivalent to $\mathbf{C}$-bimachines (without final outputs), which are themselves shown equivalent to $\mathbf{C}$-transducers (provided that the class $\{\epsilon\}$ can be defined in $\mathbf{C}$ over any alphabet). Finally, it is shown that under conditions (1)-(4), pairs of $\mathcal{F}$-formulas and $\mathcal{F}$-transducers coincide in expressiveness.

It can be checked that conditions (1)-(4) are verified by the congruence classes $\mathbf{A}, \mathbf{D A}$ and $\mathbf{J}$, introduced in Section 5.1.1. Moreover, for each of these classes, a correspondence with a logical fragment has already been established:

- the first-order fragment FO of MSO consisting in MSO formulas where second-order variables are not allowed, and the class $\mathbf{A}$ of aperiodic congruences [Sch65, MP71],
- the fragment $\mathrm{FO}^{2}$ of FO where only two variables are allowed, and the class of congruences DA,
- the set $\mathcal{B} \Sigma_{1}$ of formulas being a Boolean combination of existential FO formulas, and the class $\mathbf{J}$ of $\mathcal{J}$-trivial congruences.

Moreover all these congruence classes are decidable (their corresponding equations can be checked on the syntactic congruence of the considered language), so we can combine these decision procedures and Theorem 5.5 to show that:

Theorem 5.6. Given a one-way transducer realizing a function $f$, the following three decision problems are decidable:

- Is $f$ FO-definable?
- Is $f \mathrm{FO}^{2}$-definable?
- Is f $\mathcal{B} \Sigma_{1}$-definable?

We have seen that conditions (1)-(4) are sufficient, but they are probably not necessary. For instance, the logic $\mathrm{FO}[+1]$ does not satisfy condition (3), but there is good hope that $\mathrm{FO}[+1]$-definability is decidable.

## Open problem 6 ( $\mathrm{FO}[+1]$-definability of one-way transducers)

Determine if the following problem is decidable: given a one-way transducer realizing a function $f$, decide if $f$ is $\mathrm{FO}[+1]$-definable.

### 5.2 Rational functions over infinite words

The previous section presented a procedure to decide algebraic properties of rational functions, i.e. whether a rational function over finite words is $\mathbf{C}$-rational, for a given congruence class $\mathbf{C}$ (as for instance $\mathbf{C}=\mathbf{A}$ in the aperiodic case). In turn, this provided a procedure for deciding whether a rational function is expressible in some logical fragment of MSO, whenever this fragment has a corresponding decidable congruence class. The present section aims at lifting these results to rational functions over infinite words, i.e. functions mapping infinite words to finite or infinite words.

Outline. We start by defining infinite words, and rational functions over such structures in Section 5.2.1. Then, in Section 5.2.2, we analyze two classes: sequential and quasi-sequential transductions. Bimachines are introduced in Section 5.2.3, and the canonical bimachine in Section 5.2.4, permitting to decide aperiodicity. The link with logics is then established in Section 5.2.5.

### 5.2.1 Infinite words and rational functions

Words and languages. An infinite word over a finite alphabet $\Sigma$ is an infinite sequence of letters of $\Sigma$ (or equivalently, a function from $\mathbb{N}$ to $\Sigma$ ). The set of infinite words over $\Sigma$ is denoted $\Sigma^{\omega}$, and we call $\Sigma^{\infty}=\Sigma^{*} \cup \Sigma^{\omega}$ the set containing all finite and infinite words over $\Sigma$. Among infinite words, we will usually consider regular ones, i.e. those of the form $u v^{\omega}$ with $u, v \in \Sigma^{*}$ (called ultimately periodic). We define a normal form for these regular words: $u v^{\omega}$ is in normal form if $v$ has minimal length and is minimal in the lexicographic order among all possible decompositions of $u v^{\omega}$, and $v$ is not a suffix of $u$ (if $v \neq \epsilon$ ). Note that this normal form also applies to finite words, by taking $v=\epsilon$.

Most of the notions defined on finite words (in Section 2.1.1) are implicitly adapted to infinite words in the natural way, in particular the domain of a word, the prefix and suffix relations, etc. We prefer to focus on the differences. As a convention, we try to use the letters $u, v, w, \ldots$ for finite words (and also words in $\Sigma^{\infty}$ ) and $x, y, z, \ldots$ for infinite words.

Given an infinite word $x \in \Sigma^{\omega}$, we denote by $\operatorname{Inf}(x)$ the set of letters of $\Sigma$ appearing infinitely often in $x$. The closure $\bar{L}$ of $L \subseteq \Sigma^{\infty}$ is the set $\left\{u \in \Sigma^{\infty}|\forall i \in \mathbb{N}, i \leq|u|, \exists w\right.$ s.t. $u[1, i] w \in L\}$ i.e. the set of words such that any finite prefix has a continuation in $L$.

Automata. We use automata on infinite words with Muller acceptance conditions, and simply call them automata in the sequel. A Muller automaton over $\Sigma$ is a tuple $\mathcal{A}=(Q, \delta, I, F)$ where $Q$ is a finite set of states, $\delta \subseteq Q \times \Sigma \times Q$ is the set of transitions, $I \subseteq Q$ is the set of initial states, and $F \subseteq \mathcal{P}(Q)$ is the final condition.

A run of $\mathcal{A}$ over a word $w \in \Sigma^{\infty}$ is itself a word $r \in Q^{\infty}$ of length $|w|+1$, (with the convention that $\infty+1=\infty)$ such that for any $1 \leq i<|r|$, we have $(r[i], w[i], r[i+1]) \in \delta$. A run $r$ is called initial if $r[1] \in I$, final if $r \in Q^{\omega}$ and $\operatorname{Inf}(r) \in F$, and accepting if it is both initial and final. A word is accepted by $\mathcal{A}$ if there exists an accepting run over it, and the language recognized by $\mathcal{A}$ is the set of words it accepts, denoted by $\llbracket \mathcal{A} \rrbracket \subseteq \Sigma^{\omega}$. A language $L \subseteq \Sigma^{\omega}$ is $\omega$-regular if it is accepted by some automaton.

Like in the finite case, we will use automata to define bimachines, hence we need some notions of "left-to-right determinism" and "right-to-left determinism". An automaton is deterministic if it has a single initial state, and at most one initial run per word. A left automaton is a deterministic automaton with no final condition (that is, $F=\mathcal{P}(Q)$ ). A right automaton is an automaton for which every infinite word has exactly one final run. These were introduced in [CM03] under the name prophetic automata, where it is proved that any $\omega$-regular language can be recognized by such a right automaton, while it is well-known that it can also be recognized by a deterministic automaton (with Muller conditions). We will always assume that automata (except right automata) are trim, without loss of generality.

Transducers. We define transducers on top of automata in the usual way: A transducer $\mathcal{T}$ over alphabets $\Sigma, \Delta$ is a tuple $\left(\mathcal{A}\right.$, out $_{i}$, out) where $\mathcal{A}$ is an automaton over $\Sigma$, out ${ }_{i}: Q \rightarrow \Delta^{*}$ is the initial function and out : $\delta \rightarrow \Delta^{*}$ is the output function. If $r$ is an accepting run of $\mathcal{A}$ on an infinite word $x \in \Sigma^{\omega}$, and $v=\operatorname{out}(r[1], x[1], r[2]) \operatorname{out}(r[2], x[2], r[3]) \cdots$ then we say that
$\left(x\right.$, out $\left._{i}(r[1]) v\right)$ is realized by $\mathcal{T}$. Then $\llbracket \mathcal{T} \rrbracket$ denotes all such pairs realized by $\mathcal{T}$, and we name it the transduction realized by $\mathcal{T}$.

In the sequel we only consider functional transducers, so we just name them "transducers". Functionality can be decided [Gir86] in PTime [Pri02, BCPS03]. A transduction (on infinite words) is rational iff it can be realized by a transducer. A deterministic transducer is a transducer with a deterministic underlying automaton. A transduction is sequential if it is realized by a deterministic transducer.

Congruences. In our setting, right congruences will only operate on finite words. Left congruences are extended to infinite words with the same constraint: an equivalence relation $\approx$ over $\Sigma^{\omega}$ is a left congruence if, for all $x, y \in \Sigma^{\omega}$ and all $a \in \Sigma, x \approx y \rightarrow a x \approx a y$. We will only consider left congruences of finite index and such that each class is an $\omega$-regular language. The definition of a congruence does not change: it is a left congruence and a right congruence, hence on finite words only.

Let us now define some congruences associated with automata. Given an automaton $\mathcal{A}$ with state space $Q$, the right congruence associated with $\mathcal{A}$ is defined for $u, v \in \Sigma^{*}$ by $u \sim_{\mathcal{A}} v$ if $\forall q \in Q$, there is an initial run of $\mathcal{A}$ over $u$ reaching $q$ if and only if there is one over $v$. Note that for a left automaton, there is a bijection (up to adding a sink state) between $Q$ and the equivalence classes of $\mathcal{A}$. Similarly, the left congruence associated with $\mathcal{A}$ is defined for $x, y \in \Sigma^{\omega}$ by $x \approx_{\mathcal{A}} y$ if $\forall q \in Q$ there is a final run of $\mathcal{A}$ over $x$ from $q$ if and only if there is one over $y$. Given a right automaton there is a bijection between $Q$ and the equivalence classes of $\approx_{\mathcal{A}}$. Finally, the transition congruence of $\mathcal{A}$ is defined for $u, v \in \Sigma^{*}$ by $u \equiv \mathcal{A} v$ if $\forall p, q \in Q$, there is a run over $u$ from $p$ to $q$ if and only if there is one over $v$. Like in the final case, an automaton is called aperiodic if its transition congruence is aperiodic. A language is called aperiodic if there exists an aperiodic automaton recognizing it. A transducer is aperiodic if its underlying automaton is aperiodic and in that case the transduction it realizes is called aperiodic.

### 5.2.2 Sequential and quasi-sequential transductions

In this section, some key algebraic objects are defined, notably the syntactic congruence of a function. Using this, we characterize sequential transductions. We then characterize quasisequential transductions, which are somehow sequential transductions on infinite words, allowed to add a final output "after" the computation.
$\widehat{f}$ and $\bar{f}$. From a function $f: \Sigma^{\omega} \rightarrow \Delta^{\infty}$, we define two new functions:

- $\widehat{f}: \Sigma^{*} \rightarrow \Delta^{\infty}$ is defined by: $\widehat{f}(u)=\bigwedge\{f(u x) \mid u x \in \operatorname{dom}(f)\}$. It is exactly the same as in the finite case, except that its range is now over both finite and infinite words: $\widehat{f}(u)$ outputs the longest prefix of the output once $u$ has been read.
- $\bar{f}: \Sigma^{\omega} \rightarrow \Delta^{\infty}$ is defined by: $\bar{f}(x)=\lim _{n} \widehat{f}(x[1, n])$, for $x \in \overline{\operatorname{dom}(f)}$. Intuitively, $\bar{f}$ outputs what can be output by considering only prefixes of the input. For instance, like sequential transductions, it cannot detect if there is an infinite number of $a$ 's in the input. We call $\bar{f}$ the sequential extension of $f$. In particular, if $f$ is sequential, then $\bar{f}$ extends $f$ over $\overline{\operatorname{dom}(f)}$.

Example 5.4. We present three rational functions that constitute our running examples.

1. $f_{a b}$ maps each word over $\{a, b\}$ with a finite number of $a$ 's to the subsequence of ab-factors. For instance $f_{a b}\left(a b b a b^{\omega}\right)=a b a b$ and $f_{a b}\left(b^{\omega}\right)=\epsilon$, while $(a b b)^{\omega} \notin \operatorname{dom}\left(f_{a b}\right)$.

- $\widehat{f_{a b}}$ just extracts the ab-factors, as for instance $f_{a b}(b a b b a b a)=a b a b$.
- $\overline{f_{a b}}$ is defined over $\overline{\operatorname{dom}\left(f_{a b}\right)}=\{a, b\}^{\omega}$ and $\overline{f_{a b}}\left((b a)^{\omega}\right)=\lim _{n} \widehat{f_{a b}}\left((b a)^{n}\right)=\lim _{n}(a b)^{n-1}=$ $(a b)^{\omega}$.

2. $f_{\# a}$ maps a word $x$ over $\{a, b\}$ to $a^{\omega}$ if $x$ contains an infinite number of $a$ 's, and to $b^{\omega}$ otherwise.

- reading a finite prefix u does not give any insight on the output, thus $\widehat{f_{\# a}}(u)=\epsilon$.
- $\overline{f_{\# a}}(x)=\epsilon$ for every $x \in\{a, b\}^{\omega}$, as it is based on $\widehat{f_{\# a}}$.

3. $f_{\text {blocks }}$ maps $u_{1} \# \ldots \# u_{n} \# v$ where $v$ does not contain $\#$, to $a_{1}^{\left|u_{1}\right|} \# \ldots \# a_{n}^{\left|u_{n}\right|} \# w$ where $u_{i} \in\{a, b\}^{*}, a_{i}$ is the last letter of $u_{i}$ (if any), $w=a^{\omega}$ if $v$ has an infinite number of $a$ 's, and $w=b^{\omega}$ otherwise.

- $\widehat{f_{\text {blocks }}}\left(u_{1} \# \ldots \# u_{n} \# v\right)=a_{1}^{\left|u_{1}\right|} \# \ldots \# a_{n}^{\left|u_{n}\right|} \#$ whenever $v$ does not contain $\#$ (for the same reason as for $f_{\# a}$ ),
- $\overline{f_{\text {blocks }}}\left(u_{1} \# \ldots \# u_{n} \# v\right)=a_{1}^{\left|u_{1}\right|} \# \ldots \# a_{n}^{\left|u_{n}\right|} \#$ whenever $v$ does not contain $\#$.

Syntactic congruence. Given a transduction $f$, we define its syntactic congruence $\sim_{f}$ over $\Sigma^{*}$ by $u \sim_{f} v$ if:

1. $\forall x \in \Sigma^{\omega}, u x \in \overline{\operatorname{dom}(f)} \Leftrightarrow v x \in \overline{\operatorname{dom}(f)}$, and
2. either $\widehat{f}(u)$ and $\widehat{f}(v)$ are both regular with the same period (in normal form), or they are both finite and $\forall x \in \Sigma^{\omega}$ such that $u x, v x \in \operatorname{dom}(f), \widehat{f}(u)^{-1} f(u x)=\widehat{f}(v)^{-1} f(v x)$.

It can be checked that $\sim_{f}$ is a right congruence. Intuitively, $u \sim_{f} v$ means that (1) $u$ and $v$, as prefixes, behaves identically w.r.t. $\overline{\operatorname{dom}(f)}$, and (2) $\widehat{f}(u)$ and $\widehat{f}(v)$ are infinite and identical up to a finite prefix, or they are finite and the remaining output for $f(u x)$ and $f(v x)$ is the same for all $x$, once $\widehat{f}(u)$ and $\widehat{f}(v)$ are removed. Hence it is very similar to the finite case, the main difference being the domain $\overline{\operatorname{dom}(f)}$.

Based on the syntactic congruence $\sim_{f}$, one can define a transducer $\mathcal{T}_{f}$, also in the same vein as in the finite case (with some additional technicalities). It can be proved that $\mathcal{T}_{f}$ realizes $\bar{f}$, and can be computed in PTime if $f$ is given by a deterministic transducer.

Sequential transductions. We can now characterize sequential transductions:
Theorem 5.7. A rational function $f$ over infinite words is sequential iff:

1. $\sim_{f}$ has finite index, and
2. $\bar{f}_{\mid \operatorname{dom}(f)}=f$.

We will see that condition (1) is equivalent to the weak twinning property in [ BC 04 ], hence this theorem adapts a result from [BC04] to transducers that can output finite words (not only infinite ones). Condition (2) states somehow that the output can be produced progressively, i.e. does not depend on an infinitary condition. When removing it, one obtains a new class of transductions with interesting properties: quasi-sequential transductions.

Quasi-sequential transductions. We name quasi-sequential transduction any rational transduction $f$ which syntactic congruence $\sim_{f}$ has finite index. This is comparable with the notion of deterministic transducers on finite words, that can append a word to the output depending on the final state. Here, quasi-sequential transductions have a similar characterization by transducers allowed to append an output word in $\Delta^{\infty}$ according to the reached final condition (assuming the run produced a finite output so far). We do not elaborate on this "machine" view, but rather to the algebraic properties of quasi-sequential transductions.

We will see that quasi-sequential transductions are exactly those satisfying the weak twinning property defined in [BC04]. In order to define this notion, we need to identify constant states: a state is constant if all the final runs from this state produce the same word. Recall that del $(u, v)$ measures the delay between words $u$ and $v$, as defined in Section 4.2.4 page 72. A transducer $\mathcal{T}$ satisfies the weak twinning property if for any initial runs $p_{1} \xrightarrow{u \mid \alpha_{1}} q_{1} \xrightarrow{v \mid \beta_{1}} q_{1}$ and $p_{2} \xrightarrow{u \mid \alpha_{2}} q_{2} \xrightarrow{v \mid \beta_{2}} q_{2}$ the following property holds:

- If $q_{1}, q_{2}$ are not constant then $\operatorname{del}\left(i\left(p_{1}\right) \alpha_{1}, i\left(p_{2}\right) \alpha_{2}\right)=\operatorname{del}\left(i\left(p_{1}\right) \alpha_{1} \beta_{1}, i\left(p_{2}\right) \alpha_{2} \beta_{2}\right)$.
- If $q_{1}$ is not constant, $q_{2}$ is constant and produces the regular word $\gamma$, then either $\beta_{1}=\epsilon$ or $i\left(p_{1}\right) \alpha_{1} \beta_{1}^{\omega}=i\left(p_{2}\right) \alpha_{2} \beta_{2} \gamma$.

Note that if $q_{2}$ is constant and $\beta_{2} \neq \epsilon$ then $\gamma=\beta_{2}^{\omega}$.
One key result in [BC04] is a determinization procedure for transducers over infinite words (that we call subset construction with delays) that terminates iff the transducer satisfies the weak twinning property. In fact one can show that, in this case, the resulting transducer realizes exactly $\bar{f}$. This will be used later to compute a canonical look-ahead. We can state the following characterization of quasi-sequential transductions:

Theorem 5.8. If $\mathcal{T}$ is a transducer over infinite words, then the following statements are equivalent:

1. $\mathcal{T}$ satisfies the weak twinning property,
2. the transducer $\mathcal{S}$ obtained from $\mathcal{T}$ by the subset construction with delays is finite,
3. $f$ is quasi-sequential.

If these statements hold, then $\mathcal{S}$ is aperiodic when $\mathcal{T}$ is.
The equivalence between (1) and (2) is proved in [BC04].

### 5.2.3 Rational transductions

We have seen that sequential transductions can produce their output in a deterministic manner, and are not able to take infinitary conditions on the input into account. Quasi-sequential functions extend them a bit, by being able to produce their output in a non-progressive manner.

In this section, we consider the whole class of rational functions over infinite words. In order to have a deterministic device (on which algebraic properties can be studied), we generalize bimachines from finite to infinite words.

Bimachines. A bimachine on infinite words over alphabets $\Sigma, \Delta$ is similar to the finite case, but using a right automaton on infinite words implies some minor changes. Formally, a bimachine is a tuple $\mathcal{B}=\left(\mathcal{L}, \mathcal{R}\right.$, out, out $\left.{ }_{\mathbf{\prime}}\right)$ where $\mathcal{L}=\left(Q_{\mathcal{L}}, \delta_{\mathcal{L}},\left\{l_{0}\right\}\right)$ and $\mathcal{R}=\left(Q_{\mathcal{R}}, \delta_{\mathcal{R}}, I, F\right)$ are respectively a left and a right automaton, out : $Q_{\mathcal{L}} \times \Sigma \times Q_{\mathcal{R}} \rightarrow \Delta^{*}$ is the output function and
out $_{1}: I \rightarrow \Delta^{*}$ is the left final function. We add the semantic restriction that $\llbracket \mathcal{L} \rrbracket=\overline{\llbracket \mathcal{R} \rrbracket}$ (a left automaton can only recognize closed languages). In order to define the output produced by $\mathcal{B}$ on an infinite word $u \in \llbracket \mathcal{R} \rrbracket$, let us define the word $v_{i}$ produced when reading the position $i$ of $u$. We have: $v_{i}=\operatorname{out}(l, u[i], r)$ where $l$ is the unique state of $\mathcal{L}$ reached after reading $u[1, i-1]$ from the state $l_{0}$ (if defined), and $r$ is the state of the unique final run of $\mathcal{R}$ on $u[i+1$,$] (this$ denotes the suffix of $u$ starting at position $i+1$ ), if defined. Then the output produced by $\mathcal{B}$ on $u$ is out $\left(r_{0}\right) v_{1} v_{2} \cdots$ where $r_{0}$ is the leftmost state of the unique final run of $\mathcal{R}$ on $u$ (if defined). Hence bimachines on infinite words are defined in a similar way as in the finite case, except that the right automaton works a bit differently, and no right final condition is used. The transduction $\llbracket \mathcal{B} \rrbracket$ realized by $\mathcal{B}$ is defined over $\llbracket \mathcal{R} \rrbracket$.

Left minimization. In the finite case we defined the bimachine $\operatorname{Left}(\mathcal{R})$ from a right automaton $\mathcal{R}$. This was based on the additional functions $\widehat{f}_{[w]_{\mathcal{R}}}$. We adapt these definitions quite naturally, and also the definition of $\bar{f}$ from the previous section:

- $\widehat{f}_{x}: \Sigma^{*} \rightarrow \Delta^{\infty}$ defined by $\widehat{f}_{x}(u)=\wedge\left\{f(u y) \mid y \approx_{\mathcal{R}} x\right\}$. Recall that $\approx_{\mathcal{R}}$ is the left congruence associated with $\mathcal{R}$.
- $\bar{f}^{\mathcal{R}}: \Sigma^{\omega} \rightarrow \Delta^{\infty}$ defined by $\bar{f}^{\mathcal{R}}(x)=\lim _{n} \widehat{f}_{x[n+1,]}(x[1, n])$.

Intuitively, $\widehat{f}_{x}(u)$ is the longest output that can be safely produced after reading the prefix $u$, provided that the suffix will be in the class of $x$, while $\bar{f}^{\mathcal{R}}(x)$ applies $\widehat{f}$ to prefixes of $x$ progressively.

The next step, as in the finite case, is the definition of a right congruence from the definition of $\widehat{f}$. We call it the $\mathcal{R}$-syntactic congruence of $f$ and define it over $\Sigma^{*}$ by letting $u \sim_{f}^{\mathcal{R}} v$ if:

1. $\forall x \in \Sigma^{\omega}, u x \in \operatorname{dom}(f) \Longleftrightarrow v x \in \operatorname{dom}(f)$, and
2. for any $x \in \Sigma^{\omega}$, either $\widehat{f}_{x}(u)$ and $\widehat{f}_{x}(v)$ are both infinite with the same ultimate period (in normal form) or they are both finite and $\widehat{f}_{x}(u)^{-1} f(u x)=\widehat{f}_{x}(v)^{-1} f(v x)$.

Now, from a right automaton $\mathcal{R}$, we define $\operatorname{Left}(\mathcal{R})$ based on $\sim_{f}^{\mathcal{R}}$, and the bimachine $\mathcal{B}_{f}^{\mathcal{R}}=$ $\left(\operatorname{Left}(\mathcal{R}), \mathcal{R}\right.$, out $_{1}^{f, \mathcal{R}}$, out $\left.{ }^{f, \mathcal{R}}\right)$ where out ${ }^{f, \mathcal{R}}$ and out ${ }^{f, \mathcal{R}}$ output a maximal amount of information on finite parts, and one period per input letter otherwise:

$$
\text { - out }{ }^{f, \mathcal{R}}\left([u], a,[x]^{\mathcal{R}}\right)= \begin{cases}\widehat{f}_{a x}(u)^{-1} \widehat{f}_{x}(u a) & \text { if } \widehat{f}_{x}(u a) \text { is finite } \\ \beta & \text { if } \widehat{f}_{a x}(u)=\alpha \beta^{\omega}, \beta \neq \epsilon \\ \alpha & \text { if } \widehat{f}_{a x}(u) \text { is finite, } \widehat{f}_{a x}(u)^{-1} \widehat{f}(u a)=\alpha \beta^{\omega} \\ & \text { and } \beta \neq \epsilon\end{cases}
$$

$$
\text { - out }{ }^{f, \mathcal{R}}\left([x]^{\mathcal{R}}\right)= \begin{cases}\widehat{f}_{x}(\epsilon) & \text { if } \widehat{f}_{x}(\epsilon) \text { is finite } \\ \alpha & \text { if } \widehat{f}_{x}(\epsilon)=\alpha \beta^{\omega}, \beta \neq \epsilon\end{cases}
$$

As in the sequential case, $\mathcal{B}_{f}^{\mathcal{R}}$ can be computed in PTime from a bimachine realizing $f$ with right automaton $\mathcal{R}$. One can show that if a transducer with an underlying automaton $\mathcal{A}$ has a left congruence $\approx_{\mathcal{A}}$ coarser than $\approx_{\mathcal{R}}$ for some right automaton $\mathcal{R}$, then $\sim_{\mathcal{A}} \sqsubseteq \sim_{f}^{\mathcal{R}}$ and $\mathcal{B}_{f}^{\mathcal{R}}$ realizes $f$. This is used to transfer algebraic properties between transducers and bimachines. The proof also uses the fact that, from a left congruence, one can compute in 2ExpTime a right automaton recognizing it:

Theorem 5.9. A function over infinite words is rational (resp. rational and aperiodic) iff it can be realized by a bimachine (resp. an aperiodic bimachine).

### 5.2.4 Canonical bimachine

In this section we define a canonical bimachine for any rational function over infinite words. By canonical, we mean that two bimachines realizing the same function will have the same canonical bimachine. Our goal is not only to define such a machine, but also that this machine can be used to decide the algebraic properties we are interested in (here, aperiodicity).

We have seen in the previous section how to "left-minimize" a right automaton $\mathcal{R}$. Thus, the missing piece is to define a canonical right automaton. This one has to fulfill two constraints: being coarse enough to preserve algebraic properties, and being fine-grained enough to find a corresponding deterministic left automaton (hence a bimachine).

We proceed in two steps:

1. we define the delay congruence $\stackrel{\Delta}{\approx}_{f}$, the coarsest left congruence such that any right automaton $\mathcal{R}$ recognizing it satisfies that $f_{\mathcal{R}}$ is quasi-sequential. In other terms, this permits to have a deterministic transducer with a look-ahead recognizing the rational function. Hence this is not fine enough to define a bimachine.
2. we introduce the ultimate congruence $\underset{\sim}{\approx}$. This congruence, when used as look-ahead, transforms any "quasi-sequential transducer" into a deterministic one.

Hence, by taking the intersection of these two left congruences, we obtain a left congruence that is fine enough to transform any transducer into a deterministic one, when this left congruence is used as look-ahead. We will see that this left congruence is coarse enough, in that it is aperiodic when $f$ is.

Delay congruence. We have already defined a notion of delay between a pair of (finite) words. (see Section 4.2.4 page 72). We generalize it to infinite words in the natural way, and extend it with respect to a function, by considering the delays between possible outputs. For two infinite words $x, y \in \Sigma^{\omega}$ and a transduction $f$, we define $\operatorname{del}_{f}(x, y)=\{\operatorname{del}(f(u x), f(u y)) \mid u x, u y \in$ $\operatorname{dom}(f)\}$.

The delay congruence $\stackrel{\Delta}{\approx}_{f}$ of a function $f$ is the left congruence obtained by setting $x \stackrel{\Delta}{\approx}_{f} y$ for $x, y \in \Sigma^{\omega}$ if (1) for all $u \in \Sigma^{*}, u x \in \operatorname{dom}(f)$ iff $v x \in \operatorname{dom}(f)$ and (2) $\left|\operatorname{del}_{f}(x, y)\right|<\infty$. This left congruence originates from [RS91, BLN12].

The delay congruence has some key properties:

1. when used as a look-ahead, it transforms any rational function into a quasi-sequential function,
2. if $f$ is aperiodic, then so is $\stackrel{\Delta}{\approx}_{f}$,
3. if $\mathcal{A}$ (resp. $\mathcal{R}$ ) is the underlying automaton (resp. right automaton) of a transducer (resp. bimachine) realizing $f$, then $\approx_{\mathcal{A}}\left(\right.$ resp. $\left.\approx_{\mathcal{R}}\right)$ is finer than ${\underset{\approx}{f}}_{f}$.

Ultimate congruence. The ultimate congruence of a rational function $f$ is defined, for $x, y \in$ $\Sigma^{\omega}$ by taking $x \ddot{\approx}_{f} y$ whenever, for all $u \in \Sigma^{*}$ :

- $u x \in \operatorname{dom}(f) \Leftrightarrow u y \in \operatorname{dom}(f)$
- if $u x \in \operatorname{dom}(f)$ then $\widehat{f}(u)=\bar{f}(u x) \Longleftrightarrow \widehat{f}(u)=\bar{f}(u y)$. Moreover, if $\widehat{f}(u)=\bar{f}(u x)$ then $f(u x)=f(u y)$.

The equality $\widehat{f}(u)=\bar{f}(u x)$ expresses that no look-ahead on $x$ would help outputting $f(u x)$ (in a deterministic way). The following properties of the ultimate congruence will be useful for our decision procedure:

- if $f$ is quasi-sequential, then ${\underset{\sim}{\approx}}_{f}$ has finite index,
- if $f$ is aperiodic, then so is $\tilde{\approx}_{f}$,
- $\stackrel{U}{\approx}_{f}$ can be computed in 2ExpTiME from a bimachine realizing $f$.

Canonical bimachine. Let us now define how the delay congruence and the ultimate congruence are composed in order to define the canonical bimachine. This is basically an intersection (product construction), but where the ultimate congruence has access to the state (equivalence class) of the delay congruence.

Given two right automata $\mathcal{R}_{1}=\left(Q_{1}, \delta_{1}, I_{1}, F_{1}\right)$ over $\Sigma$ and $\mathcal{R}_{2}=\left(Q_{2}, \delta_{2}, I_{2}, F_{2}\right)$ over $\Sigma \times Q_{1}$, the right automaton $\mathcal{R}_{1} \bowtie \mathcal{R}_{2}$ is defined as $\left(Q_{1} \times Q_{2}, \delta_{\{1,2\}}, I_{1} \times I_{2}, F_{1} \times F_{2}\right)$ with $F_{1} \times F_{2}=\left\{P_{1} \times\right.$ $\left.P_{2} \mid P_{1} \in F_{1}, P_{2} \in F_{2}\right\}$ and $\delta_{\{1,2\}}=\left\{\left(\left(s_{1}, s_{2}\right), a,\left(r_{1}, r_{2}\right) \mid\left(s_{1}, a, r_{1}\right) \in \delta_{1},\left(s_{2},\left(a, r_{1}\right), r_{2}\right) \in \delta_{2}\right\}\right.$.

Given a left congruence $\approx$, we name canonical automaton associated with $\approx$ the right automaton obtained by (an adaptation of) the procedure described in [CM03], that builds a Büchi automaton recognizing a language from its syntactic congruence. We obtain the following result:
Theorem 5.10. Let $f$ be a rational function, $\mathcal{R}_{1}$ the canonical automaton associated with the delay congruence $\stackrel{\Delta}{\approx}_{f}$, and $\mathcal{R}_{2}$ the canonical automaton associated with the ultimate congruence $\stackrel{\sim}{\approx}_{f_{\mathcal{R}_{1}}}$. Then the bimachine $\mathcal{B}_{f}^{\mathcal{R}_{1} \bowtie \mathcal{R}_{2}}$ :

- realizes $f$, and
- is aperiodic if $f$ is.

As a consequence, given a bimachine realizing $f$, it is decidable whether $f$ is aperiodic.
For this reason we name $\mathcal{B}_{f}^{\mathcal{R}_{1} \bowtie \mathcal{R}_{2}}$ the canonical bimachine associated with $f$. This bimachine permits to decide the aperiodicity of the function, but cannot be used to decide the membership to any class of congruences, as we did in the finite case. In this sense it is "canonical for aperiodicity".

### 5.2.5 First-order definability

As we have seen, the algebraic notion of aperiodicity is decidable for rational functions over infinite words. As in the finite case, we will see that this transfers to logics.

First, let us remark that MSO logics for languages of infinite words can be defined in the same way as in the finite case, with some extra care, as for instance the fact that the output must belong to $\Delta^{\infty}$, while several copies of the input are available. This also holds for 1MSOT, i.e. order-preserving MSO transducers.

Despite these technicalities, the same techniques can be adapted, and we obtain the same correspondence between aperiodic rational functions and first-order definable order-preserving transductions (1FOT).

Proposition 5.6. A rational transduction over infinite words is aperiodic iff it can be realized by a 1FOT transducer.

Together with Theorem 5.10, this gives a procedure to decide whether a rational function is definable by a first-order transducer:
Theorem 5.11. Given a bimachine (or a transducer) realizing a rational function $f$ over infinite words, it is decidable whether $f$ is realizable by a 1FOT transducer.

Complexity. Throughout this chapter, complexity was not our main concern. Our decision procedures all rely on a fixed number of compositions of steps, and each of them can be performed in a fixed number of exponentials in time complexity. Thus, all the procedures presented in this chapter have an elementary time complexity.

## Chapter 6

## Conclusion and Perspectives

In this last chapter we take a final tour on the results presented in this manuscript, while modestly proposing some possible extensions and new directions.

### 6.1 Analyzing two-way transducers

We have seen in Chapter 3 and Section 4.1 how to analyze a two-way transducer, in order to answer the following questions:

- is it definable by a one-way transducer?
- if not, is it definable by a sweeping transducer? How many sweeps are needed in this case?
- equivalently, is it definable by a concatenation-free SST? How many registers are needed in this case?

Improving Rabin-Scott and Sherpherdson approaches. In Section 3.3 we presented the Rabin-Scott proof that two-way automata can be simulated by one-way automata. We have seen in Section 3.3 how this could be adapted to transducers, through the one-way definability problem. The major drawback of this proof lies in its time complexity: it is non-elementary.

Any attempt to recover elementary complexity would require to combine several steps of z-motion elimination in one step. This may be for instance obtained by removing several nested z-motions in one step, or by combining the guesses on the periods. At this point, we are tempted to conclude like Rabin and Scott did in their paper [RS59]: the Shepherdson approach seems an easier way.

Concerning the Shepherdson approach exposed in Section 3.4, the main open question here is to fill the complexity gap between the PSPACE lower bound, and 2ExPSpace upper bound for deciding whether a two-way transducer is one-way definable. Our proof somehow builds a "best-effort" one-way transducer". One may be tempted to look for a "direct criterion" on the two-way transducer, i.e. something like a twinning property on two-way runs. This is difficult to imagine so far, partly because one needs to quantify over all possible periods (in some range). Ismael Jecker proposed other new ideas that could yield an ExpSpace upper bound, but this work has not been published yet.

[^21]Output language. The expressive power of two-way transducers can be also considered on the output side, i.e. by considering the language of words that such a device can output. This output language may be not regular, and even not context-free. It is however $k$-iterative, as already mentioned in the introduction of Chapter 3: for every two-way transducer $\mathcal{T}$, there exists $k$ and $N$ in $\mathbb{N}$ such that every output word of $\mathcal{T}$ of length greater than $N$ can be written as $u_{1} v_{1} u_{2} v_{2} \cdots u_{k} v_{k}$ (with $v_{1} v_{2} \cdots v_{k} \neq \epsilon$ ), and $u_{0} v_{1}^{i} u_{1} v_{2}^{i} \cdots u_{k-1} v_{k}^{i} u_{k}$ is also an output word of $\mathcal{T}$, for every $i$ [Roz86, Smi14]. ${ }^{2}$ For instance, $k=1$ implies that the output language is regular, $k=2$ that it is context-free, etc. So it would be interesting to determine such a $k$ :
Open problem 7 (Degree of iterativity of two-way transducers' output languages)
Is the following problem decidable: Given a two-way transducer (functional or not), determine the smallest $k$ such that its output language is $k$-iterative.

As a side question, one may wonder how this smallest $k$ increases when composing two two-way transducers? This would require a close inspection of the proof of closure by composition [CJ77]. Another variation would be to study the output of the iterated composition of two-way transducers (see for instance $\left[\mathrm{BFH}^{+} 06\right]$ for sequential one-way transducers).

Determinism. The decision procedures we proposed were analyzing a non-deterministic (but functional) two-way transducer, and deciding whether it has an equivalent non-deterministic one-way transducer. We have seen in Proposition 4.2 that using bounded memory corresponds to being definable by a sequential transducer. Hence one may want to directly decide whether a two-way transducer has an equivalent deterministic one-way transducer (Open question 1). One can solve it by using the two-way to one-way procedure, followed by the sequentiality test [Cho77, BC02]. But one can hope for a better complexity. For instance, the resulting deterministic one-way transducer has to fulfill the twinning property, and this may add enough constraints to simplify our decision procedure.

One can go one step further by considering multi-sequential functions. These are functions that can be implemented by a finite union of deterministic transducers. Given a functional transducer, it is decidable whether it defines a multi-sequential function [CS86], in PTime [JF18]. This even holds when the transducer is not functional, i.e. defines a relation [JF18]. A "weak twinning property" permits to characterize such relations. This raises the question whether this can be extended to regular functions:

## Open problem 8 (Two-way to multi-sequential one-way transducers)

Is the following problem decidable: Given a two-way transducer (possibly non-functional), is it equivalent to a multi-sequential (one-way) transducer?

This last question is of special interest, because multi-sequential relations are exactly those that can be evaluated with bounded memory [JF18].

Uniformization. This also relates to uniformization. Let us recall that a function $f$ uniformizes a binary relation $r$ if $\operatorname{dom}(f)=\operatorname{dom}(r)$ and $f \subseteq r$. As we have seen on page 25 , one can always uniformize any two-way transducer (that may not be functional) by a reversible two-way transducer [dS13, DFJL17]. This is not true anymore when targeting deterministic transducers (i.e. sequential functions), because sequential uniformization is already undecidable for rational functions [CL15]. This is depicted in Figure 6.1. Note that this "sequential

[^22]

An edge $R \xrightarrow{\text { true }} F$ means that, given a relation $r \in R$, it is always possible to uniformize it by a function $f \in F$. If not, dec. and undec. edges indicate whether the corresponding decision problem is decidable or not.

Figure 6.1: Overview of uniformization results.
uniformization" becomes decidable for finite-valued rational functions [FJLW16], and for automatic relations ${ }^{3}$ [CL15]. Instead of targeting sequential functions, one may target rational functions. A one-way transducer can always be uniformized by a functional one-way transducer [Kob69]. This problem seems open when one allows a two-way transducer for defining the relation.
Open problem 9 (Uniformization of two-way transducers by functional one-way)
Can any two-way transducer (possibly not functional) be uniformized by a functional oneway transducer? If not, is the corresponding decision problem decidable?

Finite-valued transductions We mainly focused on functional transductions. A natural extension is to consider finite-valued relations, that is, binary relations for which there exists $k$ such that each element of their domain has at most $k$ images. Some interesting results have already been obtained.

For instance, one can minimize the number of registers of right-appending streaming string transducers being "finite-valued", in the specific sense that they remain deterministic, except the output function that becomes finite-valued (see [Rey15, page 84] and [DRT16]). This result is obtained thanks to a generalization of the twinning property.

Independently from the minimization of the number of registers, another ambitious challenge about finite-valued SSTs is to obtain a decomposition theorem, that is, to show that every finitevalued SST is equivalent to a union of functional transducers. This would imply, in particular, that finite-valued SSTs and two-way transducers have the same expressive power. In [GMPS17], such a decomposition is proven for finite-valued SSTs with one register. To my knowledge, it is

[^23]still open when an arbitrary number of registers is allowed.

## Open problem 10 (Decomposition theorem for finite-valued SSTs)

Is every finite-valued SST equivalent to a finite union of functional SSTs?
The same problem is also open for finite-valued two-way transducers ${ }^{4}$. In fact, it is shown in [GMPS17] that, if the decomposition theorem holds for finite-valued SSTs, then it also does for finite-valued two-way transducers. Equivalence of finite-valued SSTs (resp. finite-valued two-way transducers) has been proved to be decidable by another technique [MP19a, CK86]. A decomposition theorem for one-way transducers has been established by Weber in [Web96] (see also [SdS10]).

In view of the main results of the present manuscript, a first step towards their generalization to finite-valued transducers would be:

## Open problem 11 (Finite-valued two-way to one-way transducers)

Is the following problem decidable: Given a finite-valued two-way transducer, decide whether there exists an equivalent one-way transducer.

Limited transducers Limited automata [Hib67, Pig19] constitute a slight extension of twoway automata. A $d$-limited automaton is a one-tape Turing machine where each cell is allowed to be rewritten only during its first $d$ visits. 1-limited automata capture regular languages [WW86], while $d$-limited automata, with $d>1$, capture context-free languages, even over a unary alphabet [PP13]. One could define transducers on this basis: A limited transducer would be a limited automaton with output words on its transitions, that would be concatenated progressively in a write-only one-way output tape. Clearly, 1-limited transducers can express all regular relations, as two-way transducers are 1-limited transducers. The converse seems less obvious.

## Open problem 12 (1-limited transducers)

Do 1-limited transducers (resp. functional 1-limited transducers) exactly capture regular relations (resp. regular functions)?

Polyregular functions In 2018, Bojańczyk introduced polyregular functions [Boj18], a class of word-to-word functions that strictly subsumes regular functions, and allows outputs of size polynomial in the size of the inputs (in contrast with the linear-size increase of regular functions). Polyregular functions enjoy several characterizations. One of them is two-way transducers, extended with pebbles having a stack discipline [EM02]. Interestingly, $k$-pebble transducers exactly define polyregular functions with output size in $O\left(n^{k}\right)$, and, for a given polyregular function, one can minimize the number of pebbles [Lho20]. In particular, for $k=1$ one retrieves regular functions, hence it is decidable whether a polyregular function is regular. Other equivalent models are, among others, string-to-string MSO interpretations [BKL19], and regular list functions [BDK18].

## Open problem 13 (Polyrational functions)

Define the class of polyrational functions as those definable by a one-way transducer with pebbles (with stack discipline). Has this class good algorithmic and closure properties? Does it enjoy equivalent characterizations, like a generalization of order-preserving, on MSO interpretations? Is the definability decidable, from polyregular to polyrational functions? This would generalize the one-way-definability procedures presented in Chapter 3.

[^24]For instance, the function that outputs all suffixes of a word is polyrational (and not regular), but the one that outputs all prefixes does not seem so. Closely related, a recent paper [DFG20] studies marble transducers, a restriction of two-way pebble transducers (with stack discipline) where pebbles (named marbles ${ }^{5}$ ) are only put to the left of the current position. This model is proved to be equivalent to copyful SSTs.

State complexity One of the most widely open problem concerning two-way automata is state complexity, usually referred as minicomplexity. In 1978, Sakoda and Sipser conjectured that there exist nondeterministic two-way automata for which equivalent deterministic two-way automata require an exponential number of states [SS78]. This conjecture has also consequences in terms of complexity classes (see e.g. [KP15]).

Still, some results have been obtained when restricting or extending the source or target class. For instance, the conjecture does not hold when the non-deterministic two-way automaton can make its non-deterministic choices only at the borders of the word (i.e. when reading the end-markers) [GGP14].

Restated on transducers, the Sakoda-Sipser conjecture becomes:

## Open problem 14 (State complexity of deterministic two-way transducers)

Is there an exponential gap in the number of states, from functional two-way transducers, to deterministic two-way transducers?

To my knowledge, the translations from functional two-way transducers to deterministic ones use crossing sequences and are thus exponential [Eng81] or the correspondence with MSOT [EH01], and no lower bound has been established. The constraint of yielding the output could help proving this conjecture on transducers (rather than automata) along.

Measuring two-wayness A question that naturally comes to mind when reasoning about two-way devices is: how many reversals are needed? For two-way automata, the answer is simply zero, because they are one-way definable. For two-way transducers, it is generally unbounded (for instance when reversing the input by blocks). We have described in Chapter 4 an algorithm deciding whether a functional two-way transducer can be implemented by an equivalent one with a uniformly bounded number of reversals (Corollary 4.2).

Beyond this bounded-vs-unbounded dichotomy, there may exist other measures to explore, like z-motion nesting degree. But a more direct measure is the number of registers of streaming string transducers.

## Open problem 15 (Register minimization of SSTs)

Is the following problem decidable: Given a regular function $f$ (given for instance as a twoway transducer, or an SST) and $k \geq 0$, can $f$ be implemented by an SST with $k$ registers?

We have seen in Corollary 4.3 that this problem is decidable for concatenation-free NSSTs. As presented in the introduction of Chapter 4, this also holds for right-appending SSTs [DRT16, Rey15], and SSTs over a unary alphabet [AR13].

Two-way transducers over infinite words. In Section 5.2 we investigated the algebraic properties of rational functions over infinite words. These were defined by Muller transducers, that is, one-way transducers with Muller acceptance condition. Like in the finite case, a two-way extension of transducers gives raise to the class of regular functions over infinite words, with

[^25]equivalent models: two-way Muller transducers with regular look-ahead, MSOTs over infinite strings, and (functional, copyless) streaming string transducers [AFT12].

Recently, the decidability of the computability of regular functions over infinite words has been proved [DFKL19] ${ }^{6}$. Here, computability means that the output can be progressively produced by a Turing machine on an output tape. This result reuses some properties of twoway loops exposed in Chapter 3, in particular idempotent loops. This naturally leads to the following question:

## Open problem 16 (Two-way to one-way transducers over infinite words)

Is the following problem decidable: Given a regular function over infinite words (given by a two-way Muller transducer with regular look-ahead), is it rational (that is, is there an equivalent one-way Muller transducer)?

### 6.2 Pushdown and Trees

Two-way VPTs to one-way VPTs Another way to generalize two-way transducers is to equip them with a stack [GHI67]. In Chapter 4, we studied visibly pushdown transducers (VPTs), that is, one-way transducers equipped with a visible stack: each input letter indicates the operation (push/pop) on the stack. In particular we focused on the amount of memory required for evaluating the associated transduction. One step further is to consider two-way VPTs.
Open problem 17 (Two-way to one-way VPTs)
Is the following problem decidable: Given a functional two-way VPT, is it definable by a one-way VPT?

This problem is a generalization of the one-way definability of two-way transducers detailed in Chapter 3. Adding a stack breaks some parts of the proofs described in this manuscript. For instance two-way VPTs cannot be normalized in order to assume bounded crossing.

Numerous properties are already known about two-way VPTs [DFRT16, DFT19], including an equivalence with MSOT on nested words (when adding a single use restriction), and with copyless VPAs with registers (à la SSTs) [AD17]. Note that at the automaton level, two-way VPAs and one-way VPAs are known to be equi-expressive [MV09, DFRT16]. ${ }^{7}$

VPTs to two-way transducers In terms of streamability, we could adapt our definition, and say that streamability corresponds to being "two-way sequential": the memory remains bounded, but we are allowed to read the input several times, in a deterministic manner. For words, every functional two-way transducer can be made deterministic [EH01] and even reversible [DFJL17], so this new streamability reduces to being definable by a functional two-way transducer. The question, for one-way VPTs, becomes:

Is the following problem decidable: Given a VPT (functional or not), is it definable by a two-way transducer?

In fact the question is easily solved: In order to be definable by a two-way transducer, a VPT must have a regular domain (as two-way transducers do). And every VPT with a regular domain

[^26]is rational, i.e. has an equivalent one-way transducer (because its domain can only contain words of bounded height, similarly to Proposition 4.4). And this is of course also sufficient for being definable by a two-way transducer. So a VPT is definable by two-way transducer iff it is rational, iff its domain is regular. The latter is decidable in PTime [Srb09].

This is somehow counter-intuitive, because two-way transducers can output languages that are context-free and not regular. For instance they can output the Dyck language of well-nested words with one type of parentheses [Roz86]. The point is that they do not produce it in a comparable manner: VPTs heavily rely on their domain, but not two-way transducers (when we consider the output language).

The situation is exactly the same when we start from a two-way VPT, because the regularity of the domain imposes that the height of the words in the domain is bounded.

Two-way vs one-way on trees. Visibly pushdown automata (resp. transducers) can also be used as tree automata (resp. transducers), by processing the depth-first linearization of the tree (resp. potentially also outputting the linearization of a tree $[\mathrm{RT} 16]^{8}$ ). The "historical" models of tree automata are different, as they operate from the leaves to the root (for bottom-up tree automata), or from the root to the leaves (top-down tree automata) $\left[\mathrm{CDG}^{+} 07\right]$.

Tree-walking automata constitute the "two-way" version of tree automata. When at a given node of a tree, a tree-walking automaton is allowed to move to its parent, or to one of its children, as indicated by a transition rule. Surprisingly, this "two-way" extension is less expressive than the "one-way" version: some regular tree languages are accepted by no treewalking automata [BC08], because a tree-walking automaton can get "lost" in the tree. When extended with look-around, and restricted by a single-use discipline, tree-walking transducers recover the exact expressive power of tree-to-tree MSO [BE00, CE12] (another method uses pebbles instead [EHS07]).

However, on trees, several incomparable "one-way" transducer models compete. Indeed, top-down and bottom-up tree transducers are incomparable [Eng75]. Let us instantiate the one-way definability problem on top-down tree transducers:

## Open problem 18 (Tree-walking to top-down tree transducers)

Is the following problem decidable: Given a single-use tree-walking transducer with lookaround, does it have an equivalent top-down tree transducer?

Interestingly, memory requirements for transformations defined by tree-walking transducers started to be studied. In [EIM19], it is shown that by composing them, one can always keep the space usage linear in the output (and input) size, for instance. Definability and uniformization questions have also been considered on tree transducers, see e.g. [LW17, LS19].

On trees, other finite-state devices as expressive as tree-to-tree MSO transductions exist. Let us mention macro tree transducers with regular look-ahead [EM99], and also streaming tree transducers [AD17]. Both are "one-way" models, and thus can be considered as generalizations of SSTs on words, even though tree transformations are much more complex to analyze than word transformations. Consequently, many questions on word transformations can be adapted, as for instance the minimization of parameters of macro tree transducers, resp. of registers of streaming tree transducers.

[^27]
### 6.3 Algebra and logics

In Chapter 5, we have considered the "algebraic" side of transductions, and the correspondence with some logics. In particular we have described an algorithm for deciding whether a rational function belongs to a given decidable congruence class (as for instance aperiodic congruences), and to an associated logic (for instance FOT). Then, we proved that the decidability also holds for transductions over infinite words, for the special case of aperiodic congruences and FOT.

Algebraic characterization of regular functions As already stated in Open Problem 4, the next challenge is to obtain such characterizations for regular functions. This problem is wide open. In particular, we lack a deterministic device like bimachines for two-way transducers (when considering the problem on machines). A first step could be to obtain this characterization for functions only performing a "back-and-forth" sweep on the input, and then try to move to sweeping transducers (which is, as we have seen, the same class as bounded-reversal transducers: both properties could help at the algebraic level).

A series of recent papers considered reversible automata and transducers [LPP17a, LPP17b, DFJL17, GKMP18]. Reversible means that the device is both deterministic and co-deterministic (that is, leftwards deterministic). Given the nature of bimachines, and their usage in our proofs, one could think of studying transductions definable by reversible one-way transducers, which form a strict subclass of rational transductions, and hope for a simpler proof of characterization. However, even at the level of languages, there is no unique minimal reversible automaton, given a regular reversible language [LPP17a] ${ }^{9}$. And for regular functions, it makes no sense, because they are all reversible [DFJL17].

Some notions of semigroups or monoids have been defined for two-way automata [Bir89, Bir90, MSTV06, CD15] and for streaming string transducers [FKT14, DJR18], but they still do not lead to the definition of a deterministic device like bimachines. Beyond this "transducers" view (and their congruences), one may look for an alternative way to define word functions, more suitable to algebraic characterizations. One can think for instance of monoid programs [Bar89, GMS17], which both subsume monoid morphisms in terms of language recognition, and are less machine-oriented.

A recent trend is to use Hilbert's basis theorem in order to prove the decidability of equivalence (or functionality) for some classes of transducers [BDSW17, SMK18, BPS18, Boj19], or Ehrenfeucht's conjecture [MP19a]. Whether this method could help solve the aforementioned decidability problems is also to be investigated.

The algebraic approach also applies to richer structures, like trees [ÉW10, FSM11], but the situation is even more complex in this case.

Separation and covering of transductions First-order definability can be classified as a membership problem: is a function of class $\mathcal{C}$ also in a given class $\mathcal{C}^{\prime}$ ? Such membership problems also apply on languages (rather than functions).

One of their generalizations is the separation problem. Consider two languages $A, B$ from a class $\mathcal{C}$ (for instance, regular languages). A language $S$ from a class $\mathcal{C}^{\prime}$ (for instance, star-free languages) separates $A, B$ if it contains $A$ and does not intersect $B . S$ is called a separator of $A, B$. The separation of $\mathcal{C}$ by $\mathcal{C}^{\prime}$ is said decidable if there exists a procedure that takes $A, B$ from $\mathcal{C}$ as inputs, and decides whether there exists a separator of $A, B$ in $\mathcal{C}^{\prime}$. This is the case in our example: a procedure deciding the separation of regular languages by star-free languages is described in [PZ14].

[^28]Separation has been generalized to covering problems [PZ18]. Recently, separation and covering have been successfully used, for instance, for deciding membership of a regular language in some levels of the quantifier alternation hierarchy in first-order logic [PZ19]. Indeed, deciding separation requires a deep understanding of the expressive power of the separator class. This sometimes leads to undecidability results, as for instance the undecidability of the separation of visibly pushdown languages by regular languages [Kop16], and of the separation of regular tree languages by deterministic tree-walking automata [Boj17].

It seems that separation could be defined and studied on word-to-word functions too: a separator $f_{S}$ from a word-to-word function class $\mathcal{C}^{\prime}$ separates two word-to-word functions $f_{A}, f_{B}$ of a class $\mathcal{C}$ if $f_{A} \subseteq f_{S}$ and $f_{S} \cap f_{B}=\emptyset$, when functions are described as input/output pairs. This implies in particular that $\operatorname{dom}(S)$ separates $\operatorname{dom}(A), \operatorname{dom}(B)$. So, if the separation of $\mathcal{C}$ by $\mathcal{C}^{\prime}$ is decidable, so is the separation of the corresponding domain classes. But the converse is probably false: the domains could be separable, but not the functions, because this adds additional constraints to the transition system.

The separation of regular functions by rational functions is obvious. Given two regular functions $f_{A}$ and $f_{B}$, if $f_{A}$ is one-way definable then $f_{A}$ and $f_{B}$ are separable by a rational function iff $f_{A} \cap f_{B}=\emptyset$, which is decidable (in this case, $f_{A}$ is a separator). Otherwise, if $f_{A}$ is not one-way definable, then no function containing it is, so $f_{A}$ and $f_{B}$ are not separable by a rational function. As one-way definability is decidable (Theorem 2.2), the separation of regular functions by rational functions also is.

It seems less obvious to separate rational functions by first-order definable functions.

## Open problem 19 (Separation of functions)

Is the separation of rational functions by FOT functions decidable?
The separation of regular functions by first-order definable functions is a generalization of Open problem 4. A further step would be to consider covering problems instead of separation problems.

## To conclude...

Of course these perspectives are not exhaustive and reflect a personal point of view. For instance, alternative ways of defining transductions, as listed on page 17, also yield a number of open problems. A quantitative approach to transductions also conveys new problems and techniques [Ans90, Lom16, DL19, DG19, LMT19], as well as the setting of infinite alphabets (data values) [BS20].

Also, we followed a quite "theoretical" line, while sequential transducers are algorithms. They appeared as a way to abstract compilers, and for natural language processing. Hence, other lines of research follow a more "practical" view on transducers, and may deserve a joint effort with the "algorithms" community, for instance. Another way to move towards practical applications would be a certified implementation of our procedures (and more generally, of standard results on transducers), by means of a proof assistant like Coq [Coq, DS18].
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[^0]:    ${ }^{1}$ This is part of the minicomplexity framework.
    ${ }^{2}$ This is the case for sweeping automata [Sip80], for instance.

[^1]:    ${ }^{3}$ Amusingly, the Dyck language with only one type of parentheses is the output of a non-deterministic two-way transducer, see for instance [Roz85].

[^2]:    ${ }^{4}$ We do not include $t(q)$ in the definition of out $(\rho)$ in order to be able to concatenate runs.

[^3]:    ${ }^{5}$ A similar approach will be used for the proof of Theorem 4.5.

[^4]:    ${ }^{6}$ even with unary alphabets [Gui16a]

[^5]:    ${ }^{7}$ Checking equivalence of deterministic two-way transducers is decidable in PSPACE [Gur82, CK86].

[^6]:    ${ }^{8}$ Note that this definition does not allow to assign an image to the empty word $\epsilon$. An alternative definition allowing it consists in assigning the labels to the edges of the logical structure (seen as a graph) [EH01]. We prefer here to assign labels to nodes for clarity.

[^7]:    ${ }^{1}$ The "semantical" restriction on the shape of successful runs is "syntactically" checked when they are removed, i.e. simulated in a one-way manner, as described later.
    ${ }^{2}$ More precisely, in order for $\mathcal{L}_{a, b}^{\mathcal{T}}\left(q_{1}, q_{2}\right)$ to be rightward, we actually define it on the mirror of $\mathcal{T}$. This makes no significant difference in the proofs.

[^8]:    ${ }^{3}$ strictly speaking, we allow here a prefix and a suffix of length at most $2 \boldsymbol{B}$, and the word in-between has period at most $2 \boldsymbol{B}$.

[^9]:    ${ }^{4}$ We propose here a slightly weaker (and simpler) statement than in the complete proof, for sake of clarity.

[^10]:    ${ }^{5}$ as in the sweeping case, we allow a bounded prefix and suffix around this factor of bounded period

[^11]:    ${ }^{1}$ i.e. of the form $r_{1} \leftarrow r_{2} \cdot u$, where $r_{1}$ and $r_{2}$ are registers, and $u$ a word.
    ${ }^{2}$ for simplicity, we discard here internal letters, that correspond to letters not interacting with the stack, similar to XML empty-element tags.

[^12]:    ${ }^{1}$ Another class is the extension of first-order logic with deterministic transitive closure, captured by two-way multi-head deterministic automata with nested pebbles [EH07].

[^13]:    ${ }^{2}$ Recall that we associate outputs to transitions of a run, but also to its first and last states. These were often named subsequential functions [Sch77].
    ${ }^{3}$ The name bimachine has been proposed by Eilenberg [Eil74].

[^14]:    ${ }^{4}$ for functions mapping infinite words to infinite words, while in our setting we need functions mapping infinite words to finite or infinite words.
    ${ }^{5}$ Here, "aperiodic non-deterministic" means that the automaton obtained after minimization of the underlying automaton is aperiodic.

[^15]:    ${ }^{6}$ The notion of recognizability by a congruence is equivalent to the notion of recognizability by a stamp (surjective morphism from a free monoid to a finite monoid). However the notion of variety of stamps defined in [PS05] differs slightly from our notion of congruence class (such a variety is always a congruence class in our setting, but not the converse).

[^16]:    ${ }^{7}$ Recall that what we name "sequential" functions here are usually named "subsequential", as they can output an additional word at the beginning (resp. end) of a run, depending on the initial (resp. final) state.

[^17]:    ${ }^{8}$ This requirement was not present in the original paper [RS91]. As a consequence, the results in that paper were limited to total functions (see [RS91, Section 5.2]), while we can consider here the usual setting of partial functions.

[^18]:    ${ }^{9}$ As a deterministic automaton, this can be understood as both "in the number of states", or "with the coarsest transition congruence".

[^19]:    ${ }^{10}$ up to state equivalence and output shifting, i.e. by identifying $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ once $\mathcal{B}_{1} \sqsubseteq \mathcal{B}_{2}, \mathcal{B}_{2} \sqsubseteq \mathcal{B}_{1}$, and they both realize the same function $f$.

[^20]:    ${ }^{11}$ we name fragment of MSO any subset of formulas in MSO.

[^21]:    ${ }^{1}$ The transducer $\mathcal{T}^{\prime}$ described on page 56, is the "best under-approximation" of $\mathcal{T}$ among all transducers which domain can be pumped in the same way as $\mathcal{T}$. This has been formalized in [BGMP18, Corollary 8.7].

[^22]:    ${ }^{2}$ This is in contrast with, for instance, multiple context-free languages, which were proved not to be $k$-iterative for any $k\left[\mathrm{KKM}^{+} 14\right]$.

[^23]:    ${ }^{3}$ A binary relation is automatic if it is recognized by an automaton reading a pair of input/output letters when firing a transition. A padding symbol is used when lengths differ.

[^24]:    ${ }^{4}$ The decidability of the finite-valuedness of two-way transducers has been recently proved [YY19].

[^25]:    ${ }^{5}$ a notion introduced in [EHvB99] for trees.

[^26]:    ${ }^{6}$ and extended to the case of data values (infinite alphabet) in [EFR20].
    ${ }^{7}$ In [BG17], a double-exponential lower bound is established, to convert two-way pushdown automata of constant height to one-way pushdown automata of constant height. However it does not apply to VPAs, as the constant-height restriction bounds their expressiveness to regular languages.

[^27]:    ${ }^{8}$ see also [MS18] for the case of top-down tree-to-string transducers.

[^28]:    ${ }^{9}$ but one can build a reversible automaton from a minimal one [Lom02].

