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Abstract

We study in this thesis the transport of critical services in 5G networks, where

unlicensed spectrum is advocated so as to minimize the cost and to cope with

the high demand for frequency resources.

We first evaluate the performance of Ultra-Reliable Low-Latency Com-

munication (URLLC) which has stringent requirements on reliability and de-

lay, on the order of 99.999% and 1 ms, respectively, transported in unlicensed

spectrum. We propose a model based on a Markov chain that quantifies the

reliability within a delay constraint under Listen-Before-Talk (LBT) medium

access procedure, and deduce the maximum number of stations that can be

handled at the same time, while respecting URLLC constraints.

This analysis is then used to investigate novel methods for the joint trans-

mission of URLLC over unlicensed and licensed spectrum. We propose three

methods for the joint access to available resources, and demonstrate that the

optimal method to access the resources is by using licensed ones only when

unlicensed transmission fails within a given time budget. This method is

then studied in the case of multiple tenants in proximity competing over the

same unlicensed channel. If all tenants try to maximize their usage of un-

licensed resources then everyone will end up in a tragedy of the commons

type of situation. We show that at least one equilibrium point exists for this

system which minimizes the cost for all tenants.

We study next the coexistence of URLLC with other 5G services, such

as enhanced Mobile Broadband (eMBB), in unlicensed spectrum. eMBB has

large packets and its multiplexing with URLLC may entail a large degrada-

tion in the latter’s performance. We then propose a new technique to prior-

itize URLLC packets by transmitting them with higher power. However,

high power transmission is not systematically performed so as to reduce

the interference on other users and also to minimize energy consumption,
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which is very important for battery-powered devices. In this case, we pro-

pose two methods to transmit with high power, as a last resort: one that is

LBT-agnostic and transmits whenever the packet delay approaches time-out,

and another one which respects LBT and uses high power only when trans-

mission opportunities occur beyond a time threshold.

We then propose a decentralized implementation of the time-threshold

approach. We formulate the problem as an optimization problem where

transmitters are to choose the optimal policy (time threshold) which mini-

mizes the energy consumption while preserving URLLC requirements. We

then solve the optimization problem using a learning approach, which suf-

fers from slow convergence to the optimal policy due to the fact that losses

are rare events. To remedy to this, we make use of our optimization frame-

work and the prior knowledge of the system model to accelerate this learn-

ing.

We finally study the decentralized approach for a different type of critical

services which focuses on the freshness of the information, known as the

Age of Information (AoI). In this context, instead of guaranteeing URLLC’s

reliability target within a delay, the packet must be delivered as soon as it is

generated, or else it loses its value. We demonstrate that optimal policies in

the AoI context tend to start aggressively, and reduce the transmission power

when the age of the packet increases.

Keywords - 5G, critical services, Unlicensed spectrum, URLLC.
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Résumé

La cinquième génération (5G) des réseaux mobiles est la première génération

de téléphonie mobile à être conçue pour des cas d’usage autres que la voix

et la donnée. Les cas d’usage de la 5G se définissent selon trois services :

les communications mobiles ultra-hautes débit (eMBB), les communications

entre objets (mMTC), et les communications dites critiques (URLLC), pour

lesquelles la fiabilité et le temps de réponse sont primordiaux. Les commu-

nications critiques sont particulièrement intéressantes car grâce à elles, des

nouveaux services vont être déployés, comme les machines et les véhicules

autonomes et la chirurgie médicale par assistance robotique.

Afin d’assurer les besoins rigoureux de chaque service (eMBB, mMTC

et URLLC) et particulièrement les services critiques (URLLC), il faut réserver

une grande quantité de ressources sous forme de bandes de fréquences, c’est-

à-dire une bonne partie des nouvelles bandes de fréquence de la 5G seront

vendues aux enchères par les états aux opérateurs télécoms. Cette thèse

étudie le transport des services critiques dans les réseaux 5G, où le spectre

non-licencié est préconisé pour minimiser le coût et faire face à la forte de-

mande de ressources en fréquences.

Nous évaluons d’abord les performances des services critiques type URLLC

(Ultra-Reliable Low-Latency Communication) qui a des exigences strictes en

matière de fiabilité et de latence, de l’ordre de 99,999% et 1 ms, respective-

ment, transporté dans le spectre non-licencié. Nous proposons un modèle

basé sur une chaîne de Markov pour quantifier la fiabilité sous contrainte

de délai, sous procédure d’accès au support Listen-Before-Talk (LBT), puis

nous en déduisons le nombre maximum de stations pouvant être servies en

même temps, tout en respectant l’URLLC contraintes. Cette analyse est en-

suite utilisée pour étudier de nouvelles méthodes pour la transmission con-

jointe d’URLLC sur les spectres non-licencié et licencié. Nous proposons trois

méthodes pour l’accès conjoint aux ressources disponibles et démontrons
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que la méthode optimale pour accéder aux ressources consiste à utiliser des

ressources licenciées, uniquement lorsque la transmission dans le système

non-licencié échoue dans un budget de temps donné. Cette méthode est en-

suite étudiée dans le cas de plusieurs tenants à proximité en concurrence sur

le même canal non-licencié. Si tous les tenants essaient de maximiser leur

utilisation des ressources non-licenciées, tout le monde se retrouvera dans

une situation type “tragédie des biens communs”. Nous montrons qu’au

moins un point d’équilibre existe pour ce système qui minimise le coût pour

tous les tenants.

Nous étudions ensuite la coexistence d’URLLC avec d’autres services 5G,

tels que le haut débit mobile amélioré eMBB (enhanced Mobile Broadband),

dans le spectre non-licencié. eMBB a de grandes paquets et son multiplexage

avec URLLC peut entraîner une forte dégradation des performances d’URLLC.

Pour cela, nous proposons une nouvelle technique pour prioriser les paquets

URLLC en les transmettant avec une puissance plus élevée. Cependant, la

transmission à haute puissance n’est pas systématiquement effectuée afin

de réduire les interférences sur les autres utilisateurs et aussi pour réduire

la consommation d’énergie, ce qui est très important pour les appareils al-

imentés par batterie. Dans ce cas, deux méthodes ont été proposées pour

transmettre avec une puissance élevée, en ne le laissant qu’en dernier re-

cours. L’un est indépendant du LBT et transmet une fois le délai de paquet

approche de l’expiration, tandis que l’autre respecte le LBT et n’utilise une

puissance élevée que lorsque les opportunités de transmission se produisent

au-delà d’un seuil de temps.

Nous proposons ensuite une mise en œuvre décentralisée de l’approche

par seuil de temps décrit ci-dessus. Nous formulons le problème dans le

cadre d’optimisation où les émetteurs doivent choisir la politique optimale

(seuil de temps) qui minimise la consommation d’énergie tout en préservant

les exigences d’URLLC. Nous résolvons ensuite le problème d’optimisation

en utilisant une approche d’apprentissage et montrons une lente convergence

vers la politique optimale du fait que les pertes sont des événements rares.

Pour y remédier, nous utilisons le cadre d’optimisation et la connaissance

préalable du système pour accélérer cet apprentissage. Nous étudions en-

fin l’approche décentralisée pour un type différent de services critiques qui

met l’accent sur la fraîcheur de l’information, connue sous le nom d’Age de
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l’Information (AoI). Dans ce contexte, au lieu de garantir une cible de fiabil-

ité dans un délai, le paquet doit être livré dès sa génération, sinon sa valeur

se dégrade. Nous démontrons que les politiques optimales dans le contexte

AoI ont tendance à démarrer de manière agressive et à réduire la puissance

de transmission lorsque l’âge du paquet augmente.

Mots clés - 5G, services critiques, spectre non-licencié, URLLC.
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Chapter 1

General Introduction

The fifth generation of mobile networks (5G) is expected to support new ap-

plications beyond those currently transported by existing 4G networks. In

this context, three main services were defined: enhanced Mobile Broadband

(eMBB), massive Machine-Type Communication (mMTC) and Ultra-Reliable

Low-Latency Communication (URLLC) [1].

eMBB extends the 4G broadband service to support higher traffic loads

with enhanced data rates that can go up to 20 Gbps [1]. Some of eMBB’s

use cases include web browsing, video streaming and file sharing. The sec-

ond type of services, namely mMTC, involves a potentially huge number of

connected objects which for instance monitor the environment and gener-

ate small packets periodically, similar to an Internet of Things (IoT) scenario.

mMTC devices favor low cost and low energy consumption over high data

rates and reliability requirements, which is convenient for applications such

as smart buildings/cities and shipment tracking where battery-powered de-

vices need to conserve their energy to keep reporting their status as long as

possible. URLLC, which can be described as a critical machine-type commu-

nication, involves also a large number of connected objects which generate

small packets for instance when a triggering event occurs. Here, the pack-

ets are expected to carry rather vital information about the system that must

be conveyed to a controller that is situated in a central server in most of the

cases, reliably within a small delay to avoid any failure. This service allows

the existence of many promising applications such as factory automation,

remote surgery and autonomous vehicles.

URLLC is considered as the most challenging service in 5G, because it has

unprecedentedly stringent requirements in terms of reliability and latency,

on the order of 99,999% and 1ms, respectively [2]. One of the most important
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aspects of URLLC transport is the time-frequency trade-off, where restric-

tions in the time domain lead to requiring a large frequency bandwidth to

guarantee the target reliability (without considering space or code diversity).

Using licensed spectrum, as in previous generations, entails a huge cost for

operators who buy at very high price the license to use certain channels for

a fixed duration generally in auctions organized by the country’s adminis-

trative authority responsible for spectrum allocation. To give insights about

the price, the 5G spectrum auction in France took place in September 2020,

it generated 2.8 billion euros to the French state from the four qualified op-

erators [3]. Regarding the allocated bandwidth, no operator was able to get

more than 100 MHz, which makes it a valuable resource that must be utilized

efficiently.

The cost and scarcity of licensed spectrum calls then for the usage of un-

licensed spectrum that is cheaper and available at higher quantities. The

interest in unlicensed spectrum for mobile networks has begun since LTE

Licensed-Assisted-Access (LTE-LAA) [4] and 5G has shown its flexibility by

regulating several unlicensed bands in the 5G New Radio (NR) [5], notably

the 5 GHz bands currently used by some IEEE 802.11 technologies. Further-

more, unlicensed spectrum usage is becoming popular for industrial automa-

tion (e.g., WirelessHart [6] and Multefire [7] systems), vehicular communica-

tions (e.g., IEEE 802.11p [8] and ETSI ITS G5 [9] standards) and sensor net-

works (e.g., LoRa [10] and Sigfox [11] systems).

In this thesis, we are interested in the transport of URLLC over unli-

censed spectrum, and specifically the design of new transmission schemes

for URLLC in the Medium Access Control (MAC) layer that meet the re-

quired, stringent reliability and delay constraints.

Contributions and organization

Our main contributions as well as the organization of the rest of this disser-

tation are as follows:

• In Chapter 2, we study the transport of URLLC over unlicensed spec-

trum and propose a new model based on a Markov chain that quanti-

fies the reliability of the transmission system under delay constraints.

Using this model, we derive the capacity of the standalone unlicensed
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system which corresponds to the maximum number of stations verify-

ing the URLLC Quality of Service (QoS) requirements.

• In Chapter 3, we propose the joint transmission of URLLC over unli-

censed and licensed spectrum. We propose three methods for this joint

transmission scheme, evaluate their performance and compare their

costs, in terms of additional licensed frequency resources, to a stan-

dalone licensed system. We show that the optimal transmission scheme

uses licensed resources only when the licensed system fails to transmit

the packet within a fraction of the delay budget. We extend the analy-

sis to a multi-tenant environment where tenants compete over the un-

licensed resources, which may result in a tragedy of the commons type

of situation. We study the equilibrium point of such a system which

minimizes the cost for all tenants.

• In Chapter 4, we focus on the transport of URLLC coexisting with eMBB

in unlicensed spectrum. In this case, using additional licensed resources

to guarantee the requirements for both services generates a huge cost.

Instead, we exploit diversity in power domain and propose two priori-

tization techniques for URLLC over eMBB, both based on transmitting

URLLC using a higher power level. The first method makes use of pre-

emption using high power transmission when the URLLC delay bud-

get is about to expire, which does not respect Listen-Before-Talk (LBT)

mechanism. The second one respects LBT and makes use of a time

threshold within the delay budget after which transmission power is

switched from low to high.

• In Chapter 5, we consider a decentralized setting, with no central en-

tity to decide for the optimal policy to be followed by the URLLC sta-

tions. We focus on the time threshold method developed in the pre-

vious chapter, and analyse its performance in Aloha-like and LBT sys-

tems. We use an online learning approach to enable each station to

achieve the optimal policy in a distributed manner. We also make use

of our prior knowledge of the system model so as to accelerate the con-

vergence of the learning algorithm.

• In Chapter 6, we consider a different setting, for instance monitoring of

a dynamic environment, where minimization of the age of the packets,
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or equivalently maximization of the freshness of information, is more

valuable than meeting URLLC’s strict reliability and delay constraints.

We showed in the previous chapters that in the case of meeting URLLC

stringent requirement, the optimal policies tend to start transmission

with normal power level and then increase it as the packet delay ap-

proaches the allowed budget. However, when the objective is to mini-

mize the delay of the packet, we show in this chapter that optimal poli-

cies favor starting at high power level, while the URLLC objective leads

to a mild start followed by a power increase near the deadline expira-

tion.

• In Chapter 7, we eventually conclude the dissertation by summarizing

the contributions and indicate some future work perspectives.
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Chapter 2

Unlicensed spectrum for URLLC ser-

vice transport

2.1 Introduction

Unlicensed spectrum is a key enabler for 5G networks, regarding the ex-

pected huge traffic load in the future. In this chapter, we are interested in

the transport of critical services, i.e. URLLC, over unlicensed spectrum in

an Industry 4.0 case-study, comprised of a set of automated machines in a

confined area, communicating URLLC packets to a central controller via an

unlicensed access point.

The transport of critical services, and URLLC in particular, over unli-

censed spectrum is rarely addressed in the literature, mainly because of the

potential interference from other technologies on the same channel, besides

the imposed regulations on medium access where transmitters have to per-

form Listen-Before-Talk (LBT) [12], which entails uncertain delays. The work

in [13] reviews some physical and MAC layer mechanisms that may have a

benefit to URLLC, such as multi-channel diversity and flexible frame struc-

tures. In [14], authors quantify the time spent in LBT backoff in a down-

link scenario in order to demonstrate the impact of LBT on packet delay and

hence URLLC requirements. As a result, LBT is shown to increase the packet

delay when the traffic load is increased. The work in [15] propose a proba-

bilistic approach to quantify the reliability within a time budget for one LTE-

LAA evolved Node B (eNB) deploying LBT coexisting with several Wi-Fi

stations. The results show that reliability and throughput are closely related

to LTE frame duration and initial backoff window length.

In this chapter, we propose a new model which quantifies the reliability
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within a delay constraint, based on Markov chains. We first start by some

preliminaries about LBT and review the famous Bianchi model [16] which

evaluates the performance of LBT. We show the limitation of this model for

delay-constrained communications and propose a new variant of the model

which takes into account the packet delay, in order to quantify the reliability

under delay constraint. We also demonstrate the system capacity in terms of

the maximum number of stations that can be served at the same time while

URLLC requirements are still respected.

2.2 Preliminaries

2.2.1 Listen-Before-Talk

The majority of wireless access systems in unlicensed spectrum deploy LBT

to guarantee fairness among stations. Several categories of LBT were defined

in order to give priority to different services [17], by being more aggressive

as in LBT cat1 and cat2 which do not have any backoff procedure or being

less aggressive by deploying a fixed or adaptive backoff procedure as in LBT

cat3 and cat4. The absence of backoff increases the chance of transmission on

account of increased collision rate.

LBT with backoff guarantees fairness by the random choice of the con-

tention window (CW) before every (re-)transmission. In every time slot, the

station senses the medium and decrements its CW for idle slots only, until

it hits zero at which time it transmits the packet without sensing and waits

for the feedback from the receiver (the absence of response after a given time

is considered as a negative feedback). In case of failure, the station repeats

the previous procedure until the packet is successfully transmitted or dis-

carded after a maximum number of trials (also called stages). In LBT cat3,

CW ∈ {0, 1, ..., W − 1} for every stage where W − 1 is the maximum window

size, while in LBT cat4, CW ∈ {0, 1, ..., Wi − 1} where Wi − 1 is the maxi-

mum window size in stage i ∈ {0, 1, ..., m} which increases exponentially as

Wi = 2iW0 until reaching the maximum backoff stage, denoted by m.

For our system, we advise using LBT cat3 with fixed backoff because it

reduces the collision probability and at the same time limits the waiting time

in the backoff stages. Note that in LBT systems, packets are discarded based

on their actual stage number, while in URLLC, packets are discarded based

on their delay.



2.2. Preliminaries 7

2.2.2 Bianchi model

We review in this section the famous Bianchi model [16] which evaluates

principally the throughput of LBT cat4 based on a discrete-time Markov chain,

illustrated in Figure 2.1. The key assumptions of the model are the following:

• All stations are identical, independent and saturated (always having

packets to send).

• The number of stations N is finite and known.

• The channel is perfect, packet loss happens only when two or more

transmissions coincide at the same time.

• The network is fully-connected, hidden-node problem does not exist.

• Packet retransmission is performed until it is successful.

• The probability of collision q is constant and does not depend on the

state of the system.

0,0 0,1 0,2 0,𝑊 -2 0,𝑊 -1

i,0 i,1 i,2

m-1,2m-1,1m-1,0

i-1,0

………

i,𝑊 -2 i,𝑊 -1………

m-1,𝑊m-2 m-1,𝑊𝑚-1………

……… ……… ……… ……… ………………

……… ……… ……… ……… ………………

𝑞

𝑊

𝑞

𝑊

𝑞

𝑊

1 − 𝑞

𝑊

𝑞

𝑊

Figure 2.1: Markov chain of Bianchi model for LBT cat4.
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Each state of the bi-dimensional Markov chain in Figure 2.1 is composed

of two stochastic processes {s(t), w(t)}, representing the stage and CW at

time t, respectively (t is discrete). The collision probability seen from the

standpoint of one station in a given time slot, q, is equal to the probability

that at least one of the other N− 1 stations is transmitting during the current

time slot, expressed as:

q = 1− (1− p)N−1 (2.1)

where p is the probability that a station transmits a packet in a given time

slot.

Proposition 2.1. [16] The probability that a station transmits in a given time slot

is given by:

p =
2(1− 2q)

(1− 2q)(W0 + 1) + qW0[1− (2q)m]
(2.2)

Proof. Define P{i, j|i′, j′} = P[{s(t + 1), w(t + 1)} = {i, j}|{s(t), w(t)} =

{i′, j′}], the one-step transition probabilities of the Markov chain, derived from

Figure 2.1 as follows:

P{i, j|i, j + 1} = 1, j ∈ {0, ..., Wi − 2} i ∈ {0, ..., m}

P{0, j|i, 0} = (1− q)/W0, j ∈ {0, ..., Wi − 1} i ∈ {0, ..., m}

P{i, j|i− 1, 0} = q/Wi, j ∈ {0, ..., Wi − 1} i ∈ {1, ..., m}

P{m, j|m, 0} = q/Wm, j ∈ {0, ..., Wm − 1}

(2.3)

The stationary distribution represented by: Πi,j = limt→∞ P{s(t) = i, w(t) =

j}, i ∈ {0, ..., m}, j ∈ {0, ..., Wi − 1}, can be derived from the following balance

equations of the chain:

Πi,0 = qΠi−1,0 −→ Πi,0 = qiΠ0,0, 0 < i < m

(1− q)Πm,0 = qΠm−1,0 −→ Πm,0 =
qm

1− q
Π0,0 (2.4)

Πi,j =
Wi − j

Wi
qiΠ0,0, 0 ≤ i ≤ m, 0 ≤ j ≤Wi − 1

We can finally determine Π0,0 by imposing the normalization condition with the

aid of equations (2.4), as follows:

1 =
m

∑
i=0

Wi−1

∑
j=0

Πi,j =
Π0,0

2

[
W0

(
m−1

∑
i=0

(2q)i +
(2q)m

1− q

)
+

1
1− q

]
(2.5)
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leading to:

Π0,0 =
2(1− 2q)(1− q)

(1− 2q)(W0 + 1) + qW0[1− (2q)m]
(2.6)

A station transmits when its CW reaches zero. This can be expressed as:

p =
m

∑
i=0

Πi,0 =
Π0,0

1− q
(2.7)

From equations (2.6-2.7), we obtain equation (2.2), which concludes the proof.

Proposition 2.2. [16] Equations (2.1-2.2) formulate a fixed-point which has a

unique solution that can be determined numerically.

Proof. Start by inverting equation (2.1): p?(q) = 1− (1− q)1/(N−1). This func-

tion is continuous and monotonically increasing, with p?(0) = 0 and p?(1) = 1.

On the other hand, the function p(q) in equation (2.2) represents a continuous

and monotonically decreasing function with p(0) = 2/(W0 + 1) and p(1) =

1/(1 + 2mW0). Since p(0) > p?(0) and p(1) < p?(1), uniqueness of the so-

lution is hence proven.

Proposition 2.3. [16] The normalized throughput of the system, denoted by S, is

given by:

S =
ρNp(1− p)N−1

(1− p)N + ρ[1− (1− p)N]
(2.8)

Proof. The normalized system throughput is defined as the fraction of time the

channel is used for successful transmissions. In a randomly chosen time slot, the

channel is:

• Empty during one time slot with probability (1− p)N.

• Busy during ρ time slots with probability 1− (1− p)N.

• Contains a successful transmission (during ρ time slots) when exactly one

station transmits on the channel, with probability Np(1− p)N−1.

Therefore, the normalized throughput is obtained from equation (2.8).

Bianchi introduces a powerful tool to evaluate the performance of LBT’s

random access. Nevertheless, this model is followed by many works relaxing

some of the assumptions to obtain a more realistic evaluation. For instance,
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the limited trials of one packet is investigated in [18]. The non-saturated

buffers are studied in [19], which proposes a tri-dimensional Markov chain

to capture the queuing effect on the performance; the third dimension rep-

resents the number of packets in the buffer in every state. The work in [20]

extends the model in [19] by incorporating the freezing rules of backoff coun-

ters when the channel is sensed busy and the error-prone channel conditions.

Authors in [21] return to the bi-dimensional Markov chain and represent the

empty buffer by one additional state.

2.3 URLLC traffic model

We consider a smart-factory scenario, with the presence of N transmitting

stations, representing a set of automated machines, generating packets con-

taining urgent information that must be conveyed to a central controller via

an unlicensed Access Point (AP). The packets are usually of small size and

need to be received under delay and reliability constraints denoted by T and

Θ, respectively. The factory area is considered confined, in the sense that in-

terference on the transmission channel is exclusively generated from the N

considered stations. The stations use LBT to access the medium and time is

slotted with a unit of time slot.

In a URLLC context, the packet must be successfully transmitted within

the delay budget T, or else, the packet is no longer valid and must be dis-

carded to avoid unnecessary resource utilization.

Packet generation is triggered by events which occur independently in

time. This is modeled in our work with a Poisson process of intensity λ

per time slot. The Probability Mass Distribution (PMF) is expressed with

P(X = k) = λk e−λ

k! , hence the probability of non-generation of a packet in

a given time slot is equal to P(X = 0) = e−λ leading to the probability of

packet generation per time slot pg, given in equation (2.9):

pg = 1− e−λ (2.9)

For URLLC applications, λ is small since the events arrive typically with

low rate, otherwise ultra reliability cannot be ensured. Consequently, no

queuing is considered in this work for the same device.
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We assume that a packet transmission requires exactly ρ time slots from

the beginning of transmission until its reception. The acknowledgment feed-

back is considered instantaneous.

2.4 Delay-constrained Markov model

The Bianchi model and its variants are able to evaluate the throughput, the

average delay and the packet drop probability for a system constrained by a

number of stages. However, imposing constraints on the packet delay and

evaluating its impact on the system performance have never been studied

before. We hence extend in this chapter the Markov chain to incorporate the

packet delay and the imposed constraint.

We assume that every packet is tagged with a timer from the moment of

its generation, once the timer reaches the delay budget T, the packet is no

longer useful and is discarded. This timer is added to the Markov chain as a

third dimension, and now every state is composed of the tuple {s(t), w(t), d(t)},
where s(t), w(t) and d(t) are the stochastic processes representing the stage,

CW and the packet delay, respectively. d(t) is either incremented by one for

idle slots or by ρ for busy ones since any transmission is considered to last ρ

consecutive time slots.

Note that during a transmission, all stations (other than the transmitting

ones) are in backoff, hence at the end of every transmission, all stations sense

at least one idle slot before any other transmission begins, this can be seen

as an inevitable increment of the delay by ρ + 1 time slots every time the

medium is sensed busy. Figure 2.2 illustrates the one-step resulting states of

{s(t), w(t), d(t)} = {i, j, k} where j > 0.

𝑞

1

1

1

𝑖, 𝑗 − 1, 𝑘 + 1 𝑖, 𝑗, 𝑘

𝑖, 𝑗, 𝑘 + 1

𝑖, 𝑗 − 1, 𝑘 + 𝜌 + 1 𝑖, 𝑗, 𝑘 + 𝜌

…

1 − 𝑞

𝑞

Figure 2.2: The one-step resulting states of state {i, j, k}.
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The existence of two possible increments of d(t) generates a huge num-

ber of states for practical values of CW, T and ρ, rendering the solution pro-

hibitive. However, we notice that by neglecting the one time slot increment

in d(t) for idle slots, the resulting states can be combined with the ones from

the previous contention window, as d(t) values become multiples of ρ + 1.

The complete approximate Markov chain for LBT cat3 with fixed CW size of

W is illustrated in Figure 2.3, where d(t) is expressed as a multiple of ρ + 1

and m = bT/(ρ + 1)c. Note that when m > W, T is not always attained in

the first stages and the chain must be modified accordingly.

0, 0, 0 0, 1, 0 0, 𝑾-1, 0…

…

… … … …

0,𝑾-2, 00,𝑾-3, 0

0,𝑾-2, 10,𝑾-3, 10, 0, 1

0, 0, 𝒎-2

0, 0, 𝒎-1

0, 1, 1

0, 1, 𝒎-2

…

…

… … … … … …

…

0, 0, 1 1, 1, 1 1,𝑾-1, 11,𝑾-2, 11,𝑾-3, 1

1,𝑾-2, 21,𝑾-3, 21, 0, 2 1, 1, 2 1,𝑾-1, 2

1, 0, 𝒎-1 1, 1, 𝒎-1 1,𝑾-1, 𝒎-11,𝑾-2, 𝒎-11,𝑾-3, 𝒎-1

…𝒎−1, 0,𝒎-1 𝒎-1, 1, 𝒎-1 𝒎-1, 𝑾-1, 𝒎-1𝒎-1,𝑾-2, 𝒎-1𝒎-1,𝑾-3, 𝒎-1

…

…

…

Success Time-outIdle

1 − 𝑝𝑔

1/𝑊

1

𝟏 − 𝒒
𝒒

𝒒/𝑾

𝑤(𝑡)

𝑑(𝑡)

𝑠(𝑡)

1
Ready

𝑝𝑔

Figure 2.3: Markov chain for LBT cat3 incorporating a timer.

To suit our context, we added the following:

• State Idle, due to the sporadic packet generation, where a packet is gen-

erated with probability pg.



2.4. Delay-constrained Markov model 13

• State Ready, representing the generation of the packet and the beginning

of LBT process.

• State Success, representing the system after a successful transmission,

which leads to the idle state where the system is waiting for a new

packet generation.

• State Time-out, representing the system when the delay of the packet

reaches constraint T and the packet is discarded. The system again

enters the idle state waiting for new packets.

2.4.1 Stationary distribution

To evaluate the stationary distribution, it is still important to assume that q is

constant and independent of the state of the system. To facilitate the notation,

states Ready, Success and Time-out are all merged into state Idle.

The balance equations of the chain are described in a recursive manner

row by row starting from the columns with higher w(t), as follows:

Π0,W−1,0 = pg
ΠIdle

W

Π0,W−j,0 = pg
ΠIdle

W
+ (1− q)Π0,W−j+1,0 , 2 ≤ j ≤W

Π0,W−k−1,k = q Π0,W−k,k−1 , 1 ≤ k ≤ m− 1

Π0,W−j,k = (1− q)Π0,W−j+1,k + q Π0,W−j+1,k−1 ,
1 ≤ k ≤ m− 1 ,

k + 2 ≤ j ≤W

(2.10)

Πi,W−1,k =
q

W
Πi−1,0,k−1 , 1 ≤ i ≤ m− 1 , i ≤ k ≤ m− 1

Πi,W−j,k =
q

W
Πi−1,0,k−1 + (1− q)Πi,W−j+1,k + q Πi,W−j+1,k−1 ,

1 ≤ i ≤ m− 1 ,

i ≤ k ≤ m− 1 ,

2 ≤ j ≤W

All states can be written as a function of ΠIdle and q, hence ΠIdle can be

determined by applying the normalization condition:

ΠIdle +
m−1

∑
i=0

W−1

∑
j=0

m−1

∑
k=0

Πi,j,k = 1 (2.11)
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We obtain ΠIdle numerically, and hence the rest of the states. In this case,

the probability of transmission in one time slot is given by:

p =
m−1

∑
i=0

m−1

∑
k=0

Πi,0,k (2.12)

We use equation (2.1) to determine q numerically with the aid of equation

(2.12), where a unique solution of the fixed-point equations (2.1-2.12) exist

similarly to classical Bianchi model.

Remark 2.4. A simple method to compensate for the neglected idle time slots in

the model above is obtained by adding a certain value to the delay after every

backoff stage. The additional value depends on W and will be discussed later in the

numerical evaluation section. In this case, instead of starting the next stage from

d(t) + 1 of the previous stage, a new value must be added to d(t) according to the

chosen compensation.

2.4.2 Transmission Reliability

We use the hitting probability to quantify the reliability of transmission un-

der the system described in Figure 2.3. The hitting probability from state i

to state j, denoted by hi
j, is the probability of ever reaching state j starting

from initial state i. Hence the transmission reliability can be described by the

hitting probability of state Success from state Ready, hReady
Success.

We develop the hitting probabilities of the Markov chain illustrated in

Figure 2.3 as follows:
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hReady
0,W−1,0 =

1
W

hReady
0,W−j,0 = pg

1
W

+ (1− q) hReady
0,W−j+1,0 , 2 ≤ j ≤W

hReady
0,W−j,k = q hReady

0,W−j+1,k−1 , 1 ≤ k ≤ m− 1 , j = k + 1

hReady
0,W−j,k = (1− q) hReady

0,W−j+1,k + q hReady
0,W−j+1,k−1 ,

1 ≤ k ≤ m− 1 ,

k + 2 ≤ j ≤W
(2.13)

hReady
i,W−1,k =

q
W

hReady
i−1,0,k−1 , 1 ≤ i ≤ m− 1 , i ≤ k ≤ m− 1

hReady
i,W−j,k =

q
W

hReady
i−1,0,k−1 + (1− q) hReady

i,W−j+1,k + q hReady
i,W−j+1,k−1 ,

1 ≤ i ≤ m− 1 ,

i ≤ k ≤ m− 1 ,

2 ≤ j ≤W

hReady
Success = (1− q)

m−1

∑
i=0

m−1

∑
k=0

hReady
i,0,k

By a numerical solution of equations (2.13), we evaluate the reliability

of the system hReady
Success. We can easily verify that the loss rate is hReady

Time−out =

1− hReady
Success. In the sequel, we denote the loss rate within a time budget T in

unlicensed transmission by PU
loss(T). For simplicity, we consider the notation

PU
loss when the parameter is T, otherwise, it is specified.

PU
loss = 1− hReady

Success (2.14)

2.5 Numerical evaluation

We consider similar numerical values to the ones defined in latest IEEE 802.11

standards [22], notably a time slot duration of Ts = 9µs and a bit rate of

Rb = 100 Mbps. Small URLLC packets are considered of length Lu = 32 Bytes

and the feedback of length L f = 14 Bytes. We also consider guard peri-

ods SIFS = 16 µs and DIFS = 34 µs which are important to determine

the end of a transmission. The transmission duration ρ is calculated as:

ρ = d(Lu/Rb + SIFS + L f /Rb + DIFS)/Tse = 6 time slots. The fixed-size

contention window of LBT cat3 is considered W = 16 for model valida-

tion. We assume URLLC stations generate on average one packet every 10 ms

following a Poisson process, hence λ = 0.001 and pg = 1 − e−0.001. The
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considered target delay and reliability are T = 1 ms = 111 time slots and

Θ = 1− 10−5, respectively.

The evaluation is performed considering one channel, where multiple si-

multaneous transmissions lead to the loss of all transmitted packets, which

is not the case in the presence of Dynamic Frequency Selection (DFS) mecha-

nism.

We develop a system-level Monte-Carlo simulator of a station contending

for the wireless access using LBT protocol under delay constraint. Every

generated packet is tagged with a timer and a CW, chosen randomly from

zero to W − 1. At every time slot, the station senses the medium busy with

probability q calculated from the Markov chain in Figure 2.3 for the given

number of stations N. When CW reaches zero, the packet succeeds with

probability 1− q or else the station re-attempts transmission with a new CW,

as long as the delay constraint is respected.

We validate our analytical model against simulations in Figure 2.4 by

evaluating the loss rate. We also implement error compensation as in Remark

2.4. The model with no error compensation is validated against a simulation

which similarly discards idle time slots from the delay. The accurate simula-

tion without discarding idle slots is then compared to an error compensation

of W/2 and W.
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Figure 2.4: Model validation with simulation, loss rate with respect
to the number of stations.



2.6. Conclusion 17

Observing Figure 2.4, the accurate simulation lays between the maximum

and the average values of error compensation, W and W/2, respectively. Ne-

glecting idle slots generates a considerable error in evaluation the loss rate of

the system.

Considering the accurate simulation as a baseline, we can deduce the ca-

pacity of the system denoted by the maximum number of stations, at which

reliability and delay requirements are fulfilled, Nmax = 75 when W = 16.

An important parameter of the system is the CW size, which impacts di-

rectly the delay of the packet. In general, reducing CW size reduces the wait-

ing time in backoff stages but also increases the chance of collisions with

other transmissions, especially for dense traffic scenarios. We show in Fig-

ure 2.5 the effect of different CW sizes on the system capacity under delay

and reliability constraints. For this evaluation, we used the model with error

compensation of W/2.

Figure 2.5 suggests that reducing W increases the system capacity, and

the maximum capacity, Nmax ≈ 180, is reached when W = 1 which corre-

sponds to LBT cat2 without random backoff. In this case, the randomness

introduced by the packets arrival process is sufficient to guarantee fairness

among stations.

For the rest of the thesis, we choose W = 4 or W = 16 depending on the

context.

2.6 Conclusion

We developed throughout this chapter an analytical tool based on Markov

chains to quantify the reliability of delay-constrained transmissions, in a con-

fined industrial area, using LBT cat3. We validated the model against sim-

ulations, then studied the effect of the contention window size on the per-

formance. We deduced that decreasing the CW size increases the maximum

number of stations that can be served at the same time, while preserving

URLLC requirements.

In the following chapter, we aim to dimension the capacity of unlicensed

system by exploiting the joint transmission schemes of unlicensed and li-

censed systems.
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Figure 2.5: System capacity: the maximum number of stations
respecting URLLC requirements, versus the contention window size.
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Chapter 3

Joint transmission over unlicensed

and licensed spectrum

3.1 Introduction

The transport of URLLC over standalone unlicensed system reduces the cost

of the network. However, unlicensed resources can be easily saturated when

the traffic increases, which violates URLLC constraints. To remedy this, we

explore in this chapter the joint usage of unlicensed and licensed systems for

URLLC transmission.

The joint usage of unlicensed and licensed spectrum is particularly ad-

dressed in heterogeneous networks context, deploying multiple radio access

technologies [23]. This joint access by one technology is initiated by LTE LAA

where unlicensed spectrum is used as an anchor to the licensed one to offload

part of the traffic. Note that all devices are equipped with both communica-

tion systems. The legacy LTE LAA is introduced in 3GPP release 13 [4], and

was first proposed in the downlink only, to be followed by the enhanced LAA

(eLAA) for uplink and downlink in release 14 [2].

The work in [24] proposes a joint access scheme for URLLC transmission

in Industry 4.0 scenario, where unlicensed spectrum is used for the first at-

tempt of transmission performing LBT. If the unlicensed channel is sensed

busy or the packet transmission has failed its first attempt, then the station

toggles its transmission to the licensed system, increasing by that its chance

of success. This scheme results in frequent switches to the licensed system

in case of high traffic loads, leading to a resembling performance to the one

of standalone licensed system. Thus, the benefit of unlicensed system is not

sufficiently exploited.
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In this chapter, we propose three methods for the joint unlicensed-licensed

transmission and compare their performance. We then consider the case

where multiple tenants compete over the unlicensed spectrum, and show

the resulting equilibrium point in terms of the amount of licensed spectrum

each tenant has to use.

3.2 Licensed spectrum for critical services transport

3.2.1 Licensed medium access

Time is slotted into intervals called Transmission Time Intervals (TTIs), dur-

ing which transmissions take place. Stations must be synchronised and if

a packet arrives to the system in the middle of a TTI then its transmission

begins in the next one. In 4G systems, TTI duration is fixed to 1 ms, but 5G

shows more flexibility concerning the duration selection from a wider range,

in order to adapt to various applications, among which URLLC. We consider

the radio interface to have a channel bandwidth denoted by BW, divided

into K sub-channels, each has a bandwidth of BWSC. The intersection of one

TTI-sub-channel represents a Resource Block (RB).

Existing methods for uplink transmission in licensed spectrum are Grant-

based (GB) scheduling and Grant-free (GF) on a common pool. GB schedul-

ing is the traditional method used in cellular systems: when a station has a

packet to transmit, it sends a scheduling request to the base station through

a random access channel. Once the BS receives the request, it allocates one

or more RBs to the station according to its demand and transmits back to

the station the positions of the allocated RBs in time and frequency. This ap-

proach offers very high reliability and spectral efficiency since the resources

are managed by one central unit. On the other hand, the resource reservation

process is time consuming and unsuitable for delay constrained applications

as every step consumes one TTI, i.e., in a best-case scenario, a packet trans-

mission requires at least eight TTIs as illustrated in Figure 3.1, ignoring the

delay from packet generation until next TTI, which can go up to one TTI.

Other factors may impact the packet delay, such as RB request loss in the

random access channel or a delayed allocated RB due to high demand. In

this case, even when the smallest TTI duration is considered, 0.125 ms, a sin-

gle transmission consumes at least 1 ms, making it difficult to meet the delay

constraint.



3.2. Licensed spectrum for critical services transport 21

Station

BS
TTI

Packet

Figure 3.1: Grant-based scheduling in licensed spectrum

In GF transmission, RBs are accessible without prescheduling, similar to

slotted Aloha protocol, which minimizes the delay on account of reliability

degradation. Assuming that stations are synchronized in time, when a sta-

tion has a packet to transmit, it does so immediately at the beginning of the

following TTI using a randomly chosen RB from the K available ones in that

TTI, as advocated by [25]. If the delay budget T is still respected, then more

replicas in the following TTIs can be sent, without waiting for feedback from

the BS so as to reduce the delay. In the following, we adopt this mechanism

which is standardized and called TTI bundling for URLLC [26] and evaluate

the performance of the system.

3.2.2 System model

We consider a smart factory scenario, with the presence of N stations gen-

erating URLLC packets that must be conveyed to a central controller under

delay and reliability constraints, denoted by T and Θ, respectively. This time,

licensed spectrum is used and the stations communicate their packets to a

Base Station (BS) of a mobile network operator covering the factory as a re-

lay for the packets back to the controller.

3.2.3 TTI bundling for URLLC

We are interested in evaluating the cost of deploying such a system under

strict delay and reliability constraints. For that, we first quantify the loss rate

within a time budget T for a given number of required RBs per TTI, K, then

we use it to deduce the minimum K which enables the system to meet the

imposed constraints.

Assuming packets are generated following a Poisson process of intensity

λTTI per TTI, then the probability of packet generation per station per TTI is
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given by:

pgen = 1− e−λTTI (3.1)

We denote by δmax the maximum number of allowed replicas, given by

δmax = bT/TTIc. For one station deploying the blind replication mechanism,

it transmits either a fresh packet with probability pgen or a replica of it in the

next δmax− 1 TTIs with the same probability. Therefore, the probability of not

having any transmission in a given TTI is equal to (1− pgen)δmax , and hence

the probability of transmission in one TTI knowing δmax can be expressed by:

ptr(δmax) = 1− e−λTTI δmax = 1− e−λT (3.2)

where we denote λTTI δmax by λT, as it represents the intensity of packet gen-

eration during time T.

For simplicity, we (most of the time) drop the function parameter notation

when the parameter is δmax.

We assume that all of the N stations are identical and deploy the same

mechanism with the same δmax. A transmitted packet can be damaged if

other packets are being sent over the same RB because of high interference,

and this will be considered as the only source of packet loss in our analysis.

Proposition 3.1. The loss rate within time budget T in TTI bundling for URLLC

is given by:

PL
loss =

[
1−

( e−λT + K− 1
K

)N−1
]δmax

(3.3)

Proof. We start by computing the probability of collision in one TTI from the

standpoint of one transmitting station. The station of interest chooses one RB

uniformly with probability 1/K. Accordingly, another active station does not choose

the same RB in the same TTI with probability 1− 1/K.

Let An be the event of having n transmissions other than the one under study

in one TTI; n ∈ {0, 1, ..., N − 1}. Let B denote the event of no collision with

other active stations in one TTI. Hence the probability of event B is calculated by

applying the following chain rule:

P(B) =
N−1

∑
n=0

P(B|An)P(An) (3.4)

where:

P(An) =

(
N − 1

n

)
pn

tr(1− ptr)
N−1−n (3.5)
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P(B|An) =
(

1− 1
K

)n
(3.6)

We replace ptr(δmax) by ptr for simplicity. We now obtain the probability of

collision in one TTI as [25]:

Pcol = 1−
N−1

∑
n=0

(
N − 1

n

)
pn

tr(1− ptr)
N−1−n

(
1− 1

K

)n

= 1−
[

ptr

(
1− 1

K

)
+ 1− ptr

]N−1
(3.7)

= 1−
( e−λT + K− 1

K

)N−1

and using the Binomial identity:

(x + y)N =
N

∑
n=0

(
N
n

)
xnyN−n (3.8)

The packet is lost if and only if all its δmax replicas are in collision with other

transmissions, expressed by
(

Pcol
)δmax , leading to the expression in equation (3.3).

Proposition 3.2. The minimum number of sub-channels required to guarantee the

delay and reliability constraints in licensed system is given by:

Klicensed =
1− e−λT

1−
[
1−

(
1−Θ

)1/δmax]1/(N−1)
(3.9)

Proof. Equation (3.9) is obtained directly from equation (3.3) by replacing PL
loss

with 1−Θ and isolating K.

Klicensed represents the cost of using licensed spectrum for URLLC trans-

port for a given number of stations, which means that a share of bandwidth

BW = Klicensed × BWSC must be reserved for this purpose.

3.2.4 Numerical evaluation

We assume that a URLLC packet fits in one RB of TTI= 0.125 ms and a sub-

channel bandwidth BWSC = 180 KHz. In LTE, every sub-channel is com-

posed of 12 subcarriers with carrier spacing of 15KHz. Reliability and delay
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constraints are taken as Θ = 1− 10−5 and T = 1ms, respectively, which cor-

respond to δmax = 8. For a packet generation rate of 1 packet per 10 ms, we

have λTTI = 0.0125 and λT = 0.1.

We simulate the TTI bundling mechanism in a system-level Monte-Carlo

simulator considering the above numerical values. At every TTI, the number

of generated packets is a Poisson random variable of parameter λT, and the

used RBs are selected uniformly. We designate one station and compute its

loss rate, where packet loss happens when all the δmax replicas of a packet

collide with other transmissions.

We compare the results obtained from the analytical model with simula-

tion in Figure 3.2, for K = 10. The curves show a good match which validates

our model.
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Figure 3.2: Model validation with simulation. Loss rate with respect
to number of stations for licensed system, δmax = 8 and K = 10.

We notice that for K = 10, URLLC reliability constraint cannot be guaran-

teed even for small density of stations. For this reason, we evaluate the cost

Klicensed with respect to the number of stations, shown in Figure 3.3.

We observe that the minimum cost is a linearly increasing function of the

number of stations. The effective cost is calculated by multiplying Klicensed by

BWSC, for instance, N = 200 corresponds to Klicensed = 70 and a bandwidth

BW = 13 MHz, considering the subcarrier spacing between sub-channels.
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Figure 3.3: Cost with respect to the number of stations for licensed
system, δmax = 8.

3.3 Joint unlicensed-licensed access

In the previous section, we calculated the frequency bandwidth needed to

respect the requirements for a given traffic load (i.e., number of stations) and

demonstrated that the transport of URLLC over licensed spectrum can be

very pricey in terms of frequency resources. We also showed earlier that

URLLC transport over unlicensed spectrum can meet the stringent delay and

reliability constraints, but to a certain limit of traffic load, after which the sys-

tem cannot meet these constraints. However, unlicensed transmission is con-

sidered to be cheap compared to the licensed one and can thus help reduce

the overall transmission cost when used cooperatively with the licensed one,

and this is the object of our present study.

Assuming that all stations are equipped with both unlicensed and licensed

transmission systems, multiple methods for the joint use of these two types

of resources can be considered, as listed below and illustrated in Figure 3.4.

• Duplication: send a copy of the packet over both links and it is enough

to receive correctly one of the copies to consider it as a successful trans-

mission.
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• Probabilistic system choice: send the packet over one of the links, cho-

sen randomly with a given probability after the packet generation. The

selection probability must be chosen so that the cost is minimized.

• In series: we assume that generated packets are first transmitted over

the unlicensed link, but if a packet is not served within some delay

budget (smaller than the delay constraint T), it stops attempting over

the unlicensed link and switches to the licensed one for the remaining

time. Here also, the switching time between unlicensed and licensed

systems plays a role in minimizing the cost.
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Figure 3.4: Methods of joint unlicensed-licensed transmission. A
packet is lost if none of its replicas were delivered successfully, as
is the case for packet 2 of Probabilistic system choice method and
packet 1 of In series method. Licensed spectrum is not necessarily

used in In series method as for packet 3.

We do not consider the “Inverse in series” method where the licensed link

is used before the unlicensed one, as we aim to minimize the overall cost and

hence reduce as much as possible the use of licensed resources.

We consider the same confined smart factory scenario with N stations

generating URLLC traffic following Poisson process with intensity λ per time

slot or equivalently λTTI per TTI. Every station is equipped with unlicensed
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and licensed transmission systems and uses them according to the chosen

method.

3.3.1 Duplication method

In this method, the packet generation rate in both links is equal to the one

of the station. The main drawbacks of this method are doubling the load of

the system and increasing the overall energy consumption of the station. The

loss probability of the unlicensed link, PU
loss, is as calculated equation (2.14)

and for licensed one in equation (3.3). The packet is lost if and only if the

transmission fails in both links, leading to an overall probability of loss:

Pduplication
loss = PU

loss × PL
loss (3.10)

For a target loss rate of 1−Θ, the required loss rate for licensed transmis-

sion to guarantee this target is computed as:

PL?
loss =

1−Θ
PU

loss
(3.11)

Note that this expression is only valid when PU
loss ≥ 1 − Θ, otherwise,

licensed resources are not needed. This leads us to formulate the minimum

cost as:

Kduplication =
1− e−λT

1−
[
1−

(
1−Θ
PU

loss

)1/δmax]1/(N−1)
(3.12)

3.3.2 Probabilistic system choice method

We denote by µ ∈ [0, 1] the probability of choosing unlicensed link for a

given packet, hence licensed link is chosen with probability 1 − µ. In this

case, the packet generation intensity in the selected link is proportional to

the probability of selecting it, i.e., µ λ per time slot for unlicensed system and

(1− µ) λTTI per TTI for licensed one. The total loss rate of the system for a

given µ corresponds to the sum of loss rates of each system multiplied by the

probability of choosing it, expressed by:

Pwith probability
loss (µ) = µ PU

loss(µ λ) + (1− µ) PL
loss((1− µ) λTTI) (3.13)
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We note that when µ PU
loss(µ λ) > 1−Θ, the system cannot guarantee the

reliability constraint, as (1− µ) PL
loss((1− µ) λTTI) is a positive quantity. To

calculate the minimum required cost for a given µ that verifies µ PU
loss(µ λ) ≤

1−Θ, we have:

Kwith probability(µ) =
1− e−(1−µ)λT

1−
[
1−

(
1−Θ−µPU

loss(µ λ)
1−µ

)1/δmax]1/(N−1)
(3.14)

Here we have µ as a parameter to optimize in order to minimize the

cost function. We designate by µ the policy and study later the function

Kwith probability(µ) numerically, since PU
loss(µ λ) does not have an explicit ex-

pression that allows us to study the function analytically. We denote the

optimal policy which minimizes the cost by µ?.

3.3.3 In series method

When combining the two systems, we have to keep in mind that the unli-

censed system time unit (time slot) is smaller than its licensed counterpart

(TTI). The choice of the time budget to spend in both systems determines

the cost. We denote by TU and TL the time budget allocated to unlicensed

and licensed systems, respectively, where T = TU + TL, and we denote by

z the number of time slots in one TTI. We choose TU = δz time slots where

δ ∈ {1, 2, . . . , δmax − 1}, assuming that packets are generated and then con-

veyed to licensed system when unlicensed transmission fails at the beginning

of TTIs, to avoid the extra delay before starting licensed transmission. Recall

that δmax = bT/TTIc.
The packet generation rate for unlicensed system remains λ per time slot

and the corresponding packet loss rate per time slot is calculated for its al-

lowed time budget and corresponds to PU
loss(TU) from equation (2.14). For li-

censed system, packets arrive after being generated and failed to be transmit-

ted in unlicensed system with probability
(
1− e−λ

)
PU

loss(TU) per time slot.

The licensed time budget allows (δmax− δ) replicas, therefore, the probability

of having no transmission in (δmax− δ) TTIs equals
[
1−

(
1− e−λ

)
PU

loss(TU)
](δmax−δ)z

From this, we can compute respectively the loss rate and the cost of this

method for a given δ, in equations (3.15) and (3.16). Here too we designate
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by δ the policy which can be optimized to minimize the cost.

Pin series
loss (δ) =

[
1−

([1− (1− e−λ
)

PU
loss(TU)

](δmax−δ)z
+ K− 1

K

)N−1
](δmax−δ)

(3.15)

Kin series(δ) =
1−

[
1−

(
1− e−λ

)
PU

loss(TU)
](δmax−δ)z

1−
[
1−

(
1−Θ

)1/(δmax−δ)
]1/(N−1)

(3.16)

The optimal policy δ? is the one which minimizes the function in equa-

tion (3.16), which can be determined numerically. Nevertheless, we can have

some insights of δ? from the following reasoning: when δ is relatively small

then PU
loss(TU) is (relatively) large since the unlicensed system cannot ensure

packet delivery in a small time budget. On the other hand, licensed system

benefits from a larger number of replicas, reducing its need for frequency re-

sources. For a relatively large δ, unlicensed system can handle more traffic

and leads to smaller PU
loss(TU), but the licensed one demands more and more

resources to cope with the reliability constraint in a small number of replicas.

This indicates that the optimal policy must lay somewhere in the middle of

the δ range so as to allow enough time for each system to perform properly,

depending also on the traffic load.

3.3.4 Numerical evaluation

We recall in Table 3.1 the numerical values used earlier in the numerical ap-

plication of unlicensed and licensed systems.

Table 3.1: Numerical values of unlicensed and licensed system pa-
rameters.

T 111 time slots W 16 λ 0.001
ρ 6 time slots K 10 λTTI 0.0125
z 13 time slots δmax 8 Θ 1− 10−5

We compare in Figure 3.5 the loss rate of the three proposed methods

of joint unlicensed-licensed transmission, along with standalone unlicensed

and licensed systems, for the same offered licensed resources: K = 10. When

using the Markov model from Chapter 2 to evaluate the unlicensed system
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loss rate, we take for example an error compensation of W/2. The selec-

tion probability of “Probabilistic system choice” method is µ = 0.5 and the

switching time for “In series” method is δ = 4.
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Figure 3.5: Loss rate with respect to the number of stations for stan-
dalone unlicensed and licensed systems, Duplication, Probabilistic

system choice for µ = 0.5 and In series for δ = 4.

We observe from Figure 3.5 the following:

• The loss rate of “Duplication” method is always below the one of both

standalone systems and shows an enhancement between 103 to 106

times compared to standalone licensed system for the same offered re-

sources. The system capacity increases from N ≈ 85 to N = 135 com-

pared to standalone unlicensed system.

• “Probabilistic system choice” method enhances the loss rate of the li-

censed system by a constant proportion of approximately 100 times. In

spite of the equally shared traffic between the links, µ = 0.5, the overall

loss rate remains worse than the one of unlicensed system, due to the

poor performance of the licensed system when K = 10.

• “In series” method shows a considerable enhancement on the perfor-

mance when compared to the standalone licensed system, estimated
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between 104 and 1010 times. This also shows that this method outper-

forms the two other proposed methods because it utilizes licensed re-

sources only when needed.

We study now the optimization of µ in “Probabilistic system choice” method.

We plot in Figure 3.6 the cost with respect to the used policy µ for high-load

regime with N = {200, 250, 300}. We assume that K = 100 is the maximum

number of available resources and K? = 100 means that the system is not

respecting URLLC constraints.
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Figure 3.6: Cost with respect to the policy µ for Probabilistic system
choice method for N = {200, 250, 300}.

We notice that increasing µ up to a certain level decreases the need for

licensed resources, as it utilizes the unlicensed system more often. However,

after this level the system cannot handle the offered load, as we discussed

earlier in subsection 3.3.2, that when PU
loss > 1− Θ, it is impossible for the

system to attain URLLC requirements. From Figure 3.6, we deduce the opti-

mal policy for N = {200, 250, 300} as µ? = {0.4, 0.3, 0.3} corresponding to

costs K? = {42, 60, 87}.
We now move to “In series” method. We plot in Figure 3.7 the cost with

respect to policy δ for the same high-load regime of N = {200, 250, 300}.
We notice the effect of small and large δ on the performance as discussed

in subsection 3.3.3, where the performance is best in the middle of the range.
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Figure 3.7: Cost with respect to the policy δ for In series method
for N = {200, 250, 300}.

However, when N increases, δ? tends to take smaller values since the un-

licensed system becomes more saturated and it is better to utilize the li-

censed one more often. The optimal policies for N = {200, 250, 300} are

δ? = {4, 4, 3} corresponding to costs K? = {4, 30, 58}, which are smaller

than the ones of “Probabilistic system choice” method.

Finally, we compare in Figure 3.8 the cost with respect to the number

of stations for the three proposed methods deploying their optimal policies,

alongside to standalone licensed system.

We observe the same result as in Figure 3.5, that the “In series” method

outperforms considerably the other methods, followed by Duplication and

Probabilistic system choice methods, respectively. This demonstrates the in-

terest of the joint unlicensed-licensed transmission and the “In series” method

in particular.

3.4 Multi-tenant environment

Our previous study considered a confined smart-factory scenario operated

by one tenant only which aims to minimize the cost of network deployment.

However, in a real-life situation, an industrial area may include several smart

factories in vicinity, creating non-negligible interference from one to another.
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Figure 3.8: Cost with respect to the number of stations of: Duplica-
tion, Probabilistic system choice, In series and standalone licensed

systems, at which URLLC requirements are guaranteed.

If all factories are operated by one tenant then this interference can be man-

aged rather easily, but usually it is not the case: factories are operated by

different tenants and unlicensed spectrum is no longer confined.

Assuming the existence of M tenants operating in proximity, deploying

the “In series” mechanism to transport their URLLC traffic, then if every ten-

ant tries to use unlicensed resources selfishly (without considering neigh-

bouring interfering stations) then the overall interference could increase and

the gain from using the unlicensed system will be reduced, which may re-

sult in the tragedy of the commons like situation. In the following, we study

this multi-tenant scenario and compare it to our previous one-tenant study.

We assume that licensed resources are private for every tenant, i.e., with no

interference.

3.4.1 System model

We denote a given tenant by vi (v is for vertical) and we evaluate its sys-

tem performance under interference from other tenants, i ∈ {1, . . . , M}. We

denote by Ni the number of stations of tenant vi.
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We assume that each vertical’s coverage includes all N stations transmit-

ting in the uplink, where N = N1 + N2 + ...+ NM. We assume that all stations

share the same properties and constraints, i.e., the same λ, W, T and Θ.

Each tenant vi deploys a URLLC transmission strategy δi; i ∈ {1, ..., M},
δi ∈ {1, ..., δmax − 1}].

This situation can be represented by a non-cooperative game, similar to

work in [27], with the triplet G = (V, {Si}i∈V , {ui}i∈V) where V = {v1, v2, . . . , vM}
is the finite set of players, Si is the set of strategies of vi represented by

δi ∈ {1, . . . , δmax − 1} and ui is the utility function of vi which is the inverse

of its cost function represented by the required licensed resources to satisfy

the reliability and delay requirements, equivalent to Ki(δ1, . . . , δM), where Ki

is the cost of licensed resources for tenant vi..

In non-cooperative games, each player aims to maximize its own utility

over its strategy set, thus player i chooses the strategy si which maximizes its

utility ui for a given vector of strategies~s = (s1, . . . , sM). Thereafter, player

i waits for others to change/keep their strategies, and then changes/keeps

its strategy accordingly. If there exists a vector of strategies~s? = (s?1 , . . . , s?M)

which satisfies ∀i ∈ V, ∀s′i ∈ Si, ui(s?i ,~s?−i) ≥ ui(s′i,~s
?
−i) where ~s?−i refers to

the set of strategies of all players except player i, then the game has Nash

equilibria [28].

Our game can be considered as finite since it has finite sets of players

and strategies. Nash showed in [29] that at least one equilibrium point exists

in finite games. However, this proves the existence of mixed-strategy Nash

equilibria only and not pure ones. In the following, we prove the existence

of at least one pure-strategy Nash equilibrium by studying the concavity of

the utility function, where a concave utility function of a game indicates the

existence of pure strategies.

3.4.2 Medium access model in unlicensed spectrum

We study in the following the effect of tenants interference in unlicensed

spectrum on the loss probability of each tenant.

Fixed-point analysis

We focus here on tenant v1. Using the proposed Markov model in section

2.4for the multi-tenant case, where the effect of other stations on the one be-

ing studied is present in q calculation, which we denote here by q1 referring
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to the collision probability calculated by v1.

Different policies δi suggest having different number of stages mi, i ∈
{1, ..., M}, then the probability of transmission in equation (2.12) becomes:

pi(δi) =
mi−1

∑
j=0

mi−1

∑
k=0

Πj,0,k, i ∈ {1, ..., M} (3.17)

Equation (2.1) is rewritten similarly for all tenants as:

qi(δ1, ..., δM) = 1− (1− pg pi(δi))
Ni−1 ×

M

∑
j=0
j 6=i

(1− pg pj(δj))
Nj (3.18)

Numerically, we can assess the impact of interfering stations from other

tenants on v1 by solving the set of fixed-point Equations (3.17) and (3.18),

then plugging q1 into Equation (2.14) to get the loss probability for v1 denoted

in the following by PU
1 (δ1, . . . , δM).

Solving the fixed point does not allow us to have a closed-form expres-

sion for the Nash equilibrium points of P1(δ1, ..., δM). We propose next an

approximate way to obtain such an expression, which will help us next to

study its concavity and hence the existence of pure strategies.

Closed-form analysis

For this purpose, we go back to the classical Bianchi model illustrated in

Figure 2.1. Since the arrival of packets is random and the arrival rate pg

is assumed to be small, the random backoff process can be reduced to the

arrival process only, and hence a time slot is busy if one or more packets

arrive at the same time. q1 is then expressed as follows:

q1 = 1− (1− pg)
N−1 ≈ 1− [1− (N − 1)pg] = (N − 1)pg (3.19)

q1 depends also on the number of stages a packet goes through, because

the actual number of packets in the system depends on their arrival and

whether they were successfully transmitted or are still in backoff. Assuming
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that all tenants deploy the same W, we estimate the average number of stages

a packet goes through, denoted by mi, in a time budget equal to Ti
U = δi z as:

mi =
δi z

Dstage + ρ + 1
− 1 , (3.20)

where Dstage represents the average time spent in one stage, composed of

(on average) (W − 1)/2 busy or idle periods with probabilities qi and 1− qi,

respectively, calculated by:

Dstage =
(W − 1)× [qi ρ + (1− qi)]

2
. (3.21)

The probability of going through mi stages without success is (qi)
mi , and

so staying in the backoff phase has a probability of 1 − (qi)
mi . The actual

number of packets that are still in backoff phase Ñi can be approximated by:

Ñi = Ni(1− (qi)
mi), i ∈ {1, ..., M} (3.22)

Ñ = Ñ1 + Ñ2 + ... + ÑM (3.23)

We inject Ñ into equation (3.19), and we obtain a more accurate value of

qi knowing that Ñ depends on qi:

q′i = 1− (1− pg)
Ñ−1 ≈ (Ñ − 1)pg (3.24)

The probability of failure of v1 equals to the probability of going through

m1 stages without success:

PU
1 (δ1, ..., δM) = (q′1)

m1 (3.25)

And hence we obtain a closed-form formula for PU
1 .

In this approach, we are using the fact that pg is very small to perform the

approximations in equations (3.19) and (3.24). However, when pg tends to

grow, this approximation is no longer valid and we cannot use this approach

anymore.
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3.4.3 Utility function

The utility function of tenant v1 is, as described earlier, the inverse of the cost

function K1, illustrated in equation (3.16) and adapted for the multi-tenant

case as follows:

u1(δ1, ..., δM) =
1−

[
1−

(
1−Θ

)1/(δmax−δ1)
]1/(N1−1)

1−
[
1−

(
1− e−λ

)
PU

1 (δ1, ..., δM)
](δmax−δ1)z

(3.26)

This function is twice differentiable on δ1 : 1 ≤ δ1 < δmax and its second

derivative is positive for the practical values that correspond to our URLLC

scenario, leading to the proof of its concavity and the existence of pure-

strategy Nash equilibria. The equilibrium points correspond to the roots of

the first derivative of u1 with respect to δ1. Since the set of possible values of

δ1 is limited, the simplest way to identify the equilibrium points is by brute

force search of the points which maximize u1.

In our case, we can replace the utility function maximization by the penalty

(cost) function minimization, since we considered the utility as the inverse of

the penalty. The penalty notion is more comprehensible in our context and in

the numerical evaluation. In fact, the penalty function K is convex and meets

the pure-strategy Nash equilibria condition.

3.4.4 Numerical evaluation

We consider the case of two tenants v1 and v2 with: N1 = 3N/4 and N2 =

N/4. To illustrate the effect of different policies, we choose δ1 = 5 and δ2 = 3.

We first validate the approximate model (closed-form) of unlicensed prob-

ability of collision and loss rate with the ones of the Markov model (fixed-

point) in Figure 3.9. We consider an error compensation of W/2 for the

Markov model for more accuracy.

We observe from Figure 3.9 that the approximation error is negligible for

the two measures, and the two loss rate curves share the same behaviour,

which validates the closed-form model and hence the proof of concavity of

the utility function.

We next illustrate Nash equilibria by evaluating the penalty of all possi-

ble combinations of the pair of policies (δ1, δ2). The evaluation is done using

the closed-form model. We first consider v1 as the tenant of interest with
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Figure 3.9: Validation of closed-form model with the fixed-point for
unlicensed spectrum with two tenants.

N = 200: N1 = 150 and N2 = 50, then we consider v2 as the tenant of

interest with N2 = 150 and N1 = 50, which yields to a symmetrical sce-

nario for both tenants. We illustrate in Table 3.2 the resulting penalty matrix

(K1(δ1, δ2), K2(δ1, δ2)), computed with the aid of equation (3.26). Note that

99 RBs is the maximum offered number of RBs, which also indicates that the

reliability target is not reached and further resources should be allocated to

guarantee the required QoS.

We observe from Table 3.2 the existence of a unique equilibrium point,

which corresponds to the pure-strategy Nash equilibrium: (δ?1 , δ?2 ) = (5, 5).

Table 3.2: Nash equilibrium illustration

δ1

δ2 1 2 3 4 5 6 7

1 61, 61 61, 48 61, 20 61, 11 61, 9 61, 14 61, 99
2 48, 61 50, 50 53, 21 54, 12 54, 10 54, 16 54, 99
3 20, 61 21, 53 24, 24 25, 15 26, 12 26, 23 26, 99
4 11, 61 12, 54 15, 25 16, 16 17, 14 17, 26 17, 99
5 9, 61 10, 54 12, 26 14, 17 14, 14 14, 27 15, 99
6 14, 61 16, 54 23, 26 26, 17 27, 14 28, 28 28, 99
7 99, 61 99, 54 99, 26 99, 17 99, 15 99, 28 99, 99
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If the game arrives to this point, then it is not in the interest of either player

to change their strategy because it does not improve its payoff (minimizes

its cost). Table 3.2 illustrates the fact that decreasing the time budget in un-

licensed system for one player (decreasing its δi) improves the performance

for the other player. By this, we conclude that our game has pure-strategy

Nash equilibria, and a unique one for the given numerical example.

3.4.5 Price of anarchy

It is interesting to discuss the notion of price of anarchy in non-cooperative

games, which measures the efficiency deterioration of the system in the pres-

ence of multiple non-cooperative players, compared to a cooperative system.

We evaluate in Figure 3.10 the cost for the case of one player with N

stations versus the case of two players with N/2 stations each; the cost in

the second case is K1 + K2. Figure 3.10 confirms that a cooperative setting

achieves higher gain than a non-cooperative one.

Figure 3.10: Price of anarchy of the non-cooperative game.
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3.5 Conclusion

We studied in this chapter the joint unlicensed and licensed transport of

URLLC. We were mainly interested in estimating the cost of different trans-

mission schemes in terms of licensed bandwidth. The proposed “In series”

method, where packets are first transmitted over unlicensed system during a

given time budget and only unsuccessful packets toggle to the licensed sys-

tem for the remaining time, requires the minimum cost compared to other

proposed methods since licensed resources are only used when needed. We

considered a multi-tenant scenario where different tenants share the same

unlicensed resources and deploying “In series” method. We illustrated the

existence of at least one equilibrium point, at which all tenants minimize their

cost.

We focus in next chapter on the transport of URLLC in the presence of

eMBB. In this case, using licensed resources as an anchor to unlicensed ones

may entail a substantial cost due to the increased load. For that, we inves-

tigate the use of different power levels for URLLC transmission, in order to

compete with eMBB while ensuring its stringent constraints.
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Chapter 4

URLLC and eMBB coexistence in un-

licensed spectrum

4.1 Introduction

The coexistence of URLLC with other services, notably eMBB, is inevitable

in future networks deployment. For instance, eMBB traffic can be generated

from a simple usage of a personal smartphone, but this traffic have a sub-

staintial effect on other users of the network. In this chapter, we focus on the

coexistence of URLLC and eMBB in a standalone unlicensed system for the

uplink transmission in a smart-factory scenario.

The basic method for solving the problem of heterogeneous services on

the same resources is by network slicing, or orthogonal multiple access (OMA)

[30]. In this method, distinct radio resources are reserved for different ser-

vices and it can be deployed for downlink and uplink. However, this method

suffers from poor spectral efficiency since allocated frequency bandwidth is

not adapted to the load of each service, especially for URLLC, which demand

a large bandwidth to guarantee its requirements, as demonstrated in previ-

ous chapter. Non-Orthogonal Multiple Access (NOMA) [31] allows multi-

plexing simultaneous transmissions on the same resources, e.g., using dif-

ferent power levels. In fact, NOMA requires high computational power to

implement real-time power allocation and successive interference cancella-

tion algorithms.

Other techniques are based on prioritizing URLLC over eMBB by punc-

turing ongoing eMBB transmissions to schedule the urgent URLLC packets,

as proposed in [32] and [33] for downlink. The work in [34] proposes using
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unlicensed spectrum as an anchor to serve the punctured eMBB packets for

the downlink as well.

Nevertheless, URLLC and eMBB coexistence in standalone unlicensed

system has never been discussed before. This can be related to the recent

interest in unlicensed spectrum for URLLC. Our proposed technique to prior-

itize URLLC over eMBB is by increasing its transmission power level, which

gives it a better chance of being decoded by the receiver even in case of col-

lision with other “lower” power level transmission. In this context, optimal

power control for URLLC is studied in [35] for uplink grant-free transmission

in licensed spectrum, in order to enhance the reliability of URLLC against

noisy channels.

In this chapter, we first model the medium access for both services coex-

isting in unlicensed spectrum at the same power level and evaluate their per-

formance metrics: reliability within a delay budget for URLLC and through-

put for eMBB. The results show that URLLC requirements cannot be met

even for low eMBB traffic load. In order to cope with this, we explore a

preemptive approach where URLLC packets are transmitted with a higher

power when their delay approaches the delay constraint, increasing their

chance of being successfully received. This approach is LBT-agnostic, hence

we propose another approach which respects LBT and allows high power

transmissions after a certain time threshold.

4.2 System model

In the smart-factory scenario where a number of automated machines com-

municate URLLC traffic using unlicensed spectrum, there might exist other

users generating other types of traffic, for instance eMBB, and transport it

over the same unlicensed channel as URLLC. This scenario is very likely to

happen when workers inside the factory are using the available access point

to browse the internet on their personal devices for example.

When an eMBB user is active, we assume it generates traffic constantly

(saturated source), as is the case of video streaming or file transfer. We con-

sider a fixed number of active eMBB stations, denoted by Ne, which can be

variable over the long term but considered constant over the studied time

interval. eMBB packets are usually bulky and require more time slots for

transmissions than URLLC ones. We denote the number of required time
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Figure 4.1: The one-step resulting states of state {i, j, k} of URLLC
coexisting with eMBB.

slots for URLLC and eMBB transmissions by ρu and ρe, respectively. We fur-

ther denote the number of URLLC stations by Nu (instead of N as we did

previously) to better distinguish the variables.

4.3 Equal power transmission

In this section, we model the medium access of both types of traffic coexisting

in unlicensed system under LBT.

4.3.1 URLLC medium access model

URLLC stations deploy LBT cat3 with a fixed CW size, denoted by W. Here

also, we are interested in quantifying the loss rate within a time budget,

as we did in previous chapters. The system can be modeled with a three-

dimensional Markov chain with states {s(t), w(t), d(t)} representing the stochas-

tic processes of stage, CW and packet delay, respectively.

When coexisting with eMBB, URLLC stations now sense the medium

busy during different periods, ρu or ρe. This is illustrated in Figure 4.1, where

qu and qe denote the probability of sensing the medium busy during ρu + 1

and ρe + 1 time slots from the standpoint of one URLLC station, respectively.

qu and qe represent also the probability of collision with a transmission of

duration ρu + 1 and ρe + 1, for a transmitting URLLC station, respectively.
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Figure 4.2: First stage of Markov chain model for URLLC coexisting
with eMBB. Example: W = 6, ρe + 1 = 3(ρu + 1) and mu ≥ 4.

The fact of having three possible next states for every state generates a

huge number of states and renders the solution of the balance equations pro-

hibitive. For that, we apply the same approximation as in section 2.4 to re-

duce the number of states. The approximation is based on neglecting the one-

time-slot increment in d(t) when sensing the medium idle. We also assume

that ρe + 1 = c (ρu + 1) with c ∈ N, which further simplifies the chain. De-

noting the maximum allowed number of stages by mu: mu = bT/(ρu + 1)c,
we propose a toy example to illustrate the first stage of the chain for W = 6,

ρe + 1 = 3(ρu + 1) and mu ≥ 4, in Figure 4.2.

URLLC packet generation is modeled with a Poisson process of intensity

λ per time slot and the packet generation probability per time slot is denoted

by pg and is given by pg = 1− e−λ.

The states Idle, Ready, Success and Time-out represent four different states

the station can be in: waiting for a packet, starting LBT process for a gener-

ated packet, after a successful transmission and discarding the packet when

its delay reaches the constraint T, respectively. The state Next stage indicates

the following stages of LBT when the packet is still respecting the delay con-

straint.
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We assume qu and qe to be constant and independent from the state. We

derive from Figure 4.1 the balance equations of the Markov chain for the

general case, organized in the set of equations (4.1) and described in a recur-

sive manner row by row starting from the columns with higher w(t). The

states Success, Ready, Idle and Time-out are reduced accordingly to one state,

denoted by Idle.
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Π0,W−1,0 = pu
ΠIdle

W

Π0,W−j,0 = pu
ΠIdle

W
+ (1− qu − qe)Π0,W−j+1,0 , 2 ≤ j ≤W

Π0,W−k−1,k =


quΠ0,W−k,k−1 , 1 ≤ k ≤ c− 1

qeΠ0,W−k,k−c , c ≤ k ≤ mu − 1

Π0,W−j,k =



(1− qu − qe)Π0,W−j+1,k + quΠ0,W−j+1,k−1 ,
1 ≤ k ≤ c− 1

k + 2 ≤ j ≤W

(1− qu − qe)Π0,W−j+1,k + quΠ0,W−j+1,k−1 + qeΠ0,W−j+1,k−c ,

c ≤ k ≤ mu − 1

k + 2− b k
cc(c− 1) ≤ j ≤W

Πi,W−1,k =


qu
W Πi−1,0,k−1 , 1 ≤ i ≤ mu − 1 , i ≤ k ≤ i + c− 1

qu
W Πi−1,0,k−1 +

qe
W Πi−1,0,k−c ,

1 ≤ i ≤ mu − 1 ,

i + c ≤ k ≤ mu − 1

(4.1)

Πi,W−j,k =



qu
W Πi−1,0,k−1 + quΠi,W−j+1,k−1 + qeΠi,W−j+1,k−c ,

1 ≤ i ≤ mu − 1 ,

2 ≤ j ≤W ,

i ≤ k ≤ i + c− 1
qu
W Πi−1,0,c+i−1 +

qe
W Πi−1,0,c+i−c + quΠi,W−j+1,c+i−1

+qeΠi,W−j+1,c+i−c ,
1 ≤ i ≤ mu − 1 ,

2 ≤ j ≤W ,

k = i + c

qu
W Πi−1,0,k−1 +

qe
W Πi−1,0,k−c + quΠi,W−j+1,k−1 + qeΠi,W−j+1,k−c

+qeΠi,W−j+1,k−c ,
1 ≤ i ≤ mu − 1 ,

2 ≤ j ≤W ,

i + c + 1 ≤ k ≤ mu − 1

We apply the normalization condition to calculate the value of ΠIdle which

can be obtained numerically, leading to the probability of transmission in one
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time slot pu given by:

pu =
mu−1

∑
i=0

mu−1

∑
k=0

Πi,0,k (4.2)

We denote by pe the transmission probability of an eMBB station (it will

be evaluated in the next subsection). qu corresponds to having at least one

URLLC transmission in the absence of eMBB ones and is given by equation

(4.3) and qe corresponds to the probability of having at least one eMBB trans-

mission regardless of URLLC ones since they have a smaller duration and is

given by equation (4.4).

qu = [1− (1− pu)
Nu−1](1− pe)

Ne (4.3)

qe = 1− (1− pe)
Ne (4.4)

Equations (4.2-4.3-4.4) along with equations (4.8-4.7) derived in the next

subsection, formulate a set of fixed-point equations which can be jointly solved

to obtain qu and qe.

To quantify the reliability, we calculate the hitting probability of state Suc-

cess from state Ready, denoted by hReady
Success. It is shown in equation (4.5) where

the hitting probabilities hReady
i,j,k can be deduced from the balance equations

(4.1), similar to equations (2.13).

hReady
Success = (1− qu − qe)

mu−1

∑
i=0

mu−1

∑
k=0

hReady
i,0,k (4.5)

Thus, the loss rate, denoted by Ploss, is also obtained from hReady
Time−out and is

given by:

Ploss = 1− hReady
Success (4.6)

4.3.2 eMBB medium access model

We suppose that eMBB packets have less priority than URLLC ones, since

eMBB users do not have as stringent QoS requirements as URLLC ones.

Therefore, eMBB users deploy LBT cat4 with adaptive CW. However, a min-

imum throughput must be guaranteed to them, we denote it by Starget.

To quantify the throughput of eMBB users when coexisting with URLLC

ones, we use the Bianchi model shown in section 2.2.2.
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We denote the adaptive CW by {W0, W1, . . . , Wme} where me is the maxi-

mum CW size. The probability of collision seen from the standpoint of one

eMBB station, denoted by qembb, is obtained from solving the set of fixed-

point equations (4.2-4.3-4.4-4.7-4.8).

qembb = 1− (1− pe)
Ne−1(1− pu)

Nu (4.7)

pe =
2(1− 2qembb)

(1− 2qembb)(W0 + 1) + qembbW0[1− (2qembb)me ]
(4.8)

Equation (4.7) represents the collision probability seen from the stand-

point of one transmitting eMBB station among the Ne ones, and the packet

is in collision if it encounters at least one other packet (URLLC or eMBB).

The transmission probability of an eMBB station shown in equation (4.8) is

derived from Bianchi model, as in equation (2.2). Hence, we describe eMBB

throughput in equation (4.9), similar to equation (2.8).

Se =
Pe

successρe

Pidle + Pρu ρu + Pρe ρe
(4.9)

where Pe
success is the probability of having a successful eMBB transmission,

Pidle is the probability of sensing an idle time slot, Pρu and Pρe are the proba-

bilities of sensing the medium busy during ρu and ρe time slots, respectively.

These probabilities are expressed as follows:

Pe
success = Ne pe(1− pu)Nu(1− pe)Ne−1

Pidle = (1− pu)Nu(1− pe)Ne

Pρu = [1− (1− pu)Nu ](1− pe)Ne

Pρe = 1− (1− pe)Ne

(4.10)

4.3.3 Numerical evaluation

We consider the same numerical values of URLLC system as previously, re-

peated in Table 4.1. W is chosen smaller than the conventional 16 to give

URLLC stations more priority over eMBB ones.

For eMBB, we consider that their packets require three times the time to

transmit one URLLC packet, c = 3, which means that ρe = 20. For LBT cat4,

W0 = 16 and me = 4 are considered, leading to a maximum window size

of 256. The target normalized throughput is Starget = 0.5, which indicates
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Figure 4.3: URLLC model validation coexisting with eMBB.

that over a given horizon of time, the channel must be utilized by successful

eMBB transmissions for at least half of the time. We organize the ensemble

of the numerical values in Table 4.1.

Table 4.1: Numerical values of the system parameters of URLLC
and eMBB coexistence.

T 111 time slots W 8 λ 0.001
ρu 6 time slots W0 16 me 4
ρe 20 time slots Starget 0.5 Θ 1− 10−5

We validate our analytical model against simulations by evaluating the

loss rate for different values of Nu and Ne. The results, shown in Figure 4.3,

show a good match between model and simulation for Ne = {1, 3, 5, 7}. As

predicted, the loss rate increases considerably compared to a URLLC-only

situation, even when coexisting with one eMBB station. This indicates that

the reliability constraint cannot be assured for URLLC coexisting “harmo-

niously” with eMBB. We notice that the impact of Ne is more obvious than

Nu, the loss rate is almost constant when changing Nu for the same Ne.

We evaluate the throughput of eMBB and show in Figure 4.4 the results

obtained by the analytical model and compare them to those obtained through

simulation.
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Figure 4.4: eMBB model validation for the harmonious coexistence
with URLLC.

We observe that the results obtained by the model and simulations are

very close which validates the former; the difference between analysis and

simulations is due to modeling URLLC transmissions by their arrival pro-

cess, which does not incorporate their LBT process. We notice that the target

throughput of 0.5 is respected almost all the time, when Nu ≤ 150. Increas-

ing the number of eMBB stations decreases slightly the throughput. When

Ne = 1, the throughput is generally small since only one eMBB station uti-

lizes the channel.

4.4 LBT-agnostic preemption

As illustrated in the previous section, the coexistence of URLLC with eMBB,

both transmitting at the same power level, degrades considerably the perfor-

mance of URLLC due to its strict constraints on delay and reliability, leading

to requiring more resources to guarantee QoS for both. We propose here

a new approach to improve the reliability of URLLC, by making use of pre-

emption at the transmission power level. We study the effect of this approach

on eMBB performance too, so as to determine its feasibility.

The preemption scheme we propose is that when the delay of the active
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URLLC packet approaches its deadline, i.e., the remaining time budget al-

lows one URLLC packet transmission, then this packet will be transmitted

with high power, which increases its chance of being decoded by the receiver.

This very packet will be lost only if it is transmitted simultaneously with

another high-power URLLC packet. We call this scheme “LBT-agnostic pre-

emption”. This scheme violates the process of LBT, it results in interrupting

an ongoing eMBB transmission, decreasing thus its throughput. However,

the high-power usage should be kept minimal and used only when needed,

i.e., when the URLLC delay budget is about to expire.

4.4.1 URLLC medium access model

We make use of the Markov chain illustrated in Figure 4.2. We suppose that

the URLLC station decides to preempt the channel when the given packet

delay reaches T− ρu and that it only has one attempt to transmit before time-

out, which corresponds to the states with d(t) = mu − 1. We note that states

with d(t) < mu − 1 could arrive to the state d(t) = mu − 1 and then to the

state Time-out when the medium is sensed busy for ρe time slots, which is

illustrated in Figure 4.1.

In this case, a state, e.g., Preemption, replaces state Time-out to represent

the high-power transmission, and leads to states Time-out and Success with

respective probabilities of qh and 1− qh; qh expresses the probability of colli-

sion with another high-power transmission. Hence, reliability is increased as

a new path to the state Success is created.

The stationary distribution equations (4.1) from the last section are still

valid here, but for the fixed-point equations, we introduce the probability

of a preemptive transmission, ph, defined as the probability that a URLLC

station transmits with high power, and given by:

ph =
mu−1

∑
i=0

W−1

∑
j=0

Πi,j,mu−1 +
mu−1

∑
i=0

W−1

∑
j=0

mu−2

∑
k=mu−c+1

Πi,j,k (4.11)

The first term: ∑mu−1
i=0 ∑W−1

j=0 Πi,j,mu−1, corresponds to the sum of all states

with d(t) = mu − 1. The second term of the expression corresponds to the

implicit states when the medium is busy for ρe time slots.
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We then compute the probability of collision with another high-power

transmission, qh, as:

qh = 1− (1− ph)
Nu−1 (4.12)

We obtain the new values of qu, qe and qemmb in addition to qh by solving

the fixed-point equations (4.3-4.4-4.8-4.7-4.12), with the new expression of pu

in equation (4.13).

pu =
mu−1

∑
i=0

mu−1

∑
k=0

Πi,0,k + ph (4.13)

We denote the new hitting probabilities for states Success and Time-out

from state Ready by h̃Ready
Success and h̃Ready

Time−out, respectively. Using equation (4.5),

we obtain:

h̃Ready
Success = hReady

Success + (1− qh)× (1− hReady
Success) (4.14)

h̃Ready
Time−out = 1− h̃Ready

Success (4.15)

and hence we obtain the reliability and loss rate of URLLC for the LBT-

agnostic preemption method.

4.4.2 eMBB medium access model

We indicated in the last subsection that the new probability of collision qembb

is obtained by solving the new set of fixed-equations (4.3-4.4-4.8-4.7-4.12-

4.13).

We evaluate now the new value of throughput, denoted by S̃e, using the

expression in equation (4.9) with the new values of pu, pe and Pe
success. The

latter denotes now the probability of not being transmitted simultaneously

with other eMBB or URLLc transmissions, and no preemptive URLLC trans-

mission occurs in any of its remaining c− 1 parts, given by equation (4.17).

S̃e =
P̃e

successρe

Pidle + Pρu ρu + Pρe ρe
(4.16)

P̃e
success = Ne pe(1− pe)

Ne−1(1− pu)
Nu(1− ph)

Nu(c−1) (4.17)
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Figure 4.5: URLLC model validation for the LBT-agnostic preemp-
tion approach.

4.4.3 Numerical evaluation

We validate the model of the LBT-agnostic preemption approach against sim-

ulations, using the numerical values in Table 4.1. The results, shown in Fig-

ures 4.5 and 4.6, indicate a good match between models and simulation. We

observe that the loss rate of URLLC decreases by an order of a thousand to

ten thousands, compared to the coexistence with no preemption. URLLC

performance is now closer to the target, and yet can be ensured for small

traffic loads, i.e., Ne = 1 and Nu ≤ 150.

Regarding eMBB performance, the throughput has slightly decreased com-

pared to the case of coexistence with no preemption, especially when Nu

grows. However, the target throughput remains feasible for most of Nu and

Ne values, as for the case with no preemption.

4.5 LBT-aware time threshold policy

We propose a new transmission scheme based again on preemption using

high power, but this time the latter is activated starting from a given switch-

ing time which depends on the packet delay. In this scheme, the station se-

lects a time threshold τ ∈ {0, 1, . . . , T}, when d(t) < τ the station transmits
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Figure 4.6: eMBB model validation for the LBT-agnostic preemp-
tive approach.

when CW hits zero using normal power, else, it transmits using high power.

τ here expresses a transmission policy which changes the performance of the

system.

This scheme has several benefits over the LBT-agnostic preemptive ap-

proach, such as avoiding LBT violation which causes eMBB packet preemp-

tion, and the flexibility in choosing τ which allows more transmissions using

high power and hence increases the packet success rate. In this case, if all

URLLC stations transmit with a higher power than eMBB ones, then URLLC

packets have a higher chance to pass successfully since collisions with eMBB

packets are removed, at the same time, eMBB stations are not affected by this

scheme since a collision with the same or a higher power transmission results

in the same packet loss.

In the following, we study URLLC performance following this approach

and how it is used to dimension the network.

4.5.1 URLLC medium access model

Here also, we add a state called Preemption to the Markov chain illustrated in

Figure 4.2, to represent the high-power transmission. For simplicity, we con-

sider policies spaced by ρu + 1 time slots, which allows us to use the Markov
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chain directly to assess the performance of the system. The new set of policies

are expressed by τ ∈ {0, 1, . . . , mu − 1}.
For a given policy τ, when transmitting using normal power, we denote

the probability of collision with a respective duration of ρu and ρe by qu and

qe. When transmitting using high power, the same probabilities are denoted

by qh
u(τ) and qh

e (τ), respectively. Note that qu and qe do not depend on the

policy τ. Here, it is important to distinguish between the two probabilities

of collision. When transmitting with high power, in case of collision with

at least another high power transmission and a simultaneous eMBB packet,

then the transmitting URLLC stations have to wait for the rest of the eMBB

packet to resume their LBT process.

The stationary distribution in this case is slightly different from equation

(4.1), where for the first stage it remains the same, i.e., when i = 0. For the

following stages, the balance equations are modified as follows:

Πi,W−1,k =


qprev

u
W Πi−1,0,k−1 , 1 ≤ i ≤ mu − 0 , i ≤ k ≤ i + c− 1

qprev
u
W Πi−1,0,k−1 +

qprev
e
W Πi−1,0,k−c ,

1 ≤ i ≤ mu − 1 ,

i + c ≤ k ≤ mu − 1

(4.18)

Πi,W−j,k =



qprev
u
W Πi−1,0,k−1 + quΠi,W−j+1,k−1 + qeΠi,W−j+1,k−c ,

1 ≤ i ≤ mu − 1 ,

2 ≤ j ≤W ,

i ≤ k ≤ i + c− 1
qprev

u
W Πi−1,0,c+i−1 +

qprev
e
W Πi−1,0,c+i−c

+quΠi,W−j+1,c+i−1 + qeΠi,W−j+1,c+i−c ,
1 ≤ i ≤ mu − 1 ,

2 ≤ j ≤W ,

k = i + c

qprev
u
W Πi−1,0,k−1 +

qprev
e
W Πi−1,0,k−c + quΠi,W−j+1,k−1

+qeΠi,W−j+1,k−c + qeΠi,W−j+1,k−c ,
1 ≤ i ≤ mu − 1 ,

2 ≤ j ≤W ,

i + c + 1 ≤ k ≤ mu − 1



56 Chapter 4. URLLC and eMBB coexistence in unlicensed spectrum

where

qprev
u =

{
qu , k ≥ τ

qh
u(τ) , elsewhere

qprev
e =

{
qe , k− c ≥ τ

qh
e (τ) , elsewhere

The expressions of qu and qe are still valid from equations (4.3-4.4) with

the aid of equations (4.2-4.8), applied to the new stationary distribution. We

calculate the probability of transmitting using high power, denoted by ph(τ),

which corresponds to the sum of all states with w(t) = 0 and d(t) ≥ τ, and

is given by:

ph(τ) =
mu−1

∑
i=0

mu−1

∑
k=τ

Πi,0,k (4.19)

We then deduce qh
u(τ) and qh

e (τ) as follows:

qh
u(τ) =

[
1− (1− ph(τ))

Nu−1
]
(1− pe)

Ne (4.20)

qh
e (τ) =

[
1− (1− ph(τ))

Nu−1
] [

1− (1− pe)
Ne
]

(4.21)

The probabilities qu, qe, qh
u(τ) and qh

e (τ) can be obtained by solving the

fixed point equations (4.3-4.4-4.2-4.8-4.7-4.19-4.20-4.21)

The hitting probabilities of states Success and Time-out from state Ready,

denoted by hReady
Success(τ) and hReady

Failure(τ), respectively, are given by:

hReady
Success(τ) =



(1− qh
u(τ)− qh

e (τ))∑mu−1
i=0 ∑mu−1

k=0 Πi,0,k , τ = 0

(1− qu − qe)∑mu−1
i=0 ∑τ−1

k=0 Πi,0,k

+(1− qh
u(τ)− qh

e (τ))∑mu−1
i=0 ∑mu−1

k=τ Πi,0,k , τ > 0

(4.22)

hReady
Time−out(τ) = 1− hReady

Success(τ) (4.23)

We obtain hence the loss rate and reliability of this time-threshold ap-

proach.
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Figure 4.7: URLLC model validation for a time threshold policy
τ = 7.

4.5.2 eMBB medium access model

For eMBB, this transmission scheme is not different from the first coexistence

case where all stations transmit always at the same power level. The through-

put is calculated using equation (4.9) for the new values of pu and pe obtained

after solving the previously mentioned fixed-point equations (4.3-4.4-4.2-4.8-

4.7-4.19-4.20-4.21).

4.5.3 Numerical evaluation

We validate the analytical model against simulations using the numerical

values in Table 4.1, for τ = 7.

We show, respectively, in Figures 4.7 and 4.8 the loss rate for URLLC and

normalised throughput for eMBB with respect to increasing respective num-

ber of stations. All URLLC stations are considered to deploy the same policy.

We notice that URLLC loss rate has been enhanced compared to the case

of coexistence with no preemption by an order higher than ten times. The

reliability approaches its target but still does not attain it.

Figure 4.8 confirms the fact that this approach does not affect eMBB per-

formance as the results are identical to the ones in the first studied case.
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Figure 4.8: eMBB model validation for a time threshold policy
τ = 7.

We study now the effect of choosing different thresholds τ = 7 on URLLC’s

loss rate and eMBB’s throughput. We show in Figure 4.9 the two metrics as a

function of τ for Ne = 2 and Nu = 100. We also demonstrate the importance

of CW size in attaining the target QoS, especially for URLLC, and illustrate

the cases of W = 4 and different W0 = {16, 32, 64}, while maintaining the

maximum window size of eMBB to 256.

We observe from Figure 4.9 the convexity of the loss rate as a function of

τ. This is due to the increased collision rate with other high-power transmis-

sions when τ is small, and to the collisions with eMBB transmissions when

τ is large. In some cases, several policies verify the loss rate condition, e.g.,

for W0 = 32, the set of admitted policies is 0 < τ < 9. However, we aim also

to minimize the energy consumption, which indicates to us that the optimal

policy is the one which verifies the QoS constraints and minimizes the energy

consumption at the same time. This corresponds to the maximum τ from the

set of admitted policies, i.e., τ = 8 for the previous example.

Regarding CW size, increasing eMBB’s CW size decreases URLLC’s loss

rate while decreasing eMBB’s throughput as well. This introduces a com-

promise when calibrating CW. For the given example, setting W0 = 32 leads

to the optimal solution, where both URLLC and eMBB requirements are re-

spected (for a given τ).
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Figure 4.9: Policy and CW size effect on the performance. Ne = 2,
Nu = 100 and W = 4.

4.6 Comparison and discussion

In this section, we compare the overall performance of the LBT-agnostic pre-

emptive approach with the time threshold one. The evaluation takes into

account both achieving URLLC and eMBB requirements and the energy con-

sumption of the two methods.

We illustrate in Figure 4.10, the utilization rate of high power for both

approaches, considering Ne = 2, W = 4 and W0 = 32, for the optimal policy

τ which verifies the constraints with a minimum energy consumption. It

actually corresponds to the hitting probability of state Preemption from state

Ready in both cases. It reflects the excess energy consumption due to high

power usage, while normal power transmissions are inevitable.

We conclude from Figure 4.10 the predicted result: the LBT-agnostic pre-

emptive approach consumes less energy than the time threshold one. How-

ever, the fact that the former violates LBT renders it less favorable and some-

times infeasible due to the regulations on the spectrum. With careful calibra-

tion of the time threshold method, we are able to attain the services require-

ments, albeit an added cost of energy consumption.
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Figure 4.10: Comparison of high power utilization of the LBT-
agnostic preemption and time threshold approaches. Ne = 2, W =

4 and W0 = 32.

4.7 Conclusion

We studied in this chapter the coexistence of URLLC and eMBB services in

unlicensed spectrum in a smart-factory scenario and illustrated the perfor-

mance deterioration of both services with respect to the traffic load if both

transmit at the same power level.

We then proposed two approaches based on high-power transmission,

to enhance the performance of URLLC. High power transmissions are used

by URLLC stations to prioritize their packets. The first one, the LBT-agnostic

preemptive approach, uses high power only when the delay of the packet ap-

proaches the delay constraint, interrupting by that the LBT process and hence

the ongoing eMBB transmissions. The second one, termed time threshold ap-

proach, selects a time threshold within the delay budget and starts after which

transmitting at high power transmission, without violating LBT.

Comparing the two methods, we showed that with a good calibration of

the time threshold and CW size, we can attain the performance requirements,

with some additional cost in terms of energy consumption.

In next chapter, and based on the time threshold method, we propose an
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online learning approach which allows URLLC stations to adapt their opti-

mal policy in a distributed manner, where the system parameters such as the

number of transmitting stations and their transmission probabilities are un-

known and each station adapts its policy by collecting information about the

environment through interactions.
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Chapter 5

Distributed decision making for un-

licensed channel access

5.1 Introduction

In the previous chapters, we considered the existence of a central entity which

decides the optimal policy of transmission with a total knowledge of the en-

vironment, i.e., the number of stations with optimal channel conditions. In

the presence of many stations or devices, it is quite prohibitive for a cen-

tral entity to determine the optimal transmission policy, especially when the

channel conditions are different for each one of them. In this chapter, we pro-

pose to make use of online learning to enable each transmitter to achieve its

optimal policy, in a distributed manner.

We consider a time-threshold multi-level transmission power scheme, sim-

ilar to the one proposed in chapter 4 and formulate an optimization frame-

work where the transmitter adapts its transmission power with time so as

to reach its performance objective while minimizing its energy consumption,

for both Aloha-like and LBT systems. This analysis is environment agnos-

tic and considers interference and collision rate as an input. This does not

require solving a Markov chain nor a set of fixed-point equations.

We then employ online learning in our context to allow stations to adapt

their policies in a distributed manner. The idea of learning is that the learner

attempts to identify the action(s) which maximizes a certain expected reward

over a time horizon depending on the feedback from the environment to that

action. When the action causes the environment to change (move to another

state), then the learning process can be solved using reinforcement learning

(RL) for instance, which involves mainly solving a Markov Decision Process
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(MDP) [36]. However, solving complex MDPs is unnecessary in many cases

(similar to ours) where the feedback of the environment is not very depen-

dent on the learner’s actions, due to the large number of devices. In this case,

Multi-Armed Bandit (MAB) becomes the best candidate to solve such prob-

lems.

Stochastic MAB is a special case of RL (it is equivalent to a one-state

MDP), where each action is denoted by an arm and is associated to a reward

distribution that is unknown to the learner. In our case, the action is repre-

sented by the transmission policy (switching moment between low and high

power regimes). In every round, i.e., at each packet generation, the learner

picks an arm and receives an observation from the reward distribution of

that arm; it refines its knowledge about the arm by selecting it for a sufficient

number of times. At the same time, the learner desires to identify the best

arm as soon as possible in order to maximize its cumulative reward over a

horizon of rounds. MAB illustrates the famous learning trade-off between

exploration versus exploitation.

For applications where some measures are linked to rare events, as does

reliability in our case (it has to remain below 10−5), it is hard to estimate

efficiently the reward, which renders the learning process very slow, i.e., the

exploration phase requires a very large number of rounds to collect accurate

estimates of the reward distribution for all arms. This drawback originates

from the fact that MAB (and learning in general) deals with the environment

as a black box, and the observations in one round are exclusive to the picked

arm. One possibility for accelerating the learning process that we adopt in

this chapter is to exploit our knowledge of the environment and the system

to model the metrics that are hard to assess, and incorporate them in the

learning algorithm.

Learning in wireless communications has become a hot topic recently,

especially in 5G networks where it can offer efficient solutions for existing

problems such as optimal resource allocation schemes [37, 38]. Using ma-

chine learning (ML) techniques in the context of URLLC has also attracted

many researchers, for instance [39–41]. In [39], a Q-learning approach is pro-

posed for adaptive power and frequency resource allocation for URLLC in

downlink scheduling. This approach is shown to improve the queuing delay

and the inter-cell interference. The work in [40] inspects also the downlink

scheduling problem of URLLC, but this time using eMBB puncturing where
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a deep RL approach is proposed with the aid of a defined optimization prob-

lem in order to improve the performance of both services and reduce eMBB

puncturing. The work in [41] deals with uplink URLLC scenario and pro-

poses a distributed risk-aware ML approach for optimal radio resource man-

agement of scheduled and non-scheduled URLLC traffic.

Regarding the rare events problem, the work in [42] uses importance sam-

pling to capture the rare events in a system simulator, in the context of RL.

However, a rare event in [42] represents a state in the MDP which has a small

probability to be reached. This is different from our problem since we do not

have an MDP and our rare event is related to the policy itself. Using prior

knowledge of the environment model is considered in [43] for the case of RL

so as to accelerate the learning speed by accelerating the solution of the MDP

albeit increasing the computation complexity.

5.2 System model and optimization problem for-
mulation

In the smart-factory setting, a transmitting station shares the medium with

other devices in a contention-based manner, where opportunities for trans-

missions arrive following a stochastic process. As long as a packet is not

correctly decoded by the receiver, the packet is retransmitted when a next

transmission opportunity arises. In general, the transmission power is in-

cluded in some interval [Pmin, Pmax], and transmission with power Pi leads

to a loss probability L(Pi) that is a decreasing function of Pi. Formally, we

define policy π and associated actions P(π)(t) as the transmission power if a

transmission opportunity arrives at time t after the generation of the packet.

We define Π as the set of all possible policies.

The objective of the transmitter is to keep its success rate above a thresh-

old Θ. One policy might be to use the highest power to transmit the packet

and its potential replicas. However, this has two drawbacks. First, it re-

sults in a high energy consumption for devices that are, in general, battery-

powered, and second, it increases the level of interference to other devices

that share the same radio resources. We then seek policies that ensure the

latency and reliability targets while minimizing the energy consumption.
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Let n be the number of transmission opportunities within the interval

[0, T] and ti the arrival moment of opportunity number i after the genera-

tion of the packet. The optimal transmission policy is the solution of the

following stochastic optimization problem:

min
π∈Π

E{n,t1,...,tn}[P
(π)(t1) +

n

∑
j=2

P(π)(tj)
j−1

∏
i=1

L(P(π)(ti))] (5.1)

subject to:

E{n,t1,...,tn}[
n

∏
i=1

L(P(π)(ti))] ≤ 1−Θ (5.2)

Equation (5.1) indicates that the expected energy is to be minimized, sub-

ject to constraint (5.2) that indicates that the expected packet loss has to be

smaller than a target.

Without loss of generality, we consider in the rest of this chapter two lev-

els of power, P1 and P2, with corresponding loss probabilities q1 and q2, re-

spectively (q1 > q2 if P1 < P2 and vice versa). We consider only monotonic

policies, in the sense that the transmission starts with power P1 and then,

after a time τ, it switches to power P2. A policy π reduces to a switching

time τ ≤ T so that P(τ)(t) = P11t≤τ + P21t>τ. Intuitively, as the objective is

to minimize the energy consumption, we consider policies with “mild start”

(P1 < P2). We then show, using numerical analysis, that this intuition is in-

deed correct.

5.3 Aloha-like systems

In many applications involving battery-powered stations (e.g., LoRa), Aloha-

like protocols are used as sensing the channel would be very costly other-

wise. In this case, the transmitter backs off for an exponential time before

(re-)transmitting, so the transmission opportunities occur following a Pois-

son process of parameter α (the interval between transmissions is exponen-

tially distributed with mean 1/α). We start by the case of one station, and

then extend our study to multiple stations.

5.3.1 Optimizing the policy for one station

When the transmitter has a reliability objective and is latency-constrained,

we have the following result:
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Lemma 5.1. The optimal policy in the exponential inter-opportunity case is the

one that minimizes the following average energy function:

P̄(τ) =
P1(1− eα(q1−1)τ)

1− q1
+ eα(q1−1)τ P2(1− eα(q2−1)(T−τ))

1− q2
(5.3)

in the interval [0, τ∗] for a mild start (P1 < P2, q1 > q2), with optimal switching

time

τ∗ =
ln (1−Θ) + α(1− q1)T

α(q1 − q2)
(5.4)

Proof. The numbers of arrivals in [0, τ] and in (τ, T], n1 and n2, are independent

Poisson variables of averages ατ and α(T − τ), respectively.

Knowing n1, the probability for moving to the second stage is qn1
1 . The power

consumption knowing a realization of the process of transmission opportunities is

given by:

E[P(τ)(t1) +
n

∑
j=2

P(τ)(tj)
j−1

∏
i=1

L(P(π)(ti))|n1, n2]

= P1

n1

∑
i=1

qi−1
1 + P2qn1

1

n2

∑
j=1

qj−1
2 = P1

1− qn1
1

1− q1
+ P2qn1

1
1− qn2

2
1− q2

Averaging over the Poisson distributions of n1 and n2, we compute the expected

energy consumption P̄(τ) in (5.3).

We now move to the loss calculation. Knowing n1 and n2, the loss probability

is equal to qn1
1 qn2

2 . Averaging over the Poisson distributions of n1 and n2, we get

the expected loss probability under policy τ, L̄(τ):

L̄(τ) = e−ατ(1−q1)e−α(T−τ)(1−q2) (5.5)

leading to the inequality τ ≤ τ∗.

We now discuss the derivation of the optimal policy in practical cases,

where the loss rates (q1, q2) are in general small and the power is increased

by several dB. We start by computing the derivative of the energy function

to minimize (5.3). It has the same sign as the function:

f (τ) = P1 − P2
1− q1

1− q2
+ P2

q2 − q1

1− q2
e−α(T−τ)(1−q2) (5.6)
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Figure 5.1: Energy and loss values for different policies, q1 = 0.5,
q2 = 0.1, P1 = 0.1 W, P2 = 0.5 W, T = 1 ms, α = 13.

In the mild start case (P1 < P2), this function is decreasing with τ, and its

maximal value at τ = 0 is negative in the practical cases stated above. The

solution of the minimization problem is thus τ = τ∗, given by (5.4).

Figure 5.1 shows the evolution with τ of the energy and loss functions,

as derived in lemma 1. We observe that the energy consumption effectively

decreases while the loss rate increases with τ, and the optimal policy here is

the one which corresponds to the maximal loss (e.g., 10−4).

We now move to the validation of the intuition that suggests a mild start

as opposed to an aggressive one. We consider a policy with an aggressive

start (P1 > P2, q1 < q2). Using the same arguments as before, we can see that

the loss rate in equation (5.5) is now a decreasing function of τ, meaning that

the feasible region is now [τ∗aggressive, T], with

τ∗aggressive =
− ln (1−Θ)− α(1− q2)T

α(q2 − q1)
(5.7)

The average energy given by equation (5.3) can also be shown to be an in-

creasing function with τ in practical cases, as illustrated in Figure 5.2, mean-

ing that the best policy in the aggressive start case corresponds to τ∗aggressive.

We made a comparison between this best aggressive policy and the optimal

“mild start” policy of lemma 1 and observed that the aggressive policy leads
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Figure 5.2: Energy and loss values for different policies, q1 = 0.1,
q2 = 0.5, P1 = 0.5 W, P2 = 0.1 W, T = 1 ms, α = 13.

to an increase of the average energy consumption by 50% to 200% for val-

ues of qi’s ranging between 0.1 and 0.5. And so, it is better to start with a

low power and increase it when the delay deadline approaches to its limit

and the packet is not yet received. τ∗ of lemma 1 is thus the optimal policy

among the monotonic ones.

5.3.2 Case of a field of transmitters

The above analysis was performed considering one transmitter that conveys

packets to a receiver. The derivation of the optimal policy in lemma 1 holds

only in the case where the station is playing against exogenous noise/interference

phenomena (e.g., a fading channel or interference from other systems). We

now move to the more common case where several stations are deployed in

a field and contend to the channel while having similar URLLC objectives.

We namely consider N identical stations, each generating small packets

of equal transmission time ρ, following a Poisson process of intensity λ and

seeking to reach its reliability and delay targets while minimizing its energy

consumption. The loss of a packet occurs if it collides with another packet of

equivalent or superior power, i.e., a low power packet is always lost when

in collision, while a high power packet is lost only if it collides with another
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high power packet. In this case, q1 and q2 are not exogenous parameters but

depend on the traffic conditions and the policies of the stations. We study the

system equilibrium when all the stations follow the same policy τ.

From the standpoint of one station, the probability that a given packet

transmitted using P1 will be repeated can be approximated by:

q1 = 1− e−2λ(n̄1+n̄2)(N−1)ρ (5.8)

where n̄1 (resp. n̄2) represents the average number of repetitions of a packet

with power P1 (resp. P2). Indeed, each new packet generates a series of n̄1 +

n̄2 repetitions, separated by exponential times of average 1/α. Each station

generates thus a process of packets of average intensity λ(n̄1 + n̄2). We make

the assumption that the superposition of N − 1 stochastic processes of this

type can be approximated by a Poisson process of intensity (N − 1)λ(n̄1 +

n̄2).

For high power transmissions, the packet is repeated if it encounters other

high power transmissions only, and so:

q2 = 1− e−2λn̄2(N−1)ρ (5.9)

We now compute the average number of retransmissions knowing q1 and

q2. For a given number of transmission opportunities during τ, n1, the aver-

age number of effective retransmissions is given by:

(1− q1) + ... + (n1 − 1)qn1−2
1 (1− q1) + n1qn1−1

1 =
1− qn1

1
1− q1

Averaging over the Poisson distribution of n1, we get:

n̄1 =
1− e−ατ(1−q1)

1− q1
(5.10)

Similarly, we obtain:

n̄2 = e−ατ(1−q1)
1− e−α(T−τ)(1−q2)

1− q2
(5.11)

where e−ατ(1−q1) is the probability that the packet has moved to power P2.

For a field with homogeneous stations of identical objectives, the com-

mon optimal policy τ? can be obtained using a fixed point approach, where
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Figure 5.3: Expected loss rate and energy consumption for a field
of stations using Aloha. N = 50, T = 1, P1 = 0.1, P2 = 0.5,

α = 15, ρ = 0.1, λ = 0.01 (τ in ms)

the loss probabilities q1 and q2 are calculated from solving the fixed point

equations (5.8-5.9-5.10-5.11) then plugged in equation (5.4).

Figure 5.3 shows the performance (energy consumption and loss) for a

field of stations using the same strategy τ. Unlike the single station case

competing against noise, the loss rate is not monotonically increasing with τ.

It is large when the high power is used by a large proportion of interfering

packets (small τ) or when it is not sufficiently used to ensure high reliability

(large τ). There may be two policies that ensure the same URLLC target, in

this case the largest τ is chosen as energy consumption decreases with τ.

5.4 Listen Before Talk systems

In the majority of wireless access systems using unlicensed spectrum, LBT

is used. The inter-opportunity arrival distribution is not exponential as for

the Aloha case and hence the number of opportunities within a time interval

does not follow Poisson law anymore. Therefore, we derive in the following

these distributions for the LBT case which will allow us to derive the optimal

transmission policy.
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5.4.1 Distribution of the number of opportunities

Let θ denote the random variable (rv) representing the time spent in one stage

(which depends on CW), and let W, ρ and q1 denote the CW size, the packet

transmission time and the probability of sensing the medium busy, respec-

tively.

The Cumulative Density Function (CDF) of θ, denoted by Fθ is given by

equation (5.12), following the derivation proposed in [44]:

Fθ(z) =
1

W

W−1

∑
i=0

max(0,b z−i
ρ c)

∑
j=0
j≤i

(
i
j

)
qj

1(1− q1)
i−j (5.12)

From the standpoint of one station competing to access the medium, the

end of every stage can be seen as a future opportunity of transmission. As the

inter-opportunity time is no more exponentially distributed, we make use of

renewal theory to derive the associated distribution of the number of arrivals

within a given time interval [45].

We denote by θm = ∑m
i=1 θ, the sum of m i.i.d. rvs ∼ fθ, the Probability

Mass Function (PMF) of θm ∼ fm where fm is the m-fold convolution of fθ.

Note that the CDF is calculated as:

F2(z) = (Fθ ∗ fθ)(z), F3(z) = (F2 ∗ fθ)(z), . . . (5.13)

Let n1 and n2 denote the number of transmission opportunities during

time intervals [0, τ] and (τ, T], respectively, then according to renewal theory,

we have the following:

n1 ≥ m⇔ θm ≤ τ, n2 ≥ m⇔ θm ≤ T − τ

Taking into account the packet transmission time ρ after every opportu-

nity, a corresponding sum must be subtracted from θm. The PDF of n1 and n2

is thus given by equations (5.14) and (5.15), respectively.

fn1(m) = P(n1 = m) (5.14)

= Fm(τ − (m− 1)ρ)− Fm+1(τ −mρ)

fn2(m) = Fm(T − τ − (m− 1)ρ)− Fm+1(T − τ −mρ) (5.15)
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5.4.2 Optimal policy

Assuming n1 and n2 to be independent rvs since the LBT process is random,

then knowing n1 and n2, the expected loss rate is given by qn1
1 qn2

2 . Averaging

over the distributions fn1 and fn2 , we obtain the expected loss rate L̄(τ) under

policy τ:

L̄(τ) = En1,n2(q
n1
1 qn2

2 ) =
∞

∑
i=1

fn1(i)q
i
1 ×

∞

∑
j=1

fn2(j)qj
2 (5.16)

L̄(τ) can be calculated numerically and τ? is determined as the largest τ

which verifies: L̄(τ) ≤ (1− Θ), based on the hypothesis that P1 < P2. The

average energy consumption P̄(τ) under policy τ is given by:

P̄(τ) =
P1

1− q1

[
1−

∞

∑
i=1

fn1(i)q
i
1

]
+

P2

1− q2

[
1−

∞

∑
j=1

fn2(j)qj
2

]
∞

∑
i=1

fn1(i)q
i
1

(5.17)

5.4.3 Case of a field of transmitters

We now consider a field of transmitters using LBT and show how to derive

the equilibrium point. Similarly to the Aloha case, q1 and q2 are given by:

q1 = 1− e−λ(n̄1+n̄2)(N−1) (5.18)

q2 = 1− e−λn̄2(N−1) (5.19)

where q1 and q2 are expressed here per time slot, and:

n̄1 =
1−En1(q

n1
1 )

1− q1
(5.20)

n̄2 = En1(q
n1
1 )

1−En2(q
n2
2 )

1− q2
(5.21)

The equilibrium point of the system can thus be obtained, as for the Aloha

case, by solving the fixed point equations (5.18-5.19-5.20-5.21) then τ? is de-

duced with the aid of equations (5.16-5.17).
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Figure 5.4: Expected loss rate and energy consumption for a field
of stations using LBT, N = 100, W = 16, T = 1 ms, ρ = 7,

P1 = 0.1, P2 = 0.5, time slot of 9 µs (τ in slots)

We show in Figure 5.4 the energy and loss rate for a field of stations us-

ing LBT protocol, with a common policy τ. The behavior is similar to that

observed for Aloha systems in Figure 5.3. Loss is minimal when τ has a

medium value, and increases when P2 is not sufficiently used or is used ex-

tensively.

5.5 Learning optimal policies

We now move to an online implementation of the system, where the station

has to learn the optimal transmission strategy for URLLC reliability and de-

lay objectives. We make use of a Multi-Armed Bandit (MAB) framework [36].

5.5.1 MAB algorithms

In MAB, policies are called arms. We denote the set of all possible arms by

K = {0, 1, . . . , T}, where arm k is associated to policy τ = k. Each arm has a

reward distribution that is unknown to the learner whose aim is to estimate

its expected value over a horizon of rounds. Every packet generation rep-

resents a round, and at the beginning of each round, the station chooses an

arm and then receives one observation of its reward distribution. The choice
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of arms is divided into two phases, exploration and exploitation. In the ex-

ploration phase, arms are chosen in order to collect more information about

their reward distributions, while in the exploitation one, the station chooses

the empirically best arm explored so far in order to maximize its cumulative

reward.

These two phases can be totally separated like in the explore-first algo-

rithm which explores all arms uniformly (in a round robin fashion) for a

given number of rounds, denoted by Nexplore, then chooses the empirically

best arm for the rest of the rounds, or mixed as for the ε-greedy algorithm

which, in every round, explores the arms randomly with probability ε and

exploits the best identified arm so far with probability 1− ε. The ε-greedy

algorithm can be preceded by a uniform exploration phase for a number of

rounds denoted by Ngreedy.

The aforementioned algorithms represent the basic forms of MAB, where

exploration is deterministic. More advanced algorithms use adaptive explo-

ration methods based on the uncertainty of estimation (the number of times

each arm has been picked), as in so-called Upper Confidence Bound (UCB) and

its variants [36]

5.5.2 MAB implementation

In the following, we use the notation (i, k) to designate “round i using arm

k”.

The energy consumed in (i, k) is given by equation (5.22) where n1(i, k)

and n2(i, k) denote the number of transmission opportunities in (i, k) with

power levels P1 and P2, respectively. We divide by the number of (re-)transmissions

so that P(i, k) ∈ [0, 1] ∀i, k, if P1 + P2 ∈ [0, 1].

P(i, k) =
n1(i, k)P1 + n2(i, k)P2

n1(i, k) + n2(i, k)
(5.22)

Accordingly, the expected energy consumption of arm k over a horizon

of n rounds is given by equation (5.23), where 1ki=k indicates the rounds in

which arm k was picked.

P̄(k) =
∑n

i=1 P(i, k)1ki=k

∑n
i=1 1ki=k

(5.23)
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The expected loss rate of arm k over a horizon of n rounds is given by

equation (5.24), where L(i, k) is a boolean indicating the loss of the packet in

(i, k).

L̄(k) =
∑n

i=1 L(i, k)1ki=k

∑n
i=1 1ki=k

(5.24)

We express the reward distributions of arms by their “penalty”. We define

the expected penalty of arm k over a horizon of n rounds as follows:

ΨURLLC(k) = P̄(k)× |L̄(k)− (1−Θ)| (5.25)

In equation (5.25), we transformed the constrained optimization problem

to a function which captures the behaviour of the original problem, where

|L̄(k) − (1− Θ)| is a convex function in the practical case when (1− Θ) ∈
[min(L̄(k)), max(L̄(k))], and P̄(k) is a decreasing one. Hence there exists at

least one optimal arm which has a minimum penalty, denoted by k?.

5.5.3 Performance evaluation

The most widely used measure to evaluate the performance of a MAB algo-

rithm is the regret, defined as the difference between the effective cumulative

reward obtained from the real realization of the algorithm and the cumula-

tive reward obtained from constantly choosing the best arm, over a given

horizon of rounds. The regret reflects also the speed of learning of an al-

gorithm, where algorithms with higher regrets mean that they spent a large

number of rounds exploring and not exploiting.

The regret of different algorithms is very dependent on the application

and context. For the explore-first algorithm, it is hard to know when to stop

the exploration phase, because committing to a non-optimal arm due to lack

of exploration increases the regret. Likewise when exploring for a larger

number of rounds than the necessary one. The regret of ε-greedy algorithm

is shown to be smaller than the explore-first one as exploration is performed

with a controlled probability. However, the choice of ε depends also on the

application and its choice affects the regret. The widely used value is ε = 0.2.

For this reason, we choose to measure the performance by the conver-

gence time, which we define as the number of rounds needed for the algo-

rithm to converge and stabilize to the optimal arm. For explore-first, this
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Figure 5.5: Convergence time of the ε-greedy MAB algorithm for
URLLC case in LBT system, ε = 0.2

corresponds to the number of rounds needed for the exploration phase to

identify the optimal arm.

Using the derived penalty ΨURLLC(k) in any MAB algorithm (Explore-

First, ε-greedy, UCB, etc) [36], leads to the best arm identification after a finite

number of rounds.

We develop a system-level Monte-Carlo simulator where a number of sta-

tions contend for a wireless access using an LBT protocol. We consider the

following parameters: N = 100, W = 16, ρ = 7, T = 111, P1 = 0.1, P2 = 0.5,

Θ = 1 − 10−5 and λ = 0.001. Temporal values are expressed in time slot

unit, where the considered time slot is of 9 µs. For the sake of convergence

acceleration to the optimal policy, we consider the arms spaced by ρ, which

reduces the arm selection space.

We illustrate in Figure 5.5 the convergence of the ε-greedy algorithm for

the URLLC case in LBT system, with ε = 0.2. We observe that he algorithm

converges to the same optimal policy calculated by a central entity knowing

the environment parameters, illustrated in subsection 5.4. However, we also

observe that convergence is very slow and takes around 105 rounds (packet

generations).
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5.5.4 Model-aided learning

For our illustrated case in Figure 5.5, and as indicated previously, the mea-

sure which causes slow convergence is the loss rate, as our system has to

operate in traffic regions where the loss event is rare. We hence propose a

model-aided learning where the reward distribution is inferred from obser-

vations of the environment, which does not require as many rounds as when

the reward distribution is exclusively estimated from the observed long term

loss rate.

We make use of the model proposed in subsection 5.4, where we notice

that by estimating q1, q2, fn1 and fn2 , the loss rate can be calculated from

equation (5.16). As estimating fn1 and fn2 accurately requires a large number

of rounds, we instead apply renewal theory as stated before to obtain the

needed distributions.

The learner can acquire estimations of the parameters from the reaction

of the environment to its transmissions. For instance, we can assess the fol-

lowing estimates:

q̂1(k) =
Ncollision(k)
Ntransmit(k)

; q̂2(k) =
NH

collision(k)
NH

transmit(k)
;

fθ̂(l) = P(θ̂ = l) =
N(θ̂ = l)

∑l N(θ̂ = l)

where q̂1(k), q̂2(k) and fθ̂ denote the estimates of q1(k), q2(k) and fθ, re-

spectively, Ncollision(k) and NH
collision(k) denote the number of collisions when

transmitting with low and high power levels using arm k, respectively, Ntransmit(k)

and NH
transmit(k) denote the number of transmissions with low and high power

levels using arm k, respectively, and N(θ̂ = l) denotes the number of sensed

inter-transmission times θ̂ equal to l, where θ̂ is calculated from the packet

generation until the reception of feedback from the receiver. fθ̂ expresses

also the histogram of the inter-transmission delays.

Note that q̂1(k) and q̂1(k) are calculated for each arm assuming the general

case of a field of stations.

We show in Figure 5.6 the convergence time to the optimal policy for one

realization of the model-aided MAB, for the same system parameters used in

Figure 5.5. We observe a convergence time of the order of thousand rounds,

which is significantly smaller than that of the non model-based case (of the
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Figure 5.6: Convergence time of model-aided MAB

order of 105 rounds) as observed in Figure 5.5.

5.6 Conclusion

We developed in this chapter an online learning approach to allow stations

to adapt their transmission policies in a distributed manner. We showed that

a mild start, i.e., starting with low power level transmission then increasing

it after a time threshold, minimizes the energy consumption while reaching

reliability and delay requirements.

Our model-aided learning approach allows for a considerable acceler-

ation of convergence to the optimal transmission policy by exploiting the

knowledge about the system model, compared to a non model-aided learn-

ing algorithms which suffers from very slow convergence due to the time

required to track the rare loss event.

A question that arises when designing such transmission schemes: in what

scenarios an aggressive start strategy could outperform a mild start one? This ques-

tion is discussed in the following chapter, where we consider transmission

under different QoS constraints, other than the stringent, deterministic relia-

bility and delay ones considered so far.
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Chapter 6

Revisiting transmission policies for

packet age minimization objective

6.1 Introduction

We were interested so far by the transport of URLLC class of services, based

on meeting stringent requirements on latency and reliability. While these

stringent performance objectives make sense in some settings, for instance

an industrial plant where machines/robots need to communicate regular in-

formation to a central controller, other applications, involving for instance

sensors, need rather to report information on a dynamic environment where

freshness of information is key to system characterization and control. Even

in critical applications where Time Sensitive Networking (TSN) [46] is adopted

for ensuring a strict reliability target, the authors of [47] proposed a frame-

work that strives to reduce the average age instead of ensuring deterministic

delays. This information freshness is measured by so-called Age of infor-

mation (AoI) [48, 49], and is the focus of the present chapter, where we will

specifically study the optimal transmission policies under AoI objective and

compare them to the ones obtained under stringent, deterministic URLLC

objectives.

Recently, some works studied AoI in relationship to URLLC. In [50], the

authors addressed the issue of minimizing the long-term peak-AoI in the

downlink for URLLC traffic in the presence or not of throughput-constrained

enhanced mobile broadband (eMBB) traffic. In [51], the authors studied and

controlled the tail distribution of the AoI distribution in a vehicular network,

with the objective to minimize the transmit power while integrating AoI vi-

olation probability as a URLLC QoS objective. In [52], the authors analysed
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the AoI for URLLC traffic in a stationary and ergodic channel modeled as an

M/M/1 queue with packet deadline.

This set of works integrate AoI as an additional QoS component for URLLC,

or analysed the AoI resulting from URLLC scheduling, while our work does

not aim at integrating AoI in URLLC frameworks but rather to show how

differently the same system behaves depending on the pursued objective:

meeting URLLC’s latency deadline versus minimizing AoI.

6.2 Minimizing depreciation related to age

We consider here scenarios where for instance a set of sensors are deployed

so as to monitor their environment. Each time a sensor detects a significant

change in its environment, it generates a packet and transmits it to a cen-

tral monitor. An example of such scenarios is road monitoring in vehicular

networks or environment monitoring in industrial sites. We assume that the

environment changes occur following some stochastic process, and so does

the packet generation. Such applications need packets that are as fresh as

possible, and the depreciation of a packet value is proportional to its age,

which we denote by a, i.e., it is modeled as an increasing function D(a) of

age a defined as the elapsed time between the packet generation and its ef-

fective reception by the controller.

The objective is to minimize the average “depreciation” of all received

packets that depends on the age of information for these received packets,

and at the same time reduce the energy consumption as sensors are in gen-

eral battery-powered. A packet is naturally dropped after several stages as

in WiFi, so we drop packets that are not correctly received when their age

reaches some limit denoted by T.

Let n be the number of transmission opportunities within the interval

[0, T] and ti the arrival moment of opportunity number i after the packet gen-

eration. The optimal transmission policy is the solution of the multi-objective

stochastic optimization problem that minimizes jointly the average energy

(given by equation (5.1)), and the average depreciation of packets, as follows:

min
π∈Π

E{n,t1,...,tn}[D(t1)(1− L(P(π)(t1)))

+
n

∑
j=2

D(tj)(1− L(P(π)(tj)))
j−1

∏
i=1

L(P(π)(ti))] (6.1)
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Before moving to the derivation of the optimal policy, we link it to the

AoI concept, even if the objective (6.1) can be viewed as a minimization of a

function of the packet delay.

To this aim, let Tj, j = 1, 2, ... denote the arrival times of the packets gener-

ated by a sensor of interest, âj the delay before the correct delivery of packet

j, i.e., its age when it is correctly received, and î(t), for all t > 0, the index of

arrival times such that Tî(t) ≤ t < Tî(t)+1, for all time t > 0. For ν(t) denoting

the timestamp of the last packet correctly received, the AoI at time t from the

receiver’s point of view is calculated by [53]:

AoI(t) = t− ν(t) =

t− Tî(t)−1, t < Tî(t) + âî(t),

t− Tî(t), t ≥ Tî(t) + âî(t)

(6.2)

giving the well-known sawtooth pattern. A policy that leads to a minimal

average packet delay will then also minimize this AoI, provided that the

amount of new information brought by the packet does not depend on the

inter-packet generation time of the source, i.e., a packet generated after a long

period of time does not necessarily bring more information than a packet

generated after a short one.

6.3 Policies that minimize the packet age

The objective here is to minimize the average depreciation of the packet

value, function of its freshness, while preserving the battery of sensors. The

optimal policy here depends on two scenario-specific preferences:

• We consider two cases for the depreciation function D(a): linear and

exponential, i.e., D(a) = a and D(a) = eβa, with β > 0.

• The relative importance of the battery preservation objective with re-

spect to the age objective, that depends on the criticality of the applica-

tion and the battery lifetime objective.

6.3.1 Formulation of the optimization objective

We have the following result:

Lemma 6.1. The energy and age depreciation minimization problem (5.1,6.1) re-

duces in the exponential inter-opportunity case to the joint minimization of the
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average energy in equation (5.3) and of the average depreciation given by:

min
τ

D̄(τ) =
1
α

[1− [1 + q1(1− q1)ατ]eατ(q1−1)

1− q1

+ (q1ατeατ(q1−1))(1− eα(T−τ)(q2−1)) (6.3)

+ eατ(q1−1) 1− [1 + q2(1− q2)α(T − τ)]eα(T−τ)(q2−1)

1− q2

]
in the linear decay case, and

min
τ

D̄(τ) =
α

α− β
[(1− q1)

(1− eα(
αq1
α−β−1)τ

)

(1− αq1
α−β )

(6.4)

+(1− q2)e
α(

αq1
α−β−1)τ (1− eα(

αq2
α−β−1)(T−τ)

)

(1− αq2
α−β )

]

in the exponential decay case.

Proof. The power consumption is calculated as for the case where stringent, deter-

ministic requirements were to be for URLLC, given by equation (5.3).

Let us now compute the depreciation of a packet. If the packet is correctly

received at the j-th attempt, its age a = tj is an Erlang variable of parameters

(j, α). The depreciation of a packet knowing the numbers of opportunities n1 and

n2 is computed as

E[t1(1− L(P(τ)(t1))) (6.5)

+
n

∑
j=2

tj(1− L(P(τ)(tj)))
j−1

∏
i=1

L(P(τ)(ti)))|n1, n2] =

n1

∑
j=1

E[D(a)](1− q1)q
j−1
1 + qn1

1

n2

∑
j=1

E[D(a)](1− q2)q
j−1
2

For the linear case, E[D(a)] = j/α, leading to:

n1

∑
j=1

j
α
(1− q1)q

j−1
1 + qn1

1

n2

∑
j=1

n1 + j
α

(1− q2)q
j−1
2 (6.6)

=
1
α

[1− qn1
1 (1 + n1(1− q1))

1− q1
+ n1qn1

1 (1− qn2
2 )

+
1− qn2

2 (1 + n2(1− q2))

1− q2

]
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Averaging over the Poisson distributions of n1 and n2, we obtain equation (6.3).

For the exponential case, the expectation of D(a) = eβa is computed by:

E[D(a)] =
∫ ∞

0
D(a)

αjaj−1e−αa

(j− 1)!
da

=
αj

(α− β)j

∫ ∞

0

(α− β)jaj−1e−(α−β)a

(j− 1)!
da

= (
α

α− β
)j

The term in the second integral being the probability density function of an

Erlang(j, α− β) random variable, with α > β and denoting c = α/(α− β), this

transforms equation (6.5) into:

(1− q1)
n1

∑
j=1

cjqj−1
1 + (1− q2)q

n1
1

n2

∑
j=1

cn1+jqj−1
2 (6.7)

= c[(1− q1)
1− (cq1)

n1

(1− cq1)
+ (1− q2)(cq1)

n1
1− (cq2)

n2

(1− cq2)
]

Averaging over the Poisson distributions of n1 and n2, we obtain equation (6.4).

Note that for the LBT case, a = j(θ + δ), and the expected value depre-

ciation is calculated in equation (6.8) then plugged into equation (6.5). The

resulting equation is averaged over the distributions fn1 and fn2 from equa-

tions (5.14-5.15), to obtain the functions P̄(τ) and D̄(τ).

E[D(a)] =


j[δ + ∑∞

i=1 i fθ(i)] : D(a) = a

eβjδ ∑∞
i=1 ejβi fθ(i) : D(a) = eβa

(6.8)

6.3.2 Solving the optimization problem

The behaviour of the objective functions P̄(τ) and D̄(τ) depends directly on

the choice of P1 and P2, however, the two functions are opposite in the sense

of increasing and decreasing with τ.

To solve such a problem, linear scalarization method can be used to trans-

form the multi-objective optimization problem to a single-objective one by

combining the objective functions into a weighted sum, with priority given

to the objectives with higher weights. Solving the resulting optimization
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problem leads to Pareto optimal solutions to the multi-objective optimization

problem. Recall that Pareto optimal solutions are the set of policies which sat-

isfy all objectives for the given weights, and no other policy can improve one

objective without degrading the others.

For our bi-objective case, we reformulate the optimization problem as:

min
τ

γP̄(τ) + (1− γ)D̄(τ) (6.9)

where 0 ≤ γ ≤ 1 determines the priority given to the energy with respect

to the value depreciation. P̄(τ) and D̄(τ) are normalized to 1 in order to

illustrate the trade-off.

Figure 6.1 illustrates the performance for the age minimization case for

an Aloha system. For each value of γ, the corresponding τ∗ that minimizes

equation (6.9) for an aggressive start policy is derived and the correspond-

ing energy consumption and loss rate are obtained. When γ increases, the

energy component becomes more important, and so it is reduced, while the

age increases.

In order to validate the intuition of an aggressive start, we plot in Figure

6.2 the objective function (6.9) for the best aggressive start policy and the best

mild start one. We observe that an aggressive start policy leads to a lower

combined energy/age function than a mild start one, showing an opposite

trend than the case where stringent requirements were to be met for URLLC

transport. Note that both functions are normalized to 1.

6.3.3 Fixed point analysis for a field of sensors

When there are several sensors competing for the channel access, the same

fixed point approach as for meeting the stringent URLLC requirements case

can be followed, leading to the common policy τ∗ that minimizes the objec-

tive function for all devices, when γ is fixed.

Figure 6.3 shows the average energy and value depreciation for a com-

mon policy to all sensors. The depreciation related to age decreases as ex-

pected when the policy is more aggressive, but then increases again as many

sensors become aggressive, leading to a high packet repetition rate.
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Figure 6.1: Energy consumption and value depreciation for Aloha
and exponential value depreciation with β = 2.4, α = 5, P1 = 0.5,

P2 = 0.1, q1 = 0.1, q2 = 0.5
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Figure 6.3: Energy consumption, value depreciation and objective
function at γ = 0.3 for LBT in a field of sensors and exponential

value depreciation with β = 2

6.4 Conclusion

We considered in this chapter scenarios where the freshness of information

is essential and the value of a packet depreciates with its age. The optimal

policy in this case is to start aggressively, in terms of transmission power,

so as to ensure a better freshness performance as opposed to starting mildly

which we showed in the previous chapter to be optimal for the case where

the objective was to meet URLLC stringent delay and reliability constraints,

as it allows to preserve energy. Note that a distributed learning approach can

be implemented in the age minimization case as well, without requiring a

prior knowledge of the system model, as in previous chapter, since optimal

policies in the age minimization case does not suffer from rare events.
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Chapter 7

General Conclusion and Perspectives

We focused in this thesis on the transport of critical services over unlicensed

spectrum, since licensed spectrum is scare and expensive. Our goal was to

develop novel MAC techniques for optimal transmission of URLLC traffic

with minimal cost.

We started, in Chapter 2, by studying the transport of URLLC over stan-

dalone unlicensed system. We proposed a Markov chain model that quan-

tifies the reliability of the transmission under delay constraints. We also de-

rived the capacity of the standalone unlicensed system in terms of the maxi-

mum number of stations verifying the stringent URLLC requirements.

Aiming to dimension the system capacity, we proposed in Chapter 3 the

joint transmission of URLLC over unlicensed and licensed spectrum. The

latter being an expensive asset, it is used only as a last resort when the for-

mer fails to transmit the packet within a fraction of the delay budget. This

method requires a fine optimization of the fraction of the delay allocated to

each system in order to minimize the cost, which is measured in terms of the

additional licensed frequency resources needed to meet URLLC’s require-

ments. This analysis was extended to a multi-tenant environment where ten-

ants compete over the unlicensed resources, which may result in a tragedy

of the commons type of situation. We proved the existence of at least one

equilibrium point which minimizes the cost for all tenants.

We then studies the coexistence of URLLC with eMBB in unlicensed spec-

trum, in Chapter 4. As stated above, licensed resources being scarce and ex-

pensive, we proposed two transmission approaches based on the use of di-

versity in the power domain: URLLC is prioritized by transmitting at higher

power than eMBB. The first method makes use of preemption using high

power transmission when the URLLC delay budget is about to expire, which
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violates LBT. The second one respects LBT and makes use of a time threshold

within the delay budget, after which transmission power is switched from

low to high.

Afterwards, we considered in Chapter 5 a decentralized setting, with no

central entity to decide for the optimal policy to be followed by the URLLC

stations. We focused on the time threshold method developed in the previ-

ous chapter, and analysed its performance in Aloha-like and LBT systems.

We used an online learning approach to enable each station to achieve the

optimal policy in a distributed manner. We also made use of our prior knowl-

edge of the system model so as to accelerate the convergence of the learning

algorithm.

In Chapter 6, we considered a different setting, for instance monitoring

of a dynamic environment, where minimization of the age of the packets, or

equivalently maximization of the freshness of information, is more valuable

than meeting URLLC’s strict reliability and delay constraints. We showed

in the previous chapters that in the case of meeting URLLC stringent re-

quirement, the optimal policies tend to start transmission with normal power

level and then increase it as the packet delay approaches the allowed budget.

However, when the objective is to minimize the delay of the packet, we show

in this chapter that optimal policies favor starting at high power level.

Future work perspectives

In this thesis, we demonstrated the importance of unlicensed spectrum for

5G networks, and its ability of handling critical services in different scenarios.

Some of the possible directions to continue this work are listed below.

• Following the line of the work done in Chapter 3, a thorough study of

redundancy schemes in licensed spectrum can further reduce the cost

of the joint transmission system. Indeed, 5G enables the integration of

several Radio Access Technologies (RAT), for instance New Radio (NR)

and legacy 4G, in addition to the unlicensed spectrum bands, and the

packets can be duplicated in time, frequency and space dimensions.

• The coexistence of URLLC and eMBB in unlicensed spectrum intro-

duced in Chapter 4 can be further investigated. In our work, we as-

sumed that packets transmitted with normal power are totally lost in
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case of collision. A possible approach is using Successive Interference

Cancellation (SIC) [54], where it is possible to recover two packets trans-

mitted simultaneously by first decoding the stronger signal, then sub-

tracting it from the combined signal. This is possible in the case where

one high-power URLLC packet is transmitted simultaneously with one

normal-power eMBB packet, this can allow the receiver to recover both

packets.

• A dynamic slicing technique [55] can extend the works in Chapters 3

and 4, where the reserved URLLC resources can be adapted depend-

ing on the traffic load and external interference. This adaptation may

be performed using learning algorithms, where stations can adapt their

policies depending on the sensed interference and hence the central en-

tity responsible for reserving the URLLC resources can learn the envi-

ronment based on the feedback from the stations and adapt its share of

spectrum accordingly [56]. As tenants need to adapt their share of the

spectrum, the operator can hence deploy some pricing policies based

on the tenants’ demands [57].

• We limited ourselves in Chapters 4, 5 and 6 to two power level policies.

This work can be extended to include multiple power levels, which

helps in reducing the energy consumption where the transmission power

can be adapted depending on the channel conditions of each transmit-

ter for instance.

• The distributed learning approach in Chapter 5 paves the way for in-

teresting extensions. For instance, federated learning [58], also known

as collaborative learning, can be considered. In this case, learners ex-

change their knowledge about the system and help accelerate the learn-

ing process. This can also be deployed in dynamic environments, i.e.,

when the number of stations and traffic intensity change “rapidly” in

time. This allows a faster learning and adaptation to the optimal policy.

• The thesis focused principally on critical services meeting reliability

and delay constraints, in a URLLC QoS framework. We briefly stud-

ied in Chapter 6 another type of critical services, which concentrates

on the freshness of the information more than the reliability within a

given delay for packets. This AoI framework can be extended to dif-

ferent types of applications, for example, where sources monitor a very
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dynamic environments and have to decide, not only the power trans-

mission strategy, but also the packet generation time. The history of

transmissions is hence important for the source, as well as the behavior

of the monitored system.
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Titre: Transport des services critiques dans le spectre non-licencié des réseaux 5G

Mots clés: 5G, services critiques, spectre non-licencié, URLLC

Résumé:
Cette thèse étudie le transport de services critiques dans
les réseaux 5G, où le spectre non-licencié est préconisé
pour minimiser le coût et faire face à la forte demande de
ressources en fréquences. Nous évaluons d’abord les per-
formances des services critiques type URLLC (Ultra-Reliable
Low-Latency Communication) qui a des exigences strictes
en matière de fiabilité et de latence, de l’ordre de 99,999%
et 1 ms, respectivement, transporté dans le spectre non-
licencié. Nous proposons un modèle basé sur une chaîne
de Markov pour quantifier la fiabilité sous contrainte de délai,
sous procédure d’accès au support Listen-Before-Talk (LBT),
puis nous en déduisons le nombre maximum de stations
pouvant être servies en même temps, tout en respectant
l’URLLC contraintes. Cette analyse est ensuite utilisée pour
étudier de nouvelles méthodes pour la transmission conjointe
d’URLLC sur les spectres non-licencié et licencié. Nous pro-
posons trois méthodes pour l’accès conjoint aux ressources
disponibles et démontrons que la méthode optimale pour ac-
céder aux ressources consiste à utiliser des ressources licen-
ciées, uniquement lorsque la transmission dans le système
non-licencié échoue dans un budget de temps donné. Cette
méthode est ensuite étudiée dans le cas de plusieurs tenants
à proximité en concurrence sur le même canal non-licencié.
Si tous les tenants essaient de maximiser leur utilisation des
ressources non-licenciées, tout le monde se retrouvera dans
une situation type “tragédie des biens communs”. Nous mon-
trons qu’au moins un point d’équilibre existe pour ce sys-
tème qui minimise le coût pour tous les tenants. Nous étu-
dions ensuite la coexistence d’URLLC avec d’autres services
5G, tels que le haut débit mobile amélioré eMBB (enhanced
Mobile Broadband), dans le spectre non-licencié. eMBB a
de grandes paquets et son multiplexage avec URLLC peut
entraîner une forte dégradation des performances d’URLLC.

Pour cela, nous proposons une nouvelle technique pour pri-
oriser les paquets URLLC en les transmettant avec une puis-
sance plus élevée. Cependant, la transmission à haute puis-
sance n’est pas systématiquement effectuée afin de réduire
les interférences sur les autres utilisateurs et aussi pour ré-
duire la consommation d’énergie, ce qui est très important
pour les appareils alimentés par batterie. Dans ce cas, deux
méthodes ont été proposées pour transmettre avec une puis-
sance élevée, en ne le laissant qu’en dernier recours. L’un est
indépendant du LBT et transmet une fois le délai de paquet
approche de l’expiration, tandis que l’autre respecte le LBT et
n’utilise une puissance élevée que lorsque les opportunités
de transmission se produisent au-delà d’un seuil de temps.
Nous proposons ensuite une mise en œuvre décentralisée
de l’approche par seuil de temps décrit ci-dessus. Nous for-
mulons le problème dans le cadre d’optimisation où les émet-
teurs doivent choisir la politique optimale (seuil de temps)
qui minimise la consommation d’énergie tout en préservant
les exigences d’URLLC. Nous résolvons ensuite le problème
d’optimisation en utilisant une approche d’apprentissage et
montrons une lente convergence vers la politique optimale
du fait que les pertes sont des événements rares. Pour y
remédier, nous utilisons le cadre d’optimisation et la con-
naissance préalable du système pour accélérer cet appren-
tissage. Nous étudions enfin l’approche décentralisée pour
un type différent de services critiques qui met l’accent sur
la fraîcheur de l’information, connue sous le nom d’Age de
l’Information (AoI). Dans ce contexte, au lieu de garantir une
cible de fiabilité dans un délai, le paquet doit être livré dès sa
génération, sinon sa valeur se dégrade. Nous démontrons
que les politiques optimales dans le contexte AoI ont ten-
dance à démarrer de manière agressive et à réduire la puis-
sance de transmission lorsque l’âge du paquet augmente.

Title: Transport of critical services over unlicensed spectrum in 5G networks

Keywords: 5G, critical services, Unlicensed spectrum, URLLC

Abstract: We study in this thesis the transport of critical
services in 5G networks, where unlicensed spectrum is ad-
vocated so as to minimize the cost and to cope with the
high demand for frequency resources. We first evaluate the
performance of Ultra-Reliable Low-Latency Communication
(URLLC) which has stringent requirements on reliability and
delay, on the order of 99.999% and 1 ms, respectively, trans-
ported in unlicensed spectrum. We propose a model based
on a Markov chain that quantifies the reliability within a de-
lay constraint under Listen-Before-Talk (LBT) medium access
procedure, and deduce the maximum number of stations that
can be handled at the same time, while respecting URLLC
constraints. This analysis is then used to investigate novel
methods for the joint transmission of URLLC over unlicensed
and licensed spectrum. We propose three methods for the
joint access to available resources, and demonstrate that the
optimal method to access the resources is by using licensed
ones only when unlicensed transmission fails within a given
time budget. This method is then studied in the case of multi-
ple tenants in proximity competing over the same unlicensed
channel. If all tenants try to maximize their usage of unli-
censed resources then everyone will end up in a tragedy of
the commons type of situation. We show that at least one
equilibrium point exists for this system which minimizes the
cost for all tenants. We study next the coexistence of URLLC
with other 5G services, such as enhanced Mobile Broadband
(eMBB), in unlicensed spectrum. eMBB has large packets
and its multiplexing with URLLC may entail a large degra-
dation in the latter’s performance. We then propose a new

technique to prioritize URLLC packets by transmitting them
with higher power. However, high power transmission is not
systematically performed so as to reduce the interference on
other users and also to minimize energy consumption, which
is very important for battery-powered devices. In this case,
we propose two methods to transmit with high power, as a last
resort: one that is LBT-agnostic and transmits whenever the
packet delay approaches time-out, and another one which re-
spects LBT and uses high power only when transmission op-
portunities occur beyond a time threshold. We then propose a
decentralized implementation of the time-threshold approach.
We formulate the problem as an optimization problem where
transmitters are to choose the optimal policy (time threshold)
which minimizes the energy consumption while preserving
URLLC requirements. We then solve the optimization prob-
lem using a learning approach, which suffers from slow con-
vergence to the optimal policy due to the fact that losses are
rare events. To remedy to this, we make use of our optimiza-
tion framework and the prior knowledge of the system model
to accelerate this learning. We finally study the decentral-
ized approach for a different type of critical services which
focuses on the freshness of the information, known as the
Age of Information (AoI). In this context, instead of guarantee-
ing URLLC’s reliability target within a delay, the packet must
be delivered as soon as it is generated, or else it loses its
value. We demonstrate that optimal policies in the AoI con-
text tend to start aggressively, and reduce the transmission
power when the age of the packet increases.
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