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Foreword

Since my arrival in the laboratory, my objective was to set up tools to study the role of

post-transcriptional control in the regulation of gene expression in immune cells.

My first project consisted in the validation of a new tool for the genetic engineering of
difficult to transfect cells, such as primary bone-marrow derived macrophages, using viral
particles mediated delivery of the components of the CRISPR/Cas9 system (Mangeot et al.,
2019). This work was part of a publication annexed to this manuscript (Annex 1).

After this, | focused on the study of translation regulation using newly developed high-
throughput sequencing approaches such as ribosome profiling. While learning the basics of
this technique, | wrote a review on its utility to decipher the impact of viral infection on the cell
biology (Blin and Ricci, 2016) that is annexed to this manuscript (Annex 2).

Following this literature review, | performed parallel RNA-seq and ribosome profiling
on humanized mouse T lymphocytes infected with HTLV-1 to characterize the role of the PDZ-
domain of the viral oncoprotein Tax in the immortalization of infected cells (Pérés et al., 2018).
This work was also part of a publication annexed to this manuscript (Annex 3).

The main part of my PhD was consecrated to the adaptation of an innovative approach
to study the translation from different ribosomal populations, monosomes and polysomes, in
very great detail during the inflammatory response in murine macrophages. | will thus focus

on this work during the rest of this manuscript.
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Abstract

The dynamic regulation of the protein synthesis process patrticipates in the cell
adaptation to a constantly evolving environment. Despite its critical role in gene expression
regulation, the understanding of translational control in fundamental biological processes,
such as immune responses, is still incomplete. The implementation of new approaches based
on deep sequencing can be used to fill the gap in the knowledge of protein synthesis
regulation. Notably, monosome vs polysome footprinting is an innovative approach derived
from ribosome profiling that allows the characterization of 80S footprints derived either from
monosomes or polysomes associated ribosomes. In this work, | identified the key parameters
required to obtain a robust picture of ribosomal densities across cellular mRNAs using
monosome vs polysome footprinting in murine primary bone-marrow derived macrophages
(pBMDM). These immune cells are particularly interesting to study protein synthesis regulation
in evolving conditions as they display a high sensitivity towards their environment and have
the ability to trigger different gene expression programs depending on external cues. Their
high phenotypic plasticity is in fact essential to ensure their protective functions in the organism
such as the triggering and the resolution of the inflammatory response. As monosome vs
polysome footprinting was initially developed in yeast, the adaptation of this method to study
murine immune cells required extensive optimizations. The resulting protocol developed in this
work was used to confirm that, contrary to a long lasting belief in the scientific community,
murine pBMDM monosomes are actively involved in the translation process. Interestingly, we
were able to recapitulate similar observations to what was previously observed in yeast
regarding the features of mMRNAs preferentially bound to monosomes or polysomes in murine
pBMDM. This could suggest that the differential trafficking of ribosomes depending on specific
features of the cellular mRNAs is a conserved mechanism of translational control. Importantly,
the distribution of ribosomes across the different mRNAs is not random and the proper
ribosome allocation pattern could be critical to adapt protein synthesis levels to the cellular
needs. Here we developed a robust strategy to study this overlooked transcript-specific
mechanism of translational control. Moreover, our optimized protocol can now be used to
study the impact of translation through monosomes or polysomes at different stages of the
inflammatory response in murine macrophages.

Key-words : Inflammation, Macrophage, Translation, Ribosome profiling, Monosome vs
Polysome footprinting






Résumeé de la these

La régulation de la traduction permet d’adapter les niveaux de synthése des protéines
en fonction des besoins de la cellule. Ce type de régulation joue notamment un réle particulier
lorsque la cellule est confrontée a des modifications de son environnement ou lors d’un stress.
Ces dernieres années, le développement de nouvelles techniques basées sur le séquengage
a haut débit, comme le ribosome profiling, a permis de mettre en lumiére I'importance de la
régulation de la traduction au cours du processus d’expression des génes. Cette régulation
peut se faire a différents niveaux : a I'échelle globale, par le ciblage des différents acteurs
impliqués dans le processus de traduction, ou de facon plus spécifique, pour chaque protéine
individuellement en ciblant 'ARN messager (ARNm) correspondant. Les mécanismes
permettant de déterminer quels ARNm sont traduits dans la cellule a un moment donné sont
particulierement complexes et ne sont pas encore tous complétement caractérisés. Le
monosome vs polysome footprinting est une nouvelle méthode d’étude de la traduction
dérivée du ribosome profiling. Cette approche a permis de montrer que certains ARNm dont
'expression est trés régulée au cours du temps sont majoritairement traduits par un seul
ribosome, ou monosome, alors que la synthése des protéines fait le plus souvent appel au
recrutement de plusieurs ribosomes, ou polysomes. Les ARNm préférentiellement traduits par
des monosomes permettent notamment la synthése de protéines jouant un réle de régulation
dans la cellule dont I'expression doit étre trés contrdlée. L'association préférentielle a des
monosomes pourrait ainsi permettre de réguler I'expression des protéines ayant un impact

trés fort sur la vie de la cellule de fagon trés dynamique en fonction de I'environnement.

Au cours de ma thése, jai utilisé des macrophages primaires dérivés de la moelle
osseuse de souris pour étudier la régulation de la synthése des protéines par ribosome
profiling et monosome vs polysome profiling. Ces cellules sont particuliérement intéressantes
car elles présentent une grande capacité d’adaptation a leur environnement et peuvent
moduler de facon trés dynamique leurs taux de synthése protéique suite a la détection d’'un
signal de danger. Cette importante plasticité est cruciale pour assurer leurs fonctions de
cellules immunitaires protectrices dans l'organisme. La synthése des protéines dans les
macrophages est ainsi particuliérement contrdlée afin d’assurer la mise en place de réponses
immunitaires efficaces et adaptées. En effet, en cas de perturbations, la réponse
inflammatoire déclenchée dans les macrophages peut avoir des effets délétéres a I'échelle de
l'organisme pouvant aller jusqu’au déclenchement d’'une inflammation chronique ou de

pathologies auto-immunitaires.



L’approche de monosome vs polysome footprinting ayant été initialement développée
chez la levure, son application a des macrophages primaires de souris a nécessité de
nombreuses optimisations techniques. Aprés cette étape de mise au point, jai pu valider la
qualité des résultats obtenus dans les macrophages murins en les comparant a ceux obtenus
chez la levure. Notamment, jai pu confirmer que les monosomes étaient impliqués dans
toutes les étapes du processus de traduction. Cette observation est particulierement
importante car historiquement, les monosomes étaient considérés comme inactifs ou comme
une étape de transition avant de devenir des polysomes. J’'ai pu ainsi identifier des ARNm qui
sont préférentiellement traduits par des monosomes plutot que par des polysomes dans les
macrophages primaires de souris. Comme chez la levure, une partie de ces ARNm
correspond a des protéines membranaires pour lesquelles une association avec le réticulum
endoplasmique en cours de synthése est nécessaire ou a des protéines régulatrices dont
'expression est trés contrélée. J'ai ensuite utilisé une approche de machine learning pour
identifier les caractéristiques des ARNm qui pourraient expliquer leur traduction
préférentiellement par les monosomes plutdt que par les polysomes. L’utilisation du protocole
optimisé de monosome vs polysome footprinting ouvre ainsi la possibilité d’étudier les
modifications de synthése protéique induites suite a un changement de I'environnement de
facon tres détaillée. Cette approche pourra notamment étre utilisée pour caractériser 'effet de
la régulation de la traduction sur la mise en place et la résolution de la réponse inflammatoire

dans les macrophages primaires.
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Introduction

Chapter I. The RNA-centered regulation of protein
synthesis

I.1 Back to the 20" century, from proteins to genes : the
unexpected role of RNA

Historic view on the central dogma of molecular biology

Protein synthesis is at the center of every biological system. Scrutinized for decades,
this fundamental process is still not fully characterized. How protein synthesis can be re-
shaped by the cell in order to express all the components that are required for its survival in a
constantly evolving environment is a particularly puzzling question. The study of regulatory
mechanisms involved in gene expression control has already provided many answers to this
question. In the beginning of this exploration, the nature of the different factors involved in
protein synthesis was not even known. The idea that genes could direct the protein expression
process was suggested for the first time in 1901 by Archibald Garrod (Piro et al., 2009). In
1941, George Beadle and Edward Tatum validated this hypothesis by developing the first
reverse genetics experiment : they irradiated Neurospora fungus spores using X-rays to
introduce mutations in their genes and studied the impact on cell phenotype (Beadle and
Tatum, 1941). They observed that some irradiated strains had lost the ability to carry out
biochemical reactions essential for their metabolism and survival on a minimal medium. Each
mutant lost the ability to use one specific metabolite required for Neurospora survival. The role
of enzymes in the catalysis of biochemical reactions in the cell was already well characterized.
The authors could thus conclude that each mutant probably corresponded to one specific
inactivated enzyme. It was the birth of the first gene expression model : “One gene produces
one protein”. It must be noted that the notion of gene at that time was quite elusive. Despite
the establishment of a link between genes and protein synthesis, the chemical nature of the
cellular components involved was unclear. Beadle and Tatum’s experiment nevertheless
launched a race for the characterization of the protein synthesis process. As a consequence,
most of the basic knowledge regarding this major cellular mechanism was established during
the time period spanning the 1940-1960s.


https://www.zotero.org/google-docs/?4iwWLV
https://www.zotero.org/google-docs/?qpF0HZ
https://www.zotero.org/google-docs/?qpF0HZ

By the 1940s, the importance of proteins in cell life was well established. In fact, their
diversity of structures and versatility of functions inspired many contemporary scientists to
believe that they would be the support of genetic information (Strauss, 2016). The different
tools available were not sensitive enough to dissociate the role of DNA and proteins in
nucleoprotein complexes. The mechanism by which proteins would be able to synthesize more
proteins revealed to be a baffling problem. It was the development of novel approaches to
study the chemical nature of cellular components that brought new hints for the understanding
of protein synthesis. In 1944, Avery and colleagues identified DNA as the transforming factor
responsible for the acquisition of specific characteristics in bacteria (Avery et al., 1944).
Moreover, the development of chromatography around 1945 was critical to link the structure
of nucleic acids to that of proteins. The data obtained in 1950 by Chargaff, studying the
variations in base composition of DNA from different organisms, were essential for the proper
interpretation of DNA’s role in the cell life. In 1953, Watson and Crick used X-ray
crystallography data to uncover DNA structure and concluded that this molecule is the master
regulator of protein synthesis (Watson and Crick, 1953a, 1953b). The mechanism explaining
how information from DNA in the nucleus could be translated into proteins in the cytoplasm
remained however unclear. The role of RNA in protein synthesis was revealed by a series of
experiments conducted in 1956 on Tobacco Mosaic Virus (TMV) by Gierer and colleagues.
They observed that the viral RNA was sufficient to produce infective particles and that different
RNA could produce different nucleoproteins in infected plants (Gierer and Schramm, 1956).
Moreover, the treatment of normal TMV RNA with nitrous acid induced mutations in the viral
RNA and an alteration of the amino acid sequence of the proteins expressed in the
corresponding viral particles (Gierer and Mundry, 1958). The same year, Francis Crick
published an essay recapitulating the different views “On protein synthesis”, revealing the

mindset of the scientific community around that time (Crick, 1958):

“[...] the main function of the genetic material is to control (not necessarily directly) the
synthesis of proteins. [...] Once the central and unique role of proteins is admitted there seems
little point in genes doing anything else. Although proteins can act in so many different ways,
the way in which they are synthesized is probably uniform and rather simple [...]. Biologists
should not deceive themselves with the thought that some new class of biological molecules,
of comparable importance to the proteins, remains to be discovered. This seems highly
unlikely. In the protein molecule Nature has devised a unique instrument in which an

underlying simplicity is used to express great subtlety and versatility.”
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Historically RNA was thus not expected to have a big impact on the global gene
expression workflow where DNA and proteins already played the biggest part. Its main
purpose was to be a faithful representation of genetic information encoded in DNA and to be
a template directing protein synthesis. Francis Crick’s view on the gene expression process

became the widely accepted central dogma of molecular biology that prevailed for decades.

The central role of messenger RNA

In the beginning of the 1960s, the scientific community had accumulated an extensive
knowledge about the ribosome composition and its role in protein synthesis. Virtually all the
components involved in the reaction were described but the mechanism by which their
combination would actually ensure protein synthesis was not understood (Warner and Knopf,
2002; Warner et al., 1963). One question in particular represented a big challenge : what kind
of RNA would be the template that guides the sequential addition of amino acids in the growing
polypeptide chain? Transfer RNA (tRNA) role as an adaptor molecule bridging the nucleotide
codon to its corresponding amino-acid was already described. Some scientists suggested that
the template might be the RNA composing the ribosome itself. However, it was known that
ribosomal RNA levels were quite stable through time (Ts’o, 1962). If there was a template
translating the genetic information contained in DNA sequence into a protein sequence, then
it would be expected that this molecule would be quite unstable in order to maintain a constant
flow of information. Compiling the results of the experiments performed by Gierer on TMV and
their data acquired studying the expression of beta-galactosidase in bacteria, Jacob and
Monod elaborated the theory of a messenger RNA (mRNA) in 1961 (Jacob and Monod, 1961).
This hypothesis was further validated by the experiment performed by Nirenberg and Matthaei
published the same year. Using a cell-free translation system treated with DNase, they
demonstrated that the addition of polyuridylic acid induces the synthesis of polypeptides
composed exclusively of phenylalanines (Nirenberg and Matthaei, 1961). In 1963, three
independent studies revealed that most mMRNAs are translated by several ribosomes at a time
forming structures called polysomes (Gierer, 1963; Warner et al., 1963; Wettstein et al., 1963).
By the end of the 1960s, all the pieces of the protein synthesis puzzle were thus finally
reassembled. The new objective of the field was then to further characterize the different
components involved in protein synthesis leading to a great improvement of the methods to
study their molecular structures including electron microscopy and X-ray crystallography
during the following years.
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The central dogma of molecular biology postulated in 1958 was challenged for the first
time in 1977 with the discovery of introns by two independent laboratories (Berget et al., 1977;
Berk and Sharp, 1977; Chow et al., 1977). To localize the position of genes within the genome,
they performed DNA-RNA hybridization experiments and observed that the genetic
information was discontinuously organized within the DNA molecule. As a consequence,
mRNA is not a faithful copy of DNA but contains intronic sequences that must be removed
and exonic sequences brought back together through splicing to serve as template for protein
synthesis. This phenomenon that is mostly restricted to eukaryotes could not be uncovered
from previous studies on protein synthesis mainly focused on bacteria.

The vision of MRNA restricted to its messenger function in protein synthesis remained
the standard until the development of sequencing technologies and launching of the whole
genome sequencing projects in the 1990s. The unprecedented amount of information
obtained from these experiments revealed that the actual number of genes in an eukaryotic
genome is quite low compared to the diversity of proteins in a cell. This discrepancy could be
explained by the fact that one gene could direct the synthesis of many proteins and not just
only one (Siomi and Dreyfuss, 1997). One mechanism in particular, alternative splicing, is
essential to ensure the expression of multiple peptides from single stretches of DNA through
the use of multiple start sites and different patterns of exon use. This discovery therefore
revealed that the genetic message carried by mRNA can be modified even after its
transcription. More than just a messenger, mRNA plays an important part in the gene
expression process. In fact, several regulatory mechanisms act at different levels of the mRNA
life to modulate protein synthesis in eukaryotes (Figure 1). Notably, the role of mechanisms
controlling mRNA processing, localization, stability and translation into proteins in the whole
gene expression process was greatly undervalued previously. Importantly, the nature of the
mRNA can also impact protein synthesis levels, thus increasing the complexity of this
mechanism initially described as rather simple. This RNA-centered regulation of protein
synthesis is of particular interest for the cell adaptability in fluctuating conditions.

12
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Figure 1: Gene expression can be regulated at different levels in eukaryotes. The genetic
information stored in DNA is copied in the pre-mRNA molecule through transcription. Gene expression
regulation involves chromatin modifications or remodeling (epigenetics) that modulate the accessibility
of the DNA for the transcription machinery. Transcriptional control implies the selection of the
transcribed gene through the binding of specific transcription factors. Post-transcriptional control
comprises several steps of the mRNA life after its synthesis in the nucleus : Processing, Export to the
cytoplasm, Translation or Degradation. The processing of the pre-mRNA begins co-transcriptionally
with the addition of a m7G cap at the 5 end, splicing to remove introns, and 3' end
cleavage/polyadenylation. Only the matured mRNAs are competent for export through the nuclear
pores. In the cytoplasm, the mRNAs can be targeted for translation or degradation depending on the
associated RNA-binding proteins. Newly synthesized proteins are co-translationally folded and can
undergo additional post-translational modifications upon release from the ribosome. Controlled protein

degradation occurs constantly to regulate protein levels.
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To sum up, the regulation at both transcriptional and post-transcriptional levels is
required to allow the expression of all the proteins needed in a cell at the right time. This
combination is important because both mechanisms are not effective on the same scale. While
transcription control determines the pool of expressed genes, post-transcriptional
mechanisms fine tune the timing and levels of protein synthesis (Vogel and Marcotte, 2012).
This property is essential for the adaptability to the environment as it ensures the rapid and
versatile modulation of protein levels. Numerous post-transcriptional events also participate in
the expression of different genetic programs depending on the cell function in a multicellular
organism. Furthermore, defects in post-transcriptional control mechanisms can be linked to
various human pathologies (Corbett, 2018). The study of the link between a specific mMRNA
and its corresponding protein abundance is thus particularly important. Despite its critical role
in gene expression regulation, the understanding of post-transcriptional control in fundamental
biological processes is still lagging behind compared to transcriptional control for both
historical and technical reasons (Mata et al., 2005). Indeed, until the last decade, the tools to
study post-transcriptional control impact genome-wide were quite limited. The implementation
of new approaches was thus pivotal to fill the gap in the knowledge of protein synthesis
regulation (Hershey et al., 2012).

14


https://www.zotero.org/google-docs/?fWhy6o

1.2 Global gene expression regulation

Back in the 1990s, the importance of post-transcriptional control was widely accepted
in the scientific community (Siomi and Dreyfuss, 1997). Cells adapt to their environment by
modulating their protein synthesis levels through regulatory mechanisms involved at different
stages of the gene expression flow. However, to what extent the diverse post-transcriptional
mechanisms contribute to the regulation of global protein synthesis rates was not fully
understood. The regulation of mRNA stability, localization and translation during several
developmental stages in eukaryotes was well described (Siomi and Dreyfuss, 1997). Early
studies on the protein synthesis process had revealed that translation efficiency can vary
depending on intrinsic features shared by different subsets of mMRNAs (Kozak, 1991a). It was
becoming clear that as opposed to Francis Crick’'s conclusion, the way proteins are
synthesized is not uniform and definitely not simple. To get a clearer picture, the next challenge
was thus to study the correlation between the protein levels in a cell and the expression of a
specific genetic program. The spectacular development of methods to quantify mRNA and
protein levels during the following decades prompted the multiplication of genome-wide
approaches to characterize gene expression patterns.

RNA sequencing to study gene expression regulation

Amongst the first organisms for which whole genome sequencing was completed,
yeast was also used for the first analysis comparing mRNA expression to protein levels in
eukaryotes (Gygi et al., 1999). This study revealed that mRNA quantification is not sufficient
to predict protein expression rates : only 40% of global protein abundance could be explained
by mRNA levels. Yet, their results were questionable because of the restricted number of
mRNAs analyzed and the technical biases imputed to the methods used for both mRNA and
protein quantification. Notably, the approaches to identify and measure individual protein
levels were very limited at that time. Using 2D polyacrylamide gel electrophoresis coupled with
radioactive labelling and mass spectrometry, they were able to quantify unambiguously 156
proteins while they had access to the levels of 4665 mRNAs using Serial Analysis of Gene
Expression (SAGE). Moreover, another study published the same year using virtually the
same experimental conditions supported on the contrary that mRNA and protein levels were
well correlated (Futcher et al., 1999). The main output of this first analysis was thus that better
methods for protein quantification would be required before going further in the investigation
of post-transcriptional impact on protein synthesis.

15
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Few years later, Greenbaum and colleagues re-analyzed both the mRNA and protein
quantification data collected in the two studies published in 1999. They also included the
results obtained in two other large-scale proteomics analysis in yeast using MudPit approach
that combines chromatography and mass spectrometry. By doing so, they managed to
generate a dataset containing protein abundance information for approximately 2000 mRNAs.
The analysis of this wider dataset revealed that in yeast, 66% of protein levels could be
explained by those of mMRNAs (Greenbaum et al., 2003). To interpret the low correlation, the
authors explain that experimental errors, differences of protein half-lives and post-
transcriptional control can introduce variations between mRNA and protein levels.
Furthermore, when looking at different subsets of proteins, depending either on their
subcellular localization or functions, the correlation coefficient can be decreased or increased.
This suggested that the regulatory mechanisms involved could be different depending on the
target mRNA.

Quantification of protein synthesis rates using polysome profiling

Considering the difficulties to characterize the cell proteome using the available
methods, another approach that consists in the quantification of translatable mRNAs was
promoted around the same time (Pradet-Balade et al., 2001; Zong et al., 1999). As measuring
total MRNA levels was not reliable to predict the corresponding protein abundances, the
selection of actively translated mRNAs could be a better indicator. This approach, named
polysome profiling, implies the separation of cellular mRNAs according to their degree of
ribosome loading through ultracentrifugation on a sucrose gradient (Figure 2). The number of
ribosomes loaded on a specific MRNA depends both on the rate of translation initiation and
the speed at which the ribosomes elongate the newly produced polypeptide chain (Ruan et
al., 1997). As it was generally accepted that the initiation step is rate-limiting and more tightly
controlled than the rest of the protein synthesis process, the ribosomal loading would be
controlled mainly by the recruitment of new ribosomes onto the mRNA. Moreover, mRNAs
associated with a single ribosome, or monosomes, are less translationally active than those
bound to several ribosomes, or polysomes (Gierer, 1963; Warner et al., 1963; Wettstein et al.,
1963). Therefore, the number of ribosomes bound to one MRNA was expected to be a robust
indicator of the protein synthesis rate.
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Figure 2: Polysome profiling separates cellular mRNA depending on the number of associated
ribosomes. Hypotonic cell lysis is performed to separate the cytoplasmic fraction from the nucleus.
The resulting cytoplasmic lysate contains a mixture of free proteins, large (60S) and small (40S)
ribosomal subunits, full ribosomes (80S) bound to mRNAs or not, intact or degraded non-translated
mRNAs associated with RNA binding proteins forming ribonucleic particles or mRNPs complexes. All
these molecules are then separated depending on their respective densities by ultracentrifugation
through a sucrose gradient. The heaviest molecules tend to migrate faster through the gradient leaving
the lightest molecules (free fraction) on top of the tube. After ultracentrifugation, the gradient is splitted
in several fractions while the absorbance at 254 nm is recorded to keep track of the positions of all
molecules containing nucleic acids. Each RNA containing species thus can be assigned to the different
fractions of the sucrose gradient and purified independently.
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Once purified from the sucrose gradient fractions, the mRNAs can be used directly in
Northern Blot assays or reverse transcribed into cDNA for quantification by various methods
including gRT-PCR, microarrays or high-throughput sequencing (Del Prete et al., 2007; Ruan
et al., 1997). Beside the quantification of ribosome-bound mRNAs, polysome profiling is also
useful to identify transcripts submitted to translational control (Beilharz and Preiss, 2004).
Using polysome profiling combined with microarrays, Arava and his colleagues were the first
to confirm the importance of translational control for all MRNAs expressed in yeast. Notably,
they observed that the ribosome loading for most mMRNAs was well below what would be
expected if no regulation was occurring (Arava et al., 2003). They also discovered that for
some genes, most of the corresponding mRNAs are associated only with a single ribosome
or not engaged in translation at all. This observation thus revealed that translational control
could have a stronger impact for specific subsets of mMRNAs expressed in a cell.

Quantitative proteomics bring a new view of the cell proteome regulation

In order to characterize the impact of the different post-transcriptional control
mechanisms on global gene expression, the best approach is to compare total vs translatable
mMRNA levels combined with proteomics analysis (Mata et al., 2005). As a matter of fact, the
number of MRNA molecules existing in a cell at a specific time is controlled by both mRNA
synthesis and degradation rates. Consequently, the number of translated mMRNAs could reflect
directly the protein synthesis rates. Additionally, the comparison between the translational
activity and protein abundance depicts the impact of protein stability on the gene expression
pattern. The first integrative study that analyzed these different parameters genome-wide was
performed by Beyer et al., in 2004. For this, they combined data obtained by several groups
working on gene expression regulation in yeast. To get robust mMRNA quantification, they
combined 36 microarray datasets with SAGE results described previously (Futcher et al.,
1999; Greenbaum et al., 2003; Gygi et al., 1999). For protein quantification, the dataset
obtained was less robust due to a reduced number of whole proteome studies and the low
reliability of the methods used. They managed however to characterize the impact of
translation regulation and protein stability on the abundance of 1669 proteins. They observed
that in spite of a general tendency for homodirectional changes of MRNA and protein synthesis
levels, protein abundance is weakly correlated to the number of mMRNAs engaged in translation
determined by polysome profiling. Therefore, they concluded that protein stability plays a large
part in the modulation of yeast proteome composition. This conclusion was rejected a few
years later, following the development of quantitative proteomics, in a study revealing that

most proteins expressed in yeast are quite stable through time (Christiano et al., 2014).
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Another explanation is that polysome profiling is not appropriate to assess the global
translational activity as it underestimates the effect of translation elongation regulation on the
protein synthesis process. They also confirmed previous observations that some mRNAs are
subjected to suppressed translation under normal conditions. For these particular mRNAs,
they suggest a mechanism of “translation on demand” where protein synthesis rates could be
enhanced in response to environmental cues in order to give the cell more adaptability.
Furthermore, they also discuss the link between differential translation regulation and protein
subcellular localization and functions. Interestingly, mRNAs encoding regulatory proteins tend
to be translated at very low rates. This conclusion unveils translational control as a powerful
regulatory mechanism which could alter the cell phenotype by modifying the expression of
proteins that impact the whole gene expression pattern.

To confirm the results obtained previously in yeast, but using mammalian cells this
time, Schwanhdusser et al. took advantage of novel approaches to quantify simultaneously
mRNA and protein synthesis rates and stability (Schwanhausser et al., 2011). For this, they
performed a parallel metabolic pulse labelling using Stable Isotope Labelling by Amino acids
in Cell culture (pSILAC) to discriminate newly synthesized proteins from the pre-existing ones
and the nucleoside analogue 4-thiouridine (4SU) to tag newly transcribed mRNAs. By
measuring both protein and mRNA turnover, they expected to obtain a better picture of the
impact of the different layers of regulation on the global gene expression levels. Their analysis
indicates that 40% of the variations in protein abundances could be explained by the
modification of mMRNA levels, mostly through transcriptional regulation. Regarding protein
stability effect, they suggest that its impact is rather small in mouse fibroblasts contrary to what
was initially observed in yeast (Beyer et al., 2004). Moreover, they conclude that protein
abundances are mainly controlled by regulation at the translational level. They also describe
groups of genes with similar combinations of mMRNA and protein stability that share common
functions. Notably, genes encoding unstable mRNAs and proteins are strongly enriched in
transcription factors, signaling proteins and chromatin modifying enzymes. Additionally, they
predict that the effect of the different regulatory mechanisms would be different depending on
the mRNA and protein turnover rates. Hence, translational control would have a bigger impact
on genes encoding unstable proteins independently of their corresponding mRNA stability.
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This study also demonstrates how the advances in large-scale quantitative proteomics
contributed to the understanding of gene expression regulation. Indeed, by the 2010s the
recent technical improvements allowed the systematic quantification of absolute abundances
for thousands of proteins in a single experiment (Vogel and Marcotte, 2012). The proper
analytical treatment of such datasets was nevertheless a complicated task (Liu et al., 2016;
Wang et al., 2019). The results described by Schwanh&usser et al. were actually biased by an
error made during the calculations of protein abundance estimates. Despite the publication of
a corrected version in 2013, the re-analysis of the datasets by another group revealed that the
calibration of the protein levels was inaccurate leading to an underestimation of the less
abundant protein levels (Jingyi et al., 2020; Schwanhausser et al., 2013). After rescaling the
protein dataset and taking into account experimental errors, the mRNA levels explained at
least 56% of the protein levels. Moreover, translational control could explain 30% of the
variations of protein concentrations while transcription accounted for 38% of the differences.
Transcriptional control is thus the primary determinant of gene expression patterns.
Translational control is yet the main post-transcriptional regulatory mechanism involved as

MRNA stability represents only 18% of the variations.
Ribosome profiling provides a snapshot of translation rates

To better estimate protein synthesis rates, a new method relying on high-throughput
sequencing to quantify the levels of mRNAs actively translated, ribosome profiling, was
developed in 2009. The short term goal of this approach was to circumvent the lack of reliability
of contemporary quantitative proteomics that was particularly strong for the less abundant
proteins (Ingolia et al., 2009). Its impact was greater as it opened the possibility of uncovering
new regions of the genome that participate in the whole gene expression process such as
upstream Open Reading Frames or uUORFs (McGeachy and Ingolia, 2016). It also can be used
to study global and transcript-specific translational control mechanisms and to localize all
ribosomes bound to mRNAs at a specific time in a cell. This approach takes advantage of the
ability of the ribosome complex to protect a portion of the mRNA being translated from RNase
mediated degradation. After digestion, the remaining portions of mMRNAs effectively protected
by a ribosome are selected through sucrose gradient ultracentrifugation and sequenced at
high rates to give a detailed picture of the ribosomes positions on all cellular mRNAs (Figure
3). These ribosome footprints (RPFs) are the direct reflection of the translational status of each
mRNA as they are generated by ribosomes involved in any stage of the protein synthesis
process (Initiation, Elongation, Termination or Stalling). As a consequence, an increased
ribosome density in a specific region can point to a slowly translated or pausing sequence

within a mRNA. Ribosome profiling thus provides a more consistent strategy to measure
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translation efficiency than polysome profiling. This was further confirmed through the parallel
measurements of protein synthesis levels using ribosome profiling and pSILAC (Liu et al.,
2017). The correlation between RPFs abundance and protein synthesis rates measured by
quantitative mass spectrometry was really good in steady-state conditions (R=0.8). The results
were less convincing upon the modification of the cell environment demonstrating that this

approach alone is still not sufficient to predict dynamic remodeling of protein concentrations.

The use of ribosome profiling in different model organisms revealed that elongation is
also critical to modulate protein synthesis rates as RPFs density along the coding sequence
(CDS) can change depending on the transcript translated (Riba et al., 2019). As ribosome
footprints on a mRNA can be produced both by elongating or stalled ribosomes, RPFs density
cannot be taken as a direct measure of protein synthesis rates. Although combining mRNA
deep sequencing and ribosome profiling is a good approximation of protein synthesis rates,
proteomics approaches should not be neglected to obtain a complete picture of the gene

expression process.
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Figure 3: Overview of the ribosome profiling protocol. The cytoplasmic lysate is submitted to
controlled RNase digestion to generate ribosomal footprints. After RNase treatment, the properly
digested ribosomes are separated from the other RNA containing molecules by ultracentrifugation
through a sucrose gradient. Only the fractions corresponding to the monosomes are selected for further

processing.
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To conclude, looking at mRNA levels can be informative to predict if a protein is likely
expressed or not in a cell at a particular time. However, focusing only on transcription
regulation gives a partial view of the gene expression process and is not sufficient to predict
protein levels (Liu et al., 2016; Vogel and Marcotte, 2012; Wegler et al., 2020). To fully
characterize gene expression patterns involved in different stages of cell life, it is important to
integrate as well post-transcriptional control and protein turnover regulation. This is particularly
critical when studying gene expression modifications induced by a change in the cell
environment (Bludau and Aebersold, 2020; McManus et al., 2015). For example, when cells
are exposed to stress conditions, their protein synthesis levels can be re-shaped in order to
respond properly to their changing environment. In such conditions, the correlation between
mRNA and protein levels can be further reduced. Moreover, translational control could also
buffer fluctuations in MRNA abundances to maintain the expression of essential proteins at
constant levels upon a change of state (Kozlovski and Agami, 2019; Lorent et al., 2019). All
these observations reveal how the regulation of protein synthesis is complex and requires
precise mechanisms to adapt the cell proteome depending on the conditions.
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Chapter Il. Dynamic regulation of protein synthesis rates

The regulation of synthesis rates for each individual protein is quite complex as it is
the result of the entire gene expression flow that can be modulated at different levels.
Additionally, the process of protein synthesis itself can be modulated depending on
environmental cues, providing a strategy to adapt protein abundances at the global scale. This
chapter will focus more specifically on mRNA translation and the various mechanisms involved

in its control.

Il. 1. General principles of mRNA translation

Universal features of protein synthesis

Early studies aiming to decipher the protein synthesis mechanism were performed
using bacteria and mainly revealed universal mechanisms that are similar between
prokaryotes and eukaryotes. The basic principles of translation are in fact conserved through
all kingdoms of life. Notably, protein synthesis is among the most energy consuming
processes in the cell (Buttgereit and Brand, 1995). As a consequence, the synthesis rates are
heavily affected depending on nutrient availability in the environment. Every organism has
several regulatory pathways to adapt the levels of translation according to the energy and
amino acids supplies. Particularly, protein synthesis rates can be adapted by tuning off mMRNA
levels and their ribosome loading. The protein synthesis process itself is a conserved
sequence composed of four main steps (Figure 4). The first step, initiation, consists in the
recruitment of the ribosome to the mRNA start site which is composed of a set of three specific
consecutive nucleotides or codon. During the next step, elongation, the new polypeptide chain
is synthetized as the ribosome decodes the information contained in the open reading frame
(ORF) of the mRNA. Finally, when the ribosome encounters a stop codon (UAG, UGA or
UAA), the polypeptide chain is released by the help of termination factors and the ribosome
subunits can be recycled to perform new rounds of translation (Termination and Recycling).
Alternatively, the ribosome can remain attached to the translated mRNA to perform a new
round of protein synthesis (Reinitiation) (Skabkin et al., 2013). As this entire process has a
high energy cost, it was reasoned that initiation should be the most rate-limiting step to prevent
useless energy expense if the ribosome was unable to fully complete protein synthesis. The
development of ribosome profiling revealed that elongation and termination steps could in fact
have a significant impact despite the primary dependency on the initiation step (Riba et al.,
2019). This is particularly true in eukaryotes where several layers of gene expression control
can interact to shape the cell proteome.
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Figure 4. Global view of the translation process. During initiation, the two ribosomal subunits (40S
and 60S) are sequentially recruited to the mRNA with the help of initiation factors. The 40S subunit
scans the 5’UTR region of the mRNA until it reaches a start codon localized in a good nucleotidic
context. The 60S subunit is recruited following 40S binding to the start codon. During elongation, the
ribosome translates the open reading frame (ORF) into a polypeptide chain. Termination occurs when
the ribosome reaches a stop codon, leading to the release of the polypeptide chain. Finally, the
dissociated ribosomal subunits can be recycled to perform another round of translation.

The mechanism of translation in eukaryotes

The increased complexity of the translation process in eukaryotes compared to
prokaryotes is transposed by the requirement of more proteins to coordinate the different
steps. In addition to core proteins that are essential for proper translation, other factors can
play regulatory or organizational roles (Fraser, 2015). For instance, biochemical studies
performed in yeast revealed the existence of numerous eukaryotic-specific initiation factors
(Aylett and Ban, 2017). Besides core initiation proteins, the ATP-dependent helicases eiF4a,
DDX3 and DHX29, the GTPase activating protein eiF5 and the multi-protein scaffolds eiF3
and eiF4 participate in the recruitment and positioning of a ribosome at the proper start site on
a mRNA. In fact, translation initiation is the most complex step of protein synthesis in
eukaryotes as it involves the coordinated recruitment of many factors in a sequential pattern
(Figure 5).
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Figure 5 : The canonical mechanism of translation initiation in eukaryotes. The canonical cap-
dependent initiation of translation requires the recognition of the m7G cap of the mRNA by eiF4E, a
component of the multiprotein complex eiF4F. In parallel, the small ribosomal subunit bound to eiF3,
eiF1 and eiF1a is associated to the ternary complex, composed of eiF2-GTP bound to the Methionine-
tBNA initiator (Meth-tRNAI, to form the 43S pre-initiation complex (PIC). The 43S PIC is recruited to
the mRNA through interaction with eiF4F and starts scanning the 5’UTR until it reaches a start codon.
Upon start codon recognition, eiF2 bound GTP is hydrolyzed to GDP leading to a conformational
change that stabilizes the interactions between the initiation complex and the start codon.
Consequently, eiF2-GDP, eiF1, eiF1a and eiF5 are released while eiF5b promotes the joining of the
60S subunit. Once the 808 initiating complex is completed, the ribosome enters the elongation cycle

and remaining initiation factors no longer required are progressively detached.

First, the small subunit of the ribosome must be rendered competent for mRNA
binding. For this, the 40S subunit must be bound by eiF1, eiF1A and elF3 (Jackson et al.,
2010). The subsequent recruitment of the ternary complex, composed of eiF2-GTP and a
methionine tRNA initiator (Meth tRNAI) leads to the formation of a 43S complex. The ribosome
binding step depends both on specific features of the mRNA and the initiation factors involved.
In most cases, the ribosome is recruited to the mRNA through binding to its m7G cap with the
help of eiF4F scaffold and must scan the 5’ untranslated region (UTR) before committing to
the first start codon in a good nucleotidic context (Kozak, 1991a, 2002). The recruitment of the
mMRNA to be translated is mainly ensured by the cap-binding protein eiF4E, a component of
eiF4F complex (Sokabe and Fraser, 2019). The selection of the start codon is next controlled
by the combined action of eiF1, eiF2 and eiF5. Alternatively, the ribosome can bind to the
MRNA independently of the m7G cap through highly structured sequences in the 5’UTR called
internal ribosome entry sites (IRES). The presence of modifications on the position N6 of
adenosines (m6A) in the 5 end of the mRNA could also promote ribosomal binding
independently of the cap (Zhou et al., 2018). Once positioned at the proper initiation codon,
the 60S ribosome subunit is recruited with the help of eiF5b to form a 80S complex ready for
translation elongation. The initiation factors that are no longer required, including eiF1, eiF1a,
eiF2 and eiF3, are progressively detached from the ribosome during the early elongation
phase (Jackson et al., 2010).
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Elongation is the most evolutionarily constrained step of translation (Burroughs and
Aravind, 2019). Importantly, the fidelity of addition of new amino acids in the growing peptide
chain according to the information carried by the mRNAs must be constantly evaluated. As a
consequence, this process must be highly specific to avoid any mistakes that could lead to
protein malfunction. Protein chain elongation is therefore achieved through a controlled
sequence of three steps repeated until the ribosome reaches a stop codon: tRNA selection,
peptide-bond formation, and translocation of the mRNA and associated tRNAs (Figure 6).
Each step involves several interactions between the different components of the translation
reaction that act as conformational checkpoints to control its accuracy (Dever et al., 2018).

tRNA selection

i

eiF5A

Peptide bond formation

Figure 6 : Schematic representation of the translation elongation cycle. During the first step of
elongation, an aminoacyl tRNA corresponding to the mRNA codon localized in the ribosome A site is
recruited with the help of eEF1A. Meanwhile eiF5A enters the E site to ensure the favorable positioning
of the nascent peptide chain in order to allow the subsequent addition of a new amino acid. The proper
binding of the aminoacyl tRNA to the codon in the A site triggers a conformational change leading to
the peptide bond formation. During this reaction, the elongated peptide chain is transferred from in the
tRNA in the P site to the acceptor stem of the aminoacyl tRNA newly recruited. At the same time, the
ribosomal subunits rotate, leaving the attached tRNAs in hybrid states between the different ribosomal
sites (P/E and A/P). During the last step, the translocation of the next mRNA codon in the A site is
catalyzed by eEF2 ensuring the complete relocalization of the attached tRNAs in the E and P sites. At
the end of the cycle, the A site is thus empty again and ready for the recruitment of a new aminoacyl
tRNA. A : Aminoacyl site ; P : Peptidyl site; E : Exit site.
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Ribosomes contain three tRNA-binding regions: the aminoacyl or A site, the peptidyl
or P site, and the exit or E site. At the end of initiation, the methionine tRNA initiator interacting
with the start codon is localized in the P site of the ribosome. To add a new amino acid
corresponding to the next mMRNA codon, the cognate aminoacyl tRNA is recruited to the A site
with the help of the elongation factor eEF1A (Proud, 1994). When the aminoacyl tRNA is
properly bound to the mRNA codon, its accommodation in the ribosome allows the formation
of the peptide bond catalyzed by the peptidyl transferase center (PTC). Meanwhile, the
favorable positioning of the peptidyl tRNA is ensured by the binding of eiF5A in the E site
(Dever et al., 2018). During the peptide bond formation, the nascent peptide is transferred
from the tRNA in the P site to the acceptor stem of the aminoacyl tRNA. At the same time, the
ribosomal subunits rotate, leaving the attached tRNAs in hybrid states between the different
ribosomal sites (P/E and A/P) (Joseph, 2003). Translocation of the next mMRNA codon in the
A site is then catalyzed by eEF2 leading to the complete relocalization of the tRNAs in the E
and P sites (Noller et al., 2017). At the end of this process, the tRNA carrying the growing
chain is thus in the P site while the A site is ready to interact with a new aminoacyl tRNA.

The termination step begins when a stop codon enters the A site (Figure 7). The
release complex eRF1/eRF3-GTP is recruited to this empty site and catalyzes the hydrolysis
of the bond between the elongated peptide chain and the tRNA located in the P site (Jackson
et al.,, 2010). Upon peptide release, eRF1 remains bound while eRF3 is detached. The
recycling factor ABCE1 in mammals, or RIli1 in yeast, then interacts with eRF1 to promote the
dissociation of the 60S subunit (Skabkin et al., 2013). The remaining 40S is thus still bound to
the mRNA, tRNA and ABCE1 recycling protein that can interact with the initiation factors eiF1,
eiF1A and eiF3 (Heuer et al., 2017). This interaction is probably critical to prepare the small
subunit for a new round of translation initiation on the same or a different MRNA. The selection
of reinitiation instead of recycling of the ribosomal subunits depends on the CDS length and
the kinetic binding of initiation factors (Sokabe and Fraser, 2019). Interestingly, reinitiation
events are more frequent for short ORFs or uORFs where eiF3 is not properly detached from
the elongating 80S before it reaches a stop codon (Kozak, 1987; Mohammad et al., 2017).
Consequently, reinitiation rates decrease quite abruptly with increasing length of the uUORFs
(Kozak, 2001). Additionally, the binding of the eiF4F complex could also promote translation
reinitiation. Indeed, eiF4F can interact with both mRNA ends through binding to its m7G cap
in the 5" end and to the polyA binding protein (PABP) associated to the 3’end of cellular
mRNAs. This circularized conformation could ensure the rapid recruitment of 40S subunits
ready for translation initiation to the close by 5’ end (Marshall et al., 2014; Sokabe and Fraser,
2019). Moreover, eEF2 binding could also promote the translocation of the terminating 80S

29


https://www.zotero.org/google-docs/?PLCptW
https://www.zotero.org/google-docs/?3d1G2b
https://www.zotero.org/google-docs/?RqCP0e
https://www.zotero.org/google-docs/?RqCP0e
https://www.zotero.org/google-docs/?RqCP0e
https://www.zotero.org/google-docs/?uZjftl
https://www.zotero.org/google-docs/?DkU6cC
https://www.zotero.org/google-docs/?DkU6cC
https://www.zotero.org/google-docs/?CFzV3q
https://www.zotero.org/google-docs/?JimNXe
https://www.zotero.org/google-docs/?idA0mC
https://www.zotero.org/google-docs/?z0vUHb
https://www.zotero.org/google-docs/?OcFITJ
https://www.zotero.org/google-docs/?IFUMKz
https://www.zotero.org/google-docs/?IFUMKz

ribosomes before ABCE1 recruitment allowing them to reinitiate without dissociation (Skabkin
et al., 2013).
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Figure 7: Schematic representation of the translation termination process. Translation termination
is triggered when a STOP codon enters the A site of the ribosome. The STOP codon is recognized by
the release complex formed by eRF1 and eRF3 bound to GTP. The proper binding of the release
complex in the A site catalyzes the hydrolysis of the GTP and the ester bond linking the polypeptide
chain to the peptidyl tRNA. The release of the newly produced protein also induces the dissociation of
eRF3 and the GDP from the ribosome. The recycling factor ABCE1 then binds to eRF1 and induces
the release of the large (60S) ribosomal subunit from the 80S complex. The initiation factors elF1, elF1A
and elF3 recruited by ABCE1 facilitate the subsequent separation and recycling of the deacylated tRNA,
mRNA, and small (40S) ribosomal subunit. Alternatively, the 40S can be recruited for reinitiation on the

same mRNA.
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In some cases, a non-cognate aminoacyl tRNA can enter the empty A site when the
ribosome reaches a stop codon allowing the elongation step to continue. In fact, specific
sequence features could also impact the strength of a stop codon to promote translation
termination. These readthrough events could be favored by a particular nucleotide sequence
context around the termination codon (Cassan and Rousset, 2001). The sequence of the
termination codon itself along with the presence of secondary structures or modifications in
the mRNA could also alter the recognition of the stop codon (Sokabe and Fraser, 2019). A
fascinating example is the effect of highly structured sequences in the 3’UTR called SECIS,
for selenocysteine insertion sequences, that induce the addition of a selenocysteine amino
acid, instead of arrest of the ribosome on the stop codon (Vindry et al., 2018). This recoding
event, conserved in both prokaryotes and eukaryotes, is essential for the expression of
selenoproteins triggered when selenium is incorporated in the cell.
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Il. 2. Mechanisms of translational control

Cellular resources limit global protein production levels

Protein neo-synthesis relies primarily on the availability of ribosomes that can be
engaged into the translation process in both basal and dynamic conditions. When describing
ribosomes for the first time from electron microscopy pictures of animal cells, Palade already
observed that ribosome abundances were quite different between quiescent and highly
proliferating populations (Palade, 1955). Several studies in bacteria and yeast have revealed
that the cell capacity to tolerate increased demands for protein synthesis implies the
production of more ribosomal particles (Kafri et al., 2015; Vind et al., 1993). The correlation
between ribosome biogenesis and cell growth was also confirmed in metazoan using ribosome
profiling (Ingolia et al., 2019). The number of ribosomal subunits that can be recruited for de
novo translation initiation is thus an important parameter for the regulation of protein synthesis
rates (Chu and von der Haar, 2012). Importantly, the formation of inactive 80S complexes in
absence of mMRNA can decrease global cellular protein synthesis capacities by sequestering
ribosomal subunits. The formation of such complexes can however be protective during stress
conditions as it reduces protein synthesis rates and limits the degradation of the ribosomal
subunits (Brina et al., 2011).

The fact that most mRNAs are translated simultaneously by several ribosomes has
opened the question of how ribosomes are distributed across mMRNAs (MacDonald and Gibbs,
1969). Without any tool to answer this question in biological conditions, mathematical models
were used, instead, to understand the principles of ribosome allocation. The most popular
model to study translation dynamics was the totally asymmetric simple exclusion process
(TASEP). Most of TASEP-based studies assumed a constant supply of free ribosomes and
tRNAs in the cell (Shah et al., 2013). In such conditions, ribosome loading and speed along
the mRNA are the major determinants of protein synthesis rates. Consequently, several
patterns could be observed depending mainly on translation initiation rates. In most cases,
ribosome loading would directly reflect protein synthesis levels providing that initiation and
elongation rates are correlated. When initiation is not frequent, ribosome density and protein
output would be low. Alternatively, when initiation rates are too high, ribosome density would
increase possibly leading to ribosomes collisions that ultimately decrease the levels of protein
produced. When confronted with experimental data obtained with modern genome-wide
approaches, combined ribosome profiling and pSILAC, TASEP-based model of translation
dynamics revealed to be quite robust (Riba et al., 2019).
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The importance of translation initiation regulation to control protein production and
reduce the energy expense due to improper ribosome recruitment was validated. However,
no reduced protein production caused by a ribosome overload was detected in yeast. Another
model taking into account known measurements of ribosome and tRNA concentrations
alternatively points ribosome availability as the major limiting factor in the control of protein
synthesis (Shah et al., 2013). The subsequent regulation of the initiation and elongation levels
could thus participate in the adaptation of the ribosome allocation pattern depending on the
conditions. Particularly, the amount of small ribosomal subunits and initiation factors can
become limiting when the majority of them are engaged in translation (Dykeman, 2020). Under
such conditions, the rates of recycling and reinitiation could play a significant role in controlling
protein synthesis levels (Sokabe and Fraser, 2019).

The availability of tRNAs competent for translation elongation was also described as a
major determinant of protein synthesis efficiency (Sharp and Li, 1987). Several tRNA species
can carry the same amino acid despite recognizing a different codon on the mRNA. These
synonymous codons are not represented at the same frequency across mRNAs. For sub-
optimal codons, the frequency of the corresponding tRNA is low leading to a reduced
translation efficiency. On the contrary, there are significantly more codons corresponding to
abundant tRNAs in the most highly expressed transcripts in yeast (Tuller et al., 2010). This
codon bias can thus impact transcript-specific elongation speed and is a highly conserved
regulatory mechanism (Duret and Mouchiroud, 1999). Notably, it could contribute to the control
of translation fidelity, protein folding and mRNA stability in many organisms (Hanson and
Coller, 2018). The importance of this mechanism in mammals is however less clear as other
layers of regulation may exert a stronger effect on translation (Ingolia et al., 2011; Plotkin and
Kudla, 2011).

Regulation of global protein synthesis by targeting of translation factors

Protein synthesis control is quite complex, particularly in eukaryotes, and relies on
regulatory mechanisms that can act at different levels. Global modifications of protein
synthesis rates through the targeting of translation factors mainly involves the regulation of
the initiation process (Gebauer and Hentze, 2004; Jackson et al., 2010) but also of elongation.
In fact, many global regulatory mechanisms controlling translation factors have been
described in eukaryotes but only a few examples will be described here to reduce the
complexity of this demonstration.
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An efficient strategy to rapidly and drastically reduce global protein synthesis levels is
to block the activity of translation initiation factors. The regulation of elF2 by reversible protein
phosphorylation is among the most well described examples. This phosphorylation event is
achieved by stress-induced kinases such as PKR, activated during the antiviral response, and
PERK, activated upon accumulation of misfolded proteins (Jackson et al., 2010).
Consequently, the number of competent 43S complexes and translation initiation rates are
critically reduced. Translation elongation factors can also be phosphorylated to regulate their
activity in mammals (Browne and Proud, 2002). Notably, eEF2 activity can be modulated
through the mTOR (mechanistic Target Of Rapamycin) pathway to connect translation
elongation rates to nutrient availability (Dever et al., 2018). The control of eEF2 by the
inhibitory kinase eEF2K has been recently linked to a reduction of translational errors (Xie et
al.,, 2019). The regulation of elongation speed is thus critical to maintain the efficiency of
protein production without altering its accuracy. In addition to global regulations, translational
control is not uniform and can also have transcript-specific impact depending on specific
features of the mRNA (cis-regulation) or the binding of external factors (trans-regulation).

Transcript-specific regulation dependent on specific features of the mRNA

The fact that all mRNAs are not equal regarding ribosome loading efficiency has been
a long standing assumption (Kozak, 1991a; Lodish, 1974). Using in vitro translation of
genetically engineered mRNAs, Marilyn Kozak identified five features that can regulate
translation initiation rates on a specific start codon : the presence of a m7G cap, the nucleotide
context around the start codon, the position of the initiation site in the 5’UTR, the 5’UTR length
and the presence of secondary structures (Kozak, 1991b). The importance of these features
can be directly linked to the mechanism of translation initiation. The recruitment of ribosomal
subunits on a MRNA depends on the recognition of the m7G cap by elF4E and the presence
of highly structured sequences in the beginning of the 5’UTR can alter the binding efficiency
(Jackson et al., 2010; Sokabe and Fraser, 2019). These sequences can also slow down the
ribosomal complexes scanning for the initiation site and modulate its detection. For instance,
the insertion of a stem-loop structure between the cap and the first AUG codon can interrupt
the scanning of the 5’UTR (Kozak, 2002). The nature of the nucleotides surrounding the start
codon, or Kozak context, is also of great importance to promote the recognition of the initiation
site. The optimal context was determined from the study of 699 vertebrate mRNAs as following
: a purine must be placed three nucleotides (nt) upstream of the AUG codon and the first
nucleotide after the start codon must be a G (gccA/GecAUGG) (Kozak, 1991a). Notably, the
different start codons are not all as efficient to promote initiation : the use of non-AUG codons

is less common even if the nucleotide context is optimal (Kozak, 2002). Moreover, a poor
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Kozak context around the first AUG codon promotes the leaky scanning of the 43S complex
and initiation on a downstream codon with a better context. This mechanism can thus lead to
the expression of two proteins of different size from the same mRNA. The presence of
upstream ORFs (UORFs) in the 5’UTR region can also impact the translation of the canonical
ORF by subtracting 43S complexes for example. The effect of uUORFs on initiation rates
depends on their size and mechanically on the 5’UTR length (Kozak, 1987). A particularly well
described example of such regulation corresponds to the regulation of GCN4 (in yeast) or
ATF4 (in mammals) expression, restricted to stress conditions involving nutrient deprivation
(Mueller and Hinnebusch, 1986; Vattem and Wek, 2004). In basal conditions, ribosomes are
recruited to GCN4 or ATF4 mRNAs in a positive-acting UORF placed in the 5UTR region.
Inhibitory uORFs placed directly downstream the first uORF trap the recruited ribosomes and
limit reinitiation events in the main ORF. GCN4 and ATF4 protein synthesis is thus inhibited.
Upon nutrient deprivation, eiF2-GTP levels are decreased and the time required for reinitiation
is increased thus allowing more ribosomes to reinitiate in the main ORF and the synthesis of
GCN4 and ATF4 proteins. All these features reveal the importance of the 5UTR region for
efficient initiation on a specific MRNA (Li et al., 2019). Furthermore, an increased 3'UTR length
could promote reinitiation by the formation of a closed loop or circularized conformation
through eiF4G and PABP binding (Amrani et al., 2008; Costello et al., 2015). As a
consequence, alternative splicing events that modify the UTR length or sequence can produce
differentially translated transcripts originating from the same gene and encoding similar
proteins. This notion was notably validated in human cells using high-throughput sequencing
to identify the different mRNA isoforms expressed in a cell and deduce their ribosomal loading
from a sucrose gradient (Floor and Doudna, 2016).

Most of the regulatory parameters postulated by Kozak were recently validated using
the high throughput profiling of the small 40S subunits on cellular mMRNAs (Giess et al., 2020).
Nonetheless, this new approach, ribosome complex profiling or RCP-seq revealed that the
Kozak context is not as optimal as expected for all mMRNAs in zebrafish embryos. Indeed by
purifying footprints produced by both 43S and 80S complexes after crosslinking on the mRNA
and RNase digestion, it is now possible to identify precisely the sequence recognized for
translation initiation on every cellular mRNA. As the context optimality was initially calculated
from a subset of 699 vertebrate mRNAs, this discrepancy demonstrates how global predictions
of translational control cannot recapitulate the complex regulation of translation initiation
occurring in vivo. Particularly, transcript specific features could have a stronger impact on

translational control than previously expected (Sharma et al., 2019).
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Translational control during the elongation step can also heavily affect protein
synthesis rates. This type of regulation may be more important for mMRNAs for which initiation
is not highly constrained (Sokabe and Fraser, 2019). In yeast, elongation rates are directly
correlated to initiation levels for most transcripts (Riba et al., 2019). However, for some
transcripts, the dynamics of translation elongation can be modified by cis-acting elements (Li
et al.,, 2019). A well described effect is the presence of codons that correspond to low
abundance tRNAs in the translated mRNA. These non-optimal codons reduce translation
elongation speed and thus contribute to fidelity of translation (Hanson and Coller, 2018). The
nature of the nascent protein is also of importance as cofolding of the polypeptide chain and
the presence of positively charged amino acids have been linked to variation in elongation
rates (Hanson and Coller, 2018; Tuller et al., 2010). The presence of local secondary
structures along the mRNA sequence can also greatly modulate decoding speed to either
increase or decrease translation efficiency (Mao et al., 2014; Mauger et al., 2019).

The cis-elements that slow down translation elongation rates can also cause ribosomal
pausing. Short ribosome stalling can be resolved quickly by the conserved translation factor
eiF5A and promote recoding events (Dever et al., 2018). For instance, stalling on slippery
sequences can provoke a frameshifting meaning the recruitment of a codon that is not
consecutive to the three previously decoded nucleotides in the A site. Another example is the
readthrough events induced by topological features such as stem-loops or pseudoknots
downstream of the stop codon. In addition to this, long pausing of the ribosome on aberrant
mMRNA sequences induces the termination of translation and triggers the activation of
ribosome rescue pathways (Schuller and Green, 2018). When stalled for too long, the
ribosome is disassembled through the recruitment of recycling factors such as Dom34/Hbs1
or Pelota/HBS1L and both the mRNA and the nascent protein are targeted for degradation.
Notably, the recruitment of factors involved in the ribosome-associated quality control pathway
(RQC) ensures the ubiquitination of the newly synthesized protein and its targeting to the
proteasome (Joazeiro, 2019; Schuller and Green, 2018). For the defective mRNA, several
decay pathways have been described depending on its features (Karamyshev and
Karamysheva, 2018; Stein and Frydman, 2019). Non-sense mediated decay (NMD) is
triggered when the ribosome encounters a premature stop codon. Alternatively, non-stop
decay occurs when elongation is not ended at the stop codon and the ribosome is stalled
within the poly-A tail. Finally, long pauses in the ORF due to mRNA truncation, secondary
structures or rare codons activate the No-go decay pathway (Chandrasekaran et al., 2019;
D’Orazio et al., 2019; Harigaya and Parker, 2010; Shao et al., 2015). As a consequence,
translation rates can directly impact mRNA stability (Hanson and Coller, 2018; Presnyak et

al., 2015). In fact, ribosomal flux across the translated mRNA is tightly regulated and stalling
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actively participates in the control of gene expression (Stein and Frydman, 2019). For example
in yeast, the helicase Dhh1 was described as binding to slow-moving ribosomes to trigger
mRNA decay (Hanson and Coller, 2018; Radhakrishnan et al., 2016). All these mechanisms
participate in the transcript specific regulation of elongation rates and thus contribute to the
modulation of protein synthesis rates.

In addition to the different cis-acting mechanisms previously described, the length of
the translated ORF has been highlighted repetitively as a critical parameter to regulate both
ribosomal loading and protein synthesis rates (Jingyi et al., 2020; Riba et al., 2019). The
mechanism involved is however not clear. Despite the established fact that the number of
ribosomes recruited per mMRNA is correlated to the length of the ORF (Tuller et al., 2010), it is
not well understood how the size of the translated region can impact protein levels. The effect
of MRNA length was described as important for the regulation of both initiation and elongation
rates (Jingyi et al., 2020; Wang et al., 2013b). Another explanation could thus be that the ORF
length regulates reinitiation rates and consequently ribosome recruitment on a particular
mRNA (Fernandes et al., 2017; Rogers et al., 2017). To conclude, the differential trafficking of
ribosomes depending on specific features of the cellular mRNAs could also be essential to
ensure the dynamic regulation of protein synthesis levels.

Trans-acting factors modulate specific mRNA translation efficiency

Transcript-specific translational control also relies on the expression of trans-acting
factors to allow a dynamic regulation of protein levels depending on the cellular environment.
The binding of trans-regulatory factors to cis-regulating elements found in mRNAs can
substantially modulate the translation rates depending on external cues. These trans-factors
can be themselves targets of signaling pathways allowing an integration of external signals at
different levels of the gene expression process (Sokabe and Fraser, 2019). This suggests a
strong co-evolution between specific features of mMRNAs and the factors that can recognize
them to ultimately achieve a coordinated regulation of protein synthesis (Li et al., 2019).

Among the different trans-acting factors, the role of RNA binding proteins (RBPs) was
assessed very early on in the study of protein synthesis control (Siomi and Dreyfuss, 1997).
Many RBPs involved in the regulation of the different steps of a mRNA life were already
described early in the 1990s. Interestingly, the hypothesis that RBPs activity could be
modulated by post-translational modifications in response to a stimulus to modulate protein
synthesis was also well discussed. More recently, the differential expression of RBPs between

various cell types was connected to their ability to specify the proteome depending on the cell
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functions (Corbett, 2018). Importantly, RBPs can recognize specific sequences or
modifications such as m6A methylation on mRNAs to target them either for translation or
degradation (Chen et al., 2019; Harvey et al., 2018).

Non coding RNAs, such as microRNAs (miRNAs) or long non coding RNAs (IncRNAs),
are also well known trans-acting factors that can modulate the translation efficiency of specific
mRNAs. These non-coding RNAs can interact with the mRNA associated with ribosomal
subunits and translation factors to modulate their fate at different levels (Fabian et al., 2010;
Noh et al., 2018). Notably, they can induce their degradation or remove them from the pool of
translatable mMRNAs. For example, the binding of miRNAs on specific sequences in the 3’'UTR
can considerably reduce translation initiation efficiency for a particular mRNA (Humphreys et
al., 2005).

To conclude, the regulation of the translation process is very complex as it can be
targeted at the global and transcript-specific levels using various mechanisms, through cis-
regulating elements and/or the binding of trans-acting factors. All of these mechanisms are
however required to ensure the fine tuning of protein synthesis rates depending on the cellular

needs in a constantly evolving environment.

Il. 3. Monosomes : overlooked players in translational control

Protein synthesis occurs mainly in polysomes

Historically, monosomes were not expected to actively participate in the gene
expression process. Indeed, for several decades polysomes were considered as the main and
only relevant effectors for protein synthesis. This widely supported view came from the first
studies performed in the 1960s to characterize the site of protein synthesis. By 1962,
ribosomes were identified as a major component of the translation reaction but the mechanistic
details were not well understood (Ts’o, 1962). The development of ultracentrifugation through
a sucrose gradient had allowed the definition of different cytoplasmic fractions depending on
the density and the shape of the macromolecular complexes involved. Using this approach,
several groups revealed the existence of light and heavy ribonucleic particles in the cytoplasm
of both prokaryotic and eukaryotic cells (Siekevitz and Zamecnik, 1981). Radioactive labelling
of newly synthesized proteins was routinely performed using amino acids containing
alternative isotopes such as C'4. The first translation events characterized from bacterial
lysates were associated with the light fraction or monosomes. However, it was not clear how

a relatively small complex (230A diameter) could polymerize large proteins corresponding to
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mRNAs of more than 1000A (Warner et al., 1963). In 1963, three different teams combined
radioactive labelling and ultracentrifugation to identify the main site of de novo protein
synthesis using mammalian in vitro translation systems (Gierer, 1963; Warner et al., 1963;
Wettstein et al., 1963). Few cell types could be used for such experiments : most of these
assays were performed using rat liver extracts and rabbit reticulocytes lysate (RRL) as the
protocols were quite well described. Both rat liver and RRL systems involved cells functionally
optimized for high levels of protein synthesis. The results obtained by the three teams revealed
that most of protein synthesis occurred in heavy polysomes structures where a single mRNA
was translated by several ribosomes at the same time. Notably, the RRL is derived from
specialized cells that have lost their nuclei and only translate a few mRNAs to produce high
levels of two proteins : hemoglobin and peroxidase. Consequently in RRL, most protein neo-
synthesis occurs in structures composed of five ribosomes bound to the hemoglobin mRNAs
(Warner et al., 1963). As previous studies were made using less validated systems, it was
concluded that the observations of monosomes actively involved in protein synthesis was most
likely due to the degradation of polysomes by RNases (Raacke and Fiala, 1964). Moreover,
as the translation mechanism was expected to be highly uniform, it was admitted that all
proteins shall be synthesized in polysomes.

In an attempt to decipher how exogenous mRNA can be translated, Gierer and
colleagues also added polyuridylic acid (poly-U) RNA to their in vitro translation reactions.
They observed that protein synthesis rates in the polysomal fractions were not dramatically
modified in presence of poly-U. On the contrary, poly-U addition greatly stimulated the
incorporation of radioactive phenylalanine amino acids in the monosome fraction. They
concluded that monosomes could be easily recruited for a pioneer round of translation
initiation upon addition of an exogenous mRNA probably because most of them were not
bound to mRNAs in the first place (Gierer, 1963). Once the translation of the mRNA is properly
initiated, additional ribosomes could be recruited leading to a relocalization to the polysomal
fractions. This vision of the monosome fraction as a transition state between inactive particles
and initiating ribosomes while actively translating ribosomes are restricted to polysomes
prevailed for many years (Gebauer and Hentze, 2004; Heyer and Moore, 2016; Liu and Qian,
2016).
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Monosomes participate in the translation of highly regulated mRNAs

The preponderant role of polysomes in the translation of most cellular transcripts was
further validated in 2003 using the state of the art of the available techniques to study mRNAs
: polysome profiling combined with microarrays (Arava et al., 2003). While the majority of
cytoplasmic mMRNAs were associated with several ribosomes, the authors also identified two
subsets of transcripts with an unexpected behavior. Few mRNAs were not interacting at all
with ribosomal subunits suggesting that they were stored in the cytoplasm while non
translationally engaged. Furthermore, some mRNAs were associated with a single ribosome
despite the excess of free ribosomal subunits. Indeed, the results showed that at least 85% of
ribosomes are bound to mMRNAs in actively growing yeast. The number of ribosomal subunits
was therefore not likely limiting in these cells. These observations led to the conclusion that
some transcripts are subjected to particular translational control mechanisms that reduce their
ribosomal binding levels. To support this hypothesis, they further described three monosome-
bound mRNAs corresponding to proteins for which translational control was already well
described (GCN4, CPA1 and ICY2).

The existence of translationally repressed mRNAs was already discussed previously.
Notably, the relative inefficiency of some cellular mRNAs to recruit new ribosomal subunits
was well described in vertebrates (Kozak, 1991a). Interestingly, mRNAs with unfavorable
features that reduce their ribosome loading capacities mainly encode regulatory proteins
whose expression must be tightly controlled depending on the conditions such as growth
factors, kinases, transcription factors and cytokines. Upon the discovery of RNA-binding
proteins roles in the mRNA life, it was additionally suggested that their binding could prevent
specific mMRNAs from the recruitment to the translational apparatus (Siomi and Dreyfuss,
1997). In the response to a stimulus, the masking proteins could be removed to allow the rapid
translation of mMRNAs previously stored in the cytoplasm. To what extent these rather
exceptional and transcript-specific events could have an impact on the global cell phenotype

was however completely unclear.
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To better characterize how this type of regulation can impact global protein synthesis
rates, it is critical to determine the features that affect both ribosome recruitment and
elongation speed depending on the transcript. The development of ribosome profiling was
pivotal for this as it provides a direct and accurate measure of the ribosomal density along all
cellular mRNAs. However, the ribosomal footprints are produced independently of the number
of ribosomes initially bound to the mRNA. As a consequence, it is not possible to infer if a
specific mMRNA is more associated with monosomes or polysomes using this approach. To
keep track of the ribosomal loading efficiency and quantify the ribosome occupancy, the best
strategy is to combine polysome profiling with ribosome profiling. A new approach based on
this principle, monosome vs polysome footprinting, was developed in 2016 to decipher the
translational status of monosomes in yeast (Heyer and Moore, 2016). For this, the monosome
or polysome bound mRNAs are first separated by ultracentrifugation through a sucrose
gradient as for polysome profiling. The two pools are then subjected to RNase digestion before
purification on a second sucrose gradient to select specifically the mRNA regions protected
by the ribosomes (Figure 8).
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Figure 8: Overview of the monosome vs polysome footprinting protocol. Monosomes and
polysomes are selected after sucrose gradient ultracentrifugation of the cytoplasmic lysate. The
different fractions corresponding to each ribosomal population are pooled separately, diluted to reduce
sucrose concentration, concentrated on a Amicon-Ultra filtration column and submitted to RNase
digestion in similar conditions to ribosome profiling. After RNase treatment, only the properly digested
ribosomes (monosomes) are selected through a second sucrose gradient purification before further

processing.

42



The results revealed that monosomes are not exclusively inactive or initiating
ribosomes (Heyer and Moore, 2016). On the contrary, most of them generate RPFs across
the entire ORF of the associated mRNAs demonstrating that they are in fact elongating
ribosomes. A similar observation was recently made in neuronal cells derived from rodents
(Biever et al., 2020). Overall, the number of associated ribosomes is increased proportionally
to the ORF length. The same relationship was previously observed using polysome profiling
(Arava et al., 2003). Hence, monosomes ensure the translation of small mMRNAs (<100nt) that
could not accommodate more than one ribosome and other short ORFs including uORFs.
Additionally, some mRNAs are preferentially bound to monosomes despite being long enough
to accept several ribosomes. These particular mMRNAs encode for low-abundance regulatory
proteins such as kinases and transcription factors whose expression must be highly controlled.
The physiological relevance of monosomes mediated translation in the gene expression
process is thus more important than expected previously : they could play a particular role for
the translation of highly regulated mRNAs.

Moreover, monosome-bound mRNAs are less stable than those associated with
polysomes in yeast (Heyer and Moore, 2016). While many of them are targeted by the NMD
degradation pathway, it is not the case for all monosome-bound mRNAs. Other features such
as cis-elements or the association to particular RBPs could thus explain the reduced stability
of these mRNAs. To go further, the authors suggest that the differential association to
monosomes or polysomes depends on the ratio between initiation and total elongation time.
Consequently, if the initiation step is not highly regulated and faster than elongation, then
several ribosomes could be loaded on the same mRNA. Inversely, when initiation time is
increased and elongation not so controlled, the mRNAs are preferentially monosome-bound.
This could explain how protein synthesis levels can be modified depending on differential
ribosome occupancy. Consistent with this hypothesis, most of the abundant proteins are
preferentially synthesized by polysomes. Alternatively, proteins that must be expressed at low
levels and for a relatively short time period are preferentially produced by monosomes. To
conclude, mRNA translation through monosomes is also relevant in the gene expression
process as they could ensure the translation of specific transcripts encoding for regulatory
proteins that can modulate the global cell phenotype.
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Alternative cellular functions of monosomes

As demonstrated in yeast, only a small fraction of cellular mRNAs are preferentially
translated by monosomes in basal conditions (Arava et al., 2003; Heyer and Moore, 2016). It
should also be noted that not all ribosomes composing the monosomal fraction are actually
active in protein synthesis. In addition to ribosomes that initiate the pioneer round of
translation, monosomes can be bound to mRNAs targeted for degradation. Consistent with
this assumption, many NMD targets or improperly spliced mRNAs are associated with
monosomes in yeast (Heyer and Moore, 2016). In fact, the monosome compartment could be
enriched in mMRNAs that provoke aberrant translation events requiring the recruitment of the
ribosome quality control (RQC) pathway and associated mRNA decay pathways. Indeed,
mRNA stability can be directly impacted by translation levels (Hanson and Coller, 2018).
Consequently, when translation initiation or elongation rates are dramatically reduced as it is
possibly the case for monosome bound transcripts, the probability to observe ribosomal
pausing leading to the mRNA degradation is increased. Supporting this view, several recent
studies confirmed the widespread coupling between cytoplasmic mRNA decay and the protein
synthesis process (Collart and Weiss, 2020; Pelechano et al., 2015). Notably, cotranslational
and ribosome-phased endonucleolytic cuts could occur widely across translated mRNAs
through ribothrypsis (lbrahim et al., 2018). Furthermore, mRNA decay factors such as SKIV2L
and XRBN1 can directly bind ribosomes to regulate translated mRNA stability in mammalian
cells (Tuck et al., 2020). The co-translational degradation of monosome bound mRNAs could
thus participate in the elimination of aberrant transcripts as well as in the control of protein
synthesis for highly regulated transcripts.

In addition to the previously depicted monosomes populations, a substantial fraction
of the monosomes are inactive 80S complexes that are not bound to mRNA. In fact, the
number of ribosomes available for de novo translation is not limiting in basal conditions (Arava
et al., 2003). On the contrary, the stock of ribosomal particles exceeds the cell needs for
protein synthesis (Metzl-Raz et al., 2017). While non engaged in translation, the two main
ribosomal subunits, 40S and 60S, are associated with initiation factors, eiF3 and eiF6
respectively, that prevent their reassociation in absence of mRNA (Brina et al., 2011). The
accumulation of inactive 80S complexes is thus a controlled phenomenon. Notably, empty
monosomes are a transitory state to assess and maintain ribosomal subunits integrity

depending on the conditions.
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First, during the maturation of pre-40S subunits in the cytoplasm, the formation of 80S-
like complexes is part of a quality control check during which the ribosomal subunits undergo
a translation-like cycle (Strunk et al., 2012). During this maturation step, the association to
tRNA and mRNA is prevented by repressor proteins. Once the proper binding of the 60S to
the pre-40S subunit is validated, the complexes are disassembled through the recruitment of
recycling factors and the matured subunits enter the translating pool.

Secondly, during stress conditions that induce a global translation inhibition, free
ribosomal subunits reassociate to form a large pool of non-translating 80S ribosomes
stabilized by the clamping factor Stm1 in yeast (den Elzen et al., 2014). The formation of such
complexes may protect the ribosomal subunits from degradation and promote the resumption
of protein synthesis upon stress relief (Brina et al., 2011). For example, the accumulation of
inactive monosomes in yeast during nutrient deprivation has been well characterized. In such
case, eEF2 stably binds to ribosomes, acting like a stalling factor that inhibits translation
elongation (Leprivier et al., 2013). The monosome fraction isolated by sucrose sedimentation
of nutrient deprived yeast lysate thus contains a large quantity of inactive ribosomes that do
not engage on mRNA (Liu and Qian, 2016). After stress relief, when the conditions are more
favorable, the inactive complexes are dissociated by the classical recycling factors (Dom34-
Hbs1 or Pelota/HBS1L) and the subunits can be recruited to resume protein synthesis without
requirement for ribosome biogenesis (den Elzen et al., 2014). Similarly, the excess of
ribosomal particles observed even in basal conditions could be a stock that cells preserve to
be able to increase protein synthesis rates quickly after a change in the environment (Metzl-
Raz et al., 2017). Indeed, ribosome biogenesis has a high energy cost and translation of
ribosomal proteins competes with the production of other proteins (Chu and von der Haar,
2012). As the cellular resources limit translation rates, it is a viable strategy to store ribosomal
particles to allow a better adaptation to less favorable conditions. To conclude, monosomes
encompass an heterogeneous population of ribosomes that were previously overlooked but
that could actually participate in the adaptation of protein synthesis levels in a fluctuating

environment.
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Translation dynamics were mostly studied at steady-state which only provides a limited
view on how the process is regulated depending on the cellular environment. Particularly, how
the proteome can be reshaped to give cells more adaptability in changing conditions is not
well characterized. To understand protein synthesis Kinetics, it is critical to take in account that
the different translation steps can be achieved at variable speed depending on transcript
features or binding of regulatory factors (Sokabe and Fraser, 2019). It is also important to
integrate information on the availability of each component required for translation. Notably,
the amount of ribosomal subunits available for new rounds of translation can become limiting
in conditions where protein synthesis levels must be increased rapidly (Marshall et al., 2014;
Sokabe and Fraser, 2019, Dykeman, 2020). Under such conditions, the distribution of
ribosomes across the pool of cellular mMRNAs could be a decisive parameter to shape protein
synthesis depending on the cell behavior.
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Chapter Ill. Gene expression regulation during the
inflammatory response in macrophages

Dynamic protein synthesis regulation facilitates the cell adaptation to environmental
changes. In this work, we selected murine macrophages as a model to study the mechanisms
involved in this process as these cells display a high phenotypic and functional plasticity. In
this last introductory chapter, | will describe the importance of gene expression control in

macrophage’s biology.

lll.1 Macrophages plasticity is critical for the inflammatory
response efficiency

In the last decade, great efforts have been made to study the impact of post-
transcriptional control in dynamic systems such as immune cells (Carpenter et al., 2014;
Jovanovic et al., 2015). These cells are particularly interesting to decipher the regulation of
gene expression patterns in a changing environment as they undergo a complete switch of
protein expression after challenging with an activating signal. The rapid remodeling of their
proteome is essential to ensure the efficiency of their protective functions in the organism.

Anti-inflammatory functions Pro-inflammatory functions

Expression of growth
factors Expression of
: chemotactic factors

Remodelling of " =
Extracellular matrix . Antigen processing
and presentation

Angiogenesis Apoptotic cell Expression of
clearance . pro-inflammatory cytokines

Expression of
anti-inflammatory cytokines Phagocytosis
; Antimicrobial
functions
Expression of coagulation Expression of lipid Expression of metabolic
factors mediators regulators

Figure 9 : The diverse functions of macrophages. Macrophages have a high functional plasticity as
they can display pro-inflammatory, or degradative, and anti-inflammatory, or reparative, functions
depending on their environment. The expression of lipid mediators and metabolic regulators participate

in both pro and anti-inflammatory functions of the macrophages depending on the factors expressed.
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Macrophages are very particular immune cells that display a wide range of phenotypes
and functions depending on their environment (Gordon and Mantovani, 2011; Gordon and
Pliddemann, 2019; Wang et al., 2013a). Indeed, the term “macrophages” encompasses an
heterogeneous population with distinct origins, pathways of differentiation and behavior upon
activation (Sica and Mantovani, 2012). Their differences can be introduced by distinct
developmental origins with tissue-resident macrophages generated from embryonic
progenitors or monocyte-derived macrophages produced from circulating cells in reaction to
inflammation (Gordon and Pliddemann, 2019; Molawi and Sieweke, 2013; Murray and Wynn,
2011). They can also acquire various phenotypic features, from pro-inflammatory to protective
functions, depending on the signals detected in their environment (Figure 9). Their
heterogeneity accounts for their participation in numerous physiological processes in the
organism : clearance of dying cells during the development and throughout adult life, tissue
repair following injury, immune surveillance, antimicrobial defense, antigen presentation to
adaptive immune cells, metabolism regulation (Gordon and Pliddemann, 2019; Watanabe et
al., 2019). Interestingly, macrophages can express a wide range of receptors that allow them
to scan their environment and detect any alterations of tissue homeostasis or infection
(Gordon and Pliiddemann, 2017). The great sensitivity of macrophages towards external cues
contributes to their high functional plasticity and adaptability. Indeed, many studies have
documented their ability to switch from one functional phenotype to another in response to
new microenvironmental signals (Galli et al., 2011; Murray and Wynn, 2011).

Amongst the most important roles of macrophages in the organism is their participation
in both the triggering and the resolution of the inflammatory response (Hamidzadeh et al.,
2017; Medzhitov and Horng, 2009). Inflammation is a fundamental biological process essential
to ensure the organism's integrity under basal and stress conditions, following an injury or
microbial infection (Medzhitov, 2008, 2010). This physiological process can be divided in
several stages : the onset is triggered by local immune cells, such as tissue-resident
macrophages, that produce pro-inflammatory factors upon detection of pathogen or danger-
associated molecules (PAMPs or DAMPs). These factors include a large range of molecules,
such as proteinases, chemokines, cytokines, growth and differentiation factors, as well as
metabolites derived from oxygen, nitrogen, arachidonate and other lipids (Gordon and
Pliddemann, 2017). Their secretion in the extracellular medium provokes an increased
permeability of the nearby vascular endothelium and the recruitment of other immune cells,
such as neutrophils and monocytes derived macrophages, to the site of injury. This
phenomenon is at the origin of the known symptoms of inflammation : redness, swelling, heat

and pain (Molawi and Sieweke, 2013). The immune cells newly recruited participate in the
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elimination of the threat through phagocytosis and antimicrobial activity. The last stage
consists in the restoration of tissue homeostasis after the danger elimination. Consequently,
physiological, acute inflammatory response is normally followed by a recovery phase during
which macrophages actively participate in the healing process (Hamidzadeh et al., 2017; Oishi
and Manabe, 2018; Watanabe et al., 2019). If this recovery phase is not properly completed,
either because of a failure to remove the threat or inappropriately sustained inflammation,
tissue damages can be increased on a long term scale ultimately leading to chronic
inflammatory disorders or autoimmune pathologies (Feehan and Gilroy, 2019; Oishi and
Manabe, 2018; Sica and Mantovani, 2012; Takeuchi and Akira, 2010).

Upon triggering of inflammation, macrophages undergo through a complete metabolic
rewiring in order to acquire increased migratory, phagocytic and digestive capacities (Bossche
et al., 2017; Kelly and O’Neill, 2015). Notably, they express higher levels of proteases,
RNases, nitric oxide and reactive oxygen species (NOS and ROS) upon activation (Liu et al.,
2016). Their lipid metabolism is also highly increased in order to synthesize lipid mediators
that promote or reduce inflammation and to ensure the membrane expansion of all subcellular
compartments (Everts et al., 2014; Martinez et al., 2006). This metabolic reprogramming
additionally confers them an increased resistance to all bioactive antimicrobial molecules that
could damage their basic cell components such as NOS and ROS (Virag et al., 2019). After
inflammation resolution, the majority of neutrophils and monocyte-derived macrophages are
cleared by programmed apoptosis.

lll.2 Regulation of inflammation related genes in macrophages

To achieve a balanced inflammatory response, macrophage immune gene expression
must be tightly regulated to limit the production of pro-inflammatory molecules while promoting
the expression of recovery functions (Hamidzadeh et al., 2017; Medzhitov and Horng, 2009).
Gene expression regulation in macrophages involves various mechanisms that act at both
transcriptional and post-transcriptional levels (Anderson, 2008; Carpenter et al., 2014; Mino
and Takeuchi, 2018; Molawi and Sieweke, 2013). The combination of these different
mechanisms is required to obtain a well-orchestrated response with time dependent
expression of specific proteins according to the different stages of inflammation (Figure 10).
Additionally, as the expression of pro-inflammatory molecules must be adapted in a context-
specific manner, the different layers of regulation are also important to fine tune the protein

synthesis levels depending on the cellular needs.
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Gene expression regulation in immune cells has been studied at the transcriptional
level in very great details (Smale and Natoli, 2014). Obviously, many changes occur through
transcriptional modifications during the inflammatory response in macrophages (Medzhitov
and Horng, 2009). Several functional modules or clusters of genes, specifying the response
magnitude and intensity, are activated by different transcription factors in a constrained
temporal pattern (Figure 10). Following the detection of a triggering factor, the first wave of
newly transcribed gene expression begins very rapidly with the recruitment of constitutively
expressed transcription factors activated by post-translational modifications (Smale and
Natoli, 2014). Among these early response genes are found other transcription factors that
are produced in a stimulus dependent manner and control the expression of a secondary wave
of pro-inflammatory genes. Moreover, additional lineage specifying transcription factors are
synthesized during the second wave of gene expression (Glass and Natoli, 2015; Medzhitov
and Horng, 2009). These factors notably target the expression of chromatin remodeling factors
that ultimately cause durable epigenetic modifications in the activated macrophages
(Lauterbach et al., 2019; Molawi and Sieweke, 2013; Saeed et al., 2014). As their expression
depends on the activity of signal-specific transcription factors, the subsequent remodeling of
gene expression thus depends on the triggering stimulus nature and intensity (Smale et al.,
2014). This mechanism is particularly important as it can induce an hypersensitive, or on the
contrary an hyporesponsive, phenotype following the detection of a new threat by previously
stimulated macrophages (Feehan and Gilroy, 2019; Hamidzadeh et al., 2017; Molawi and
Sieweke, 2013). Importantly, the expression of negative regulators of the inflammatory
response and factors involved in the resolution phase is triggered very early after inflammation
onset to modulate the levels of activation and promote a rapid recovery after the threat
clearance (Hamidzadeh et al., 2017; Serhan and Savill, 2005).
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Figure 10: Different waves of gene expression shape the inflammatory response in
macrophages. The first wave of gene expression is triggered very rapidly after the inflammation onset
allowing the expression of primary response genes. These primary response genes correspond to
inducible transcription factors that will ensure the expression of other inflammation-related genes and
the metabolic reprogramming of the macrophages. During the second wave of gene expression,
chromatin modifiers are expressed along effectors of inflammation to ensure a long-term remodeling of
macrophage gene expression. The expression of negative regulators of inflammation and inducers of
apoptosis is triggered early after the inflammation onset and increases following the removal of the
threat.

Post-transcriptional regulation in immune cells, and particularly macrophages, has
gained interest over the last decades (Carpenter et al., 2014). Indeed, transcriptional control
alone is insufficient to explain the great macrophages plasticity and their ability to transiently
modify their protein synthesis levels very rapidly after stimulation to trigger a properly
orchestrated inflammatory response (Anderson, 2008). Notably, an extensive knowledge of
specific mMRNA features recognized by trans-acting regulatory factors was accumulated. The
most well characterized trans-acting factors are RNA binding proteins that can act at different
stages of the mRNA life (Anderson, 2008; Mino and Takeuchi, 2018; Turner and Diaz-Mufoz,
2018). A common example is the binding of RBPs to AU-Rich Elements (ARE) in the 3UTR
of mMRNAs to induce to modulate their localization, stability and translation (Otsuka et al., 2019;
Turner and Diaz-Mufioz, 2018). Additionally, many sequences targeted by miRNAs were
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identified in the 3'UTR of pro-inflammatory transcripts (Hamidzadeh et al., 2017). The
regulation through the binding of non-coding RNAs, such as long non coding RNAs (IncRNAs),
have also drawn a lot of attention since several years (Carpenter et al., 2014; Jackson et al.,
2018). Importantly, the regulation of mRNA stability, particularly during the late stages of
inflammation, is critical to ensure that the expression of pro-inflammatory factors remains

transient (Carpenter et al., 2014; Zhang et al., 2017).

Despite the growing knowledge about post-transcriptional control in macrophages, still
little is known about translational control in these cells. Large scale RBPs screening in
macrophages revealed that many of them interact with ribosomal proteins, opening a
possibility for translational control (Turner and Diaz-Mufioz, 2018). Moreover, RBPs can target
translation initiation factors to inhibit global protein synthesis in response to infection or to
adapt immune cell metabolism depending on the type of response induced (Carpenter et al.,
2014; Piccirillo et al., 2014). A recent ribosome profiling study in murine bone-marrow derived
macrophages confirmed the widespread regulation of pro-inflammatory mRNAs at the
translational level through the recruitment of specific RBPs (Zhang et al., 2017). Notably, they
described a mechanism by which the ARE-binding protein Zfp36 directly binds to the PolyA
Binding Protein (PABP) to inhibit translation and subsequently recruits mMRNA decay factors.
Another ribosome profiling study in activated macrophages revealed that translational
regulation selectively affects pathways important for cytokine expression, protein synthesis
and cell metabolism (Su et al.,, 2015). Furthermore, short-lived negative regulators of
inflammation are particularly sensitive to translation blockade (Lemaitre and Girardin, 2013).
Their suppression following translation inhibition could be a signal recognized by the innate
immune system to respond to particular pathogens (Barry et al., 2017). Altogether, these
studies highlight the existence of a coordinated network of regulation acting at different stages
of the mRNA life, including translation, to modulate protein synthesis during the inflammatory

response.
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To conclude, macrophages are a very fascinating model to study protein synthesis
adaptation depending on fluctuating conditions due to their high sensitivity towards their
environment and their ability to trigger different gene expression programs accordingly (Pope
and Medzhitov, 2018). The purpose of my work was to study how modifications of the
translation process could participate in the shaping of the inflammatory response in
macrophages. Particularly, | was interested in how variations of the ribosomal binding pattern
could affect the expression of inflammation related genes. Indeed, the competition for
ribosomes, tRNAs and translation factors could be even more important upon triggering of the
inflammatory response as transcription rates are rapidly increased. Consequently, the cellular
resources must be used efficiently to produce only the proteins that are biologically relevant
depending on the nature of the danger. Particularly, the over-expression of pro-inflammatory
factors can have deleterious side effects on the organism and several layers of regulation are
combined to limit their production. Importantly, the distribution of ribosomes across the
different mRNAs is not random and the proper ribosome allocation pattern could be critical to
regulate protein synthesis levels during the inflammatory response. Additionally, translational
control could also participate in the adaptation of protein synthesis kinetics depending on the
different inflammation phases (Koppenol-Raab et al., 2017). Interestingly, a lag was previously
observed between transcriptional induction and protein synthesis for a subset of transcripts in
macrophages (Eichelbaum and Krijgsveld, 2014). To characterize how the ribosomal binding
pattern could be modified during inflammation, | thus sought to perform monosome vs

polysome footprinting using activated macrophages at different stages post-stimulation.
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Results

Mouse Bone-Marrow Derived Macrophages (BMDMs) are broadly used to study gene
expression regulation during innate immune responses and particularly inflammation
(Medzhitov and Horng, 2009; Wang et al., 2013). They are well-characterized and easier to
cultivate than human macrophages. We thus decided to use these cells as a model for our
study. Given the fact that macrophages represent an inherently heterogeneous population,
the production and use of these cells imply to follow a rigorous protocol to achieve reproducible
results. For example, when cultivating these cells in vitro, any variations of the cell density can
ultimately affect their functional capacities (Lee and Hu, 2013).

To obtain BMDMs, myeloid progenitors extracted from mouse bone-marrow are
cultivated in the presence of a lineage-specific growth factor, Macrophage Colony-Stimulating
Factor or M-CSF, until complete differentiation (Weischenfeldt and Porse, 2008). After seven
days of in vitro culture, the progenitors are fully differentiated into mature macrophages that
can be used in various immunological studies. The exposition to diverse microbial components
activates the macrophages and serves as a proxy to study the behavior of innate immune cells
upon modification of their environment. The activation of BMDMs by lipopolysaccharide (LPS),
a glycolipid found in the outer membrane of Gram negative bacteria, is the most commonly
used protocol to study the inflammatory response (Medzhitov and Horng, 2009).
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Setting-up the harvesting of cytoplasmic lysates from macrophages

Despite using a well-established model in the immunology field, the adaptation of the
monosome vs polysome footprinting protocol from yeast to mouse macrophages was not
straightforward. On the contrary, several technical aspects required optimization for the proper
execution of this assay using this particular cell type. Amongst the first issues was the relatively
limited proliferative capacities of BMDMs. As a consequence, obtaining enough material for
some specific experiments was quite challenging. To circumvent this problem, early stage
optimizations were performed using both primary and immortalized cells. BMDMs can be
immortalized through the infection with an oncogenic virus (Gandino and Varesio, 1990).
Immortalized BMDMs (iBMDMs) present the advantages to proliferate faster than primary
bone-marrow derived macrophages (pBMDMs) and are also easier to cultivate. However, after
immortalization, these cells display less physiological features and are functionality different
from pBMDMs (Trouplin et al., 2013). As a matter of fact, while iBMDMs can be useful to set
up an experiment, pPBMDMs should be preferred for assays aiming at understanding the
normal cell biology.

In addition to the great sensitivity of macrophages towards their environment, protein
synthesis is a highly dynamic process that can be altered very rapidly following any
modification of the cell medium. Consequently, any approach aiming at capturing the
physiological changes of translation in macrophages must avoid the introduction of technical
distortions that could skew normal translation dynamics. This is particularly important for
ribosome profiling based techniques as freezing the ribosomes at their exact positions on the
mRNAs is essential to obtain an accurate picture of ribosomal densities. The proper arrest of
ribosomes on their associated mMRNAs is even more critical for monosome vs polysome

footprinting as the aim is to compare the binding pattern from different ribosome populations.

In the beginning of my thesis, | sought to find the best approach to lyse the
macrophages without disturbing the ribosomal binding pattern across mRNAs. In fact, if
translation is not properly blocked during sample collection, the ribosomes continue to
translocate until they fall off of the mRNA leading to an artifactual increase of light polysomes
and monosomes. This phenomenon, called ribosomal run-off, can be efficiently inhibited by
the addition of translation inhibitors such as cycloheximide (CHX). In the initial ribosome
profiling protocol (Ingolia et al., 2009), cells were pre-treated with CHX at 37°C for 10 minutes
before lysis. However, several subsequent studies revealed that this treatment could disturb
ribosomal densities at different levels in yeast. Notably, as CHX inhibits translation elongation

but not initiation, new ribosomes can be recruited on the mRNAs and halted only in the
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beginning of the CDS causing an accumulation of RPFs near the start codon (Santos et al.,
2019; Weinberg et al., 2016). Moreover, CHX mediated inhibition is not immediate as the
molecule has to diffuse into the cells and its effect depends on the ribosome conformation
provoking codon-specific alterations of the ribosomal binding pattern (Gerashchenko and
Gladyshev, 2014; Hussmann et al., 2015; Weinberg et al., 2016). A recent study revealed that
the impact of CHX induced biases could be less significant in mammalian cells compared to
yeast (Sharma et al., 2019b). Despite this, the pre-treatment with CHX at 37°C is not
recommended for studies aiming at studying translation at the codon resolution (MGlincy and
Ingolia, 2017; Weinberg et al., 2016).

Several studies performed using yeast or bacteria revealed that the incubation with
translation inhibitors before cell lysis was not necessary, providing that the cells are lysed
rapidly in very cold conditions. For this, the cells are snap-freezed using liquid nitrogen and
then grinded in presence of lysis buffer while still frozen (MGlincy and Ingolia, 2017;
Mohammad and Buskirk, 2019). This strategy is easy to set up for non-adherent cells that can
be rapidly harvested by simply collecting the culture medium. The collection timing is however
increased for adherent cells such as macrophages that must be scraped off the culture plate
before resuspension in the lysis buffer. Consequently, the increased collection timing could
reduce the efficiency of the translational arrest mediated by snap-freezing. To assess if this
strategy could be used for monosome vs polysome fractionation, iBMDMs and pBMDMs
containing plates were directly placed in a liquid nitrogen bath after a quick wash with ice cold
PBS. The cells were then scraped in 1 mL of ice cold lysis buffer. After homogenization by
several pipetting and clarification, the resulting cytoplasmic lysates were loaded on sucrose
gradients to check the integrity of the polysomes. The results revealed that the polysome
fractions were dramatically reduced following snap-freezing (Figure 11.A and B). This
observation could be explained by a run-off of the translating ribosomes or a mechanical
break-down of the polysomes into monosomes. Hence, the snap-freezing approach could not

be used to perform monosome vs polysome fractionation from macrophages.
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Figure 11 : Ice-cooling and cycloheximide addition directly in the lysis buffer is the best strategy
to maintain ribosomal binding pattern during sample preparation. A. Sucrose gradients profiles of
iBMDMs cytoplasmic lysates prepared with cycloheximide (CHX) pre-treatment or using snap-freezing
in liquid nitrogen. B. Sucrose gradient profile of pPBMDMs cytoplasmic lysates prepared using shap-
freezing. C. Quantification of luciferase activity after in vitro translation of the renilla luciferase mRNA
with treated or untreated Rabbit Reticulocyte Lysate (RRL) using ice or CHX, or their combination to

block the reaction. D. Sucrose gradients profiles of pBMDMs cytoplasmic lysates prepared with
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cycloheximide (CHX) pre-treatment or using ice to block translation. E. Quantification of luciferase
activity after resuming of in vitro translation of the renilla luciferase mRNA with treated or untreated
Rabbit Reticulocyte Lysate (RRL) following the use of ice or CHX, or their combination to block the
reaction. F. Sucrose gradient profiles of pBMDMs cytoplasmic lysates prepared with cycloheximide
(CHX) pre-treatment or using ice and CHX to block translation.

To rapidly decrease the temperature while preserving the polysomes integrity, another
approach consists in placing the culture plate on ice during the wash with ice cold PBS. The
subsequent reduction of temperature is however slower than snap-freezing. To assess if ice-
cooling the plate could efficiently block translation, | performed an in vitro translation assay
using a mRNA encoding for the renilla luciferase (Figure 11.C). The luciferase activity
measured after stopping the reaction by the addition of lysis buffer reflects the amounts of
renilla protein produced and is thus a direct proxy of translation initiation and elongation
efficiency. This assay was performed using Rabbit Reticulocyte Lysate (RRL) either still
containing or depleted of its endogenous mRNAs (untreated or treated). This difference of
composition influences the efficiency of translation for exogenous mRNA with untreated RRL
being closer to physiological in cellulo conditions (Rifo et al., 2007). When the translation
mixture is kept on ice for 15 min, the luciferase activity measured is comparable to what is
observed in the negative control that does not contain the luciferase mRNA. Thus, ice-cooling
is a good strategy to inhibit translation. To capture the most accurate picture of ribosomal
densities in translating cells, lysis must be performed quickly after taking the cells out of the
incubator at 37°C. To reproduce this drop of temperature using the in vitro translation system,
the reaction mixtures were incubated for 15 min at 30°C before stopping translation using ice
cooling with or without CHX. As expected, with CHX the levels of renilla luciferase synthesized
continue to increase compared to the condition where the reaction is stopped after 15 min at
30°C (Figure 11.C). When the translation mixture is placed on ice, the synthesis of renilla
luciferase is not immediately blocked as well but the amount produced is reduced. The
translation blockade is thus more efficient using ice-cooling compared to the incubation with
CHX at higher temperatures. Moreover, when both cycloheximide and ice-cooling are
combined to block translation, the translation blockade is more rapid and effective for treated
but not for untreated RRL. To assess if similar results could be obtained using cells, sucrose
gradients prepared using iBMDMs pre-treated for 10 min at 37°C with CHX or collected with
the ice-cooling protocol were compared (Figure 11.D). The sucrose gradient profiles did not
reveal an increased run-off when only ice-cooling is used to block translation, confirming that
the CHX pre-treatment is not mandatory and that good quality polysomes can be obtained in

absence of translation inhibitors if cold conditions are strictly maintained during cell lysis.
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To track back the position of ribosomes on the translated mRNAs using ribosome
profiling derived methods, the cytoplasmic lysates must be subjected to a RNase digestion
step. For most of the current protocols, this step is performed at room temperature rather than
on ice. As a consequence, the rise of temperature during this digestion step could relieve the
translation blockade if no translation inhibitors are added in the lysis buffer. To confirm this, |
compared the efficiency of the translation blockade mediated by CHX, ice-cooling or both
when the synthesis reaction is resumed due to a rise of temperature using a similar in vitro
translation assay than previously (Figure 11.E). Unsurprisingly, translation rates were rapidly
increased when the reaction was placed at 30°C after ice-cooling only. The pre-treatment with
CHX for 15 min at room temperature efficiently prevented the resuming of the translation
reaction at 30°C. When CHX is added on ice instead, the translation blockade is more efficient
probably because the protein production is inhibited with less delay compared to a room
temperature incubation. The sucrose gradient profiles obtained using iBMDMs pre-treated
with CHX at 37°C or ice-cooled and lysed in presence of CHX confirmed this observation
(Figure 11.F). Indeed, the heavy polysomes peaks are higher when the lysate is prepared
using both ice-cooling and CHX. Conversely, in the sample pre-treated at a higher
temperature, the peaks are higher in the light polysome fractions revealing some ribosomal
run-off. To conclude, collecting samples on ice and adding CHX directly in the lysis buffer is
the best strategy to maintain ribosomal binding pattern during the preparation of cytoplasmic
lysates and RNase digestion.

Depletion of highly abundant ribosomal RNA contaminants

rBRNA contamination is a recurrent problem in all RNA sequencing based methods
including ribosome profiling (Chung et al., 2015; Zinshteyn et al., 2020). To sequence a pool
of RNAs with confidence, the average number of times a given RNA sequence is read, or
coverage, must be increased proportionally to the levels of the least abundant RNA species
of interest in the library. If many sequencing reads correspond to rRNA sequences, the amount
of information that can be collected regarding mRNA sequences is inevitably reduced. To gain
more sensitivity, one solution is to increase the total number of reads sequenced or
sequencing depth. As this can be quite expensive, other strategies were developed to instead
decrease the amount of rRNA fragments in the sequencing library. Most of these approaches
were designed for RNA-seq samples that display different characteristics compared to
ribosome footprinting samples. Notably, RPFs are smaller than classical RNA-seq fragments,
reducing the efficiency of most classical commercial kits available for rRNA depletion from
sequencing libraries. Consequently, the depletion of rRNA fragments from ribosome profiling

libraries is not straightforward and a standard strategy is still lacking in the community.
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To obtain a snapshot of the position of translating ribosomes on their associated
mRNAs, the RPFs are generated by RNase digestion. During this step, mRNA portions left
unprotected are degraded but the rRNA composing the ribosomes can also be targeted. After
purification of the digested ribosomes from a sucrose gradient, the mRNA fragments represent
only a small fraction of the total RNA obtained. The vast majority of the material (80-95%) is
in fact composed of rRNA with another small fraction corresponding to tRNAs stably
associated to the ribosomes. To reduce the contamination levels, only RNA fragments
corresponding to the expected RPFs size (around 30nt) are selected on a highly resolutive
denaturing polyacrylamide gel. However, rRNA and tRNA fragments of a similar size can also
be co-purified during size-selection. As a consequence, RPFs derived from mRNAs are not
the only RNA species sequenced in ribosome profiling based approaches. To prepare the
RNAs for deep sequencing, they must be ligated to adaptors that will be necessary to initialize
the sequencing reaction and reverse transcribed into cDNA (Figure 12). For this, the purified
RNA fragments are first dephosphorylated to promote the ligation of the 3’ end adaptor. After
3’ adaptor ligation, the RNAs are reverse transcribed using a barcoded reverse-transcription
(RT) primer that anneals to this adaptor. The RT primer also contains another adaptor
sequence that will be used to circularize the resulting cDNA using CircLigase | (Lucigen). A
long flexible linker (18-atom hexaethylene glycol spacer) is placed between the two adaptor
sequences in the RT primer to minimize structural constraints during circularization. The final
sequencing library is produced by PCR amplification using primers targeting both adaptor
sequences surrounding the cDNA insert. An additional barcode sequence is added in the
reverse PCR primer allowing the mixing, or multiplexing, of different samples in the same

sequencing reaction.
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Figure 12: Overview of the library preparation protocol using ribosomal footprints. Following
isolation of the monosomes fractions through sucrose gradient ultracentrifugation, the RNAs are
extracted using acid phenol chloroform purification. The purified RNAs are dephosphorylated to have
3'OH ends and size selected to enrich the sample in true Ribosomes Produced Footprints (RPFs). After
gel purification, RNAs are ligated to a pre-adenylated DNA adaptor and then reverse transcribed. The
reverse transcription (RT) primer contains both the reverse and forward priming sequences for lllumina
sequencing, as well as a barcode to uniquely identify the sample. The RT product is gel purified,
removing unligated adaptors and unextended RT primers. The gel purified RT product is circularized,
forming a template for PCR. After PCR amplification, the library is gel purified, quantified and pooled to

other libraries to form a multi-sample mix used for deep sequencing.
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As the RNA fragments generated during ribosome footprinting correspond to the
material left after the selection of ribosome associated RNAs from a sucrose gradient and
size-selection, the amount of contaminating rRNAs could be reduced compared to classical
RNA-seq. With this in mind, no depletion strategy was used for the first ribosome profiling
study (Ingolia et al., 2009). Despite the rRNA contamination, roughly 16% of reads were
mapped to mMRNA sequences allowing the estimation of translation rates and the
characterization of RPFs position on mRNAs at the sub-codon level. As similar results were
obtained by other groups using different organisms in the following years, we decided not to
use any depletion method for the first ribosome profiling and monosome vs polysome
footprinting experiments that we carried out using murine pBMDMs. While some rRNA
contamination was expected, the results revealed that the amount of rRNA sequences in our
libraries was actually massive. Unlike what was observed using other models, such as yeast
or human HEK293T cells, the rRNA contamination levels were largely superior to 90% thus
severely decreasing the amount of information that could be retrieved regarding mRNAs
(Figure 13.A).

In addition to the heavy rRNA contamination, bacteria derived sequences were also
found in our samples (Figure 13.B). As macrophages are particularly sensitive, many
precautions were taken to avoid and also to monitor the apparition of any type of contamination
during all cell culture steps. Hence, the contamination was more likely occurring during the
sample collection or library preparation steps. This was confirmed by the identity of the
bacterial sequences found in our libraries : a significant part of them corresponded to PhiX
reads that were improperly assigned to our samples after demultiplexing. These
Enterobacteria phage derived sequences are commonly added as spike-in in lllumina
sequencing to improve base calling accuracy. The rest of the contamination was dominated
by Acinetobacter or Pseudomonas derived sequences corresponding to bacterial species that
frequently contaminate the laboratory environment (Park et al., 2019; Strong et al., 2014). To
avoid this type of contamination, extra care must be taken for the cleaning of the material used
during library preparation and only very high quality RNase-free water should be used.

To assess if the ribosome associated RNAs were properly purified using sucrose
gradient separation, the levels of small nuclear or nucleolar RNAs (snRNAs or snoRNAs) were
also quantified in our libraries (Figure 13.C and D). The proportion of reads mapping to these
sequences was really low (less than 1.5% of the reads after filtering of rRNA sequences)
demonstrating that ribosome associated RNAs were highly enriched in our libraries. Moreover,
snRNA contamination was well reduced in monosome and polysome footprinting libraries

compared to global ribosome profiling libraries (Figure 13.C). This could be explained by the
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double sucrose gradient purification steps that limit the purification of RNA species not directly
bound to mRNA-ribosomes complexes. This observation was not reproduced when looking at
snoRNA levels in monosome vs polysome libraries compared to global ribosome profiling. The
proportion of snoRNA reads found in the monosome libraries was actually higher than for
polysome or global footprinting libraries (Figure 13.D). As snoRNAs participate in the
maturation of ribosomal complexes, this could be explained by the presence of co-purified
immature 60S particles in the monosome fraction. However, it was not possible to draw solid
conclusions on the levels of small RNAs associated with the ribosomes as their coverage was
insufficient.

As a consequence of the massive rRNA contamination, the proportion of reads
mapping to mMRNA sequences was very low in our libraries (less than 1% of total sequenced
reads). After computer filtering of rRNA reads, 10-20% of the remaining sequences mapped
to the principal mouse mRNA isoforms determined by the APPRIS database (Rodriguez et al.,
2018). Importantly, despite the reduced coverage due to high rRNA contamination levels,
many reads corresponding to mRNA sequences were found in the monosome libraries (Figure
13.E). This result confirmed that monosomes contain a high proportion of mRNA bound
ribosomes as previously observed in other model organisms. Nevertheless, it was not possible
to conduct more detailed analyses in order to confidently conclude about their translational
status using these results as the coverage was very low. The quantification of tRNA levels
was also informative despite a low coverage. Indeed, the proportion of tRNA reads was
reduced in monosome libraries compared to polysome or global footprinting (Figure 13.F).
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Figure 13: Quantitative analysis of the different RNA species identified in our first global,
monosome and polysome footprinting libraries. A. Proportion of rRNA reads relative to the total
reads sequenced for each type of library. Proportions of B. bacteria, C. small nuclear or snRNA, D.
small nucleolar or snoRNA, E. messenger or mRNA, F. Transfer or tRNA reads relative the number of
reads left after rRNA filtration for each type of library. The results obtained for 12 global (Ribo), 15

monosome (Mono) and 15 polysome (Poly) footprinting libraries are represented.
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While the sequencing depth for the most interesting RNA species was low, the results
obtained for this first attempt were quite interesting as we successfully retrieved mRNA
sequences preferentially associated to monosomes or polysomes. For this reason, | sought to
find a strategy to deplete rRNA sequences from the already constructed libraries. A strategy
to do this is to use the Duplex-Specific Nuclease (DSN) that targets specifically DNA-DNA or
DNA-RNA hybrids (Chung et al., 2015). This approach, widely tested for rRNA depletion from
RNA-seq libraries, is based on the fact that DNA re-annealing rate is correlated to its
concentration (Bogdanova et al., 2009; Christodoulou et al., 2011). Consequently, in a pool of
DNAs, the most abundant molecules re-hybridize more rapidly than the others after heat-
denaturation. Similarly, in PCR amplified sequencing libraries, the rRNA containing molecules
should re-hybridize more frequently than the mRNA ones after denaturation. The addition of
DSN after slow re-annealing can thus be used to deplete sequencing libraries from abundant
contaminants (Figure 14.A). As this enzyme is resistant to relatively high temperatures, the
reaction can be performed at 68°C to limit the re-hybridization of the least abundant species.
After inactivation of the enzyme, the remaining DNA molecules can be amplified again by PCR
to obtain enough material for sequencing.

To assess the efficiency of this approach, | compared the amount of material obtained
for untreated or DSN depleted libraries generated from the same circularization product after
migration on a non-denaturing 10% polyacrylamide gel (Figure 14.B). As the number of PCR
cycles were optimized to obtain a good amplification for the DSN depleted sample, a large
smear is observed in the non-depleted sample corresponding to overamplification products
higher than the expected library size (170nt). This demonstrates that the amount of material
was well decreased in the DSN treated sample. Additionally, the presence of lower bands in
this sample confirms that DSN mediated digestion was effective. To assess the quality of the
libraries before sending them to deep sequencing, they are usually cloned into a bacterial
vector. After bacterial transformation, several clones are then sequenced using the classical
Sanger method. This low throughput strategy can be used to predict the ratio between the
different RNA species in sequencing libraries. | used this approach to check if the rRNA
contamination was reduced in the DSN treated libraries and observed no differences (data not
shown). Even if the results obtained after the migration of the untreated or depleted libraries
were promising, the efficiency of this method was thus not sufficient to significantly modify the
levels of rRNA contamination. Moreover, increasing the number of PCR rounds can introduce
bias in the abundance of each mRNA molecule as the least abundant sequences tend to be
less amplified than the most represented ones (Aird et al., 2011; Head et al., 2014).

65



Cc D

| Probe directed degradation |

[ DSN mediated rRNA depletion |

DSN

U ann o6n ra l
— — == ——— No N No Ctl 100 200 Ctl
—_ S — _— DSN DSN L Nk DSN Neg nM nM Pos
— e e—— \ ) e N
e— Nt ) .
L —— —— = — . \ \‘ Nl
! / N’
Denaturation 98°C
2min Denaturation 98°C 2min
Slow cool-down (0.1°C/min)
e = —— \)
= = == 7Y )
et ey e M \w,/ w’
-
Slow reannealing o \ }
68°C 5h \
- Nl
= el _ ~~
e e = DSN addition
— — = — ~h 55°C 25min
— i — _ -
= 200nt
e 2000t PN
DSN addition \ ]
68°C 25min \ ¢ W ¢ )
s 150Nt \‘\w,/ w
e —
= j —— = 2 \
i — v )
F —_ re— \AN/
— c — Al 100nt 100nt
DNA Extraction
DNA Extraction & PCR

Figure 14: Duplex Specific Nuclease (DSN) mediated depletion of highly abundant rRNA
contaminants from ribosome footprinting samples. A. Schematic representation of the DSN
strategy to remove rRNA contaminants in already prepared libraries after PCR amplification. B. Gel
electrophoresis of libraries treated or not with DSN after PCR amplification. C. Schematic representation
of the DSN strategy to remove rRNA contaminants in already prepared libraries by targeting the
circularization products. D. Gel electrophoresis of libraries prepared using circularization products
treated or not with DSN in presence of different oligonucleotides. The negative control (Ctl Neg) sample
was prepared using an oligonucleotide antisense to the renilla luciferase mRNA. The positive control
(Ctl Pos) sample was prepared using an oligonucleotide antisense to the forward priming sequence for
lllumina sequencing found in all circularization products. Two different concentrations (100mM and

200mM) were tested for our pool of oligonucleotides targeting frequent rRNA sequences.
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Another strategy based on DSN mediated digestion consists in the addition of
complementary oligonucleotides in the depletion reaction to improve the targeting of
contaminant sequences (Archer et al., 2014). To implement this probe directed degradation
(PDD) strategy, | took advantage of the high coverage of rRNA sequences in our previously
sequenced libraries. As observed in other studies, most of the contaminating rRNA sequences
were derived from a few specific sites on the ribosomal RNAs (Chung et al., 2015; Ingolia et
al., 2009). | thus designed 32 probes targeting the most frequent contaminant sequences
found in all of the 42 global, monosome or polysome footprinting libraries prepared previously.
Moreover, the depletion was performed directly on the circularization products to avoid the
introduction of PCR overamplification induced bias. Similarly to the DSN only protocol, the
circularization products mixed with the antisense rRNA oligonucleotides were first heat-
denatured before slow re-annealing (Figure 14.C). The depletion reaction was performed at
55°C to increase the probe hybridization efficiency. The results revealed that probe addition
further reduced the amount of material left after digestion compared to the negative control
treated only with DSN (Figure 14.D). The depletion efficiency was also increased by adding a
higher quantity of antisense oligonucleotides. Furthermore, the addition of an oligonucleotide
targeting an adaptor sequence found in all sequencing libraries further decreased the amount
of material retrieved after digestion. This implies that the DSN directed digestion can
specifically target the circularization products containing rRNA sequences annealed with the
probes. The results obtained after cloning in a bacterial vector and Sanger sequencing were
also promising as one clone out of 19 sequenced contained a mRNA derived RPF. All the
libraries sequenced during the first attempt were thus depleted using this strategy and sent to
deep sequencing.

Despite the promising results obtained during the optimization of the PDD protocol, the
deep sequencing results revealed that the DSN depletion did not dramatically reduce the
amount of rRNA contaminating the libraries (Figure 15.A). Indeed, the proportion of rRNA
reads was decreased by less than 5% for most libraries. This could be explained by the fact
that only a short list of the most abundant contaminants was selected. Interestingly, the level
of bacterial contamination was well reduced despite the fact that no probes targeting these
sequences were added in the digestion reaction (Figure 15.B). This suggests that the DSN
could also target hybridized circularization products. Notably, the DSN requires as little as ten
perfectly complementary base pairs to cut so even a partial hybridization could be sufficient to
induce degradation (Archer et al., 2014). A similar effect was observed for tRNA levels that
were slightly reduced as well (Figure 15.C). The depletion of circularization products non
targeted by the probes could in fact depend on their abundance. Indeed, the contamination

with less abundant species such as snoRNA and snRNA contamination was very similar with
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or without DSN depletion (Figure 15.D and E). Finally, the number of reads mapping to the
mouse transcriptome after rRNA filtering was slightly increased (Figure 15.F). Hence, the
depletion of contaminants such as rRNA and bacterial sequences from the sequencing
libraries really improves the coverage on mRNA sequences. To conclude, these results
showed how the depletion of rRNA contaminants in ribosome footprinting libraries can be
challenging. Moreover, the different strategies existing to decrease rRNA contamination from

already constructed libraries are overall ineffective.
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Figure 15: Quantitative analysis of the different RNA species identified in DSN-treated or
untreated ribosome profiling libraries. A. Proportion of rRNA reads relative to the total reads
sequenced for each type of library. Proportions of B. bacteria, C. snRNA, D. snoRNA, E. mRNA, F.
tRNA reads relative to the number of reads left after rRNA filtration for each type of library. The results

obtained for 20 DSN treated and 12 untreated ribosome profiling libraries are represented.
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The RNase treatment greatly influences the ribosomal footprints quality

Considering the inefficiency of the strategies tested to improve mRNA coverage using
the already constructed libraries, | next focused on methods that would decrease rRNA
contamination from the RNA sample before library construction. Interestingly, most of the
rBNA fragments that dominated our sequencing libraries were produced by the cleavage of
surface exposed regions of the ribosomes targeted during the RNase digestion step. Similar
observations were made previously in other studies and revealed that the level of
contamination is highly affected by the experimental procedure used to generate the RPFs
(Chung et al., 2015; Ingolia et al., 2009). Additionally, organism and cell type dependent
variations of the contamination rate were highlighted even when the same protocol was
followed for sample preparation (Miettinen and Bjérklund, 2015). As a matter of fact,
ribosomes from different origins have very different resistance to RNase digestion
(Gerashchenko and Gladyshev, 2017). While yeast ribosomes are very resilient to RNase
digestion, mouse ribosomes can lose their structural integrity when the RNase treatment is
too aggressive. This can be quite problematic as RPFs from unstable ribosomes can be lost
during the sucrose gradient purification step provoking a significant skewing of gene
expression estimates. Apart from this, the amount of rRNA fragments with a similar size to
true RPFs can be highly increased.

To estimate the impact of this phenomenon using pBMDM lysates, | compared the
amount of material retrieved on a polyacrylamide gel in the RPFs size range after treatment
with different RNases (Figure 16.A). When using the same combination of RNase A and T1
as for the previously prepared libraries (3uL of RNase A and 300U RNase of T1), the RNA
fragments obtained were highly degraded. Notably, a large smear was observed in the region
spanning the RPFs size range and not so many bands were left at higher molecular sizes.
This high degradation of rRNA could thus partly explain the massive rRNA contamination in
our sequencing libraries. As RNase S7 and T1 were identified as the least aggressive towards
mouse ribosomes, | next tested these enzymes to perform the ribosomal footprinting step
(Gerashchenko and Gladyshev, 2017). It should be noted that RNase T1 has a strongly biased
cutting pattern as it only cuts after guanosine while the RNase S7 can target every nucleotide
(delCardayré and Raines, 1995). For this reason, | did not consider preparing the footprinting
samples using only RNase T1. The pBMDM lysate treated with the RNase S7 alone contained
more RNA fragments of a higher molecular size and less material in the RPFs size range. This
observation thus confirmed that S7 nuclease degrades to a lesser extent the mouse ribosome
and generates fewer small rRNA fragments that could be co-purified with the RPFs. When

combined with RNase T1, more material was obtained in the RPFs range but higher size RNA
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fragments were also preserved. This result is consistent with the observation that mouse
ribosomes are particularly sensitive to RNase A treatment (Gerashchenko and Gladyshev,
2017). The important degradation of rRNA observed using our initial digestion conditions could
thus be explained by the murine pBMDM ribosome sensitivity to RNase A digestion.
Consequently, the use of other RNases could significantly reduce the amount of rRNA

contamination in our footprinting libraries.

To control the ability of S7 nuclease to collapse all the polysomes into properly
digested monosomes, pBMDM lysates were treated with this enzyme, alone or in combination
with RNase T1, and then loaded on sucrose gradients (Figure 16.B). When the lysates were
digested with 3uL of RNase S7 (regular amount), the polysomes were properly collapsed into
monosomes. A small disome peak was left, corresponding to a fraction of collided ribosomes
that cannot be separated by a mild RNase treatment (Han et al., 2020; Tuck et al., 2020).
When combined with RNase T1, the sucrose gradient profile was very similar confirming that
both RNases do not induce a loss of structural integrity on the digested ribosomes. On the
contrary, when S7 nuclease amount was increased to 10uL (high S7), the 80S peak recovered
was decreased showing that the RNase also partially degraded the ribosomal complexes at
higher concentration. The amount of RNase used during the digestion step is therefore equally
important to the RNase identity to retrieve RPFs of high quality.

To optimize the RNase digestion step for murine pPBMDMs, several concentrations and
combinations of both RNase T1 and S7 were tested on the same cytoplasmic lysate. The RNA
fragments obtained were analyzed by Northern Blot using a probe targeting a highly frequent
rBNA sequence to select the best condition to reduce rRNA contamination (Figure 16.C). As
the smallest RNA fragments tend to migrate faster, they were not properly retained on the
nitrocellulose membrane after transfer. For this reason, fragments lower than 30 nucleotides
are not visible on our membrane. The results obtained were consistent with what was
previously observed with the polyacrylamide gel analysis. RNase S7 treatment alone
produced less small rRNA fragments compared to RNase T1 alone or their combination.
Increasing RNase amount in the digestion reaction produced more small rRNA fragments. The
production of small rRNA fragments was well correlated to the RNase digestion efficiency as
the addition of a RNase inhibitor, heparin, induced a reduced fragmentation of high molecular
size rRNAs. Additionally, | confirmed that cytoplasmic lysate of murine pPBMDMs are more
sensitive to RNase digestion than those of other classically used cell lines, such as the human
HEK 293T cells. Indeed, the rRNA fragments obtained after digestion were higher for the
human sample compared to any condition using pBMDM lysate even in presence of RNase

inhibitor. Finally, the incubation with 3uL of S7 nuclease was selected as the best condition to
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generate RPFs as the conversion of polysomes into monosomes was optimal. Meanwhile, the
production of rRNA fragments that could be co-purified with the RPFs was also well reduced

at this concentration.

A B

RNase RNase RNase
A+T1 §S7 S7+T1

100 4

® High S7
® Regular S7
® Regular S7+T1

754

50 4

DO 254nm

32nt—|:

26nt—{"- - -- -2 - - - T T T T
3 25 5.0 75 10.0

Sucrose density

1:3uL S7
1 6uL S7
: 6uL S7 + Heparin

w N

:10uL S7

1 6L S7 + 300U T1 (pBMDM)
:6uL S7 + 300U T1 + Heparin

: 6L S7 + 300U T1 (HEK293T)

N o o s

' 8: 6uL S7 + 150U T1
y 9: 6uL S7 + 150U T1 + Heparin

a 10: 300U T1

11: 300U T1 + Heparin
-

40nt—

30nt—

Figure 16. Optimization of the RNase digestion step decreases the fragmentation of rRNA during
footprinting sample preparation. A. Gel electrophoresis of RPFs prepared using different
combinations of RNase A, T1 and S7. The orange dotted rectangle highlights the range of RPFs
typically selected for library preparation. B. Sucrose gradient profiles of pPBMDMs lysates treated with
RNase S7, T1 or their combination. Regular amount : 3uL of S7 RNase or 300U of RNase T1. High
amount : 10puL of S7 RNase. C. Northern Blot analysis of samples prepared from one cytoplasmic lysate
submitted to different RNase conditions as indicated. The specific detection of rRNA was ensured using
a fluorescent probe targeting a highly abundant 18S rRNA fragment.
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RNase H mediated depletion of rRNA contaminants

In addition to the optimization of the RNase digestion step, | also tested the depletion
of rRNA fragments directly at the RNA level before library preparation. Most of the strategies
to perform this consists in the use of specific oligonucleotides probes that bind to the targeted
contaminant sequences. After hybridization, the unwanted fragments are separated from the
RNA sample using magnetic beads or degraded by enzymatic digestion. All these methods
thus require the characterization of the contaminant sequences before their implementation.
Alternatively, commercial kits promising the depletion of a wide range of rRNA sequences
from RNA-seq samples could also be efficient to some extent for ribosome footprinting
samples. The most efficient commercial depletion kits, Ribo-Zero and Ribo-Gold distributed
by lllumina, were recently discontinued leaving few effective commercial alternatives. Notably,
| tested the RiboMinus technology distributed by Thermo Fisher and observed a limited effect
on the rRNA contamination levels in ribosome footprinting samples (data not shown). The
Ribo-Cop kit from Lexogen was also tested in the lab and did not induce a clear reduction of
rRNA contamination.

As the commercial kits did not perform well, | next focused on setting-up a cost effective
depletion strategy using oligonucleotides to target the contaminants. For this, all the data
obtained for the previously sequenced libraries were combined to identify the regions that
generate most of the rRNA fragments co-purified with the RPFs. The regions of the 47S pre
rRNA and the 5S rRNA that produced most of the rRNA reads were visualized using the
Integrative Genomics Viewer (IGV) visualization tool and 129 probes corresponding to the
highest peaks were designed (Figure 17.A). In parallel, a new protocol relying on the
degradation of targeted RNAs using RNase H was tested in our lab (Adiconis et al., 2013).
This protocol was initially developed to target rRNA contaminants using a set of DNA probes
that cover entirely all the human rRNA sequences. Interestingly, mouse and human rRNA
sequences are highly similar so a large part of the 129 mouse probes designed previously
were redundant with the human probes. In addition to the human rRNA probes, | ordered 63
mouse specific probes to increase the depletion efficiency from mouse samples using the
RNase H protocol.
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Figure 17: The RNase H mediated depletion of rRNA contaminants. A. The most frequently
contaminating rRNA fragments found in all our non-depleted or DSN-depleted libraries were selected
using the Integrative Genomics Viewer (IGV) visualization tool. In total, 129 probes (in red)
corresponding to the highest peaks identified in the 47S pre-rRNA and 5S rRNA sequences were
designed. B. Schematic representation of the RNase H depletion protocol. Purified RNA fragments are
mixed with antisense DNA probes targeting the rRNA contaminants. After heat-denaturation and slow
reannealing, RNase H is added to degrade all the DNA:RNA hybrids. After depletion, the antisense
probes are removed by DNAse digestion and the remaining RNAs are purified before proceeding to
library preparation.

To perform RNase H mediated depletion of rRNA fragments, the RNA sample is mixed
with antisense DNA probes and then heat-denatured (Figure 17.B). After slow re-annealing,
RNase H is added to degrade the RNA fragments hybridized with the DNA probes. As this
enzyme specifically targets DNA-RNA hybrids, the depletion is restricted to the sequences
targeted by probes. After digestion, the DNA probes are degraded to keep only the remaining
RNA fragments for library preparation.
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To assess the efficiency of this strategy, the amounts of material retrieved before or
after RNase H depletion on the same pBMDM digested lysate were compared on a denaturing
polyacrylamide gel (Figure 18.A). After RNase H treatment of low or high amounts of input
RNA, most of the high molecular size fragments are degraded and many small fragments
lower than 30 nucleotides are obtained showing the high digestion efficiency. Importantly, the
material obtained in the RPFs size range is well reduced in the depleted samples compared
to the non-depleted. Additionally, the depletion is efficient for the two different RNase
conditions tested indicating that RNase H treatment could perform well independently of the
sample preparation protocol.

To check if the results obtained after deep sequencing were also improved, libraries
were prepared using the two depleted or non-depleted samples treated with the S7 nuclease
that were gel purified previously. Interestingly, the use of S7 nuclease instead of the
combination of RNase A and T1 was already sufficient to decrease the rRNA contamination
levels (Figure 18.B). Additionally, the coverage of tRNA and mRNA sequences were also
improved (Figure 18.C and D). Indeed, the proportion of rRNA reads was reduced by 25% and
mRNA sequences represented nearly 12% of total reads sequenced. This confirmed that
RNase S7 mediated footprinting generates less contaminating rRNA fragments. The results
were less convincing for the depleted sample as rRNA levels were higher than in the non-
depleted sample (75% vs 69% respectively ; Figure 18.B). This could be explained by the
degradation of high molecular size rRNAs mediated by RNase H that generates smaller
contaminating fragments in the range of the RPFs. Additionally, the tRNA coverage was
reduced by half compared to the non-depleted sample (Figure 18.C). This was intriguing as
tRNAs were not targeted by DNA probes. On the other hand, the results for mRNA reads were
encouraging as they represented 17% of total reads sequenced (Figure 18.D). Moreover, no
significant skewing of gene expression estimates was observed using this strategy as the
coverage of most transcripts was highly correlated before and after RNase H depletion
(correlation coefficient of 0.996 ; Figure 18.E). To avoid a potential contamination due to the
cleaving of larger rRNA fragments, we performed the RNase H treatment after gel size-
selection. This greatly improved the results as rRNA reads then represented less than 50% of
total reads (Figure 18.B). Meanwhile, the proportion of tRNA reads was nearly similar to what
was observed in the non-depleted sample and the mRNA coverage was well increased (Figure
18.C and D). Indeed, the proportion of reads corresponding to the principal mouse isoforms
represented 35% of all sequenced reads.
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Figure 18: The RNase H mediated depletion efficiently removes abundant contaminating rRNA
fragments from footprinting samples. A. Gel electrophoresis of RNase A and T1 or S7 treated RPFs
submitted (+Dep) or not (-Dep) to RNase H depletion. Two lysates were used as input with High or Low
RNA concentrations. The orange dotted rectangle highlights the range of RPFs selected for subsequent
library preparation. Proportions of B. rRNA, C. tRNA, and D. mRNA reads relative the total reads
sequenced for each type of library : RNase A and T1 and DSN treated (DSN Dep A+T1 ; 18 libraries)
or non-depleted (No Dep A+T1 ; 12 libraries) or RNase S7 treated non depleted (No Dep S7 ; 1 library)
or depleted with RNase H before RPFs size selection (1 library) or after (17 libraries). The interval bars
correspond to the standard deviation. E. Scatterplot comparison of the normalized number of reads
mapped per gene (Reads Per Kilobase per Million mapped or RPKM) in the non-depleted sample
treated with RNase S7 and its corresponding RNase H depleted sample (depletion before size-
selection).
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To sum up, both the optimization of RNase digestion and the implementation of an
efficient depletion strategy were necessary to obtain a sufficient coverage of mRNA
sequences from pBMDM ribosome footprinting samples. The depletion of rRNA contaminants
using RNase H is particularly effective and greatly improves the coverage of mRNA
sequences. A reduced efficiency is however observed if RNase H treatment is performed
before size selection due to the cleavage of higher rRNA fragments that are efficiently
removed during gel purification. The high depletion efficiency can notably be explained by the
fact that many probes were used to target the contaminating rRNA sequences. Importantly,
the high coverage of rRNA sequences in the previously sequenced libraries allowed the
success of this new depletion strategy as the probes were designed according to the most

frequent contaminants characterized from these libraries.

Endogenous RNases disturb the purification of monosomes and polysomes
from pBMDMs

Upon stimulation, macrophages undergo a rapid change of phenotype to ensure the
triggering of an efficient inflammatory response. Consequently, their transcriptional and
translational activities are very rapidly modified following a change in the environment. While
polysome profiling is insufficient to fully characterize the variations of translation across all
cellular transcripts, the amount of polysomes in a cell can serve as an indirect measure of the
global protein synthesis levels. To assess the impact of LPS stimulation on protein synthesis
in pBMDMs, cytoplasmic lysates were collected at different time post-activation (0, 30 min, 1h,
3h, 6h and 24h) and loaded on sucrose gradients (Figure 19). After stimulation, the amount of
polysomes obtained was increased regularly through time until 6 hours post-treatment. This
observation confirmed that global translation rates were impacted following LPS treatment.
Interestingly, the amount of polysomes was well reduced at 24 h post-stimulation possibly
revealing a translation blockade in the late phase of the inflammatory response. Even if these
observations were made several times using biological replicates, the proportions of
monosomes and polysomes were not consistent across experiments. Despite rigorous
optimization of the sample collection procedure using iBMDMs, sucrose gradients prepared
with pPBMDMs lysates were still lacking reproducibility. This was a critical issue as our objective
was to use monosome vs polysome footprinting to study the regulation of translation during

the inflammatory response in macrophages.
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Figure 19: Sucrose gradient profiles of pBMDMs lysates collected at different times following
macrophage activation reveal a lack of reproducibility. A., B., C. Sucrose gradient profiles obtained
for pPBMDMs lysates from three independent biological replicates collected at different times post-LPS
stimulation (untreated, 30m, 1h, 3h, 6h, 24h).
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Apart from ribosomal run-off, RNase contamination during sample collection can also
disturb the ribosomal binding pattern across mRNAs and introduce variations in the
monosomes vs polysomes ratio. During the initial optimization phase, the absence of RNase
contamination during sample collection was tested using immortalized BMDMs. For this, a
non-digested cytoplasmic lysate was loaded on a sucrose gradient and the RNAs extracted
from the different fractions obtained were visualized by gel electrophoresis (Figure 20.A).
Sharp 28S and 18S rRNA bands, that are characteristics of intact RNA, were observed in all
monosomes and polysomes fractions. As a matter of fact, the sucrose gradient profiles
prepared using iBMDMs were highly reproducible and all the RNAs obtained after purification
were of really high quality. Hence, it was concluded that no RNase contamination was occuring
during the sample preparation step using our optimized protocol.

After noticing the lack of reproducibility in the sucrose gradient profiles obtained for
pBMDMs, | decided to check the integrity of the RNAs in the cytoplasmic lysates prepared
using these cells (Figure 20.B). Unexpectedly, no 28S and 18S rRNA bands were visible in
these samples and a large smear was observed at the lowest molecular sizes. The RNAs
contained in the pBMDM cytoplasmic lysates were thus highly degraded even in absence of
added RNases. Additionally, the degradation rates were increased when the cytoplasmic
lysates were stored before loading on a sucrose gradient even if they were snap-freezed just
after cell lysis (data not shown). This suggested that endogenous RNases were actively
degrading the RNAs since the very beginning of the sample collection procedure. Moreover,
the degradation rates were different depending on the timing post-LPS stimulation (Figure
20.B). The expression levels of the endogenous RNases could thus vary depending on the
stage of the inflammatory response. These results were replicated several times using
different pPBMDM batches proving that the endogenous RNase contamination was a recurrent

problem.
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Figure 20: Potent RNase inhibitors must be added in the lysis buffer to limit polysomes
degradation due to endogenous RNases expressed in pBMDMs. A. Gel electrophoresis of the
RNAs purified from the different fractions of a sucrose gradient prepared with iBMDM lysate. B. Gel
electrophoresis of the RNA purified from different pBMDM lysates collected at different time post LP S-
stimulation. C. Sucrose gradient profiles of pPBMDM lysates prepared without RNases inhibitor or with
Superase (10U/mL of lysis buffer). D. Sucrose gradient profiles of pBMDM lysates prepared with
Superase (10U/mL of lysis buffer) alone or in combination with heparin (800ug/mL of lysis buffer). E.
Sucrose gradient profiles of pPBMDM lysates prepared with Superase alone or in combination with
heparin after overnight (15h) or short (2h40) ultracentrifugation runs.
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To counteract the degradation mediated by endogenous RNases during the
preparation of pPBMDM cytoplasmic lysates, several RNase inhibitors were tested. Among the
commercial protein-based RNase inhibitors, only the Superase*In from Thermo Fisher
efficiently protected high density polysomes from degradation (Figure 20.C). Despite
Superase*In ability to robustly bind to a wide range of RNases, the inhibition was only partial
as polysomes degradation was still occurring if the lysate was not loaded directly on a sucrose
gradient after lysis (data not shown). The addition of another broad range RNase inhibitor was
thus necessary to efficiently prevent RNA degradation in the pBMDM lysates.

The anionic polymer heparin is a non-specific competitive RNase inhibitor that was
previously used to limit polysomes degradation in sensitive samples (Del Prete et al., 2007;
Gauthier and Ven Murthy, 1987; Gerashchenko and Gladyshev, 2017). The combination of
this molecule with Superase*In in the lysis buffer clearly improved the recovery of high density
polysomes from pBMDM lysates (Figure 20.D). In parallel, the amounts of 40S and 60S
ribosomal subunits were also increased in the heparin treated sample. This could be explained
by the fact that heparin induced a partial nuclear membrane disruption and a release of
immature ribosomal subunits. Because of its detergent activity, heparin cannot be used to
inhibit RNase degradation from any cell type. While pBMDMs were quite resistant, human
HEK 293T cells that are more fragile were completely disrupted preventing the preparation of
cytoplasmic lysates that could be loaded on a sucrose gradient. Despite this ribosomal
subunits contamination, the quality of the sucrose gradient profiles obtained for pPBMDMs was
greatly increased even when the lysate was not loaded directly after lysis. Moreover, when
long or overnight (15h) ultracentrifugation runs were performed to separate monosomes and
polysomes, Superase*In only did not manage to prevent polysomal degradation (Figure 20.E).
The combination of heparin with Superase*In was the most effective strategy to inhibit RNase
degradation. Additionally, the amounts of high density polysomes were systematically higher
when monosomes and polysomes were separated during short ultracentrifugation runs
(2h40min). It was thus necessary to improve our protocol in order to reduce the time between
cell lysis and sucrose gradient separation to obtain reliable monosomes and polysomes
samples. As a consequence, for all subsequent monosome vs polysome footprinting
experiments, the lysates were loaded on a gradient very rapidly after lysis and only short

ultracentrifugation runs were performed.

81



In conclusion, endogenous RNases released during pBMDM lysis dramatically reduce
RNA samples quality and disturb the separation of monosomes and polysomes. To achieve
reliable ribosomal purification, monosomes must be separated from polysomes as quickly as
possible. Moreover, the use of potent RNase inhibitors such as Superase*In and heparin is
required. By following all these precautions, the reproducibility of the sucrose gradient profiles
obtained for pBMDMs was greatly improved. The observations made regarding the
modifications of global protein synthesis rates in pBMDMs following LPS stimulation at
different time post-activation (0, 30 min, 1h, 3h, 6h and 24h) were also replicated (Figure 21).
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Figure 21: Optimized sample preparation to inhibit endogenous RNases activity improves the
reproducibility of sucrose gradient profiles obtained for pBMDMs. Sucrose gradient profiles
obtained for pBMDMs lysates from collected at different times post-LPS stimulation (untreated, 30m,

1h, 3h, 6h, 24h). These gradients are representative of eight independent biological replicates.
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Improving ribosomal footprints selection using high salt conditions

After improving the sample collection and the library preparation steps, | sought to find
a strategy to select the RPFs most likely produced by translating ribosomes and increase the
reliability of our monosome vs polysome footprinting results. Indeed, according to previous
studies, not all the ribosomes composing the monosomal fraction are actually bound to
mRNAs in vivo (Arava et al., 2003; Heyer and Moore, 2016). Ribosomal subunits released
upon cell lysis could also re-associate randomly with the mRNAs producing artifactual RPFs.
Moreover, RBP-mRNA complexes of similar size than the 80S complexes can produce
footprints that are then co-purified with RPFs. High salt treatment can limit weak ionic protein-
RNA interactions and thus remove false footprints derived from RBPs or nonspecific 80S
binding (Miettinen and Bjérklund, 2015). Interestingly, 80S complexes can be stabilized by
interacting with other molecules such as mRNA, tRNAs or proteins and resist high salt
conditions. The addition of 1M KCI in the cytoplasmic lysates before separation of monosomes
and polysomes could thus be used to select ribosomes associated to translated mRNAs
(Blobel and Sabatini, 1971; Martin and Hartwell, 1970; Mills et al., 2016; Zylber and Penman,
1970). Additionally, high ionic conditions prevent the interactions between the ribosomes and
translation factors that were not tightly bound thus limiting post-lysis ribosomal movements
across mRNAs (Mohammad et al., 2019).

To assess the effect of high salt treatment on monosomal and polysomal populations,
cytoplasmic lysates were supplemented with KCI to reach the final concentration of 1M and
incubated on ice for 20 min before loading on a sucrose gradient. When lysates derived from
HEK 293T cells were exposed to such high salt treatment, the monosomes were completely
dissociated leading to a high increase of 40S and 60S subunits peaks compared to the low
salt or classical condition (Figure 22.A). Meanwhile, the total amount of polysomes was not
significantly impacted even if an increase of high density polysomes was observed. This
confirmed that most translation events occur in polysomes in highly proliferating cells such as
HEK 293T.
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Figure 22: High salt treatment facilitates the purification of ribosomes likely involved in
translation. A. Sucrose gradient profiles of HEK 293T lysates incubated on ice for 20 min in low salt
(100mM KCI) or high salt (1M KCI) conditions prior loading on the gradient. B. Sucrose gradient profiles
of pPBMDM lysates prepared with Superase and incubated on ice for 20 min in low salt (100mM KCI) or
high salt (1M KCI) conditions prior loading on the gradient. C. Sucrose gradient profiles of pPBMDM
lysates prepared with both Superase and heparin before incubation on ice for 20 min in low salt (100mM
KCI) or high salt (1M KCI) conditions prior loading on the gradient.
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The dissociation of monosomes into separate small ribosomal subunits was also
visible in pBMDMs lysates treated with 1M KCI but to a lesser extent (Figure 22.B).
Interestingly, the amount of polysomes was higher in the high salt treated sample compared
to the low salt condition. This observation suggested that in addition to the depletion of
monosomes non engaged in translation, the incubation in high salt conditions could also slow
down polysome fragmentation induced by endogenous RNases. Notably, the amount of
monosomes was well reduced after addition of 1M KCI in pBMDM lysates prepared with
heparin (Figure 22.C). As RNase digestion was still occurring in the pBMDM lysate treated
only with Superase*In, the monosomal peak obtained previously was in fact a mixture of
monosomes produced by polysome degradation and truly translating monosomes (Figure
22.B). By using the combination of high RNase inhibitors and 1M KCI treatment, we were thus
able to visualize the very small monosomal fraction likely to be translationally active in
pBMDMs (Figure 22.C). Moreover, the amount of high density polysomes was well increased
in the high salt treated pBMDM lysate prepared with heparin. The incubation with 1M KCI thus
further inhibited the endogenous RNases activity. Altogether, these results demonstrated that
the addition of the high salt treatment could really improve the reliability and the resolution of
ribosomal footprinting studies targeting translationally active ribosomes.

The impact of the 1M KCI treatment was first assessed on classical ribosome profiling
samples. For this, each pPBMDM lysate used was splitted in two samples incubated in low or
high salt conditions before further processing. As the exposure to high ionic conditions
increased the ribosome susceptibility to exogenous RNase digestion, the samples were
desalted using Zeba Spin columns from Thermo Fisher before addition of the S7 nuclease. It
should be noted that this step was not necessary for the preparation of monosome vs
polysome footprinting samples as the KCI excess is diluted during the first sucrose gradient
separation. After digestion and monosomes purification, the samples were subjected to RNase
H treatment to deplete rRNA fragments and used for library preparation.
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The analysis of the most frequent contaminants found in these new ribosome profiling
libraries confirmed the efficiency of our optimized protocol. Indeed, the proportion of rRNA
reads was below 50% and the bacterial contamination was reduced from 10% in our first
attempt to less than 2% in most samples (Figure 23.A and B). Moreover, the amounts of
snRNA and snoRNA contaminating sequences were still very low (Figure 23.C and D).
Concomitantly, the proportions of MRNA and tRNA sequences amongst total reads were well
increased compared to our first ribosome profiling samples (Figure 23.E and F). Importantly,
the amounts of MRNA and tRNA reads were decreased in the high salt treated samples
compared to their corresponding low salt samples. This could be partially explained by the
more stringent selection of RPFs as footprints generated by RBPs or non-specific ribosomal
binding are depleted in this condition. Additionally, ribosomes treated with 1M KCI could be
more sensitive to RNase degradation even after desalting leading to a partial loss of RPFs
(decrease of 25% in the high samples compared to the low salt ones). This hypothesis could
notably explain the increased amounts of rRNA reads observed in the high salt treated
samples compared to the low salt conditions (Figure 23.A). This increased rRNA
contamination is however not sufficient to explain entirely the reduction of mRNA coverage.

To check the accuracy of the ribosomal footprinting, mRNA reads were then analyzed
using the RiboFlow pipeline (Ozadam et al., 2020). The great advantage of this bioinformatic
tool is that it allows the analyses of ribosomal densities depending on the RPFs size. Indeed,
RPF lengths are variable and carry information on the translational stage of the ribosomes
(Mohammad et al., 2019). Due to the different structural rearrangements occurring during
protein synthesis, the portion of mMRNA protected by the ribosome can change depending on
the translation step (Lareau et al., 2014; Wu et al., 2019). Notably, during elongation, the
ribosomes oscillate between two different conformations before and after peptide bond
formation (Lareau et al., 2014). Before peptide bond formation, the ribosomal A site is
occupied by an aminoacyl tRNA and the mRNA portion protected is around 28-30 nucleotides
long. Upon peptide bond formation, the ribosomal subunits rotate and the previously
aminoacylated tRNA is relocalized to the P site leaving a higher portion of the mRNA
vulnerable to RNase digestion. Post peptide bond or translocating ribosomes thus produce
shorter RPFs (18-22 nucleotides long). These smaller footprints cannot be visualized if the
samples are pre-treated with CHX as this drug mostly stabilizes pre-peptide bond ribosomes.
Moreover, they can be lost during gel size selection if the RPFs size range selected is too
high. To obtain a good picture of the ribosomes at various stages of the translational cycle,
RPFs between 19 and 38 nucleotides were selected to prepare our footprinting libraries. As
S7 nuclease has a tendency to leave one or more nucleotides undigested at the 3’ boundary

of the ribosomes, the RPFs produced by S7 digestion usually display a broader length
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distribution compared to other RNases (Gerashchenko and Gladyshev, 2017; Hwang and
Buskirk, 2017). Consequently, the RPFs produced by elongating ribosomes are expected to
be slightly larger in our samples compared to the stereotyped 18-22nt and 28-30nt RPFs
obtained in yeast ribosome profiling studies.

When looking at the RPFs length distribution in our ribosome profiling libraries, the two
populations corresponding to distinct elongation stages are only observed in the 1M KCI
treated samples (Figure 24.A). This result thus confirmed that the high salt treatment could
really improve the footprinting resolution. Moreover, the RPFs produced by pre or post peptide
bond ribosomes are indeed a few nucleotides longer than what was obtained in previous yeast
studies that did not use S7 nuclease (around 29-35nt and 22-28nt respectively). The RPF
length distribution was also very different in the UTR regions compared to the CDS region in
the 1M KCI treated sample with more small RPFs observed in 5 and 3’ UTRs. These small
RPFs could be produced by ribosomes with an empty A-site such ribosomes reinitiating after
UORF translation in the 5UTR or post-termination non recycled ribosomes in the 3'UTR
(Skabkin et al., 2013). Interestingly, the association with an mRNA and a tRNA could be
sufficient to stabilize the ribosome and confer resistance to high salt treatment independently
of the presence of a nascent peptide. The smaller size RPFs observed in the UTRs are thus
produced by a different ribosomal population than the one actively elongating restricted to the
CDS. These different ribosome populations were not visible in the classical or low salt samples
as only large size RPFs were observed in all the mRNA regions. This could be explained by
a reduced RNase treatment efficiency compared to the high salt condition leading to an
incomplete digestion at the ribosome boundaries in the CDS and the UTRs. Alternatively, the
high salt treatment could have removed translation factors or RBPs that were loosely bound
to the 5’UTR and 3'UTR ribosomes leaving larger unprotected mRNA portions.
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Figure 24: High salt treatment improves the ribosome footprinting quality and the detection of
different ribosomal conformations. A. Comparative analysis of the length distribution of RPFs
mapping to the 5’UTR, CDS or 3UTR regions in the mouse pBMDM mRNAs using the RiboFlow
pipeline. The frequency of each RPF length is normalized to the number of reads mapping in each
mRNA region (5’'UTR, CDS or 3UTR) separately. B. Fragment Length Organizing Similarity Score
(FLOSS) analysis of the RPFs mapping in each mRNA region (5’UTR, CDS or 3'UTR) in low or high
salt ribosome profiling libraries.

To further validate our observations, the RPFs size distribution in the different regions
of the mRNAs were compared using the Fragment Length Organizing Similarity Score
(FLOSS) algorithm for high or low salt treated samples (Figure 24.B). This bioinformatic tool
measures the degree of difference between the RPFs size distribution in a region of interest,
like the 5’ or the 3’ UTRs, and a reference set, such as the CDS region (Ingolia et al., 2014).
Higher FLOSS score values are thus representative of an increased difference between the
reference and the region of interest. As the variability is increased when the sequencing
coverage is low, the FLOSS values are less informative if the number of mapped reads is
reduced. Interestingly, the FLOSS score is calculated for each transcript individually so it is
possible to identify those that are not fitting to the global distribution. For this, the FLOSS score
values were plotted depending on the number of reads mapping to each mRNA region. Each
individual transcript was represented as a dot and all dots below a statistical cut-off line
correspond to transcripts that generate RPFs of similar size to the reference. As the CDS
region was selected as the reference for this analysis, most of the transcripts displayed a
footprinting pattern that is similar to the global distribution in this region. In the 5UTR, more
differences were visible even in the low salt samples as more individual FLOSS values were

above the global distribution. The differences were however higher in the 1M KCI treated
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samples as observed when looking directly at the RPFs size distribution. The biggest
differences were observed in the 3'UTR region in high salt treated samples as many
transcripts displayed a different RPFs distribution in this region compared to the CDS.
Altogether these results demonstrate that RPFs obtained in the UTRs display a different
pattern than CDS derived RPFs revealing their engagement in another step of the translation
cycle. Importantly, high salt treatment can be used to discriminate more easily ribosomes that
are actively elongating from those that are not.

Finally, to control the translational status of the different RPF populations, the 5’ end
read densities were aggregated across all transcripts to assess the global coverage rates
around the translation start and stop sites using RiboFlow pipeline (Ozadam et al., 2020). The
results revealed that both small and large RPFs display a clear 3 nucleotide periodicity in the
CDS region but not in the UTRs (Figure 25.A and B). Thus this further demonstrated that most
ribosomes bound in the 5’ and 3’ UTR are not actively elongating. Intriguingly, a higher small
RPFs signal is observed in the 5’UTR region close to the start codon in the high salt samples.
These 22-28nt RPFs could be produced by ribosomes reinitiating after uORF translation with
an empty A-site that are better detected in this condition. Moreover, the periodicity peaks are
sharper and better defined in the 1M KCI treated samples compared to the low salt conditions
for both pre and post peptide bond ribosomes. In conclusion, the high salt treatment really
improved the quality and the resolution of the footprinting results obtained.
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Figure 25: High salt treatment improves the three nucleotides periodicity in ribosome profiling
libraries. A. Coverage of the start codon region (50nt range before and after the start codon) across
mRNAs in the low or high salt treated ribosome profiling libraries. The analysis was performed
separately for the two RPFs size ranges corresponding to pre (29-35nt) or post (22-28nt) peptide bond
conformations of the ribosomes. B. Coverage of the stop codon region (50nt range before and after the
stop codon) across mRNAs in the low or high salt treated ribosome profiling libraries. The analysis was
performed separately for the two RPFs size ranges corresponding to pre (29-35nt) or post (22-28nt)
peptide bond conformations of the ribosomes.
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Monosome vs polysome footprinting using pBMDMs

Following the extensive optimization of our protocol to obtain robust and reliable
results, | prepared monosome vs polysome libraries from LPS stimulated pBMDMs lysed in
presence of Superase*In and heparin, submitted to high salt treatment before loading on the
first gradient, digested with 3uL of S7 nuclease and RNase H, and depleted before library
preparation. The results obtained were surprisingly bad : on average only 6% and 7.5% of
total sequenced reads corresponded to mRNA fragments in the monosome and polysome
footprinting libraries. The rRNA contamination levels were higher than what was obtained for
global ribosomal profiling but could not explain entirely why the coverage of mRNA sequences
was so low (average contamination rates of 53% in monosome libraries and 80% in polysome

libraries).

The explanation came after analyzing the mRNA derived RPFs length distributions
(Figure 26.A). The RPFs size range was in fact higher than expected in all mMRNA regions in
both monosomes and polysomes footprinting libraries. Particularly, the distribution of RPFs
generated by CDS associated ribosomes was very broad with some footprints being larger
than 36 nucleotides long. As the RPFs were gel size-selected between 19 and 38 nucleotides
prior library preparation, larger fragments were depleted thus preventing the sequencing of all
mMRNA portions actually protected by the ribosomes. This reduced efficiency of the RNase
treatment could be explained by the presence of heparin traces remaining in the monosomal
and the polysomal fractions even after the first sucrose gradient purification. Indeed, we
previously tested the impact of heparin addition on the RNase treatment when performed
directly in the cytoplasmic lysate and observed that it could reduce its efficiency (Figure 26.B).
Notably, the collapse of polysomes into monosomes was incomplete in the presence of
heparin. For this reason, heparin was omitted during the preparation of global ribosome
profiling samples. On the other hand, we did not expect that heparin traces left after sucrose
gradient purification could effectively inhibit the RNase digestion step for monosome and
polysome footprinting samples. As RNase T1 was described as less sensitive to heparin
inhibition (Gerashchenko and Gladyshev, 2017), | next tested if its combination with S7
nuclease could improve polysomes collapse despite the presence of high RNases inhibitors
amounts in the cytoplasmic lysates. The results obtained using this combination of RNases
were encouraging as less polysomes were remaining after treatment even in heparin
containing samples (Figure 26.C). With this in mind, | decided to set up another monosome
vs polysome footprinting experiment specially designed to find the best RNase digestion

conditions for our samples.
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Figure 26: Heparin traces in purified monosomes and polysomes reduce their footprinting
quality. A. Comparative analysis of the length distribution of RPFs mapping to the 5’UTR, CDS or
3'UTR regions in the mouse pBMDM mRNAs using the RiboFlow pipeline. The frequency of each RPF
length is normalized to the number of reads mapping in each mRNA region (5UTR, CDS or 3UTR)
separately. B. Sucrose gradient profiles of pPBMDMs lysates treated with 3uL of RNase S7 in presence
or in absence of heparin. C. Sucrose gradient profiles of pPBMDMs lysates treated with 3uL of RNase
S7 and 150U of RNAse T1 in presence or in absence of heparin. D. Comparison of the proportions of
RPFs mapping to the 5’UTR, CDS or 3'UTR mRNA regions in monosome or polysome footprinting
libraries using the RiboFlow pipeline. E. Coverage of the start and stop codon regions (50nt range
before and after the start/stop codons) across mRNAs in the monosome vs polysome footprinting

libraries.
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Even though the footprinting pattern was probably biased in our incompletely digested
monosome vs polysome libraries, | decided to analyze the few mRNA reads obtained using
the RiboFlow pipeline. Importantly, most of the RPFs mapping to mRNA sequences were
derived from the CDS region in both monosome and polysome footprinting samples (92.1%
and 96.1% respectively ; Figure 26.D). This result clearly suggests that translationally active
monosomes are not restricted to the pioneer round of translation initiation or to terminating
ribosomes. On the contrary, as observed in yeast, most mMRNA bound monosomes are likely
elongating or stalled all along the CDS region. Another proof of this was the clear 3nt
periodicity observed within the CDS but not in the UTR regions bordering the start and stop
codons in our monosome footprinting libraries (Figure 26.D). In conclusion, despite the
incomplete digestion and the loss of many RPFs during sample preparation, we were already
able to confirm that monosomes are also involved in translation in murine pBMDMs in basal

conditions and after LPS activation.

In order to select the best RNase conditions to obtain reliable monosome and
polysome footprinting results, monosomal and polysomal fractions prepared after sucrose
gradient ultracentrifugation of several untreated pBMDM lysates were pooled. The different
fractions were then digested either with the same amount of S7 nuclease as previously (3uL
S7), with a doubled amount of S7 alone (6uL S7) or in combination with the RNase T1 (3uL
S7 + 150U T1). Moreover, a non-digested sample was also prepared to be able to check the
RNase digestion efficiency directly during the second sucrose gradient purification. For all
RNase conditions tested, the digestion was efficient despite the heparin traces as all treated
polysomes were properly collapsed into monosomes (Figure 27.A). In monosome samples,
the 60S peaks were also well reduced after RNase treatment showing that no inhibition due
to heparin was occurring. The 80S peaks obtained post-digestion were well reduced in the
monosome and polysome samples treated with a higher amount of S7 nuclease (6uL)
revealing a partial loss of ribosomal integrity. Conversely, the combination of RNase T1 with
S7 nuclease yielded approximately the same amount of 80S complexes as when the fractions
were digested with a regular amount of S7 alone. The combination of both RNases at lower
concentrations could thus be less aggressive towards the ribosomes.
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Clear differences of the RNase digestion efficiency were observed when looking at the
RPF lengths distribution in the monosome or polysome footprinting libraries prepared from the
different digestion conditions (Figure 27.B). As expected, the RPFs size range was very broad
in the monosome and polysome samples prepared with 3uL of S7 nuclease. Many large
fragments representative of an incomplete digestion were observed in these samples. These
results in accordance with our previous experiment thus indicated that only a small adjustment
of the RNase conditions could be sufficient to improve the footprinting quality. Furthermore,
doubling the S7 nuclease amount shifted the RPF lengths distribution toward lower sizes. Yet,
too many large fragments were still remaining in both monosome and polysome footprinting
samples. The RPF lengths distributions were greatly improved when a regular amount of S7
nuclease was combined with a small amount of RNase T1. This condition could thus be the
best to perform monosome vs polysome footprinting using pBMDM samples. The length
distributions obtained were however not as narrowed as what was observed previously for
global ribosome profiling. This could notably explain why it was not possible to discriminate
between pre and post peptide bond formation derived RPFs in our monosome and polysome
libraries. Further optimization of the RNase digestion conditions could be required if a better
discrimination of these two ribosomal populations is desired.
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Figure 27: Optimization of the RNAse digestion conditions to improve the monosome vs
polysome footprinting protocol. A. Sucrose gradient profiles of the input pBMDM lysates used for
the setting up of the monosome vs polysome footprinting digestion step. Monosomes and polysomes
fractions from several sucrose gradients were pooled separately and then submitted to different RNAse
digestion conditions as indicated. The sucrose gradient profiles obtained during the selection of properly
digested monosomes and polysomes are also shown. B. Comparative analysis of the length distribution
of RPFs mapping to the 5’UTR, CDS or 3'UTR regions in the mouse pBMDM mRNAs for each sample.
The frequency of each RPF length is normalized to the number of reads mapping in each mRNA region
(5'UTR, CDS or 3'UTR) separately.
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Interestingly, a higher peak corresponding to small 16nt RPFs was observed in the &’
and 3’ UTR regions in the polysome sample treated with RNase S7 and T1 (Figure 27.B). This
RPF size has been previously associated with ribosomes stalled on 3’ end truncated mRNAs
that require the recruitment of recycling factors to be removed (Guydosh and Green, 2014;
Young et al., 2015). This observation thus suggested that ribosome recycling after termination
in the 3 UTR could be less efficient on some polysome bound mRNAs. Consequently, the
80S complexes could remain associated with the mRNA even after peptide release allowing
their movement and/or stalling in the 3’'UTR region. This previously described mechanism
could promote reinitiation on the same mRNA as scanning could be resumed directly after the
stop codon (Guydosh and Green, 2014; Skabkin et al., 2013). A similar phenomenon could be
occurring in the 5’UTR region with ribosomes not efficiently recycled at the end of uORFs. If
the ribosomes cannot resume scanning, they could trigger the No Go decay pathway hence
leading to the production of 16nt RPFs. Additionally, it was recently shown that uORF
translation could trigger NMD through the recruitment of UPF1 (Jia et al., 2020). Alternatively,
these very small RPFs could be generated by the over digestion of pre peptide bond
ribosomes by the RNase T1. Indeed, this RNase is more processive than the S7 nuclease and
could efficiently degrade the mRNA fragment at each side of the ribosomal boundaries. The
comparison of the RPF lengths distribution in monosome and polysome footprinting libraries
prepared with a higher amount of RNase S7 alone would be necessary to discriminate

between these two scenarios.
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When looking at the proportion of the different RNA species in each of these
monosome and polysome footprinting libraries, we observed that the amounts of
contaminating rRNA reads were globally lower than for all the previous attempts (less than
20% of total reads ; Figure 28.A). In addition to the RNase H mediated depletion effect, the
ribosomes integrity was thus better preserved for all RNase conditions tested. The
combination of RNases S7 and T1 seemed less aggressive towards polysomes than the other
RNase conditions as less rRNA contaminants were produced. On the contrary, for
monosomes, more rRNA fragments were obtained using this combination. This observation
thus revealed that the best RNase condition could be different for monosomes and polysomes
footprinting. The amounts of tRNA fragments retrieved were also higher when RNase S7 and
T1 were combined, consistent with a stronger RNase digestion efficiency (Figure 28.B).
Finally, the amounts of mMRNA reads obtained were higher when only RNase S7 was used
during sample preparation (Figure 28.C). Despite improving the RPF lengths distribution, the
addition of RNase T1 could induce a loss of RPFs thus decreasing the amount of information
retrieved from our footprinting libraries. Interestingly, the amounts of mRNA derived RPFs
were quite similar in the samples treated with 3uL or 6uL of RNase S7. Although the 80S
peaks observed on the sucrose gradients were reduced when high S7 nuclease amounts were
used (Figure 27.A), it did not induce a significant loss of RPFs. Due to its reduced digestion
efficiency, the RNase S7 is less aggressive towards the ribosomes and consequently could
provide the most intact picture of the ribosomal occupancies in pBMDMs. Finally,
independently of the coverage differences between RNase conditions, most of the RPFs
mapping to MRNA sequences were derived from the CDS region in all our monosome and
polysome footprinting libraries. Indeed, after analysis with the RiboFlow pipeline, we observed
that on average 95% of mMRNA reads corresponded to CDS in the monosomes libraries and
97% in the polysomes ones (Figure 28.D). This further confirmed that monosomes are not
restricted to initiating or terminating ribosomes and can also elongate all across the CDS.
Interestingly, the amounts of 5’UTR derived RPFs were higher in the monosome footprinting
libraries in accordance with a higher involvement of this ribosomal population in the translation
of short uUORFs.
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Figure 28: Characterization of the different RNA sequences represented in the monosome and
polysome footprinting libraries prepared using distinct RNase conditions. Proportions of A. rRNA,
B. tRNA, and C. mRNA reads relative to the total reads sequenced for each type of library. D.
Comparison of the proportions of RPFs mapping to the 5’UTR, CDS or 3’UTR mRNA regions in the
different monosome or polysome footprinting libraries using the RiboFlow pipeline.
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To confirm that the RPFs mapped to the CDS region in the monosome footprinting
libraries are really generated from actively elongating ribosomes, the RPFs size distribution in
these samples was compared to the pattern obtained for polysomes samples. For all RNase
conditions tested, the length distributions of RPFs mapped to the CDS between monosome
and polysome libraries were highly similar (Figure 29.A). This result clearly proves that
monosomes can also be actively engaged in translation and particularly in the elongation of
newly synthesized polypeptide chains. Moreover, variations were visible at the transcript-level
when individual FLOSS values were plotted depending on the number of CDS mapped reads.
Notably, the FLOSS values obtained for monosome samples treated with S7 only were
increased compared to those obtained for polysome samples (Figure 29.B). This can be
explained by the reduced coverage of mMRNA sequences in the S7 treated monosome libraries
compared to the polysome ones. Consequently, the correlation between the monosome and
polysome FLOSS scores was increased for the conditions where the mRNA coverages were
more similar (Figure 29.C).
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